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Resumen
La teledeteccio´n aplicada a las geo-ciencias es una herramienta que ofrece un costo
relativamente bajo para la deteccio´n, clasificacio´n y seguimiento de feno´menos terrestres.
Muchos de sus sensores ofrecen ima´genes de media y alta resolucio´n que por lo general
incluyen dos ima´genes, la primera es una imagen pancroma´tica de alta resolucio´n espacial
(PAN) (en blanco y negro) y una imagen multi-espectral (MS) de baja resolucio´n espacial.
Una metodolog´ıa, conocida como fusio´n de ima´genes, se encarga de integrar la informacio´n
contenida en estas ima´genes de diferente resolucio´n espectral y espacial, lo que conlleva
a obtener una sola imagen, que incluye las mejores caracter´ısticas de cada una con la
principal restriccio´n de no degradar la informacio´n espectral de la imagen multi-espectral
original.
La expresio´n “fusio´n de ima´genes” generalmente implica la integracio´n de las ima´genes
adquiridas mediante mu´ltiples sensores con la intencio´n de proporcionar una mejor per-
spectiva de una escena, que a su vez contenga informacio´n ma´s amplia. En la teledeteccio´n,
los sistemas de fusio´n se pueden clasificar en: me´todos relacionados con el color, me´todos
estad´ısticos/nume´ricos y me´todos combinados. La primera categor´ıa abarca los me´todos
que esta´n basados en la conversio´n de la informacio´n hacia diversos espacios de color. El
segundo caso, incluye los me´todos que hacen uso de diferentes herramientas matema´ticas,
La tercera categor´ıa implica la combinacio´n de los me´todos anteriores o nuevos me´todos.
Respecto a la segunda categor´ıa, abarca los me´todos basados en ana´lisis multi-resolucio´n
(MRA). MRA ofrece un me´todo simple y ra´pido para el estudio de una sen˜al a diferentes
escalas; utiliza funciones (tal como wavelets) que se adaptan automa´ticamente a los difer-
entes componentes de la sen˜al. En particular, la transformada wavelet discreta (DWT)
utiliza una pequen˜a ventana para .observar”los componentes de alta frecuencia y una gran
ventana para .observar”los componentes de baja frecuencia. La sen˜al se analiza a una res-
olucio´n baja (asociada a una funcio´n de escalamiento) para obtener una visio´n global y a
mayores resoluciones (asociadas a una funcio´n wavelet) para ver los detalles.
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2MRA proporciona herramientas eficaces para facilitar las aplicaciones de fusio´n de
datos, sin embargo, se debe considerar que cuando se inyectan detalles de alta frecuencia
de una imagen a otra se pueden producir distorsiones espaciales, dando lugar a traslaciones,
o difuminacio´n de contornos y texturas, esto ocurre principalmente cuando el MRA es sen-
sible a traslaciones. Por lo tanto, la fusio´n basada en MRA requiere la definicio´n de un
modelo para determinar co´mo se extraera´ la informacio´n de la imagen de alta frecuencia
(PAN) y co´mo se inyectara´ en las bandas de la MS.
Un ejemplo t´ıpico de la MRA es la transformada discreta wavelet (DWT) real, pero
esta transformada es dependiente de traslaciones de la sen˜al, y por consiguiente, inadecua-
da para algunas aplicaciones en el procesamiento de ima´genes. En este trabajo se describe
una modificacio´n de la DWT apropiado para fusio´n de ima´genes, conocida como “ Du-
al Tree Complex Wavelet Transform”(DT-CWT) como base para un algoritmo de fusio´n
de ima´genes de teledeteccio´n, el cual combina detalles de la PAN (alta frecuencia, infor-
macio´n espacial), con la aproximacio´n de la MS (baja frecuencia, la informacio´n espectral).
La estructura general de un esquema de fusio´n de ima´genes implica tres aspectos
principales: la primera es la te´cnica utilizada para transformar (directa e inversa) las
ima´genes en un dominio que representa con exactitud la informacio´n relevante (por ejem-
plo, transformadas geome´tricas , Fourier, Wavelet, etc.) El segundo aspecto reside en el
conocimiento previo que se tenga, como informacio´n de los sensores, informacio´n de la
escena, etc. Por u´ltimo, el tercer aspecto esta´ relacionado en co´mo utilizar la informacio´n
suministrada por los dos anteriores aspectos con el fin de generar un mapa que defina
co´mo se obtendra´ la informacio´n final. Segu´n esto, el presente trabajo esta´ motivado en
proveer y evaluar un algoritmo de fusio´n de ima´genes de teledeteccio´n, es decir, la fusio´n
de una imagen pancroma´tica (PAN), con una imagen multi-espectral (MS), utilizando una
transformada particular (Transformada Wavelet Compleja de Doble A´rbol - DT-CWT),
aplicada a ima´genes capturadas con diferentes sensores remotos.
Abstract
Remote sensing for geo-science is a tool that offers a relatively low cost for the de-
tection, classification and monitoring of terrestrial phenomena. Many of its sensors offer
images of medium and high resolution which generally include two images, the first is a
high spatial resolution panchromatic image (PAN) (black and white) and a multi-spectral
imaging (MS) low spatial resolution. A methodology, known as image fusion, is to inte-
grate information contained in these images of different spectral and spatial resolution,
leading to produce a single image, which includes the best features of each with the major
constraint to not degrade the spectral information of the original multi-spectral imaging.
The term “image fusion” generally involves the integration of images acquired by mul-
tiple sensors with the intention of providing a better perspective on a scene, which in
turn contain further information. In remote sensing, fusion systems can be classified as:
color-related methods, numerical/ statistical methods and combined methods. The first
category covers methods that are based on the conversion of information to different color
spaces. The second case, includes methods that use different mathematical tools, the third
category involves the combination of the above or new methods.
Regarding the second category includes methods based on multi-resolution analysis
(MRA). MRA offers a simple and rapid method for the study of a signal at different
scales, using functions (such as wavelets) that automatically adapt to the different com-
ponents of the signal. In particular, the discrete wavelet transform (DWT) uses a small
window ”to observe”high frequency components and a large window for .observe”the low
frequency components. The signal is analyzed at a low resolution (associated to a scaling
function) to obtain a global vision and higher resolutions (associated with a wavelet func-
tion) for details.
The multi-resolution analysis (MRA) provides effective tools to facilitate data fusion
applications, however, when injected high-frequency detail in an image spatial distortions
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4may occur, resulting in translations, or blurring of contours and textures This happens
mainly when the MRA is sensitive to translations. Therefore, the merger based on MRA
requires the definition of a model to determine how to extract the information from high-
frequency image (PAN) and how it is injected into the MS bands.
A typical example of MRA is the discrete wavelet transform (DWT), but this trans-
form is shift dependent and therefore unsuitable for some applications in image processing.
In this work will be described a modification of the DWT appropriate for image fusion,
known as “Dual Tree Complex Wavelet Transform” (DT-CWT) used for fuse remote sens-
ing images combining the PAN details (high frequency, spatial information) with the MS
approximation (low frequency, spectral information).
The general structure of an image fusion scheme involves three main aspects: the first is
the technique used to transform images in a domain that accurately represents the relevant
information (eg, geometric transforms, Fourier, Wavelet , etc.) The second aspect lies in
the prior knowledge you have, such as sensor information, scene information, etc. Finally,
the third aspect is related on how to use the information provided by the two previous
issues in order to generate a map that defines how the information will end. Accordingly,
the present work is motivated to provide and evaluate an algorithm for remote sensing
image fusion, ie fusion of a panchromatic image (PAN) with a multi-spectral image (MS),
using a particular transform (Dual-Tree Complex Wavelet Transform - DT-CWT), applied
to images captured with different remote sensors.
CAPI´TULO 1
INTRODUCCIO´N
1.1. Generalidades y planteamiento del problema
La teledeteccio´n o percepcio´n remota (remote sensing) es una ciencia que abarca la
obtencio´n de informacio´n (espectral, espacial, temporal) sobre un objeto, a´rea o feno´meno
sin entrar en contacto directo con el elemento estudiado [4]; esta informacio´n se puede
obtener de diversas formas tales como la deteccio´n de variaciones en ondas acu´sticas o
variaciones en energ´ıa electromagne´tica. Como ejemplos, se pueden citar las plataformas
de observacio´n de la tierra o el clima, las ima´genes por resonancia magne´tica, las tomo-
graf´ıas por emisio´n de positrones, entre otras.
El uso de la teledeteccio´n para la observacio´n de la superficie terrestre (sobre el cual
se enfocara´ el presente trabajo) se puede justificar por diferentes puntos, a saber [3]:
Existen zonas que normalmente no son accesibles fa´cilmente para monitoreo continuo
(ej. Ocea´no)
La teledeteccio´n facilita contar con medidas de a´reas extensas a lo largo del tiempo
Para el estudio de diferentes feno´menos se requieren medidas globales
La teledeteccio´n permite con frecuencia medir varios para´metros a la vez
La teledeteccio´n, en ocasiones, puede significar procesos de monitoreo ma´s econo´mi-
cos
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Sin embargo presenta varios contras:
La teledeteccio´n implica medidas indirectas
Las sen˜ales electromagne´ticas (Sobre las cuales se basa) se ven afectadas por muchos
para´metros
Usualmente se requieren modelos o suposiciones para interpretar las medidas
La validacio´n de los datos generalmente no es posible en sentido estricto
La estimacio´n de errores es dif´ıcil
De cualquier forma el uso de la teledeteccio´n aplicada al estudio de la tierra ha si-
do un pilar en el desarrollo de las u´ltimas de´cadas ya que permite determinar diferentes
para´metros, como por ejemplo:
Superficie: Altura, albedo, tipo de vegetacio´n, temperatura superficie (agua), incen-
dios, rugosidad de la superficie, velocidad del viento, turbidez del agua, concentraciones
de clorofila en el agua, cobertura de hielo, tipo de hielo, etc.
Meteorolog´ıa: Presio´n, temperatura, cobertura de nubes, tipo de nueves, frecuencia de
rela´mpagos.
Constitucio´n qu´ımica de la atmo´sfera: carga de aerosoles, tipo de aerosoles.
Para la determinacio´n de informacio´n de este tipo, estos sistemas de teledeteccio´n
normalmente involucran (ma´s no se limitan a) los siguientes 7 elementos:[1]
1. Fuente de energ´ıa o iluminacio´n.
2. Radiacio´n y medio transmisio´n (Atmo´sfera)
3. Interaccio´n con el objetivo
4. Captura de informacio´n y almacenamiento (Sensor, sin contacto directo con el ob-
jetivo)
5. Transmisio´n, recepcio´n y almacenamiento de la informacio´n
6. Interpretacio´n y ana´lisis de la informacio´n
7. Aplicacio´n de la informacio´n
La iluminacio´n del objetivo a estudiar requiere una fuente de energ´ıa que puede estar
disponible de forma natural (Sensores pasivos) o de forma artificial (Sensores activos). En
el caso de la teledeteccio´n el sol es una fuente de energ´ıa natural muy conveniente, siendo
posible capturar la energ´ıa reflejada o la energ´ıa absorbida y re-emitida (Caso te´rmico).
Cuando no hay una fuente disponible, el sensor puede entregar la energ´ıa necesaria a la
escena, como en el caso de un Radar de Apertura Sinte´tica (SAR). Esta energ´ıa emitida
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y/o reflejada necesita un medio de transmisio´n, en el cual puede sufrir interferencias o
verse afectada por la naturaleza de la misma, aspectos que no deben dejarse a un lado
cuando se adquiere informacio´n remota; en el caso de la teledeteccio´n, este medio es la
atmo´sfera.
Luego de atravesar la atmo´sfera, la energ´ıa interactu´a con el objetivo, cuya reaccio´n
depende principalmente de las propiedades de esta radiacio´n y del objetivo en si; esta
respuesta del objetivo, en forma de energ´ıa electromagne´tica sera´ el feno´meno f´ısico ante
el cual debe reaccionar el sensor, capturando y almacenando la informacio´n de energ´ıa
entregada en la escena. La energ´ıa registrada por el sensor, con frecuencia en formato
electro´nico, debe ser transmitida hacia una estacio´n donde los datos se procesan y se
traducen en una imagen (impresa y/o digital). Ya en alguno de estos formatos, la infor-
macio´n esta´ lista para su interpretacio´n y extraccio´n de informacio´n que provea un mejor
entendimiento, nueva informacio´n o asistencia a la hora de resolver un problema particular.
Para lograr capturar la informacio´n de las cubiertas terrestres de manera remota, ex-
isten diversos me´todos para la ubicacio´n del sensor, tales como escaleras, andamios, altos
edificios, gru´as, etc, pero por lo general son ma´s recomendables plataformas ae´reas tales co-
mo aviones, helico´pteros (ocasionalmente utilizados) o dispositivos espaciales. Los aviones
se utilizan con frecuencia para recoger ima´genes detalladas facilitando la recopilacio´n de
datos pra´cticamente en cualquier parte de la superficie terrestre. A nivel espacial, la telede-
teccio´n se lleva a cabo desde transbordadores espaciales o, de forma ma´s comu´n, desde
sate´lites, los cuales orbitan en torno a un objeto - en este caso, la Tierra, y cuyas o´rbitas
permiten la cobertura repetitiva de la superficie terrestre [1].
Los sate´lites que transportan sensores remotos esta´n disen˜ados para seguir una o´rbita
(ba´sicamente de norte a sur) que, en relacio´n con la rotacio´n de la tierra (oeste-este), les
permite cubrir la mayor´ıa de la superficie de la tierra durante un cierto per´ıodo de tiempo,
por ejemplo una o´rbita puede tener una inclinacio´n relativa a una l´ınea que discurre entre
los polos Norte y Sur, conocidas como “nearpolar”. As´ı mismo, muchas de estas o´rbitas
esta´s sincronizadas con el movimiento solar lo que les permite cubrir cada regio´n a una
hora local constante. Estos sensores espaciales pueden capturar regiones del orden de de-
cenas de metro2 a centenas de Km2.
En la actualidad existen un gran nu´mero de sensores remotos orientados a la obser-
vacio´n terrestre, cada uno posee caracter´ısticas enfocadas a aplicaciones espec´ıficas, por
lo cual se pueden diferenciar por su habilidad para discriminar diferentes tipos de infor-
macio´n, por ejemplo espacial, espectral, temporal o radiome´trica. Los sensores remotos
capturan la radiancia emitida o reflejada, entregando finalmente ima´genes. En el anexo A
se puede consultar la documentacio´n te´cnica de sensores remotos, en particular los refer-
entes a las ima´genes utilizadas en el presente trabajo.
La resolucio´n espacial hace referencia al taman˜o de la caracter´ıstica ma´s pequen˜a que
puede detectar el sensor, la cual esta´ relacionada (en el caso de una imagen digital) con
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un p´ıxel, el cual normalmente es cuadrado y representa una cierta a´rea de la imagen. Por
ejemplo, si una imagen tiene una resolucio´n de 20 metros, el taman˜o de un p´ıxel sera´ de
20x20 metros cuando la imagen se visualice con plena resolucio´n, sin embargo, si esto
u´ltimo no se cumple, se tendra´n taman˜os de p´ıxel diferentes. La resolucio´n espacial de
una imagen de sate´lite puede ir desde las de´cimas de metro (alta resolucio´n, donde los
detalles pequen˜os se pueden percibir) hasta varios kilo´metros (baja resolucio´n). En el caso
de hacer referencia simplemente a la resolucio´n de una imagen, por lo general se habla de
su resolucio´n espacial.
Por su parte, la resolucio´n espectral describe la capacidad de un sensor de definir bien
los intervalos de longitud de onda. Cuanto ma´s fina sea la resolucio´n espectral, ma´s estre-
cho es el rango de longitud de onda de un canal en particular. Por ejemplo, las ima´genes
en blanco y negro poseen una baja resolucio´n espectral, ya que abarcan un gran rango de
longitudes de onda. En el caso de ima´genes a color, la resolucio´n espectral es ma´s fina, ya
es que es sensible de forma independiente a longitudes de onda correspondientes al rojo,
verde y azul. La mayor´ıa de los sistemas de teledeteccio´n cuentan con varios sensores para
diferentes rangos del espectro (Rojo, verde, azul, infrarojo, etc), de aqu´ı que se les llame
sensores multi-espectrales. Existen sensores con bandas au´n ma´s estrechas conocidos como
h´ıper-espectrales.
En cuanto a la resolucio´n radiome´trica, esta describe la capacidad del sistema para dis-
criminar ligeras diferencias en la energ´ıa. Cuanto ma´s fina sea la resolucio´n radiome´trica,
mayor sensibilidad para detectar pequen˜as diferencias en la energ´ıa reflejada o emitida.
Para el caso de ima´genes digitales, este para´metro se relaciona con el nu´mero de niveles de
gris que puede tener el valor de un p´ıxel, definido por el nu´mero de bits utilizados. Para
el caso de 8 bits se tienen 256 niveles, donde el “cero” equivale al negro y el “255” al blanco.
Finalmente, la resolucio´n temporal se define como la capacidad de obtener ima´genes
de la misma a´rea de la superficie terrestre en diferentes per´ıodos de tiempo. Este es un
elemento muy importante, como por ejemplo para la deteccio´n de cambios.
Como se expreso´ anteriormente, los sensores remotos captan la radiancia emitida o
reflejada, entregando una imagen (con uno o ma´s componentes en diferentes regiones del
espectro electromagne´tico). Para el caso de sensores ubicados en sate´lites artificiales, estas
ima´genes comu´nmente se conocen como ima´genes de Sate´lite, y sera´n el e´nfasis central de
la presente tesis, ya que, como se vera´ ma´s adelante, por lo general en estos sistemas se
tienen dos ima´genes de la misma escena con diferente resolucio´n espacial.
Una imagen hace referencia a una representacio´n picto´rica independientemente de las
longitudes de onda o el sensor que haya sido utilizado para capturar y almacenar la in-
formacio´n relacionada con la energ´ıa electromagne´tica, aqu´ı es importante diferenciar una
imagen de una fotograf´ıa, do´nde esta u´ltima por lo general captura so´lo variaciones de en-
erg´ıa en longitudes de onda comprendidas entre 0.3 um - 0.9 um (espectro visible). Para el
almacenamiento de la informacio´n, por lo general, los sensores archivan electro´nicamente
1.1. GENERALIDADES Y PLANTEAMIENTO DEL PROBLEMA 9
la informacio´n de energ´ıa como un arreglo de nu´meros en formato digital (p´ıxeles), cuyo
valor corresponde a un nivel de gris.
Al igual que la fotograf´ıa normal, el ser humano so´lo puede captar un rango limitado
del espectro electromagne´tico, lo cual significa que es incapaz de capturar informacio´n, por
ejemplo de tipo infrarrojo. As´ı mismo este rango de longitudes de onda es detectado por
nuestros ojos en toda su amplitud y procesado por nuestro cerebro como colores separados.
En el caso de los sensores que capturan las ima´genes de sate´lite, puede existir un sensor
espec´ıfico disen˜ado para capturar cada uno de los rangos de longitudes de onda (Colores
visibles, infrarrojo, te´rmico, etc), lo que implica que la informacio´n asociada a cada uno
de ellos se almacene en un canal, conocido comu´nmente como banda.
Las ima´genes multi-espectrales se caracterizan por capturar frecuencias inferiores a las
del rango de luz visible, como el infrarrojo, lo cual puede permitir la extraccio´n de infor-
macio´n adicional imposible de capturar con el ojo humano. Estas, son el tipo principal de
ima´genes entregadas por un sensor remoto orientado al estudio terrestre que normalmente
cuentan con 3 a 7 bandas. Cada una de estas bandas corresponde a un rango, abarcando
el espectro visible con longitudes de onda que van aproximadamente desde los 0,7 a los 0,4
micro´metros, correspondientes al rojo, verde y azul (RGB), as´ı como parte del espectro no
visible como las longitudes de onda infrarroja que van aproximadamente desde los 0,7 a los
10 micro´metros o ma´s, clasificadas como NIR: infrarrojo cercano, MIR: infrarrojo medio
y FIR: infrarrojo lejano o te´rmico. Los rangos espec´ıficos para cada uno de los canales
pueden presentar diferencias de un sensor a otro (Ver Anexo A).
Teniendo en cuenta que una imagen multi-espectral puede contar con ma´s de 3 ban-
das, es importante sen˜alar que al visualizarse so´lo se podra´n apreciar 3 de estas bandas,
asignadas o representadas a los canales RGB. La combinacio´n de bandas depende de la
finalidad de la imagen y del personal analista; como ejemplos de estas combinaciones
tenemos (Bandas asignadas a los canales RGB):
Color verdadero: Rojo-Verde-azul, es decir la asignacio´n de bandas se hace de forma
natural.
Falso color: Es una imagen cuyos canales difieren de la distribucio´n ba´sica RGB. De
forma ma´s general, son ima´genes que representan a un ma´ximo de tres mediciones
independientes sobre un mapa bidimensional o imagen. La configuracio´n ma´s t´ıpica
es mostrar el infrarrojo cercano como el rojo, haciendo que las zonas cubiertas de
vegetacio´n aparezcan de color rojo.
Verde-Rojo-NIR: Se incluye el infrarrojo cercano, por lo cual la vegetacio´n con una
alta reflectancia se mostrara´ en azul. Se utiliza para deteccio´n de vegetacio´n.
Azul-NIR-MIR: Estas ima´genes permiten ver la profundidad del agua, cobertura en
vegetacio´n, contenido de humedad del suelo, e incendios, todo en una sola imagen.
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Algunos sistemas de teledeteccio´n, por lo general los de media y alta resolucio´n espa-
cial, tambie´n capturan y entregan un tipo de imagen en blanco y negro que es sensible a
todas las longitudes de onda de la luz visible, esta imagen se conoce como pancroma´tica y
se caracteriza adema´s porque cuenta con una resolucio´n espacial mucho ma´s alta que las
ima´genes multi-espectrales del mismo sensor. Relaciones t´ıpicas entre la resolucio´n de la
multi-espectral contra la pancroma´tica suelen ser de 1:4 o de 1:2.
De esto u´ltimo se puede desprender una sutil pregunta ¿Por que´ generar dos ima´genes
de la misma escena, cuando una sola imagen multi-espectral con una alta resolucio´n puede
contener la informacio´n de la pancroma´tica?
Para responder a este pregunta, considere que para un sensor dado se tiene en cuenta
solamente los para´metros pertinentes, esto es, resolucio´n espacial y espectral. En este caso
se va a generar un compromiso o relacio´n entre ellas, determinado por la capacidad de
almacenamiento o transmisio´n de informacio´n del sistema. Por ejemplo,
Superficie de la tierra ∼ 500x106 km2
Para una resolucio´n de 10m, 5x1012 p´ıxeles (> 5x106 MB por banda)
Para 1 km, 500 MB por banda por escena (mı´nimo)
De forma general, la relacio´n de proporcionalidad esta´ dada por, [5]
V olumen datos ∝ Area cobertura(m
2)
Resol espacial(m2)
·Num bandas
Se puede apreciar que para mantener el volumen de datos de un sensor dado se hace
imprescindible mantener esta relacio´n, au´n cuando la capacidad de almacenamiento se
incremente, es decir, si se define una mayor resolucio´n espectral, esto implicara´ una menor
resolucio´n espacial, y viceversa.
La relacio´n de estos dos para´metros es bastante importante y no se debe dejar de un
lado ya que dentro de las aplicaciones de teledeteccio´n existen ramas donde las especifi-
caciones actuales son perfectamente aceptables, pero tambie´n esta´n las aplicaciones que
requieren mayores prestaciones tanto a nivel espectral como espacial, aplicaciones que se
han incrementado en los u´ltimos an˜os.
Teniendo en cuenta esta u´ltima observacio´n se podr´ıa pensar en el desarrollo de nuevos
sensores que cuenten con unas altas prestaciones, lo que significar´ıa muy altos costos de
inversio´n. De forma alternativa se puede pensar en te´cnicas de procesamiento de ima´genes
que aprovechen la alta resolucio´n espacial de la imagen pancroma´tica y la alta resolucio´n
de la imagen multi-espectral, te´cnicas que se ubicar´ıan dentro de lo que se conoce como
fusio´n de datos, espec´ıficamente fusio´n de ima´genes.
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Figura 1.1: Esquema global de la fusio´n de datos 1
La expresio´n “fusio´n de ima´genes” generalmente implica la integracio´n de ima´genes
adquiridas mediante mu´ltiples sensores con la intencio´n de proporcionar una mejor per-
spectiva de una escena con informacio´n ma´s amplia. Se considera una especializacio´n del
a´rea de fusio´n de datos, y puede usarse para combinar ima´genes con diferentes caracter´ısti-
cas, por ejemplo, ima´genes visibles combinadas con infrarrojas, una imagen monocroma´tica
de alta resolucio´n espacial con una multiespectral de baja resolucio´n espacial o ima´genes
de la misma escena enfocadas en diferentes a´reas de la misma (Multifoco). El objetivo
esencial de tal proceso, es crear una imagen que contenga toda la informacio´n, o mejor,
la informacio´n esencial y relevante de las ima´genes de entrada para una determinada apli-
cacio´n. Un esquema general de este proceso se puede apreciar en la figura 1.1 1.
En el caso de fusionar ima´genes de teledeteccio´n (tambie´n conocido como Pan-sharpening),
los algoritmos de fusio´n deben estar orientados a integrar la informacio´n contenida en
ima´genes de diferente resolucio´n espectral y espacial, lo que conlleva a obtener una sola
imagen con las mejores caracter´ısticas de cada una de ellas, con la principal restriccio´n de
no degradar la informacio´n espectral de la imagen multi-espectral original. Se puede ver
un ejemplo de este tipo de ima´genes en la Figura 1.2 2.
En este u´ltimo caso, se han presentado una gran variedad de alternativas que sera´n
estudiadas en el Cap´ıtulo 2 de esta tesis. Esta gran diversidad de te´cnicas logran resul-
tados aceptables, sin embargo hay que tener en cuenta que no existen criterios objetivos
aceptados ampliamente para establecer el compromiso entre la cantidad y calidad de la
informacio´n espectral y espacial de las ima´genes fuente [5].
1Elaboracio´n propia a partir de [2]
2CRC Laboratory in Advanced Geomatics Image Processing, UNB
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Figura 1.2: Ejemplo de fusio´n de ima´genes de teledeteccio´n 2
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Figura 1.3: Diagrama de bloques de un proceso de fusio´n 3
En la figura 1.3 3 se muestra la estructura general de un esquema de fusio´n de ima´genes,
en el cual se pueden distinguir tres aspectos principales: El primero es la te´cnica utilizada
para transformar (directa e inversamente) las ima´genes hacia un dominio que represente
adecuadamente la informacio´n relevante (Ej. transformadas geome´tricas, Fourier, Wavelet,
etc). El segundo aspecto radica en el conocimiento previo que se tenga, tal como infor-
macio´n del sensor, informacio´n de la escena, etc. Por u´ltimo, el tercer aspecto trata sobre
co´mo utilizar la informacio´n que entregan los dos anteriores aspectos para generar un
mapa de fusio´n que defina co´mo se obtendra´ la informacio´n final.
3Elaboracio´n propia a partir de [2]
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1.2. Objetivos de la tesis
De acuerdo a la descripcio´n planteada anteriormente, el presente trabajo esta´ motivado
en aportar y evaluar un algoritmo de fusio´n de ima´genes de percepcio´n remota (bloque op-
timizacio´n), esto es, la fusio´n de una imagen pancroma´tica con una imagen multi-espectral
mediante la utilizacio´n de una transformada matema´tica particular (Dual Tree Complex
Wavelet Transform - DT-CWT) (bloque de transformacio´n). Para lograr este objetivo se
han contemplado los siguientes objetivos espec´ıficos,
Evaluar las ventajas y desventajas de la DT-CWT aplicada a ima´genes de telede-
teccio´n.
Investigar el comportamiento de las principales te´cnicas de fusio´n actuales aplicadas
a ima´genes de teledeteccio´n, y evaluar su aplicacio´n con la DT-CWT.
Investigar y definir los principales ı´ndices de calidad utilizados para la evaluacio´n de
algoritmos de fusio´n en cuanto a calidad espectral y espacial se refiere.
Proponer y evaluar una nueva te´cnica de fusio´n para teledeteccio´n basada en la
DT-CWT
Aplicar y evaluar la te´cnica de fusio´n propuesta a ima´genes de teledeteccio´n de
diferentes sensores de alta y media resolucio´n.
1.3. Organizacio´n de la tesis
El Cap´ıtulo 2 presenta el estado del arte, muestra las propuestas de algoritmos de
fusio´n para ima´genes de teledeteccio´n, abarca su evolucio´n y avances ma´s significativos,
as´ı mismo, da a conocer sus principales variantes, como sus ma´s importantes aplicaciones.
Este cap´ıtulo trata tambie´n sobre los ı´ndices de calidad para productos fusionados, con-
tiene la definicio´n de las me´tricas utilizadas al evaluar los resultados del presente trabajo.
En el Cap´ıtulo 3 se presenta una base general de la transformada wavelet, enfocada hacia
la DT-CWT, se mencionara´n sus caracter´ısticas y requisitos necesarios, para finalmente
estudiar los filtros que la caracterizan.
El Cap´ıtulo 4 expone detalladamente el me´todo propuesto en esta tesis. Se plantean
diferentes opciones para la fusio´n de los datos provenientes de las ima´genes fuente. Pos-
teriormente se define el modelo de fusio´n de datos propuesto utilizando la DT-CWT. El
u´ltimo cap´ıtulo presenta el ana´lisis y comparacio´n de los resultados obtenidos para al-
gunos me´todos de fusio´n, incluyendo el me´todo propuesto. Los resultados se muestran de
forma visual y nume´rica. En este caso se aplico´ el me´todo a ima´genes provenientes de tres
sensores diferentes.
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CAPI´TULO 2
ESTADO DEL ARTE
2.1. Introduccio´n
El concepto de fusio´n de datos se remonta a los an˜os 1950 y 1960 [33] cuando se inicio´ la
bu´squeda de me´todos pra´cticos que permitieran mezclar ima´genes procedentes de diversos
sensores, con el fin de proporcionar una imagen que facilitara una mejor identificacio´n de
objetos naturales y artificiales, de aqu´ı, que actualmente se disponga de un gran nu´mero de
metodolog´ıas y algoritmos para la fusio´n de ima´genes o´pticas, siendo las te´cnicas basadas
en ana´lisis multi-resolucio´n (MRA)las ma´s utilizadas.
Algunas te´cnicas son muy sencillas desde un punto de vista conceptual, como la trans-
formada de Brovey, el Ana´lisis de Componentes Principales o la transformada HSI, sin
embargo, y como se demuestra en numerosos trabajos, estas metodolog´ıas proporcionan
ima´genes fusionadas con considerables distorsiones respecto al color de las ima´genes mul-
tiespectrales originales.
Para minimizar estas distorsiones, se han presentado un gran nu´mero de me´todos
basados principalmente en te´cnicas de ana´lisis multi-resolucio´n, que proporcionan una
mı´nima distorsio´n espectral de las ima´genes fusionadas con resultados superiores a las
te´cnicas citadas previamente.
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2.2. Fusio´n de ima´genes
2.2.1. Definicio´n
La expresio´n “fusio´n de ima´genes”generalmente implica la integracio´n de ima´genes
adquiridas mediante mu´ltiples sensores con la intencio´n de proporcionar una mejor per-
spectiva de una escena que contenga informacio´n ma´s amplia. Se considera una espe-
cializacio´n de la fusio´n de datos, y puede usarse para combinar ima´genes de diferentes
caracter´ısticas, por ejemplo, ima´genes visibles con infrarrojas, una imagen monocroma´tica
de alta resolucio´n espacial con una multiespectral de baja resolucio´n espacial o ima´genes de
la misma escena enfocadas en diferentes a´reas de la misma (Multifoco). El objetivo esencial
de tal proceso, es crear una imagen que contenga toda la informacio´n, o mejor, la infor-
macio´n esencial y relevante (para una determinada aplicacio´n) de las ima´genes de entrada.
De manera complementaria, la fusio´n de ima´genes puede definirse como el proceso
de combinar mu´ltiples ima´genes de entrada en una pequen˜a coleccio´n de ima´genes, por
lo general una sola, que contiene la informacio´n relevante de las entradas, con el fin de
permitir una buena comprensio´n de la escena, no so´lo en te´rminos de su posicio´n y ge-
ometr´ıa, sino, en te´rminos de interpretacio´n sema´ntica. El resultado de la fusio´n es una
nueva imagen que es ma´s adecuada para percepcio´n humana o computacional con tareas
posteriores como segmentacio´n, extraccio´n de caracter´ısticas o reconocimiento de objetos,
entre otras.
Se hace necesario hablar de fusio´n de ima´genes ya que la informacio´n capturada por
un sensor puede verse reducida o limitada por distintos factores, a saber:
Ventanas: Observacio´n de una parte de la escena limitada en tiempo y/o espacio
Proyeccio´n: Reduccio´n de dimensiones (geome´trica, espectral, temporal)
Muestreo: Discretizacio´n espacio, discretizacio´n tiempo, cuantizacio´n
Perturbaciones: Ej. ruido te´rmico del sensor
As´ı mismo el proceso de adquisicio´n de datos puede requerir la variacio´n de los para´met-
ros de iluminacio´n (ej. longitud de onda) o para´metros de observacio´n (ej. posicio´n, ori-
entacio´n, respuesta espectral del sensor) que conducen a obtener una serie de ima´genes que
sera´n las entradas para un proceso de fusio´n. En la figura 2.1 se pueden apreciar cuatro
tipos de informacio´n de estas series de ima´genes, en la cual se pueden ubicar las ima´genes
de teledeteccio´n dentro de la categor´ıa “Informacio´n distribuida”.
2.2.2. Niveles de abstraccio´n en fusio´n de ima´genes
La fusio´n de ima´genes se puede realizar en uno de tres niveles de procesamiento posi-
bles de acuerdo a la etapa en que la fusio´n se lleve a cabo: p´ıxel, caracter´ısticas o decisio´n,
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Figura 2.1: Series de ima´genes para fusio´n - Tipos de informacio´n
figura 2.2 1. La fusio´n a nivel de p´ıxel se refiere a la fusio´n directa de los para´metros f´ısicos
medidos. La fusio´n a nivel de caracter´ısticas requiere la extraccio´n de objetos reconocidos
en las diversas fuentes de datos, por ejemplo, utilizando procedimientos de segmentacio´n.
Por su parte, la fusio´n a nivel de decisio´n representa un me´todo que utiliza datos de val-
or agregado en el cual las ima´genes de entrada se procesan por separado para extraer
su informacio´n; esta informacio´n obtenida se combina aplicando reglas de decisio´n con el
fin de reforzar la interpretacio´n comu´n, resolver las diferencias y proporcionar una mejor
comprensio´n de los objetos observados [24].
El tema desarrollado en el presente trabajo, esta´ enfocado en la fusio´n a nivel de p´ıxel,
1Elaboracio´n propia a partir de [9]
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Figura 2.2: Niveles de abstraccio´n en fusio´n de Ima´genes 4
ya que ha sido el nivel dominante en los u´ltimos algoritmos de fusio´n para ima´genes de
teledeteccio´n, presentando un bajo costo computacional.
2.2.3. A´reas de aplicacio´n
La fusio´n de ima´genes se ha convertido en una importante herramienta en los u´ltimos
25 an˜os para diversas a´reas tales como: Defensa, medicina, teledeteccio´n, robo´tica, entre
otras. A continuacio´n se listan algunos campos de aplicacio´n,
Sistemas de defensa. Cubre a´reas como la deteccio´n, identificacio´n y seguimiento
de objetivos, deteccio´n de minas, evaluacio´n de situaciones ta´cticas y autenticacio´n
humana [23][4].
Geociencias. Este campo se refiere al estudio de la tierra por ima´genes ae´reas y de
sate´lite (teledeteccio´n). Para estas ima´genes la informacio´n de color es proporcionada
por sensores que cubren diferentes longitudes de onda espectrales, como el rojo, verde
y azul, conformando una imagen multiespectral (MS). Esta imagen tiene un bajo
nu´mero de p´ıxeles (baja resolucio´n espacial) por lo cual pequen˜os detalles y objetos
(coches, pequen˜as l´ıneas, etc.) no son perfectamente perceptibles. Tales objetos y
detalles se pueden observar con un sensor diferente (pancroma´tico), el cual entrega
una imagen de alta resolucio´n (PAN), que tiene un elevado nu´mero de p´ıxeles (alta
resolucio´n espacial), pero sin informacio´n de color. Con un proceso de fusio´n se puede
obtener una u´nica imagen que integre los dos tipos de informacio´n: alta resolucio´n
espacial e informacio´n de color. La fusio´n de ima´genes facilita tareas como deteccio´n
de caracter´ısticas, seguimiento y clasificacio´n a cambios y cubrimientos vegetales,
entre otras [11][22][21].
Diagno´stico por ima´genes me´dicas. En e´sta a´rea, se puede tener, por ejemplo, una
tomograf´ıa por emisio´n de positrones e ima´genes de resonancia magne´tica del cerebro
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de un paciente. La primera es una imagen funcional que muestra la actividad cere-
bral, pero sin informacio´n anato´mica. Se dice que la primera tiene menos resolucio´n
espacial que la segunda. El objetivo de la fusio´n es obtener una imagen u´nica con
informacio´n funcional y anato´mica, contando a la vez con la mejor resolucio´n, sien-
do muy u´til para aplicaciones cl´ınicas, tales como diagno´stico, modelado del cuerpo
humano o la planificacio´n de un tratamiento [22].
Robo´tica e ingenier´ıa industrial. En este caso, la fusio´n es comu´nmente utilizada
para identificar el entorno en el que evoluciona el robot inteligente o el sistema y
para la navegacio´n. La fusio´n de ima´genes tambie´n se emplea a nivel industrial [23].
Debido a la escasa profundidad de foco de lentes o´pticos en dispositivos CCD, con
frecuencia no es posible obtener una imagen que contenga todos los objetos relevantes
enfocados. Para esto, se requiere un proceso de fusio´n de tal forma que los objetos
seleccionados este´n debidamente enfocados [22].
2.2.4. Fusio´n de ima´genes en Teledeteccio´n
En la comunidad de teledeteccio´n, la siguiente definicio´n ha sido adoptada: “Fusio´n de
datos es un marco formal en el que se expresan los medios e instrumentos para la alianza
de los datos procedentes de diferentes fuentes. Su objetivo es la obtencio´n de informacio´n
de mayor calidad, la definicio´n exacta de “mayor calidad” dependera´ de la aplicacio´n”
[33]. Esta calidad debe darse teniendo en cuenta estas condiciones:
Minimizacio´n de la redundancia de informacio´n
Recopilacio´n de informacio´n complementaria en una escena
Disponibilidad de mayor informacio´n de forma oportuna
Para la presente tesis se ha decidido trabajar con ima´genes de teledeteccio´n o´ptica,
en la cual, algunos sensores de sate´lite suministran las bandas necesarias para distinguir
las caracter´ısticas espectrales pero no espaciales, mientras que otros sensores entregan
resolucio´n espacial para distinguir caracter´ısticas espaciales, pero no espectrales. Estos
sate´lites comerciales de observacio´n terrestre contienen sensores de mayor resolucio´n, que
proporcionan ima´genes pancroma´ticas (PAN) de alta resolucio´n espacial e ima´genes mul-
tiespectrales (MS) de baja resolucio´n. La existencia de un compromiso entre resolucio´n
espacial y espectral en ima´genes de teledeteccio´n es bien conocida, fundamentalmente se
debe a la combinacio´n de una serie de observaciones impuestas por el sistema de adquisi-
cio´n, las especificaciones del detector y el movimiento del sate´lite, entre otros.
Resumiendo, la fusio´n de ima´genes en teledeteccio´n, se puede definir como el pro-
cedimiento de aplicacio´n de algoritmos apropiados que asocian, correlacionan y combinan
datos procedentes de diversos sistemas de sate´lites para producir ima´genes de teledeteccio´n
con caracter´ısticas deseables, es decir, ima´genes que acumulan las caracter´ısticas espec-
trales de las bandas MS originales y la geometr´ıa de la banda pancroma´tica de muy alta
resolucio´n.
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2.3. Me´todos de fusio´n
Existen un buen nu´mero de esquemas de fusio´n desarrollados a lo largo de los u´ltimos
25 an˜os, abarcan desde desde un simple promedio de los p´ıxeles en ima´genes registradas
hasta me´todos ma´s complejos con ana´lisis multiresolucio´n (MRA) (pira´mides, wavelets,
etc). Los esfuerzos iniciales consistieron en aprovechar las caracter´ısticas complementarias
de las resoluciones espaciales y espectrales de los datos, por ejemplo, HSI o transformada
Brovey, entre otros; cuyos atractivos principales radican en ser ra´pidos, fa´ciles de aplicar y
entregar ima´genes multiespectrales de alta resolucio´n con una calidad superior en visual-
izacio´n, su inconveniente radica en pasar por alto el requisito de entregar una alta calidad
en informacio´n espectral [33].
Con el fin de entregar un mejor desempen˜o en te´rminos de alta calidad en la s´ıntesis
de informacio´n espectral y as´ı evitar la distorsio´n, posteriormente se proponen otros me´to-
dos que operan basados en la inyeccio´n de componentes de alta frecuencia de la imagen
PAN en la imagen MS, el me´todo ma´s representativo es el filtro pasa alto (HPF), el cual
ofrece mucho menos distorsio´n espectral con respecto a sus predecesores [21], una versio´n
modificada de e´ste, es la modulacio´n de alta frecuencia (HFM) [29].
En esta evolucio´n de me´todos para fusio´n de ima´genes, se puede considerar una tercera
etapa, en la cual los resultados de los algoritmos de fusio´n presentan una mayor fidelidad
espectral y espacial y pueden ser empleados para estudios cuantitativos de su contenido
multiespectral [21], esta etapa abarca los me´todos basados en ana´lisis multiresolucio´n.
El ana´lisis multiresolucio´n (MRA) proporciona herramientas eficaces, como las wavelets
y pira´mides Laplacianas [33], [22][31] para facilitar la implementacio´n de la fusio´n de datos,
sin embargo, es necesario considerar que cuando se inyectan detalles pasa alto pueden ocur-
rir distorsiones espaciales, originando traslaciones o desdibujamiento de los contornos y
texturas, esto ocurre principalmente cuando el MRA no es invariante a las traslaciones [2].
De aqu´ı que, la fusio´n basada en MRA requiere la definicio´n de un modelo que establezca
co´mo se extraera´ la informacio´n de alta frecuencia de la imagen PAN y co´mo se inyec-
tara´ en las bandas de la MS.
Los me´todos de fusio´n para ima´genes de Teledeteccio´n se pueden clasificar de diversas
formas. Por un lado Schowengerdt [29] las clasifica en te´cnicas en el espacio de caracter´ısti-
cas, te´cnicas en el dominio espacial, y te´cnicas escala-espacio. Wald [32] hace referencia
a Me´todos de proyeccio´n y sustitucio´n, Me´todos de contribucio´n espectral relativa, y los
relacionados con el concepto ARSIS. Por su parte Pohl y Van Genderen las clasifican en
tres categor´ıas: te´cnicas relacionadas con el color, te´cnicas estad´ısticas/nume´ricas y te´cni-
cas combinadas. Esta u´ltima se resume en la tabla 2.1 y sera´ la utilizada en el presente
trabajo.
Me´todo GIF
Wang [33], propuso un marco General de fusio´n de ima´genes (GIF) con el fin de realizar
un ana´lisis comparativo de las te´cnicas de fusio´n, este me´todo esta´ basado en los principios
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Tabla 2.1: Clasificacio´n de los me´todos de fusio´n
GRUPO DESCRIPCION EJEMPLOS
Me´todos rela-
cionados con
el color
Esta categor´ıa abarca los
me´todos que esta´n basados
en la conversio´n de la infor-
macio´n hacia diversos espa-
cios de color, cuyo uso en al-
gunas aplicaciones puede ser
ma´s adecuado.
HSI
Otros: NTSC (YIQ), YCbCr
Me´todos
estad´ısti-
cos/nume´ricos
Esta categor´ıa incluye los
me´todos que hacen uso
de diferentes herramientas
matema´ticas
Combinaciones aritme´ticas como adi-
cio´n y multiplicacio´n o diferencia de
bandas, tal es el caso de la transfor-
mada de brovey
PCA (Ana´lisis de componentes prin-
cipales)
Filtro pasa alto (HPF) y pasa alto
modulado (HFM)
Esquemas multiresolucio´n, tales co-
mo Esquema piramidal, Transforma-
da Wavelet (y sus variantes), Otras
(Curvelet, Hermite, etc)
Me´todos com-
binados
Combinacio´n de los me´todos
anteriores o nuevos me´todos
HSI/otras te´cnicas
HPF/combinaciones de bandas
PCA/otras te´cnicas
f´ısicos de la formacio´n de ima´genes; matema´ticamente esta´ dado por,
DNhLRMS = DN
l
LRMS + αω
Do´nde
DN : Valor nume´rico de cada p´ıxel (Digital number)
l, h: Denotan baja y alta Resolucio´n respectivamente
HRP : Hace referencia a la imagen pancroma´tica
LRMS: Hace referencia a la imagen multiespectral,
ω = DNhHRP −DN lHRP Diferencia entre sen˜ales
α =
{
DN lLRMS/DN
l
HRP ,
1,
DN lHRP 6= 0
DN lHRP = 0
Coeficiente de modulacio´n
Esta ecuacio´n se considera como el modelo matema´tico del me´todo GIF, muestra que
los valores de p´ıxel de las ima´genes resultantes de un proceso de fusio´n, esta´n determina-
dos por los correspondientes valores de p´ıxel de la PAN, es decir, por la correspondiente
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informacio´n de detalles de la banda pancroma´tica y el coeficiente de modulacio´n.
2.3.1. Me´todos relacionados con el color
2.3.1.1. HSI - Matiz-Saturacio´n-Intensidad
HSI es un espacio de color u´til en el desarrollo de algoritmos de procesamiento de
ima´genes en color, con descripciones naturales e intuitivas, pra´cticas para interpretacio´n
humana. HSI separa el componente de intensidad (I) de la informacio´n portadora de color
(matiz (H) y saturacio´n (S)) en una imagen en color. La intensidad, el matiz y la saturacio´n
describen las sensaciones subjetivas de brillo, color y pureza del color respectivamente. El
matiz equivale al color que aprecian nuestros ojos, procede de la longitud de onda en donde
se produce la ma´xima reflectividad del objeto. La pureza de dicho color corresponde a la
saturacio´n, esto es, el grado de mezcla con los otros colores primarios. En cuanto a la in-
tensidad, e´sta puede identificarse como el brillo, en funcio´n del porcentaje de reflectividad
recibido [6].
Este me´todo es aplicable a ima´genes de so´lo 3 bandas (RGB).
 IV1
V2
 =

1
3
1
3
1
3
1√
6
1√
6
− 2√
6
1√
2
− 1√
2
0

 RG
B
 H = tan−1(V2
V1
)
S =
√
V 21 + V
2
2
H es el matiz, S es la saturacio´n, y V1, V2 son variables intermedias. El proceso de
fusio´n consiste en reemplazar I con la informacio´n de la imagen pancroma´tica de alta
resolucio´n, la imagen fusionada se obtiene al aplicar la transformacio´n HSI inversa. RG
B
 =
 1
1√
6
1√
2
1 1√
6
−12
1 − 2√
6
0

 IV1
V2

Desde el punto de vista del modelo GIF, el me´todo HSI estar´ıa dado por, [33]. DNhLRMS1DNhLRMS2
DNhLRMS3
 =
 DN lLRMS1DN lLRMS2
DN lLRMS3
+ (DNh′HRP −DN lHRP)
 11
1

do´nde,
DN lHRP =
(
1
3
)(
DN lLRMS1 +DN
l
LRMS2 +DN
l
LRMS3
)
DNh
′
HRP es DN
h
HRP ajustada para tener la misma media y varianza de DN
l
HRP .
La te´cnica de fusio´n HSI usualmente comprende cuatro pasos [15]:
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1. Transformar las bandas de la imagen multiespectral, correspondientes a Rojo, Verde
y Azul (RGB) hacia componentes HSI;
2. “Histogram matching”de la imagen pancroma´tica con el del componente de intensi-
dad
3. Reemplazar el componente de intensidad con la imagen pancroma´tica previamente
adaptada
4. Realizar la transformacio´n inversa desde el espacio de color HSI hacia el RGB
2.3.2. Me´todos estad´ısticos/nume´ricos
2.3.2.1. Transformada de Brovey (BT)
La BT es un me´todo sencillo para combinar datos de diferentes sensores, con la lim-
itacio´n de que so´lo se involucran tres bandas. Cada una de estas tres bandas se normalizan
(con base en el promedio de las 3 bandas MS, DN lHRP ) y se multiplican por la imagen
de alta resolucio´n menos el promedio MS, para agregar el componente de intensidad a la
imagen. El modelo matema´tico (GIF) esta´ dado por [33],
 DNhLRMS1DNhLRMS2
DNhLRMS3
 =
 DN lLRMS1DN lLRMS2
DN lLRMS3
+ (DNhHRP −DN lHRP)

DN lLRMS1
DN lHRP
DN lLRMS2
DN lHRP
DN lLRMS3
DN lHRP

Do´nde,
DN lHRP =
(
1
3
)(
DN lLRMS1 +DN
l
LRMS2 +DN
l
LRMS3
)
2.3.2.2. Ana´lisis por Componentes Principales (PCA)
Con la existencia de informacio´n redundante recolectada por los sensores de ima´genes,
la te´cnica PCA sintetiza las bandas originales creando unas nuevas, los componentes prin-
cipales. De e´stos, el primer componente principal (PC1) recolecta la informacio´n comu´n
a todas las bandas, lo que equivale a la informacio´n espacial, mientras que los otros com-
ponentes agrupan principalmente la informacio´n espectral [8]. En el me´todo de fusio´n con
PCA el PC1 se remplaza con la imagen pancroma´tica cuyo histograma ha de ser previa-
mente adaptado al del PC1 con el fin de realizar la sustitucio´n de la informacio´n espacial,
esto es, de forma similar a como se reemplaza esta informacio´n en el me´todo de fusio´n
HSI; la principal ventaja en el me´todo de fusio´n con PCA es que se pueden utilizar un
nu´mero arbitrario de bandas [33], [17].
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
DNhLRMS1
DNhLRMS2
· · ·
DNhLRMSn
 =

DN lLRMS1
DN lLRMS2
· · ·
DN lLRMSn
+ (DNh′HRP −DN lHRP)

v11
v21
· · ·
vn1

Do´nde,
DN lHRP = PC1y DN
h′
HRP esDN
h
HRP ajustada para tener la misma media y varianza
de PC1.
2.3.2.3. Filtro Pasa Alto (HPF)
La idea en este caso es de alguna manera transferir el contenido de alta frecuencia de la
imagen de mayor resolucio´n a la imagen de menor resolucio´n. Su e´xito dependera´ del grado
de correccio´n radiome´trica entre los componentes de alta frecuencia de las dos ima´genes.
Consiste en aplicar un pequen˜o filtro pasa alto a la imagen PAN, cuya salida contiene la
informacio´n o el componente de alta frecuencia, que normalmente esta´ relacionado con
la informacio´n espacial, removiendo as´ı, la mayor parte de la informacio´n espectral. Este
resultado se agrega, p´ıxel por p´ıxel a la imagen LRMS. (De forma alternativa al filtro pasa
alto, se puede restar a la imagen PAN, el componente de baja frecuencia de la misma
imagen) [29].
DNhLRMS = DN
l
LRMS +
(
DNhHRP −DN lHRP
)
Do´nde DN lHRP = DN
h
HRP ∗ h0 y h0 es un filtro de bloque pasa bajo.
2.3.2.4. Modulacio´n de alta frecuencia (HFM)
En el algoritmo de modulacio´n de alta frecuencia (HFM), la imagen pancroma´tica
de mayor resolucio´n se multiplica por cada banda MS, para luego normalizarla con una
versio´n pasa-bajo de la PAN con el fin de estimar una imagen multiespectral mejorada en
cada banda k. Por lo tanto, el algoritmo asume que la imagen multiespectral mejorada
(sharpened) en la banda k es simplemente proporcional a la correspondiente imagen de
mayor resolucio´n en cada p´ıxel. Por lo tanto, la te´cnica HFM es equivalente a calcular
una versio´n filtrada de la MS, con los componentes de alta frecuencia procedentes de la
imagen de mayor resolucio´n ponderados por k. El principio del me´todo HFM es transferir
la informacio´n de alta frecuencia de la imagen PAN a las bandas MS, aplicando coeficientes
de modulacio´n, lo que iguala la relacio´n entre las bandas MS y la PAN [17].
DNhLRMS = DN
l
LRMS +
(
DNhHRP −DN lHRP
) DN lLRMS
DN lHRP
Do´nde DN lHRP = DN
h
HRP ∗ h0 y h0 es un filtro de bloque pasa bajo, similar al de
HPF.
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2.3.2.5. Esquema Piramidal
Una de las primeras te´cnicas para la descomposicio´n en subbandas (octavas) fue desar-
rollada por Burt y aplicada a codificacio´n de ima´genes por Burt y Adelson; se denomina
pira´mide laplaciana y se caracteriza por el uso de filtros gaussianos. En esta te´cnica, la
sen˜al se difumina con un filtro pasa-bajo, B(ω), y luego se submuestrea para producir una
subbanda pasa-bajo W0(ω). Para obtener la subbanda pasa-alto, W1(ω), se realiza un dec-
imado (upsampling) a W0(ω), luego se aplica la convolucio´n con un filtro de interpolacio´n,
A(ω), para finalmente restar este componente a la sen˜al original. Para la reconstruccio´n
de la sen˜al, primero se realiza el decimado (upsampling), luego se filtra W0(ω) con A(ω)
y se agrega a W1(ω). Esta reconstruccio´n es exacta, independientemente de la eleccio´n de
los filtros B(ω) y A(ω). La pira´mide completa se construye de forma recursiva, aplicando
nuevamente el proceso a la subbanda pasa-bajo [30].
El esquema de fusio´n parte de la construccio´n de pira´mides tipo Gauss o Laplaciano
para cada una de las ima´genes fuente, los componentes pasa banda de cada nivel se fusio-
nan mediante la comparacio´n de pares de p´ıxeles, seleccionando alguna regla de fusio´n tal
como el mayor valor absoluto, as´ı mismo las subbandas pasa bajo se combinan utilizando,
por ejemplo, un promedio ponderado. Se han presentado diversas variaciones al esquema
piramidal, tales como la relacio´n de pasa bajo (ROLP) -1990, fusio´n en presencia de con-
trastes inversos - 1993, estudio de reglas de fusio´n - 2000, me´trica de ruido localmente
adaptable - 2000, entre otros [31].
Hay que tener en cuenta que una representacio´n de una sen˜al obtenida por medio de
una transformada piramidal (es decir, las sen˜ales de detalle junto con la de aproximacio´n)
es redundante, en el sentido de que produce ma´s muestras que la sen˜al original [23]. Di-
versos esquemas de fusio´n con descomposicio´n piramidal han sido propuestos por diversos
autores, tal como en [1], el cual se caracteriza porque utiliza correlacio´n local de coefi-
cientes para la inyeccio´n de los detalles de la imagen pancroma´tica hacia la multiespectral.
Existen una gran variedad de transformadas piramidales, por ejemplo, de contraste,
pira´mides Laplacianas o Gaussianas, entre otros, que var´ıan en algunos casos segu´n el
tipo de filtros utilizados [14]. Un esquema de fusio´n particular, el GLP-CBD (Generalized
Laplacian Pyramid With Context-Based Decision) ha presentado buenos resultados para
ima´genes de teledeteccio´n [2].
2.3.2.6. Transformada de Hermite
La transformada de Hermite es una variante de la transformada Polinomial, la cual
es una te´cnica de descomposicio´n local de sen˜ales. Utiliza una funcio´n ventana que se
desplaza para describir completamente la sen˜al y formar una rejilla de muestreo, pos-
teriormente se describe la sen˜al por medio de una suma ponderada de polinomios. La
transformada polinomial recibe el nombre de hermitiana cuando se utiliza una funcio´n
de ventana gaussiana, la cual es separable en coordenadas cartesianas, es isotro´pica, por
lo que es invariante rotacionalmente y sus derivadas son buenos modelos de algunas de
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las ma´s importantes ce´lulas corticales y de la retina del sistema visual humano [5]. Este
esquema de fusio´n se puede resumir en los siguientes pasos.
Generar nuevas ima´genes pancroma´ticas, cuyos histogramas correspondan (“His-
togram matching”) con los de cada banda de la imagen multiespectral.
Aplicar la transformada de Hermite rotada con extraccio´n de orientacio´n local y
deteccio´n de ma´xima orientacio´n de energ´ıa.
Seleccionar los coeficientes, con base en el me´todo de verificacio´n de consistencia.
Aplicar transformacio´n inversa con el o´ptimo a´ngulo resultante del conjunto de co-
eficientes seleccionados.
2.3.2.7. Transformada Wavelet
El primer esquema de fusio´n por wavelets surgio´ a mediados de 1990 afirmando mejo-
ras cualitativas y cuantitativas respecto a las te´cnicas piramidales [31]. Corresponde al
enfoque cla´sico en el cual las ima´genes fuente se descomponen mediante la aplicacio´n de
la transformada wavelet W , posteriormente los diferentes niveles se fusionan mediante la
aplicacio´n de alguna regla θ y, por u´ltimo, la imagen fusionada se reconstruye mediante la
aplicacio´n de la transformada inversa W−1. Los primeros enfoques se basaron en la DWT
t´ıpica que se construye con base en el algoritmo de Mallat, de forma alternativa se ha
utilizado ampliamente la transformada wavelet basada en el algoritmo A Trous. Posteri-
ormente se complementan con la aplicacio´n de alternativas multiresolucio´n tales como la
transformada wavelet compleja de doble a´rbol (DT-CWT) [10], y con mejoras, tales como
la utilizacio´n de reglas de fusio´n sema´nticas ma´s inteligentes basadas en ana´lisis regional
[13]. El proceso ba´sico se ilustra en la Figura 2.3, y se resume en,
1. Registro de las ima´genes de entrada (IR). En la mayor´ıa de los casos, es esencial que la
informacio´n de todas las ima´genes este´n suficientemente alineadas geome´tricamente,
asegurando que la informacio´n de cada sensor se refiera a las mismas estructuras
f´ısicas. Esta es una cuestio´n clave en la fusio´n de ima´genes, ya que una desalineacio´n
produce graves artefactos en los bordes al combinar las ima´genes [22].
2. Remuestreo (RS), de la imagen de baja resolucio´n (MS) con el fin de que su taman˜o
sea igual al de la imagen de alta resolucio´n (PAN), este paso es opcional dependiendo
de la te´cnica aplicada, algunos me´todos no realizan este reescalamiento para lo cual
solo aplican la transformada Wavelet a la imagen de alta resolucio´n (PAN) [22].
3. Aplicacio´n de la transformada wavelet (W ) en cada una de las ima´genes de entra-
da, este paso da como resultado, las descomposiciones multiescala (MSD) de cada
imagen.
4. Generacio´n y aplicacio´n del mapa de decisio´n para la fusio´n θ. (Co´mo combinar los
nuevos coeficientes de las MSD)
5. Aplicacio´n de la transformada wavelet inversa (W−1).
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IMAGEN PAN
Imágenes originales
IMAGEN MS 
(Remuestreada)
IMAGEN F
Coeficientes Wavelet
Coeficientes Wavelet
Fusionados Imagen fusionada
W
W
θ
θ
W -1
Figura 2.3: Esquema General de fusio´n Wavelet
2.3.2.8. Esquemas con Wavelets particulares
DWFT
En [15][16] se utiliza la DWFT (Discrete Wavelet Frame Transform), que se carac-
teriza por utilizar dos bases Wavelet diferentes, una para descomposicio´n y la otra para
reconstruccio´n, as´ı mismo es una transformada libre de aliasing e invariante a los de-
splazamientos. En [15], el esquema de fusio´n se aplica a una imagen multiespectral de
baja resolucio´n (Landsat TM multiespectral de 6 bandas) y a una imagen pancroma´tica
de alta resolucio´n (SPOT), esto es,
La imagen Landsat TM esta´ geome´tricamente registrada sobre la imagen SPOT. La
imagen Landsat TM se sobremuestrea alcanzando el mismo taman˜o de p´ıxel de la
SPOT.
Ambas ima´genes se descomponen con la representacio´n DWFT a la misma resolucio´n.
Los coeficientes Wavelet (detalle) de la LANDSAT TM se combinan con los coefi-
cientes de detalle de la SPOT.
Aplicar la DWFT inversa en la representacio´n DWFT fusionada para obtener la
imagen final.
Por su parte, en [16] se utiliza DWFT para fusio´n de una imagen visible con una in-
frarroja, utilizando lo´gica difusa mediante la caracterizacio´n de regiones en la imagen, esta
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caracterizacio´n con lo´gica difusa se hace segmentado las ima´genes en regiones de acuerdo a
su nivel de importancia, (Regiones importantes, de importancia media y regiones de fondo).
A` Trous (A` Trous Algorithm-Based Wavelet Transform)
El enfoque discreto de la transformada wavelet se puede implementar con diferentes
algoritmos, siendo el ma´s popular el de Mallat, que utiliza bases de filtros ortonormales,
pero tiene el inconveniente de no ser invariante a los desplazamientos, lo cual puede ser un
gran problema en procesamiento de sen˜ales [33]. Una alternativa es el algoritmo conocido
como “A` trous”wavelet (ATW) [20]. La ATW es una descomposicio´n multi-resolucio´n no
ortogonal definida por un banco de filtros hi y gi = δi−hi, donde el operador δi denota un
filtro pasa todo. Estos no son filtros espejo en cuadratura, por lo cual la salida no puede
ser decimada, debido a esto, el filtro pasa-bajo es decimado, lo que equivale a insertar 2j
ceros antes de procesar el nivel j. De aqu´ı se deriva el nombre de la transformada, “A`
trous”, que significa “con huecos”.
En dos dimensiones, el banco de filtros se convierte en hkhl δkδl−hkkl lo que significa
que la sen˜al de detalles 2D esta´ dada por la diferencia de p´ıxeles entre dos aproximaciones
sucesivas. La escala para todas estas aproximaciones es de 20, es decir, 1. Debido a la
ausencia de decimacio´n, la s´ıntesis simplemente se obtiene sumando los niveles de detalle
a la aproximacio´n.
Esta transformada esta´ basada en una wavelet dia´dica no submuestreada, es especial-
mente adecuada para el procesamiento de sen˜ales ya que es isotro´pica (invariante a los
desplazamientos), por lo tanto no crea artefactos cuando se usa en el procesamiento de
ima´genes [33] preservando mejor los bordes en la imagen.
2.3.3. Otros
2.3.3.1. A` Trous - HSI
En este esquema, luego de registrar las ima´genes, se realiza un “histogram matching”de
la imagen PAN de acuerdo al componente de intensidad (del espacio de color HSI) de
la imagen MS. Luego se descompone cada una de las bandas de la imagen MS en n
planos wavelet mediante la AWT. Los primeros planos wavelet de las ima´genes R, G, B
se reemplazan por los correspondientes planos de la imagen pancroma´tica. Finalmente se
aplica transformada inversa [20]. En cierta literatura se conoce a este esquema como AWL
[21], [2].
2.3.3.2. AWL (P)
Este me´todo fue originalmente propuesto para ima´genes multiespectrales de 3 bandas
(RGB) y se caracteriza por que conserva la firma espectral de la sen˜al ya que los detalles
de la PAN se inyectan en la banda de Intensidad de la imagen MS, lo cual es equivalente a
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inyectar los detalles de la PAN en cada banda RGB de forma proporcional a sus valores [21].
Este me´todo fue inicialmente planteado para 3 bandas, pero se generalizo´ para n ban-
das por medio de lo que se conoce como AWLP, que trabaja en el dominio HSI mediante
la aplicacio´n del MRA del componente I. Para mejorar la calidad espectral, los detalles
pasa alto se inyectan proporcionalmente a los componentes pasa bajo MS de tal manera
que el vector de p´ıxeles MS fusionado es siempre proporcional al valor que estaba antes
de la fusio´n [21].
En [19], se utiliza un me´todo de fusio´n que descompone las ima´genes de entrada medi-
ante DWT para luego aplicar ICA (FastICA) a cada una de las subima´genes. Otro me´todo
es el algoritmo WiSpeR (Window Spectral Response) el cual es una generalizacio´n del
AWLP [2], tiene en cuenta las respuestas espectrales relativas de la MS y la PAN en la
definicio´n de un conjunto de pesos que regulen la inyeccio´n de planos wavelet pasa alto. En
[11], se presenta un esquema que utiliza la SIDWT en fusio´n de ima´genes, la regla sugiere
la combinacio´n de los coeficientes wavelet de la banda pancroma´tica con los coeficientes
de escalamiento de las bandas multiespectrales. En [3], se presentan alternativas a HSI,
siendo opciones de menor coste computacional, llamadas FIHS y eFIHS.
2.4. Fusio´n con DT-CWT
La Transformada wavelet compleja de doble a´rbol (DT-CWT) ha sido utilizada por
algunos autores en la fusio´n de ima´genes, a continuacio´n se presentan sus propuestas. En
[28] la DT-CWT, se utiliza para fusio´n de ima´genes multifoco, presentando una alterna-
tiva a la hora de fusionar los coeficientes, esta plantea que la mayor´ıa de los algoritmos
de fusio´n de ima´genes actuales basados en ana´lisis multiresolucio´n se centran en reglas de
fusio´n para coeficientes de alta frecuencia (energ´ıa, varianza a nivel de vecindad), mientras
que las reglas basadas en simple seleccio´n de p´ıxeles se utilizan en baja frecuencia.
El ana´lisis plantea que las reglas de fusio´n deber´ıan estar acordes a las caracter´ısticas
de los coeficientes, es decir, los coeficientes de baja frecuencia, que reflejan informacio´n de
contornos, var´ıan lentamente, por lo tanto, las reglas sobre la base de vecindades deben
ser elegidas para coeficientes de baja frecuencia debido a la alta correlacio´n entre p´ıxeles.
Por otra parte, para los coeficientes de alta frecuencia, que representan bordes e informa-
cio´n detallada de las ima´genes, que var´ıan ra´pidamente, se deben usar reglas basadas en
seleccio´n de p´ıxeles para fusionar los coeficientes de alta frecuencia, que tienen una baja
correlacio´n entre ellos.
En [25] la DT-CWT se utiliza para fusionar ima´genes de teledeteccio´n con wavelets
complejas. En primer lugar las ima´genes registradas multiespectral y pancroma´tica se de-
scomponen por wavelets complejas, luego la aproximacio´n y los detalles de las dos ima´genes
se comparan (magnitud), tomando como coeficiente final el de mayor magnitud, por u´lti-
mo, la imagen fusionada se reconstruye aplicando transformada inversa.
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En [11] se aplica la DT-CWT a ima´genes de Teledeteccio´n, la regla de fusio´n utilizada
sugiere la combinacio´n de los coeficientes wavelet de la banda pancroma´tica con los coefi-
cientes de escalamiento de las bandas multiespectrales. Es decir, combinar los resultados
del filtrado pasa bajo de las bandas multiespectrales con los resultados del filtrado pasa
alto de la imagen pancroma´tica (en todos los seis planos direccionales). Despue´s de aplicar
la regla de fusio´n, se emplea una DT-CWT inversa.
En [14] y [13] se emplea la DT-CWT para fusio´n de ima´genes multisensor. Los coefi-
cientes wavelet se combinan, usando una regla de fusio´n de ma´xima seleccio´n. El esquema
de seleccio´n ma´xima, escoge el mayor coeficiente wavelet (en valor absoluto) en cada ubi-
cacio´n de las ima´genes de entrada y lo ubica como coeficiente en esa misma posicio´n para
la imagen fusionada. As´ı mismo este art´ıculo presenta un esquema de fusio´n a nivel de
regio´n con DT-CWT.
2.5. El concepto ARSIS
El concepto ARSIS (Ame´lioration de la Re´solution Spatiale par Injection de Struc-
tures) es un esquema general que pretende modelar las te´cnicas de fusio´n que utilizan
me´todos multi-escala para la descripcio´n y el modelado de la informacio´n faltante entre
las ima´genes PAN y MS, es decir, busca una relacio´n entre las frecuencias altas de la MS
y la PAN y modela esta relacio´n. El me´todo multi-escala ma´s utilizado para su aplicacio´n
es el ana´lisis multi-resolucio´n, junto con la Transformada Wavelet. Sin embargo diversos
me´todos encajan dentro de este modelo, Wavelet (Mallat, UDWT), Pira´mides (Lapla-
cianas, Gaussianas, morfolo´gicas), filtros definidos para HPF, bancos de filtros iterativos,
GLP, Bancos de filtros, filtros Gaussianos, filtros autodefinidos, ente otros [26].
Un me´todo que pertenece al concepto ARSIS normalmente realiza las siguientes op-
eraciones, siendo A, la imagen PAN y B, la imagen MS, ver figura 2.4,
1. Uso de un modelo de descripcio´n jera´rquica, que permita calcular la aproximacio´n
y la descripcio´n jera´rquica de estructuras (detalles) de la imagen A. (Modelo multi-
escala - MSM)
2. El mismo modelo se aplica a la imagen B.
3. Ajustar un modelo de enlace a partir de las estructuras de las ima´genes A y B. (Inter
Modality Model - IMM)
4. A partir del IMM calcular las estructuras deseadas de B (MS) a partir de las estruc-
turas de A y B. (HRIMM)
5. Aplicar transformada Inversa.
Algunos ejemplos de los modelos de inyeccio´n se describen en detalle en [26][27].
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Figura 2.4: Concepto ARSIS
2.6. Me´todos de fusio´n aplicados
Las figura 2.5 y 2.6 muestran los resultados de la fusio´n para los principales esque-
mas de fusio´n estudiados anteriormente. Para esto se utilizo´ una imagen pancroma´tica y
una imagen multiespectral (3 bandas, falso color) del sensor IKONOS 2. Las ima´genes
IKONOS 2 se caracterizan por capturar cuatro bandas del espectro, estas cuatro bandas
son: Rojo, Verde, Azul y NIR (infrarrojo cercano). Recordemos que una composicio´n en
falso color toma el infrarrojo cercano (NIR) como el rojo, haciendo que las zonas cubiertas
de vegetacio´n aparezcan de color rojo. Para su visualizacio´n RGB, la banda NIR estara´ en
el canal rojo, la banda roja estara´ en el canal verde y la banda verde en el canal azul.
La presentacio´n en falso color facilita la evaluacio´n visual de la calidad espectral, ya que
al tener la banda NIR (En algunos casos fuera del espectro de la PAN) en el canal R,
la vegetacio´n tomara´ una tonalidad similar a la imagen original cuando se conserve ade-
cuadamente la informacio´n espectral, de lo contrario se degradara´ hacia tonos ma´s claros
(rosados) cuando se disminuya la calidad espectral de la imagen original. Las ima´genes
utilizadas corresponden a una zona urbana donde se aprecia vegetacio´n, construcciones,
campos deportivos, cuerpos de agua, entre otros, y sus caracter´ısticas generales son, (para
mayor informacio´n ver Anexo A):
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Imagen pancroma´tica
• Taman˜o: 768x720 p´ıxeles
• Resolucio´n: 1.0 m
• Rango espectral: 0.45 - 0.90 µm
Imagen Multiespectral
• Taman˜o: 192x180 p´ıxeles
• Resolucio´n: 4.0 m
• Rango espectral Banda NIR (Canal Rojo): 0.76 - 0.86 µm
• Rango espectral Banda Roja (Canal Verde): 0.63 - 0.70 µm
• Rango espectral Banda Verde (Canal Azul): 0.51 - 0.60 µm
Las figuras 2.5 (a y b) muestran las ima´genes pancroma´tica y multiespectral origi-
nales, en las cuales se puede apreciar las diferencias tanto a nivel espectral como espacial.
La imagen pancroma´tica tiene una resolucio´n espacial cuatro veces mayor pero carece de
informacio´n espectral, mientras que la multiespectral se comporta de manera inversa. La
figura 2.5 (c) muestra la imagen espectral original remuestreada al taman˜o de p´ıxel de la
pancroma´tica, con el fin de que pueda ser comparada con los resultados de la fusio´n de las
figuras 2.5 (d,e,f,g,h).
En la figura 2.5 (d) se puede apreciar la composicio´n RGB para el resultado de la fusio´n
aplicando la transformada de Brovey. El resultado de esta fusio´n presenta una mejor cali-
dad espacial que la imagen multiespectral original, pero tiene una fuerte degradacio´n de la
informacio´n espectral, un ejemplo claro es el lago ubicado en la parte inferior derecha. Re-
sultados similares en cuanto a distorsio´n espectral, por ejemplo en vegetacio´n (color rojo)
se pueden apreciar en la figura 2.5 (e), la cual procede de un algoritmo de fusio´n basado
en la transformacio´n de color HSI. Para el caso de ana´lisis por componentes principales
(PCA) (figura 2.5 (f)) los resultados no distan mucho de los anteriores, presentando una
disminucio´n de la calidad espectral ocasionada por la sustitucio´n del componente de mayor
varianza de la imagen MS por la pancroma´tica, pero presenta la mejor calidad espectral.
En cualquiera de estos casos, se percibe que estos me´todos esta´n orientados a maximizar
la calidad espacial sin considerar la respectiva degradacio´n espectral que ocasionan estas
te´cnicas matema´ticas.
Resultados ligeramente superiores en cuanto a calidad espectral se aprecian en las
figuras 2.5 (g y h). Estas dos ima´genes son los resultados de la fusio´n con filtro pasa alto y
modulacio´n de alta frecuencia respectivamente. Sin embargo, as´ı como la calidad espectral
se ha mejorado, se percibe tambie´n la introduccio´n de artefactos (por ejemplo en el lago) y
una menor calidad espacial, comparada por ejemplo contra el resultado del PCA. Tambie´n
es claro el compromiso entre los dos aspectos fundamentales: resolucio´n espectral contra
resolucio´n espacial, de tal forma que si se comparan estos resultados con los anteriores se
aprecia que estos poseen ligeramente una menor calidad espacial.
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(a) Pancroma´tica Original (b) Multiespectral Original (c) MS Original Reescalada
(d) Transformada de Brovey. (e) HSI (f) PCA
Figura 2.5: Composiciones en falso color (R:NIR, G:Rojo, B:Verde) de ima´genes SPOT
originales y fusionadas con transformada Brovey, HSI y PCA
En la figura 2.6 se muestran los resultados de procesos de fusio´n utilizando la transfor-
mada wavelet discreta. Para esto se utiliza tanto la versio´n discreta ba´sica, como la versio´n
estacionaria (no decimada), en cualquiera de los casos se utiliza una wavelet biortogonal,
espec´ıficamente los filtros biort1.1 del software Matlab. As´ı mismo en estas pruebas se
aplican variaciones en el me´todo de fusio´n, ya sea tomando la sustitucio´n (considerar so´lo
el aporte de la PAN) de componentes de alta frecuencia desde la PAN hacia la multiespec-
tral, como la adicio´n (considerar el aporte tanto de la PAN como la MS) de los mismos.
De la misma manera, se tienen combinaciones incluyendo la transformacio´n de color HSI.
De estos resultados cabe destacar 3 aspectos. El primero esta´ relacionado con la versio´n
espec´ıfica de la wavelet. Si se aprecian por ejemplo las figuras 2.6 (a y b) se percibe una
mejor definicio´n en los detalles de la wavelet estacionaria, caso espec´ıfico los bordes del
lago. El segundo aspecto, es la conservacio´n de la informacio´n espectral pra´cticamente para
todos los casos. Finalmente el tercer aspecto es el mejor comportamiento de la sustitucio´n
de componentes de alta frecuencia desde la PAN hacia la MS, es decir, al descomponer
la imagen mediante la transformada Wavelet, para la formacio´n de los componentes de
alta frecuencia de la imagen fusionada final se tendra´n en cuenta so´lo los de la imagen
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pancroma´tica. Para este ejemplo no se aprecian claramente beneficios o desventajas dadas
por la transformacio´n HSI.
(a) Pancroma´tica Original (b) Multiespectral Original (c) MS Original Reescalada
(d) Filtro Pasa Alto (e) Modulacio´n de alta frecuen-
cia
(f) DWT-sustitucio´n de detalles
(g) DWT-adicio´n de detalles (h) SWT-sustitucio´n de detalles (i) SWT-adicio´n de detalles
Figura 2.6: Composiciones en falso color (R:NIR, G:Rojo, B:Verde) de ima´genes SPOT
fusionadas con HPF, HFM, DWT(Discrete wavelet) y SWT (Stationary Wavelet)
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2.7. Me´tricas de calidad para fusio´n de ima´genes de telede-
teccio´n
Desde el punto de vista de efectividad, la evaluacio´n de los resultados en la fusio´n de
ima´genes tradicionalmente ha consistido en calcular la similitud entre la imagen fusionada
y una imagen de referencia “perfecta”, Sin embargo, aunque han habido tantos intentos
como algoritmos de fusio´n, au´n no ha emergido un esta´ndar universalmente aceptado para
evaluar la fusio´n de ima´genes. Para los me´todos de fusio´n Wald et al. [32] establecio´ las
propiedades deseables para una imagen fusionada, teniendo en cuenta que Bl denota la
imagen MS original, B′h la nueva imagen fusionada, h alta resolucio´n y l baja resolucio´n:
Cualquier imagen sinte´tica B′h, una vez degradada a su resolucio´n original l, debe
ser lo ma´s similar posible a la imagen original Bl.
Cualquier imagen sinte´tica B′h debe ser lo ma´s similar posible a la imagen Bh que
observar´ıa el sensor correspondiente con la mayor resolucio´n espacial h.
El conjunto multiespectral de ima´genes sinte´ticas B′h debe ser lo ma´s similar posible
al conjunto de ima´genes multiespectrales B′h que observar´ıa el sensor correspondiente
con la mayor resolucio´n espacial h.
La valoracio´n de la calidad de las ima´genes fusionadas incluyen pruebas cualitativas, las
cuales normalmente se llevan a cabo por inspeccio´n visual humana; mientras que la valo-
racio´n cuantitativa u objetiva es un asunto muy debatido debido a la variedad de requisitos
de diferentes aplicaciones y a que no existe una base claramente definida de la escena ideal.
De manera pra´ctica, para la mayor´ıa de te´cnicas de evaluacio´n de efectividad se re-
quiere una imagen de referencia como base para realizar la comparacio´n, dado que estas
ima´genes no existen, lo que se hace es trabajar con ima´genes degradadas espacialmente
a una resolucio´n ma´s baja con el fin de comparar el producto fusionado con las u´nicas
referencias verdaderas, formadas por el conjunto de ima´genes originales. En la literatura
se han propuesto algunas me´tricas que no requieren ima´genes de referencia tales como,
Informacio´n Mutua, me´trica Xydeas-Petrovic QAB/F o me´trica de calidad de imagen [14].
Desde el punto de vista de fusio´n de ima´genes pancroma´ticas de alta resolucio´n con
ima´genes multiespectrales de baja resolucio´n, un buen me´todo de fusio´n tiene que garanti-
zar la preservacio´n de la informacio´n espectral de la imagen multiespectral al aumentar su
informacio´n espacial. Con el fin de conocer la calidad de la imagen fusionada, e´sta se debe
comparar contra una imagen de referencia verdadera; usualmente esta comparacio´n se re-
aliza visualmente (subjetiva) o computacionalmente (objetiva), mediante diversos ı´ndices
propuestos en la literatura, tales como el error medio cuadra´tico, coeficiente de correlacio´n,
“erreur relative globale adimensionnelle de synthe`se”( ERGAS), entre muchos otros.
En la pra´ctica, el problema al medir la calidad de un producto fusionado radica en
que la imagen de referencia no siempre existe, por lo tanto es necesario crearla. Para esto
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se parte de los conjuntos de ima´genes originales Ah y BKL, do´nde A denota la imagen
pancroma´tica, B la multiespectral, h alta resolucio´n, l baja resolucio´n y k cada una de las
bandas de la MS. Aqu´ı, la imagen Ah se degrada a la baja resolucio´n l, obteniendo Al. Las
ima´genes BKL se degradan a la resolucio´n l(l/h), obteniendo B′kl. El proceso de fusio´n se
aplica a las ima´genes Al y B′kl, y la calidad se puede evaluar tomando como imagen de
referencia la imagen MS Original, esto es, Bkl. [32]
De acuerdo a esto, las me´tricas de evaluacio´n se pueden dividir en dos a´reas conforme
al campo que valoren, las primeras esta´n enfocadas en evaluar la calidad espectral, y las
segundas se encargan de estimar la calidad espacial obtenida. A continuacio´n se detallan
las me´tricas de evaluacio´n propuestas y/o usadas principalmente en la literatura.
2.7.1. Error medio cuadra´tico (RMSE), Mean bias y diferencia en desviacio´n
esta´ndar
El RMSE es un para´metro que permite evaluar la diferencia en informacio´n espectral
entre las bandas correspondientes de la imagen original y fusionada. En [21][7] se presenta
un planteamiento para el muy bien conocido error medio cuadra´tico aplicado a la evalu-
acio´n de ima´genes de teledeteccio´n, e´ste se emplea en cada banda de la imagen original y
fusionada y esta´ dado por,
RMSE =
√
bias2 + SDD2
Donde, bias es la diferencia entre el valor medio de cada una de las bandas de la ima-
gen original y fusionada, su valor ideal es cero. SDD es la diferencia entre las medias de
la imagen de referencia y la media de la imagen fusionada, relativo al valor medio de la
imagen original, es una medida global del error en un p´ıxel, su valor ideal es cero.
La diferencia entre las medias de la imagen de referencia y la media de la imagen
fusionada, relativa al valor medio de la imagen original se conoce como Mean Bias. El
valor ideal del RMSE es 0. Una definicio´n equivalente del RMSE entre la imagen original
X y la imagen fusionada Y, de taman˜o M x N, esta´ dado por,
RMSE =
√√√√ 1
MN
M∑
m
N∑
n
(Xmn − Ymn)2
2.7.2. Coeficiente de correlacio´n
Otra me´trica propuesta es un indicador estad´ıstico que describe la correlacio´n entre ca-
da banda de la imagen fusionada y de la imagen original. Su valor ideal es 1 y esta´ definido
como, [12],
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CC (X,Y, k) =
∑
m
∑
n
[(Xmn (k)−X ′mn) (Ymn (k)− Y ′mn)]√∑
m,n
(Xmn (k)−X ′mn)2
∑
m,n
(Ymn (k)− Y ′mn)2
Do´nde K denota la sub-imagen k, la cual se debe reescalar al taman˜o de la imagen
de entrada, X la imagen original, Y la imagen fusionada y MxN las dimensiones de la
imagen.
2.7.3. ERGAS
En el an˜o 2000, Ranchin & Wald propusieron un ı´ndice de error que ofrece una visio´n
global de la calidad del resultado de un proceso de fusio´n. Se conoce originalmente co-
mo “erreur relative globale adimensionnelle de synthe`se”(ERGAS) (relative adimensional
global error in synthesis) [32]. Esta me´trica sirve para estimar globalmente la calidad
espectral de las ima´genes fusionadas y esta´ dada por,
ERGAS = 100
dh
dl
√√√√ 1
L
L∑
l=1
(
RMSE (l)
µ (l)
)2
Donde,
dh : Resolucio´n de la PAN (m), dl: Resolucio´n de la MS (m) L: Nu´mero de bandas
espectrales involucradas en la fusio´n, µ (l): Media de cada banda espectral de la imagen
de referencia, RMSE (l): Error medio cuadra´tico de cada banda fusionada.
Cuanto menor sea el valor del ERGAS, mayor la calidad espectral de la imagen fusion-
ada, su valor ideal es cero. Wald [32] expresa que un error ERGAS mayor a 3 corresponde
a productos fusionados de baja calidad, mientras que un ERGAS menor a 3 indica un
producto de calidad satisfactoria.
2.7.4. Spectral angle mapper (SAM)
El me´todo del Mapeador por Angulo espectral (Spectral Angle Mapper - SAM), per-
mite determinar el grado de similitud espectral de una imagen contra el de una imagen
conocida o de referencia. Esta similitud se expresa en te´rminos del a´ngulo promedio entre
los dos espectros, para lo cual ambos espectros son tratados como vectores en el espacio
con igual dimensio´n al nu´mero de bandas, de aqu´ı, que para cada p´ıxel el resultado es una
diferencia angular medida en radianes o grados; generalmente se pueden promediar estos
resultados para toda la imagen, con el fin de obtener una medida global de la distorsio´n
espectral. la definicio´n matema´tica se puede encontrar en [2]. El valor ideal del SAM es
cero, lo cual significar´ıa que la distorsio´n espectral es nula, sin embargo esto puede sig-
nificar la presencia de distorsio´n radiome´trica, (los dos vectores de p´ıxel son paralelos pero
de diferente longitud). Para evitar conflictos de este tipo, se puede utilizar en conjunto
con medidas espectrales como el ERGAS.
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Otras me´tricas generales incluyen, Rel. sen˜al/ruido [12][18], Rel. sen˜al pico/ruido
[11], Informacio´n mutua [14][4], Valor medio, Entrop´ıa, grados promedio, diferencias frac-
tales, ı´ndice de correlacio´n 2D, me´trica Xydeas & Petrovic [14][4].
En la propuesta inicial de este trabajo so´lo se hab´ıa contemplado utilizar como medida
de calidad el RMSE, el cual es una medida ba´sica de calidad espectral, sin embargo, y
considerando que las ima´genes utilizadas son de diferente resolucio´n espacial y espectral,
es necesario tener en cuenta me´tricas adicionales que permitan evaluar ı´ntegramente el
algoritmo propuesto, es decir que sea posible evaluar tanto calidad espectral como espacial.
2.8. Conclusio´n
La fusio´n de ima´genes basada en me´todos de inyeccio´n de componentes de alta fre-
cuencia tomados de una imagen pancroma´tica (PAN) en versiones remuestreadas de una
imagen multiespectral (MS) han demostrado una calidad aceptable y uso para trasladar
la informacio´n espectral de la MS hacia la imagen PAN, este el caso de los me´todos HPF,
HFM y Wavelet. Sin embargo, es necesario evitar distorsiones y artefactos en la imagen
final, para lo cual el ana´lisis Multi-resolucio´n (MRA) basado en wavelets presenta mejores
resultados que los dos primeros. En particular un tipo de wavelet, la estacionaria, presenta
mejores prestaciones. De acuerdo a esto, el trabajo desarrollado en la presente tesis hace
uso de el ana´lisis multi-resolucio´n mediante la DT-CWT, para su aplicacio´n a la fusio´n de
ima´genes de diferente resolucio´n, ya que, como se vera´ en el pro´ximo cap´ıtulo, es adecuada
para procesamiento de ima´genes gracias a sus propiedades como el ser invariante a las
traslaciones, entre otras.
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CAPI´TULO 3
TRANSFORMADA WAVELET y DT-CWT
El Ana´lisis Multiresolucio´n (MRA) ofrece un me´todo simple y ra´pido para el estudio
de una sen˜al a diferentes escalas; utiliza funciones (tal como wavelets) que se adaptan
automa´ticamente a los diferentes componentes de la sen˜al. En particular, la transformada
wavelet discreta (DWT) utiliza una pequen˜a ventana para “observar” los componentes de
alta frecuencia y una gran ventana para “observar” los componentes de baja frecuencia.
La sen˜al se analiza a una resolucio´n baja (asociada a una funcio´n de escalamiento) para
obtener una visio´n global y a mayores resoluciones (asociadas a una funcio´n wavelet) para
ver los detalles.
En el caso de la transformada wavelet discreta, se asocian dos funciones: una funcio´n
de escalamiento y una funcio´n wavelet. La funcio´n de escalamiento, provee una serie de
ima´genes de la sen˜al, cada una con una resolucio´n que difiere en un factor de dos, de la
resolucio´n anterior. La funcio´n wavelet codifica la diferencia de informacio´n entre las dos
resoluciones: los detalles que hay que an˜adir a una imagen de la sen˜al para obtener la
imagen a una resolucio´n dos veces mayor.
Una buena comparacio´n del ana´lisis multiresolucio´n con el sistema decimal se pre-
senta en [2]. Se parte del nu´mero 87/7, el cual se puede aproximar mediante decimales
a 12.4285714. . . . En el caso del ana´lisis multiresolucio´n, se tiene que la funcio´n de es-
calamiento, (comprimida o dilatada) que entrega una imagen de la sen˜al a una resolucio´n
dada, corresponde a redondear el nu´mero 87/7 como 10; 12; 12.4; o 12.42. . . dependiendo
de la exactitud deseada. Por su parte, la funcio´n wavelet codifica la diferencia de infor-
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macio´n entre dos resoluciones (en el caso wavelet, las resoluciones difieren por un factor
de dos; en el caso decimal, por un factor de 10). Por lo tanto, entre 10 y 12 las wavelets
codifican el detalle 2; entre 12 y 12.4, otras wavelets ma´s pequen˜as codifican el detalle 0.4;
entre 12.4 y 12.42, otras wavelets codifican 0.02 y as´ı sucesivamente.
El fondo del asunto en la teor´ıa multiresolucio´n (caso wavelet) radica en que para
calcular la transformada wavelet de una sen˜al no se necesitan ni funciones de escalamiento
ni funciones wavelet: so´lo filtros digitales. Antes de entrar en detalle se hara´ una breve
revisio´n de la transformada wavelet continua.
3.1. Introduccio´n
La transformada de Fourier, una de las te´cnicas ma´s representativas en el ana´lisis de
sen˜ales se fundamenta en el uso de “funciones base” para la descomposicio´n (ana´lisis)
y reconstruccio´n (s´ıntesis) de una funcio´n, lo que equivale a multiplicar dichas funciones
base por algunas constantes y sumar dichos productos. Este concepto expresado de manera
general, equivale a: “En un espacio ortogonal N-dimensional caracterizado por un conjunto
de N funciones linealmente independientes, llamadas funciones base, cualquier funcio´n ar-
bitraria perteneciente a este espacio N dimensional puede ser generada como combinacio´n
lineal de las funciones base”.
Teniendo en cuenta lo anterior, el proceso de “transformar” una sen˜al implica el ca´lcu-
lo de dichas constantes (Ej. Coeficientes de Fourier, coeficientes wavelet, etc.); luego del
proceso de transformacio´n y dentro del nuevo dominio (dado por la transformacio´n), es
posible procesar la sen˜al de acuerdo a las necesidades de una aplicacio´n particular para
retornarla o reconstruirla mediante el ca´lculo de la combinacio´n lineal.
Aunque puede que exista ma´s de un conjunto de funciones base, es importante tener
en cuenta si estas forman una base ortogonal, ortonormal o biortogonal. Si el producto es-
calar de dos funciones cualquiera dentro del conjunto es nulo, se dice que son ortogonales,
esto equivale a que la correlacio´n entre cualquier par de funciones sea cero. Si adema´s
de ser ortogonales, las funciones base esta´n normalizadas, se conocen como ortonormales.
En el caso de que no todas las funciones sean mutuamente ortogonales pero sea posible
discriminar dos grupos, cada uno cumpliendo la condicio´n de ortogonalidad, se dicen que
son biortogonales. Este u´ltimo caso se puede obtener por ejemplo a partir de una base
de funciones ortogonales agrega´ndoles las negativas u opuestas de cada una. Para que el
conjunto de funciones pueda llamarse “base” debe haber un conjunto u´nico de coeficientes
de expansio´n para cada funcio´n representable.
La importancia de la ortogonalidad radica en que gracias a sus propiedades, una base
(ortogonal, ortonormal o biortogonal) puede facilitar la obtencio´n de los coeficientes, en
cuanto a sencillez y rapidez. En el caso de la Transformada de Fourier, sus funciones base
son ortonormales: seno y coseno (Exponencial compleja). Para el caso de la transformada
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wavelet se han propuesto un buen nu´mero de funciones que facilitan el ana´lisis de diferentes
tipos de sen˜ales.
3.1.1. Ana´lisis Tiempo-frecuencia
La cla´sica transformada de Fourier (FT) proporciona la informacio´n de frecuencia de
una sen˜al, pero no la informacio´n de tiempo, es decir, no indica el instante de tiempo
correspondiente a dicha frecuencia. Para el caso de sen˜ales estacionarias (donde el con-
tenido de frecuencia no cambia con el tiempo) no es imprescindible contar a la vez con
informacio´n tiempo-frecuencia. Sin embargo, cuando la informacio´n de frecuencia cambia
con el tiempo este aspecto se torna de importancia.
Ya que la FT se limita a entregar informacio´n de la existencia o no de ciertas com-
ponentes de frecuencia, y con el a´nimo de obtener una herramienta que proporcione el
contenido espectral de la sen˜al y su localizacio´n, Dennis Gabor (1946) propone la STFT
(Short-time Fourier Transform), cuyo principio es multiplicar la sen˜al por una funcio´n
ventana, con un ancho determinado por el ancho de la sen˜al que se considere estacionario,
lo que equivale a subdividir la sen˜al en trozos, y analizarlos por separado. Con una ubi-
cacio´n inicial de la ventana en t=0 y con periodo T seg, se calcula la FT, obteniendo la
informacio´n espectral de los primeros T/2 seg. Luego de esto se desplaza la ventana, y se
obtiene de nuevo la FT, repitiendo el proceso hasta abarcar la totalidad de la sen˜al.
La desventaja de esta te´cnica, radica en el compromiso tiempo-frecuencia. Si se escoge
una ventana ancha, se tendra´ buena resolucio´n en el dominio de la frecuencia, pero mala
en el dominio temporal, resultados opuestos se obtendra´n al escoger una ventana estrecha.
De aqu´ı que sea necesario, en algunas aplicaciones, contar con una transformada que arroje
informacio´n tiempo-frecuencia de la sen˜al y que minimice los inconvenientes de resolucio´n
impl´ıcitos en la STFT. Precisamente de esto trata la transformada wavelet (WT).
Estos inconvenientes de resolucio´n tiempo-frecuencia son el resultado del principio de
incertidumbre de Heisenberg, el cual expresa que “No es posible conocer la representacio´n
exacta tiempo-frecuencia de una sen˜al, sino tan so´lo los intervalos de tiempo en los cuales
existen determinadas bandas de frecuencia” [12]. No obstante, se cuenta con un enfoque
alternativo para el ana´lisis de una sen˜al, que de manera general se puede considerar la
base de la transformada wavelet.
Este enfoque consiste en variar tanto la frecuencia como la resolucio´n a la hora de
analizar una sen˜al, por lo tanto cada componente espectral se puede resolver de una man-
era diferente. En particular, para las zonas donde la sen˜al es lenta (bajas frecuencias) se
tendra´ buena resolucio´n en frecuencia y baja en tiempo, mientras que para sen˜ales ra´pidas
se tendra´ pobre resolucio´n en frecuencia y buena resolucio´n temporal.
Como se vera´ ma´s adelante, la transformada wavelet se puede implementar mediante
filtros digitales (pasa bajo y pasa alto) que permiten observar la sen˜al a alta y baja fre-
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cuencia (relativas), repitiendo este proceso un nu´mero determinado de veces, dado por el
nu´mero de niveles de la transformada. De manera ilustrativa, considerando una sen˜al con
una frecuencia ma´xima de 1 Mhz, al aplicarle el primer nivel de la transformada wavelet,
la sen˜al sera´ dividida por los filtros, obteniendo una versio´n pasa bajo de la sen˜al con
frecuencias entre 0 - 500 khz y una segunda versio´n con las altas frecuencias comprendidas
entre 500 Khz - 1 Mhz. El segundo nivel parte de una de estas dos versiones (las frecuen-
cias bajas, por lo general) dividiendo nuevamente la sen˜al. Este proceso se repite hasta
completar el nu´mero de niveles especificados.
La salida de este proceso sera´ un nu´mero determinado de componentes correspon-
dientes a diferentes bandas de frecuencia de la sen˜al, que representan la informacio´n de
tiempo, frecuencia y amplitud. Esta informacio´n tiene la particularidad de presentar buena
resolucio´n en el tiempo para altas frecuencias mientras que para bajas frecuencias presenta
buena resolucio´n en el dominio de la frecuencia.
Como definicio´n formal, Una wavelet es una pequen˜a onda cuya energ´ıa esta´ concen-
trada en tiempo, su forma de onda caracter´ıstica es oscilante con una ra´pida atenuacio´n
que permite hacer ana´lisis en tiempo y frecuencia. En cuanto a la transformada wavelet,
se considera una herramienta importante para el ana´lisis de feno´menos transitorios, no
estacionarios o variantes en el tiempo [10]. A continuacio´n se describe su teor´ıa como un
prea´mbulo a la Transformada que se utilizara´ en el presente trabajo, la Transformada
Wavelet Compleja de Doble A´rbol (DT-CWT).
3.2. Transformada Wavelet
3.2.1. Transformada Wavelet Continua (CoWT)
La transformada wavelet continua (CoWT) se define como la suma sobre todo el tiempo
de la sen˜al, multiplicada por versiones de la funcio´n Wavelet (ψ) escaladas y desplazadas
[11], esto es,
C (escala, posicion) =
∫ ∞
−∞
f (t)ψ (escala, posicion, t)dt
Esta expresio´n, que corresponde a los coeficientes wavelet, C, es una funcio´n de dos
para´metros, la escala y la posicio´n. La escala es la que determina la expansio´n o contraccio´n
de la sen˜al, por lo tanto puede ser vista como la informacio´n en frecuencia. La segunda
variable contiene la informacio´n de traslacio´n, es decir el desplazamiento que ha sufrido
la wavelet, por lo tanto representa la informacio´n del tiempo. A la funcio´n ventana ψ se
le denomina funcio´n wavelet madre; por un lado se le llama wavelet (pequen˜a onda) ya
que es de cara´cter oscilatorio y de duracio´n finita (Soporte compacto). Por otro lado se le
llama madre, por servir de base para la generacio´n de las funciones ventana restantes. En
la figura 3.1 se muestran algunos ejemplos de funciones wavelet madre.
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Figura 3.1: Ejemplos de wavelets madre 1-D
3.2.1.1. Escalamiento y traslacio´n
La escala, es el para´metro que determina la expansio´n o contraccio´n de la sen˜al, por lo
tanto puede ser vista como la informacio´n en frecuencia. Una escala alta (frecuencia baja)
representa una visio´n global de la sen˜al (por lo general toda la sen˜al) mientras que una
escala baja (frecuencia alta) representa una informacio´n detallada de una caracter´ıstica
oculta en la sen˜al que comu´nmente dura un tiempo relativamente pequen˜o. Esta variable
puede expresarse como a = f0/f , do´nde f0 es la frecuencia central de la wavelet. En la
figura 3.2 (a) se aprecia de manera gra´fica la diferencia entre diferentes escalas para una
sen˜al sinc.
La traslacio´n determina la posicio´n en la cual se encuentra la wavelet, por lo tanto
representa la informacio´n del tiempo. Esta´ relacionada con la localizacio´n de la ventana a
medida que esta se desplaza a trave´s de la sen˜al, un ejemplo de dos sen˜ales con diferente
traslacio´n se muestra en la figura 3.2 (b).
3.2.1.2. 5 Pasos para aplicar CoWT
1. Seleccionar una wavelet madre, compararla con el segmento inicial de la sen˜al
2. Calcular una constante C (coeficiente) que represente la correlacio´n entre las dos
sen˜ales (Mayor C, mayor similitud)
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Figura 3.2: Ejemplo de escala y traslacio´n para una funcio´n
3. Desplazar la wavelet y repetir los pasos 1 y 2, hasta cubrir toda la sen˜al
4. Escalar la Wavelet y repetir los pasos 1-3
5. Repetir hasta abarcar toda la sen˜al
3.2.1.3. Observaciones sobre La CoWT
Baja escala => Wavelet comprimida => Detalles ra´pidamente cambiantes => Alta
frecuencia ω
Alta escala => Wavelet expandida => Cambios lentos, caracter´ısticas gruesas =>
Baja frecuencia ω
Puede operar en todas la escalas
Es continua en te´rminos de traslacio´n, se desplaza a lo largo de todo el dominio de
la funcio´n analizada
3.2.2. Ortogonalidad y productos escalares
La transformada de Fourier descompone una sen˜al en sus componentes de frecuencia
(valga la redundancia) mientras que la transformada wavelet en componentes de diferentes
escalas mediante la comparacio´n de la sen˜al con wavelets de diferentes taman˜os. En los dos
casos, los componentes se calculan por medio de un producto escalar: multiplicar la sen˜al
por la funcio´n de ana´lisis (senos y cosenos o wavelets) e integrar dicho producto. Esto es
posible gracias a las propiedades geome´tricas de las funciones ortogonales, que redundan
en que cada coeficiente se calcula con un u´nico producto escalar, y que dicho ca´lculo es
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independiente del ca´lculo de los dema´s coeficientes de la transformada.
Para ampliar esto u´ltimo, partamos de que un punto sobre una l´ınea se determina me-
diante un u´nico nu´mero; un punto en el plano por dos (sus dos coordenadas), y un punto
en un espacio tridimensional por sus tres coordenadas. En el caso de una funcio´n, se deben
conocer todos sus valores: una infinidad de nu´meros. Sin embargo, una funcio´n, como una
wavelet o una sen˜al, se puede considerar como un solo punto en un espacio de dimensio´n
infinita. En este espacio n-dimensional es posible representar un punto cualquiera, por
medio de su proyeccio´n sobre los n ejes, tal como se har´ıa en dos o tres dimensiones.
Por lo tanto, la descomposicio´n de una sen˜al dada, por medio del ana´lisis de Fouri-
er, wavelets, o alguna otra base (base es una familia de funciones de ana´lisis) se puede
apreciar desde el siguiente punto de vista: cada funcio´n base determina la direccio´n de un
eje, por lo que la eleccio´n de una base significa la eleccio´n de un sistema de ejes. Descom-
poner una sen˜al significa representarla por medio de su infinito nu´mero de coordenadas,
proyecta´ndola sobre el infinito nu´mero de ejes de la base. Los coeficientes (coeficientes
wavelet, coeficientes de Fourier, etc) simplemente miden la proyeccio´n sobre cada eje. Se
dice que una base es ortogonal si todas sus funciones (por lo tanto los ejes en que se
proyecta la sen˜al) son perpendiculares entre s´ı.
De esto se deriva una gran ventaja, los coeficientes de una transformada ortonormal
pueden calcularse con un solo producto escalar de dos vectores, la sen˜al y un elemento
de la base (ortonormal significa que todos los elementos de una base ortogonal se han
normalizado, esto es, su longitud es 1). Por lo tanto, el ca´lculo es relativamente simple,
ya que se hace de forma independiente del resto de elementos de la base, adema´s cada
coeficiente codifica informacio´n u´nica.
3.2.3. Ana´lisis Multiresolucio´n (MRA)
El ca´lculo de los coeficientes en todas las posibles escalas para la transformada wavelet
continua se puede convertir en un trabajo bastante dispendioso y con un gran coste com-
putacional. Partiendo de que el ana´lisis se realiza variando la escala (que esta´ relacionada
con la frecuencia), en altas escalas (baja frecuencia) se puede disminuir la tasa de muestreo,
segu´n el teorema de Nyquist. Por lo tanto es posible utilizar una tasa diferente de muestreo
para cada escala, con la restriccio´n de que se discretice de forma logar´ıtmica; el caso ma´s
comu´n es tomar una base 2, que equivale a tomar las escalas 2,4,8, etc. que se conocen
como escalas dia´dicas. Esta aproximacio´n fue generalizada por Ste´phane Mallat en lo que
se conoce como Ana´lisis Multiresolucio´n.
Con la teor´ıa multiresolucio´n, Mallat relaciono´ las wavelets ortogonales con los filtros
usados en procesamiento de sen˜ales. En este enfoque, la wavelet es opacada por una nueva
funcio´n, la funcio´n de escalamiento, la cual da una serie de “aproximaciones”de la sen˜al,
cada una a una resolucio´n que difiere por un factor de dos con respecto a la resolucio´n pre-
via. En una direccio´n, estas “aproximaciones”se acercan sucesivamente a la sen˜al original,
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con precisio´n incremental. En sentido contrario, la aproximan a cero, conteniendo menos
y menos informacio´n. Las wavelets, por su parte, desempen˜an un papel importante, codif-
ican la diferencia de informacio´n entre dos resoluciones, es decir, los detalles que se deben
agregar a una “aproximacio´n”de la sen˜al para obtener el doble de la resolucio´n.
El ana´lisis multiresolucio´n, con J niveles, de una sen˜al f es una proyeccio´n de f sobre
una base
{
φJ,N , {ψj,n}j≤J
}
n∈Z
. Las funciones base {φj,n}n∈Z, son el resultado de trasladar
y dilatar una misma funcio´n φ (t) conocida como la funcio´n de escalamiento; estas fun-
ciones base abarcan un espacio {Vj}j∈Z, el cual reagrupa todas las posibles aproximaciones
a la resolucio´n 2−j . En el caso del espacio V0, es por definicio´n el espacio generado por la
funcio´n de escalamiento y todas sus traslaciones enteras, φ (t− n)n∈Z. Mediante la proyec-
cio´n de f sobre Vj se obtiene la aproximacio´n de f en la escala 2j .
De la misma forma, las funciones base {ψj,n}n∈Z son el resultado de trasladar y dilatar
una misma funcio´n ψ (t) conocida como la funcio´n wavelet. Estas funciones base abarcan
un espacio {Wj}j∈Z. Mediante la proyeccio´n de f sobre Wj se obtienen los coeficientes
wavelet de f , que representan los detalles entre dos aproximaciones sucesivas, es decir, los
datos que se deben agregar a Vj+1 para obtener V j. Por lo tanto Wj+1 es el complemento
de Vj+1 en Vj .
As´ı como en el sistema decimal se puede aproximar cualquier nu´mero sin redundancia
y con una precisio´n arbitraria, en el ana´lisis multiresolucio´n (caso ortogonal) se puede
hacer lo mismo para una sen˜al si se cumplen las siguientes condiciones:
1. La funcio´n de escalamiento es ortogonal a sus traslaciones enteras. Al trasladar la
funcio´n de escalamiento φ por un nu´mero entero, las funciones trasladadas deben ser
ortogonales entre s´ı, esto es, el producto escalar de φ y cualquiera de sus traslaciones
debe ser cero.
2. Vj es invariante a cualquier traslacio´n proporcional a la escala 2j .
∀ (j, k) ∈ Z2, f (t) ∈ Vj ⇔ f
(
t− 2jk) ∈ Vj
3. La sen˜al a una resolucio´n dada contiene toda la informacio´n de la sen˜al en resolu-
ciones ma´s gruesas.
∀j ∈ Z, Vj+1 ⊂ Vj
4. La expansio´n de las funciones de Vj por 2 ampl´ıa los detalles por dos, lo que equivale
a la definicio´n de una aproximacio´n a una resolucio´n ma´s gruesa, 2−j−1.
∀j ∈ Z, f (t) ∈ Vj ⇔ f
(
t
2
) ∈ Vj+1
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5. La funcio´n 0 es el u´nico objeto comu´n a todos los espacios Vj .
l´ım
j→+∞
Vj =
+∞⋂
j=−∞
Vj = {0}
6. Cualquier sen˜al puede aproximarse con precisio´n arbitraria.
l´ım
j→−∞
Vj = L2 (R)
Donde L2 (R) representa funciones de energ´ıa finita.
7. Si se satisfacen estas condiciones, existe una wavelet que mediante traslaciones en-
teras y expansiones por un factor de dos, puede codificar la diferencia de informacio´n
entre la sen˜al vista a dos resoluciones sucesivas. En otras palabras, el espacio Wj ,
asociado con la funcio´n wavelet es ortogonal al espacio Vj y representa la diferencia
entre Vj y Vj−1:
Wj ⊕ Vj = Vj+1
Caso biortogonal
Las wavelets biortogonales se caracterizan por usar dos conjuntos de wavelets: uno para
la descomposicio´n, otro para la reconstruccio´n. En este caso se tendr´ıan dos funciones de
escalamiento φ (t− n)n∈Z y
∼
φ (t− n)n∈Z que abarcan los espacios V0 y
∼
V0, respectivamente.
Sean Vj y
∼
Vj los espacios definidos por,
f (t) ∈ Vj ⇔ f
(
2jt
) ∈ V0
f (t) ∈
∼
Vj ⇔ f
(
2jt
) ∈ ∼V0
{Vj} y
∼
{Vj} son aproximaciones multiresolucio´n de L2 (R), [10]. Para j ∈ Z, las fun-
ciones base {φj,n}n∈Z y
∼
{φj}
n∈Z abarcan los espacios Vj y
∼
V
j
respectivamente. De la misma
forma, las funciones base {ψj,n}n∈Z y
∼
{ψj}
n∈Z corresponden a los espacios Wj y
∼
Wj , de
tal forma que,
Wj ⊕ Vj = Vj−1
∼
W
j
⊕ ∼V
j
=
∼
V
j+1
La biortogonalidad de las wavelets de descomposicio´n y reconstruccio´n, implica que
Wj no es ortogonal a Vj pero si a
∼
Vj , mientras que
∼
Wj no es ortogonal a
∼
Vj pero si a Vj
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[10].
En general, hay ma´s libertad en el disen˜o de wavelets biortogonales. Adema´s, las
wavelets biortogonales pueden ser a la vez sime´tricas y tener soporte compacto. (Simetr´ıa
es incompatible con ortogonalidad, excepto en el caso de la wavelet Haar, o mediante el
uso de ma´s de una funcio´n de escalamiento) [10]. Para algunas aplicaciones, como ana´lisis
nume´rico, la simetr´ıa no es importante, mientras que en otras como procesamiento de
ima´genes puede redundar en beneficios. El costo a pagar por estos beneficios, radica en
que las bases wavelet biortogonales no reproducen exactamente la energ´ıa de la sen˜al y al
reconstruir estos coeficientes se puede amplificar cualquier error introducido.
3.2.4. Transformada Wavelet discreta (DWT)
El aporte de Mallat consiste en que las wavelets se pueden incorporar a un sistema que
utiliza filtros en cascada para descomponer una sen˜al. Cada resolucio´n tiene su propio par
de filtros: filtro pasa-bajo asociado a la funcio´n de escalamiento, que da una visio´n global
de la sen˜al, y filtro pasa-alto asociado con la wavelet, cuya alta frecuencia esta´ asociada a
las variaciones o detalles. Los dos filtros se complementan entre s´ı; lo que uno bloquea, el
otro lo deja pasar. Por supuesto, las frecuencias altas y bajas son relativas.
3.2.4.1. Consideraciones previas
Para una sen˜al f(x), se define el proceso de transformacio´n directa a un nuevo dominio
por medio de, T (u, v, ..) [4]
T (u, v, ...) =
∑
x
f (x) gu,v... (x)
Do´nde,
x : Variable(s) espacial(es)
u, v, .. : Variables en el dominio de la transformada
De la misma manera, se puede definir la transformada inversa partiendo de T (u, v, ...)
f (x) =
∑
u,v,...
T (u, v, ...)hu,v... (x)
Do´nde,
guv y huv : Kernels (combinacio´n lineal de las funciones base) de transformacio´n inversa
y directa, respectivamente. Determinan la naturaleza, complejidad y utilidad de la trans-
formada.
T (u, v, ...) : Coeficientes de la transformada. Se pueden ver como los coeficientes de la
expansio´n de f con respecto a hu, v, ...
En el caso de la transformada discreta de Fourier (DFT) y una sen˜al 2D se tiene:
hu,v (x, y) = g∗u,v (x, y) =
1√
MN
ej2pi(ux/M+uy/N)
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En este caso se tiene que los Kernels son el complejo conjugado del otro, separables
y ortonormales. Esto redunda en que la transformada discreta de Fourier puede definirse
completamente por dos sencillas ecuaciones que giran en torno a un solo par de kernels de
transformacio´n. Para el caso de la transformada discreta wavelet, e´sta no se define en un
solo par de kernels de transformacio´n, ma´s bien, se refiere a una clase de transformaciones
que difieren no so´lo por los kernels empleados (relacionados con las funciones base), sino
tambie´n por la naturaleza de esas funciones (por ejemplo si constituyen una base ortonor-
mal o biortogonal) y en la forma en la cual se aplican (por ejemplo cua´ntos niveles de
resolucio´n se aplican), por esta razo´n no se puede escribir una ecuacio´n sencilla que las
describa por completo [4].
Como se expreso´ anteriormente, los diversos tipos de transformadas wavelet esta´n
relacionadas por el hecho de que sus funciones son pequen˜as ondas (de ah´ı el nombre
de wavelets) de frecuencia variable y duracio´n limitada. Los kernels que definen estas
transformadas tienen las siguientes propiedades,
1. Separar, escalar, trasladar. La funcio´n se puede separar tanto en componentes de
detalle (con posible orientacio´n, por ejemplo en 2D horizontal, vertical y diagonal),
y un componente que corresponde a la aproximacio´n de la funcio´n (baja frecuencia).
Estos componentes son el producto de dos funciones reales, conocidas como la funcio´n
wavelet y la funcio´n de escalamiento. La posicio´n de estas funciones a lo largo del
eje X puede modificarse, variando tanto el ancho como la amplitud de la funcio´n
wavelet original (madre) y la funcio´n de escalamiento.
2. Compatibilidad multi-resolucio´n. La funcio´n wavelet al ser escalada (de forma
entera) y trasladada (de forma binaria), puede representar la diferencia entre dos
escalas adyacentes con respecto a la funcio´n de escalamiento.
3. Ortogonalidad. Las funciones base forman una base ortogonal o biortogonal.
Matema´ticamente, cualquier sen˜al analo´gica de energ´ıa finita x(t) puede descompon-
erse en te´rminos de wavelets y funciones de escalamiento por medio de, [15]:
x (t) =
∞∑
n=−∞
c (n)φ (t− n) +
∞∑
j=0
∞∑
n=−∞
d (j, n)2j/2ψ
(
2jt− n)
Los coeficientes de escalamiento c(n) y los coeficientes wavelet d(j, n) son calculados
por medio de los productos internos:
c (n) =
∫ ∞
−∞
x (t)φ (t− n) dt
d (j, n) = 2j/2
∫ ∞
−∞
x (t)ψ
(
2jt− n) dt
Estos coeficientes, proporcionan un ana´lisis tiempo-frecuencia de la sen˜al midiendo
su contenido de frecuencia (controlado por el factor de escala j) en diferentes tiempos
(controlado por el tiempo de desplazamiento n).
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3.2.5. Ana´lisis Multiresolucio´n con DWT
En la pra´ctica, el ca´lculo tanto de los coeficientes wavelet como la reconstruccio´n de la
sen˜al se debe realizar de manera ra´pida, tal como los me´todos existentes para el ca´lculo
ra´pido de la transformada de Fourier. Con este fin se han planteado algoritmos basados en
ana´lisis multi-resolucio´n, el cual esta´ orientado a obtener la representacio´n tiempo-escala
de sen˜ales discretas en tiempo. Para el ana´lisis de estas sen˜ales en diferentes escalas, se uti-
lizan filtros con frecuencias de corte distintas (para analizar la sen˜al en escalas diferentes).
Por este motivo se utilizan filtros pasa alto y pasa bajo, que cambian la resolucio´n de la
sen˜al, analizando componentes de alta y baja frecuencia. La escala se cambia por medio
de operaciones de interpolacio´n (upsampling) y submuestreo (downsampling). El “upsam-
pling” consiste en aumentar la tasa de muestreo, insertando nuevas muestras en la sen˜al. El
“downsampling” implica eliminar muestras de la sen˜al, reduciendo as´ı la tasa de muestreo.
Un esquema relacionado con el anterior algoritmo, es el de Mallat [9]. Utiliza filtros de
espejo en cuadratura, de aqu´ı que por medio de filtros digitales se logra obtener una rep-
resentacio´n de la sen˜al (tiempo-escala). El algoritmo parte de una representacio´n discreta
de la sen˜al (N muestras) aplica´ndoles dos bancos de filtros de octava, discretos en tiempo,
(un filtro pasa bajo y uno pasa alto).
Las operaciones de variacio´n de la tasa de muestreo son necesarias ya que luego de
dividir la sen˜al mediante los filtros obteniendo las aproximaciones (alta escala, baja fre-
cuencia) y los detalles de la sen˜al (baja escala, alta frecuencia) se tendr´ıan el doble de
muestras iniciales, debido a que cada filtro aporta igual cantidad de muestras; para re-
solver este inconveniente, se realiza el muestreo tomando so´lo la mitad de las muestras
(downsampling) de cada una de las sen˜ales, obteniendo en total la misma cantidad de
datos iniciales, los cuales sera´n los coeficientes DWT. En la pra´ctica, la funcio´n wavelet,
esta´ determinada por los coeficientes de detalle (filtros pasa alto) y la funcio´n de es-
calamiento, esta´ determinada por los coeficientes de aproximacio´n (filtros pasa bajo).
En la Figura 3.3 (a) se aprecia el banco de filtros (FB) de ana´lisis (transformada di-
recta), el cual descompone la sen˜al de entrada x(n) en dos sen˜ales o subbandas, c(n) y
d(j, n) que representan el componente de baja frecuencia (aproximacio´n) y el componente
de alta frecuencia (detalles), respectivamente. Este banco utiliza un filtro pasa bajo h0(n)
y un filtro pasa alto h1(n); la salida de cada filtro es decimada por 2 (Downsampling) para
obtener cada sen˜al a una tasa total de muestras igual a la de la sen˜al original, de aqu´ı que,
la DWT sea cr´ıticamente muestreada.
Para el banco de s´ıntesis, figura 3.3 (b), primero se realiza el undecimado (upsampling)
sobre la sen˜al, para luego aplicar los filtros pasa bajo
∼
h0 (n) y pasa alto
∼
h1 (n), cuyos resul-
tados se suman, conformando la salida y(n). Si los dos bancos de filtros se construyen de
tal manera que y(n) = x(n) se dice que satisfacen la condicio´n de reconstruccio´n perfecta
(PR).
3.2. TRANSFORMADA WAVELET 53
↓ 2
( )1h n
( )0h n( )x n
↓ 2
↓ 2
( )1h n
( )0h n
↓ 2
↓ 2
( )1h n
( )0h n
↓ 2
↓ 2( )c n
↓ 2
( )0,d n
( )2,d n
( )1,d n
( )c n
( )~0h n
( )~1h n
↑ 2
↑ 2
( )~0h n
( )~1h n
↑ 2
↑ 2
( )~0h n
( )~1h n
( )0,d n
( )1,d n
( )2,d n
( )c n
( )a
( )b
Figura 3.3: Filtros DWT 1D para 3 niveles (a) FB de ana´lisis (b) FB de S´ıntesis
Para descomponer (Transformar) en varios niveles, so´lo se requiere aplicar de forma
sucesiva los filtros (Ana´lisis o s´ıntesis), tomando el componente de baja frecuencia de el
nivel anterior. Para el caso de la figura 3.3, se detallan tres niveles de descomposicio´n.
3.2.6. DWT para 2D
En este caso el banco de filtros para 1D (DWT 1D) se aplica primero a las columnas
y luego a las filas. Si la imagen tiene M filas y N columnas, luego de aplicar el Banco
1D a cada columna, se tendra´n dos ima´genes de subbandas con M/2 filas y N columnas.
Cuando se aplique el Banco de filtros a cada fila de cada una de las ima´genes prefiltradas,
se obtendra´n cuatro ima´genes, cada una con M/2 filas y N/2 columnas. El filtro de s´ınte-
sis combina las cuatro ima´genes para entregar la imagen original de taman˜o MxN [16].
Estas cuatro subbandas corresponden a 3 componentes wavelet, que representan detalles
con orientacio´n vertical (dLH), horizontal (dHL) y diagonal (dHH). El cuarto componente
es el de aproximacio´n y representa las bajas frecuencias de la sen˜al. Ver figura 3.4
3.2.7. Propiedades de la DWT
En [8] se describen las ventajas asociadas a la transformada Wavelet discreta, las cuales
fundamentalmente expresan lo siguiente,
Buena compresio´n de la energ´ıa de la sen˜al
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↓ 2
( )x n
↓ 2
↓ 2
↓ 2 ( )LHd n
( )c n
( )0h n
( )1h n
( )0h n
( )1h n
↓ 2
↓ 2
( )0h n
( )1h n
( )HLd n
( )HHd n
Figura 3.4: FB de ana´lisis para DWT 2D
Reconstruccio´n perfecta, con filtros de soporte compacto
Baja redundancia (Comparada con la DT-CWT)
Bajo coste computacional
Las desventajas principales de las wavelets reales, derivadas en gran parte a que no
constituye una sen˜al anal´ıtica son [19]-[14]
Oscilaciones. Las wavelets son funciones pasa banda, los coeficientes tienden a oscilar
de forma positiva y negativa alrededor de las singularidades.
Sensible a traslaciones. Esto significa que pequen˜as traslaciones en la sen˜al de entra-
da, causan grandes variaciones en la distribucio´n de energ´ıa de los coeficientes DWT
para diferentes escalas.
Aliasing. El amplio espaciamiento de los coeficientes wavelet muestreados, o de forma
equivalente, el hecho que los coeficientes wavelet se calculan por medio de operaciones
iteradas de submuestreo (downsample) y discretas en el tiempo, entrelazadas con
filtros no ideales pasa bajo y pasa alto, resultan en un aliasing sustancial. La DWT
inversa cancela este aliasing, pero so´lo si no se cambian los coeficientes wavelet y los
de escalamiento.
Pobre selectividad direccional, principalmente para caracter´ısticas diagonales, ya que
los filtros wavelet son separables y reales.
El desarrollo de una transformada wavelet anal´ıtica e invertible, no es tan directo como
se esperar´ıa inicialmente. En particular, la estructura de FB ilustrada en la figura 3.3 que
usualmente se utiliza para implementar la DWT real no se presta para las transformadas
wavelet anal´ıticas con las caracter´ısticas deseables. Una aproximacio´n eficaz para llevar
a cabo una transformada wavelet anal´ıtica, inicialmente introducida por Kingsbury en
1998, es llamada CWT de doble-a´rbol [8]-[7], de acuerdo a su autor, evita el componente
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frecuencial no deseado siendo tambie´n expansiva, pero so´lo por un factor de 2 (para sen˜ales
1-D), independientemente del nu´mero de niveles. Este es precisamente el tema de estudio
de la pro´xima seccio´n.
3.3. Transformada Wavelet Compleja de doble a´rbol (DT-
CWT)
La transformada wavelet de doble a´rbol (DT-CWT) es una propuesta que intenta
solventar las desventajas de las wavelets reales. Antes de entrar en detalle sobre este tipo
de algoritmo, se hara´n una revisio´n de las wavelets complejas, para ello se parte de un
ra´pido ana´lisis de la transformada de Fourier,
La magnitud de la transformada de Fourier no oscila positiva y negativamente sino
que proporciona una respuesta positiva y plana sobre el dominio de Fourier.
La magnitud de la transformada de Fourier, es perfectamente invariante ante de-
splazamientos, con una simple correccio´n lineal de fase que codifica desplazamiento.
Los coeficientes de Fourier no sufren de aliasing y no requieren una complicada
propiedad para cancelacio´n de e´ste al reconstruir la sen˜al.
Las sinusoides de la base de Fourier multidimensional (M-D) son ondas planas alta-
mente direccionales.
La diferencia radica principalmente en que la transformada de Fourier esta´ basada en
sinusoides oscilantes y de valor complejo, mientras que la DWT esta´ basada en wavelets
reales y oscilantes. Los componentes oscilatorios coseno y seno (partes real e imaginarias,
respectivamente) forman un par de la transformada de Hilbert; es decir, tienen una sepa-
racio´n de 90◦ entre s´ı. Juntas constituyen una sen˜al anal´ıtica ejωt que esta´ soportada so´lo
por medio eje de frecuencia (Ω > 0) reduciendo el aliasing [15].
La idea inicial es pensar en una CWT (Complex Wavelet transform), que contenga
tanto una funcio´n de escalamiento como una funcio´n wavelet de tipo complejo.
ψc (t) = ψr (t) + jψi (t)
Aqu´ı, ψr (t) ser´ıa real y par y ψi (t) es imaginaria e impar. Es ma´s, si ψr (t) y ψi (t)
forman un par de la transformada de Hilbert (90◦ de desfase entre s´ı), entonces ψc (t) es
una sen˜al anal´ıtica, que so´lo esta´ soportada en medio eje de la frecuencia [15].
Diversos autores han demostrado que cualquier CWT de soporte compacto, no puede
cumplir exactamente con las propiedades de una sen˜al anal´ıtica que implica la transfor-
mada de Hilbert, por lo tanto, al no cumplir con este requisito no se pueden eliminar
totalmente las cuatro desventajas comentadas de las wavelets reales, sin embargo en la
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pra´ctica se pretende obtener filtros que se acerquen lo mayor posible a lo anal´ıtico.
Consideraciones sobre las wavelet complejas [15]
Existe un compromiso entre wavelets anal´ıticas y con soporte compacto, ya que una
funcio´n soportada finitamente nunca puede ser exactamente anal´ıtica, por lo tanto
si se desea utilizar FIR (Filtros de respuesta finita al impulso) se deben aceptar
wavelets que so´lo sean aproximaciones a lo anal´ıtico.
Otro compromiso a tener en cuenta en el disen˜o de las Wavelets complejas es el
de Ana´lisis contra reconstruccio´n perfecta. Mientras han sido desarrollados filtros
complejos que satisfacen las condiciones de reconstruccio´n perfecta (PR), esas solu-
ciones no proporcionan wavelets anal´ıticas y no tienen las propiedades deseables de
las wavelets anal´ıticas descritas previamente. Por lo tanto, en cuanto a estos dos
aspectos, tambie´n se tendra´n so´lo aproximaciones.
Una aproximacio´n natural y directa hacia una CWT invertible y anal´ıtica divide
cada salida del banco de filtros (FB) en sus componentes de frecuencia positivos y
negativos usando un FB complejo que actu´a como una transformada de Hilbert. Pero
esta aproximacio´n resulta tener una limitacio´n ba´sica, la respuesta en frecuencia de
esta implementacio´n muestra que tiene un componente relativamente grande en el
lado incorrecto del eje frecuencial ocasionando que los FIR no sean de soporte finito,
caracter´ıstica fundamental de una Wavelet.
La UDWT (undecimated DWT) puede convertirse fa´cilmente en una transformada
wavelet aproximadamente anal´ıtica utilizando esta u´ltima aproximacio´n. Descom-
poniendo cada subbanda de la sen˜al de la UDWT con el mismo FB complejo con-
siderado, el componente frecuencial no deseado puede eliminarse.
Otra aproximacio´n para llevar a cabo una CWT expansiva primero aplica una trans-
formada de Hilbert a los datos, luego se aplica la transformada Wavelet real a la sen˜al
original y a la sen˜al de salida de la transformada Hilbert, combinando los resultados
para obtener la CWT. El inconveniente de esta, radica en que la exactitud de la
aproximacio´n de la transformada de Hilbert debe depender de la escala de la trans-
formada wavelet (escalas gruesas deben acompan˜arse por una transformada Hilbert
ma´s exacta).
Otra opcio´n es cuando la transformada de Hilbert se construye sobre la transformada
wavelet como en la aplicacio´n de doble-a´rbol (DT-CWT), aqu´ı, la transformada de
Hilbert se escala con la escala wavelet, como se desea. Esta alternativa se describe a
continuacio´n y sera´ la utilizada en el desarrollo de esta tesis.
3.3.1. Ana´lisis Multiresolucio´n con DT-CWT
Como se comento´ en la seccio´n previa, para obtener una sen˜al aproximadamente
anal´ıtica, las wavelets complejas se caracterizan por el uso de un banco de filtros de tipo
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complejo. Con este objetivo, la DT-CWT, propone reemplazar el componente complejo
por dos filtros reales tal como se aprecia en la Figura 3.5. Para ser de tipo complejo, la
respuesta de la combinacio´n de estos filtros debe ser anal´ıtica, es decir, deben formar un
par de Hilbert.
( ) ( ) ( )0 r ih n h n jh n= +
( ) ( )rh n h n= ( ) ( )ih n h n=
Figura 3.5: Filtro complejo mediante dos filtros reales
Para traducir esto u´ltimo, se pueden observar la respuesta a impulso de los componentes
real e imaginario para una DT-CWT, as´ı como el espectro de frecuencia de la misma, el cual
permite comprobar que la sen˜al esta´ contenida principalmente en el semi-plano derecho,
siendo as´ı una aproximacio´n a una sen˜al anal´ıtica. Para esto, la figura 3.6 muestra las
funciones base (reconstruccio´n de la respuesta a impulso) para una DT-CWT en el nivel 5.
La parte real, se muestra en verde, la parte imaginaria se muestra en azul. Las magnitudes
de la base compleja, formada por la combinacio´n de los dos a´rboles, se muestra en rojo. La
figura 3.6 (a) muestra las funciones wavelet, la (b) muestra las funciones de escalamiento
y la (c) muestra el espectro de frecuencia.
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Figura 3.6: Funciones base (Componente real (verde), imaginario (azul) y magnitud (rojo)) y
espectro de frecuencia para una DT-CWT t´ıpica
Para conseguir que la DT-CWT sea anal´ıtica (aproximacio´n), se emplean dos DWTs
(Discrete Wavelet Transform) reales; la primera DWT entrega la parte real de la trans-
formada mientras que la segunda DWT entrega la parte imaginaria. Cada DWT, llamada
a´rbol (de aqu´ı el nombre) puede implementarse por medio del algoritmo de Mallat. Este
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algoritmo presenta una versio´n ra´pida de la transformada wavelet discreta, el cual, a partir
de una sen˜al de entrada discreta(N muestras), obtiene los coeficientes que la representan
en el nuevo dominio. El algoritmo aplica dos bancos de filtros (FB) de octava, (discretos en
tiempo) (un pasa bajo y un pasa alto). La salida de cada filtro se somete a una operacio´n
de submuestreo (downsampling).
Cada una de los a´rboles (DWT) actu´a independientemente, descomponiendo la sen˜al
en una aproximacio´n y varios detalles (2 para 1D, 6 para 2D) por cada nivel de la transfor-
mada, considerando en cada nivel tanto resoluciones como bandas de frecuencia diferentes.
Los filtros correspondientes esta´n determinados por la funcio´n de escalamiento (asociada
al filtro pasa bajo) y la funcio´n wavelet (asociada al filtro pasa alto). La sen˜al x(n) se
descompone en diferentes bandas de frecuencia mediante la aplicacio´n sucesiva de dichos
filtros. Los filtros aplicados a la sen˜al, corresponden a un filtro pasa alto h1(n) de media
banda y a un filtro pasa bajo h0(n). Las salidas de cada uno de estos filtros pueden sub-
muestrearse, eliminando una de cada dos muestras, gracias al teorema de Nyquist y a que
el ancho de banda de cada sen˜al se ha reducido a la mitad con respecto al original. Estos
pasos constituyen el primer nivel de descomposicio´n. Para aplicar de manera sucesiva se
toma la salida del componente de baja frecuencia, un nu´mero de veces determinado por
el nu´mero de niveles que se desee descomponer la sen˜al. Los FBs para ana´lisis y s´ıntesis
usados para implementar la CWT de doble-a´rbol y su inversa se ilustran en las Figuras
3.7 y 3.8.
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Figura 3.7: FB de ana´lisis para DT CWT
Para la figura 3.7, h0(n) y h1(n) son el par de filtros pasa bajo / pasa alto para el
FB superior (a´rbol a), g0(n) y g1(n) el par de filtros pasa bajo / pasa alto para el FB
inferior (a´rbol b). ψh (t) y ψg (t) son las dos wavelets reales asociadas a cada una de las
dos transformadas (a´rbol a y b, respectivamente)
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Figura 3.8: FB de s´ıntesis para DT CWT
En cada a´rbol, al reducir el nu´mero de muestras a la mitad, tambie´n se reduce a la
mitad la resolucio´n en el tiempo, pero a la vez se duplica la resolucio´n en frecuencia ya
que cada sen˜al abarca la mitad de la banda de frecuencias de la etapa anterior. Por lo
tanto, la salida de cada etapa contara´ con la mitad del nu´mero de muestras (disminucio´n
de la resolucio´n en el tiempo) y de la banda de frecuencias (aumento de la resolucio´n en
frecuencia). A pesar de reducir el nu´mero de muestras a la mitad en cada etapa, la redun-
dancia sera´ de 2:1 (1D), debido a la existencia de dos a´rboles, de aqu´ı que, la DT-CWT
sea dos veces expansiva en 1-D ya que la tasa total de datos de salida es dos veces la tasa
de datos de entrada.
Observaciones
Las dos transformadas wavelet reales usan dos conjuntos diferentes de filtros, y cada
uno de ellos, satisface las condiciones de reconstruccio´n perfecta (PR). Los dos juegos
se disen˜an conjuntamente de manera que la transformada total sea aproximadamente
anal´ıtica.
Adicionalmente para satisfacer las condiciones PR, los filtros son disen˜ados para que
la wavelet compleja ψ := ψh (t) + jψg (t) sea aproximadamente anal´ıtica.
De acuerdo a lo anterior, se disen˜an de manera que ψg (t) sea aproximadamente la
transformada de Hilbert de ψh (t) [denotada por H {ψh (t)}].
Los filtros en s´ı son reales.
La transformada es dos veces expansiva (No es cr´ıticamente muestreada)
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El esquema para recuperar la sen˜al o transformada inversa, se muestra en la figura 3.8,
para lo cual se usa el inverso de cada una de las dos DWTs, obteniendo dos sen˜ales reales
que se promedian para obtener la salida final. (Ser´ıa posible recuperar la sen˜al so´lo con la
parte real o imaginaria, pero no se tendr´ıan las ventajas de una Wavelet compleja) [15].
El proceso de descomposicio´n de una sen˜al 1D por medio de la DT-CWT con 3 niveles
de descomposicio´n se muestra en la figura 3.9. Se observa que los primeros detalles con-
tienen las altas frecuencias de la sen˜al, en este caso ruido, mientras que los de mayor nivel
aproximan la sen˜al, esto es, las bajas frecuencias.
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Figura 3.9: Ejemplo de descomposicio´n con DT-CWT (Caso 1D). 3 niveles de descomposicio´n,
1 detalle en cada nivel por cada a´rbol (a y b) y la aproximacio´n en el u´ltimo nivel
3.3.2. DT-CWT para 2-D
En el caso de la 2D-DWT separable (se aplica el algoritmo independientemente a filas
y columnas) se extraen 3 wavelets, o subbandas de detalle [4],
ψV (x, y) = ϕ (x)ψ (y)
ψH (x, y) = ψ (x)ϕ (y)
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ψD (x, y) = ψ (x)ψ (y)
La wavelet ψV resulta del producto de la funcio´n de escalamiento (filtro pasa bajo) a
lo largo de la primera dimensio´n por la funcio´n wavelet (filtro pasa alto (pasa banda)) a
lo largo de la segunda dimensio´n, en este caso su orientacio´n es vertical. Si se invierte el
orden de los factores de este producto se obtiene ψH , que tiene orientacio´n horizontal.
Por su parte ψD tiene una orientacio´n diagonal, pero con el inconveniente de mezclar
orientaciones de +45o y −45o. Para observar esto, si se observa el espectro de Fourier del
producto de la funcio´n wavelet (funcio´n real, espectro bilateral) a lo largo de la primera y
segunda dimensio´n, esto es, ψD (x, y) = ψ (x)ψ (y) cuya representacio´n ideal es [15],
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the development of 2-D multiscale transforms that represent
edges more efficiently than the separable DWT. Examples
include steerable pyramids [41], [96], directional FBs and pyra-
mids [10], [31], curvelets [15], [100], and directional wavelet
transforms based on complex FBs [36], [39], [55], [57]. These
transforms isolate edges with different orientations in different
subbands, and they frequently give superior results in image
processing applications compared to the separable DWT.
The separable (row-column) implementation of the 2-D DWT
is characterized by three wavelets (see Figure 14):
ψ1(x, y) = φ(x) ψ(y) (LH wavelet), (36)
ψ2(x, y) = ψ(x) φ(y) (HL wavelet), (37)
ψ3(x, y) = ψ(x) ψ(y) (HH wavelet). (38)
The LH wavelet is the product of the low-pass function φ(·)
along the first dimension and the high-pass (actually a band-
pass) function ψ(·) along the second dimension. The HL and
HH wavelets are similarly labeled. While the LH and HL
wavelets are oriented vertically and horizontally, the HH
wavelet has a checkerboard appearance—it mixes +45° and
−45° orientations. Consequently, the separable DWT fails to
isolate these orientations.
One way to understand why the checkerboard artifact arises
in the separable DWT is to look in the frequency domain. If
ψ(x) is a real wavelet and the 2-D separable wavelet is given by
ψ(x, y) = ψ(x) ψ(y), then the Fourier spectrum of ψ(x, y) is
illustrated by the following idealized diagram:
Since ψ(x) is a real function, its spectrum must be two-sided
and hence, it is unavoidable that the 2-D spectrum contains
passbands in all four corners of the 2-D frequency plane.
Therefore, this wavelet will be unable to distinguish between
+45° and −45° spectral features, and this leads to the same
ambiguity in the space domain. 
2-D DUAL-TREE CWT
To explain how the dual-tree CWT produces oriented wavelets,
consider the 2-D wavelet ψ(x, y) = ψ(x) ψ(y) associated with
the row-column implementation of the wavelet transform, where
ψ(x) is a complex (approximately analytic) wavelet given by
ψ(x) = ψh(x) + j ψg(x). We obtain for ψ(x, y) the expression
ψ(x, y) = [ψh(x) + j ψg(x)] [ψh(y) + j ψg(y)] (39)
= ψh(x) ψh(y) − ψg(x) ψg(y)
+ j [ψg(x) ψh(y) + ψh(x) ψg(y)]. (40)
The support of the Fourier spectrum of this complex wavelet is
illustrated by the following idealized diagram:
Since the spectrum of the (approximately) analytic 1-D wavelet
is supported on only one side of the frequency axis, the spec-
trum of the complex 2-D wavelet ψ(x, y) is supported in only
one quadrant of the 2-D frequency plane. For this reason, the
complex 2-D wavelet is oriented.
If we take the real part of this complex wavelet, then we
obtain the sum of two separable wavelets
Real Part{ψ(x, y)} = ψh(x) ψh(y) − ψg(x) ψg(y). (41)
Since the spectrum of a real function must be symmetric with
respect to the origin, the spectrum of this real wavelet is sup-
ported in two quadrants of the 2-D frequency plane, as illustrated
in the following (idealized) diagram:
Real Part { } =
× =
=×
[FIG14] Typical wavelets associated with the 2-D separable DWT.
(a) illustrates the wavelets in the space domain (LH, HL, HH); (b)
illustrates the (idealized) support of the Fourier spectrum of each
wavelet in the 2-D frequency domain (the origin lies at the
center). The checkerboard artifact of the third wavelet is evident.
(a)
(b)
Lo que equivale a que ψD tenga componentes pasabandas en las cuatro esquinas del
plano de frecuencia 2D.
En el caso de la DT-CWT 2D se tiene una funcio´n wavelet de tipo complejo (aproxi-
madamente anal´ıtica), esto es,
ψ (x) = ψh (x) + jψg (x)
En est caso el producto, ψ (x)ψ (y) sera´ gual a:
ψ (x, y) = [ψh (x) + jψg (x)] [ψh (y) + jψg (y)]
ψ (x, y) = ψh (x)ψh (y)− ψg (x)ψg (y) + j [ψg (x)ψh (y) + ψh (x)ψg (y)] (3.1)
El espectro de Fourier de esta wavelet compleja es:
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Al ser la wavelet 1D de tipo c mplejo, su spectro de frecuencias estara´ concentrado so´lo
e el semiplano derecho del eje frecuencial (aproximadamente). Para la wavelet compleja
2D, el espectro se concentra so´lo en un cuadrante del plano de frecuencia 2D, lo que
quivale a t ner una wavelet ori ntada.
Si se toma so´lo la parte real de l ecuacio´n 3.1,
Re {ψ (x, y)} = ψh (x)ψh (y)− ψg (x)ψg (y) (3.2)
62 CAPI´TULO 3. TRANSFORMADA WAVELET Y DT-CWT
IEEE SIGNAL PROCESSING MAGAZINE [138] NOVEMBER 2005
the development of 2-D multiscale transforms that represent
edges more efficiently than the separable DWT. Examples
include steerable pyramids [41], [96], directional FBs and pyra-
mids [10], [31], curvelets [15], [100], and directional wavelet
transforms based on complex FBs [36], [39], [55], [57]. These
transforms isolate edges with different orientations in different
subbands, and they frequently give superior results in image
processing applications compared to the separable DWT.
The separable (row-column) implementation of the 2-D DWT
is characterized by three wavelets (see Figure 14):
ψ1(x, y) = φ(x) ψ(y) (LH wavelet), (36)
ψ2(x, y) = ψ(x) φ(y) (HL wavelet), (37)
ψ3(x, y) = ψ(x) ψ(y) (HH wavelet). (38)
The LH wavelet is the product of the low-pass function φ(·)
along the first dimension and the high-pass (actually a band-
pass) function ψ(·) along the second dimension. The HL and
HH wavelets are similarly labeled. While the LH and HL
wavelets are oriented vertically and horizontally, the HH
wavelet has a checkerboard appearance—it mixes +45° and
−45° orientations. Consequently, the separable DWT fails to
isolate these orientations.
One way to understand why the checkerboard artifact arises
in the separable DWT is to look in the frequency domain. If
ψ(x) is a real wavelet and the 2-D separable wavelet is given by
ψ(x, y) = ψ(x) ψ(y), then the Fourier spectrum of ψ(x, y) is
illustrated by the following idealized diagram:
Since ψ(x) is a real function, its spectrum must be two-sided
and hence, it is unavoidable that the 2-D spectrum contains
passbands in all four corners of the 2-D frequency plane.
Therefore, this wavelet will be unable to distinguish between
+45° and −45° spectral features, and this leads to the same
ambiguity in the space domain. 
2-D DUAL-TREE CWT
To explain how the dual-tree CWT produces oriented wavelets,
consider the 2-D wavelet ψ(x, y) = ψ(x) ψ(y) associated with
the row-column implementation of the wavelet transform, where
ψ(x) is a complex (approximately analytic) wavelet given by
ψ(x) = ψh(x) + j ψg(x). We obtain for ψ(x, y) the expression
ψ(x, y) = [ψh(x) + j ψg(x)] [ψh(y) + j ψg(y)] (39)
= ψh(x) ψh(y) − ψg(x) ψg(y)
+ j [ψg(x) ψh(y) + ψh(x) ψg(y)]. (40)
The support of the Fourier spectrum of this complex wavelet is
illustrated by the following idealized diagram:
Since the spectrum of the (approximately) analytic 1-D wavelet
is supported on only one side of the frequency axis, the spec-
trum of the complex 2-D wavelet ψ(x, y) is supported in only
one quadrant of the 2-D frequency plane. For this reason, the
complex 2-D wavelet is oriented.
If we take the real part of this complex wavelet, then we
obtain the sum of two separable wavelets
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Se tendra´ un espectro soportado por dos cuadrantes del plano de frecuencia 2D, ya
que el espectro de una funcio´n real debe ser sime´trico con respecto al origen. En este caso
se tendra´ una wavelet que esta´ orientada solamente a -45◦.
En este caso se partio´ de una wavelet compleja, ψ (x) = ψh (x) + jψg (x) aproximada-
mente anal´ıtica, en la cual ψh (t) , [ψg (t) ≈ H {ψh (t)}]. Al observar la ecuacio´n 3.2 se puede
percibir que el primer te´rmino corresponde al componente diagonal de una DWT real y
separable con filtros {h0 (n) , h1 (n)}. As´ı mismo el segundo te´rmino corresponde al com-
ponente diagonal de una DWT real y separable, pero con otros filtros, {g0 (n) , g1 (n)}
[15].
Para obtener la correspondiente wavelet 2D real orientada a +45◦, se toma de nuevo
el producto de las wavelets complejas, ψ (x) = ψh (x) + jψg (x) y su complejo conjugado
(con variable y), ψ (y) = ψh (y)− jψg (y).
ψ (x)ψ (y) = ψ2 (x, y) = [ψh (x) + jψg (x)] [ψh (y)− jψg (y)]
ψ2 (x, y) = ψh (x)ψh (y) + ψg (x)ψg (y) + j [ψg (x)ψh (y)− ψh (x)ψg (y)] (3.3)
El espectro de Fourier de esta wavelet compleja es:
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Unlike the real separable wavelet, the sup-
port of the spectrum of this real wavelet
does not possess the checkerboard arti-
fact, and therefore, this real wavelet, illus-
trated in the second panel of Figure 15, is
oriented at −45°. Note that this construc-
tion depends on the complex wavelet
ψ(x) = ψh(x) + j ψg(x) being (approxi-
mately) analytic or, equivalently, on ψg(t)
being approximately the Hilbert trans-
form of ψh(t), [ψg(t) ≈ H{ψh(t)}].
Note that the first term in expression
(41), ψh(x) ψh(y), is the HH wavelet of a
separable 2-D real wavelet transform
implemented using the filters
{h0(n), h1(n)} . The second term,
ψg(x) ψg(y), is also the HH wavelet of a
real separable wavelet transform, but one that is implemented
using the filters {g0(n), g1(n)}.
To obtain a real 2-D wavelet oriented at +45°, consider now
the complex 2-D wavelet ψ2(x, y) = ψ(x) ψ(y), where ψ(y)
represents the complex conjugate of ψ(y) and, as above, ψ(x) is
the approximately analytic wavelet ψ(x) = ψh(x) + j ψg(x).
We obtain for ψ2(x, y) the expression
ψ2(x, y) = [ψh(x) + j ψg(x)]
[
ψh(y) + j ψg(y)
]
= [ψh(x) + j ψg(x)] [ψh(y) − j ψg(y)]
= ψh(x) ψh(y) + ψg(x) ψg(y)
+ j [ψg(x) ψh(y) − ψh(x) ψg(y)].
The support in the 2-D frequency plane of the spectrum of this
complex wavelet is illustrated by the following idealized diagram:
As above, the spectrum of the complex 2-D wavelet ψ2(x, y) is sup-
ported in only one quadrant of the 2-D frequency plane. If we take
the real part of this complex wavelet, then we obtain the real wavelet
Real Part{ψ2(x, y)} = ψh(x) ψh(y) + ψg(x) ψg(y), (42)
the spectrum of which is supported in two quadrants of the 2-
D frequency plane, as illustrated in the following (idealized)
diagram:
Again, neither the spectrum of this real wavelet nor the wavelet
itself possesses the checkerboard artifact. This real 2-D wavelet
is oriented at +45° as illustrated in the fifth panel of Figure 15.
To obtain four more oriented real 2-D wavelets, we can
repeat this procedure on the following complex 2-D wavelets:
φ(x) ψ(y) , ψ(x) φ(y) , φ(x) ψ(y) , and ψ(x) φ(y) , where
ψ(x) = ψh(x) + j ψg(x) and φ(x) = φh(x) + j φg(x). By taking
the real part of each of these four complex wavelets, we obtain
four real oriented 2-D wavelets, in addition to the two already
obtained in (41) and (42). Specifically, we obtain the following
six wavelets:
ψi(x, y) = 1√
2
(ψ1,i(x, y) − ψ2,i(x, y)), (43)
ψi+3(x, y) = 1√
2
(ψ1,i(x, y) + ψ2,i(x, y)) (44)
for i = 1, 2, 3, where the two separable 2-D wavelet bases are
defined in the usual manner:
ψ1,1(x, y) = φh(x) ψh(y), ψ2,1(x, y) = φg(x) ψg(y), (45)
ψ1,2(x, y) = ψh(x) φh(y), ψ2,2(x, y) = ψg(x) φg(y), (46)
ψ1,3(x, y) = ψh(x) ψh(y), ψ2,3(x, y) = ψg(x) ψg(y). (47)
We have used the normalization 1/
√
2 only so that the sum/
difference operation constitutes an orthonormal operation.
Figure 15 illustrates the six real oriented wavelets derived from
a pair of typical wavelets satisfying ψg(t) ≈ H{ψh(t)} .
Compared with separable wavelets (see Figure 14), these six
wavelets (which are strictly nonseparable) succeed in isolating
different orientations—each of the six wavelets are aligned
along a specific direction and no checkerboard effect appears.
Moreover, they cover more distinct orientations than the separa-
ble DWT wavelets.
Real Part { } =
=×
[FIG15] Typical wavelets associated with the real oriented 2-D dual-tree wavelet
transform.  (a) illustrates the wavelets in the space domain; (b) illustrates the (idealized)
support of the Fourier spectrum of each wavelet in the 2-D frequency plane. The absence
of the checkerboard phenomenon is observed in both the space and frequency domains.
(a)
(b)
Si se toma so´lo la parte real de la ecuacio´n 3.3,
Re {ψ2 (x, y)} = ψh (x)ψh (y) + ψg (x)ψg (y) (3.4)
Al igual que en el caso anterior, se tendra´ un espectro soportado por dos cuadrantes del
plano de frecuencia 2D. En este caso se tendra´ una wavelet que esta´ orientada solamente
a +45◦.
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Unlike the real separable wavelet, the sup-
port of the spectrum of this real wavelet
does not possess the checkerboard arti-
fact, and therefore, this real wavelet, illus-
trated in the second panel of Figure 15, is
oriented at −45°. Note that this construc-
tion depends on the complex wavelet
ψ(x) = ψh(x) + j ψg(x) being (approxi-
mately) analytic or, equivalently, on ψg(t)
being approximately the Hilbert trans-
form of ψh(t), [ψg(t) ≈ H{ψh(t)}].
Note that the first term in expression
(41), ψh(x) ψh(y), is the HH wavelet of a
separable 2-D real wavelet transform
implemented using the filters
{h0(n), h1(n)} . The second term,
ψg(x) ψg(y), is also the HH wavelet of a
real separable wavelet transform, but one that is implemented
using the filters {g0(n), g1(n)}.
To obtain a real 2-D wavelet oriented at +45°, consider now
the complex 2-D wavelet ψ2(x, y) = ψ(x) ψ(y), where ψ(y)
represents the complex conjugate of ψ(y) and, as above, ψ(x) is
the approximately analytic wavelet ψ(x) = ψh(x) + j ψg(x).
We obtain for ψ2(x, y) the expression
ψ2(x, y) = [ψh(x) + j ψg(x)]
[
ψh(y) + j ψg(y)
]
= [ψh(x) + j ψg(x)] [ψh(y) − j ψg(y)]
= ψh(x) ψh(y) + ψg(x) ψg(y)
+ j [ψg(x) ψh(y) − ψh(x) ψg(y)].
The support in the 2-D frequency plane of the spectrum of this
complex wavelet is illustrated by the following idealized diagram:
As above, the spectrum of the complex 2-D wavelet ψ2(x, y) is sup-
ported in only one quadrant of the 2-D frequency plane. If we take
the real part of this complex wavelet, then we obtain the real wavelet
Real Part{ψ2(x, y)} = ψh(x) ψh(y) + ψg(x) ψg(y), (42)
the spectrum of which is supported in two quadrants of the 2-
D frequency plane, as illustrated in the following (idealized)
diagram:
Again, neither the spectrum of this real wavelet nor the wavelet
itself possesses the checkerboard artifact. This real 2-D wavelet
is oriented at +45° as illustrated in the fifth panel of Figure 15.
To obtain four more oriented real 2-D wavelets, we can
repeat this procedure on the following complex 2-D wavelets:
φ(x) ψ(y) , ψ(x) φ(y) , φ(x) ψ(y) , and ψ(x) φ(y) , where
ψ(x) = ψh(x) + j ψg(x) and φ(x) = φh(x) + j φg(x). By taking
the real part of each of these four complex wavelets, we obtain
four real oriented 2-D wavelets, in addition to the two already
obtained in (41) and (42). Specifically, we obtain the following
six wavelets:
ψi(x, y) = 1√
2
(ψ1,i(x, y) − ψ2,i(x, y)), (43)
ψi+3(x, y) = 1√
2
(ψ1,i(x, y) + ψ2,i(x, y)) (44)
for i = 1, 2, 3, where the two separable 2-D wavelet bases are
defined in the usual manner:
ψ1,1(x, y) = φh(x) ψh(y), ψ2,1(x, y) = φg(x) ψg(y), (45)
ψ1,2(x, y) = ψh(x) φh(y), ψ2,2(x, y) = ψg(x) φg(y), (46)
ψ1,3(x, y) = ψh(x) ψh(y), ψ2,3(x, y) = ψg(x) ψg(y). (47)
We have used the normalization 1/
√
2 only so that the sum/
difference op ration constitutes an orthonormal operation.
Figure 15 illustrates the six real oriented wavelets derived from
a pair of typical wavelets satisfying ψg(t) ≈ H{ψh(t)} .
Compared with separable wavelets (see Figure 14), these six
wavelets (which are strictly nonseparable) succeed in isolating
different orientations—each of the six wavelets are aligned
along a specific direction and no checkerboard effect appears.
Moreover, they cover more distinct orientations than the separa-
ble DWT wavelets.
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=×
[FIG15] Typical wavelets associated with the real oriented 2-D dual-tree wavelet
transform.  (a) illustrates the wavelets in the space domain; (b) illustrates the (idealized)
support of the Fourier spectrum of each wavelet in the 2-D frequency plane. The absence
of the checkerboard phenomenon is observed in both the space and frequency domains.
(a)
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Al tener tanto una funcio´n wavelet compleja, ψ (x) = ψh (x)+jψg (x), como una funcio´n
de escalamiento compleja φ (x) = φh (x) + jφg (x) se pueden obtener cuatro orientaciones
ma´s mediante las siguientes wavelets complejas (tomando su parte real) [15],
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φ (x)ψ (y)
ψ (y)φ (x)
φ (x)ψ (y)
ψ (x)φ (y)
Estos seis componentes direccionales esta´n definidos por,
ψi (x, y) =
1√
2
(ψ1,i (x, y)− ψ2,i (x, y))
ψi+3 (x, y) =
1√
2
(ψ1,i (x, y) + ψ2,i (x, y))
Con i = 1, 2, 3 y,
ψ1,1 (x, y) = φh (x)ψh (y) , ψ2,1 (x, y) = φg (x)ψg (y)
ψ1,2 (x, y) = ψh (x)φh (y) , ψ2,2 (x, y) = ψg (x)φg (y)
ψ1,3 (x, y) = ψh (x)ψh (y) , ψ2,3 (x, y) = ψg (x)ψg (y)
En comparacio´n con las wavelets separables, estas seis wavelets (que son estrictamente
no separables) a´ıslan eficazmente diferentes orientaciones, es decir cada una de las seis
wavelets esta´ alineada a lo largo de una direccio´n espec´ıfica. Adema´s, puesto que la op-
eracio´n de suma/diferencia es ortonormal, el conjunto de wavelets obtenidas a partir de
traslaciones enteras y sus dilataciones forman un frame (en te´rminos generales, una base
sobrecompleta (overcomplete basis)). (Si las wavelets 1-D ψg (t) y ψh (t) forman bases
ortonormales, entonces el conjunto constituye un marco firme, o una transformada invert-
ible) [15].
De forma similar al caso 2D DWT, la extensio´n a dos dimensiones de la DT-CWT se
logra filtrando por separado las columnas, para luego aplicar el filtro a las filas, se tiene,
por lo tanto, una redundancia de 4:1 en la sen˜al 2-D transformada; si la sen˜al es de ma´s de
dos dimensiones, se tendra´ una redundancia de 2m : 1. Los filtros complejos en mu´ltiples
dimensiones pueden entregar una verdadera selectividad direccional, a pesar de estar im-
plementados de forma separada, ya que au´n son capaces de obtener todos los componentes
del espacio frecuencial en m-D, por ejemplo una 2D CWT produce seis sub-ima´genes pasa
banda de coeficientes complejos para cada nivel, las cuales esta´n fuertemente orientadas
en a´ngulos de ±15o, ±45o, ±75o. Ver figura 3.10
Para apreciar los resultados de la DT-CWT sobre una imagen en color, la figura 3.11
muestra los componentes de cada subbanda de la imagen de Lena (128x128) para una
descomposicio´n de 4 niveles.
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db(2,n)
db(3,n)db(3,n)
db(3,n)
Cb(n)
db(2,n)db(2,n)
db(1,n)
db(1,n)db(1,n)
da(2,n)
da(3,n)da(3,n)
da(3,n)
Ca(n)
da(2,n)
da(2,n)
da(1,n)
da(1,n)da(1,n)
Árbol a Árbol b
d(1,n), d(2,n), d(3,n): Coeficientes de Detalle  (Alta Frecuencia, 1er, 
2°, 3er nivel respectivamente. Seis subbandas en ±15º, ±45º, ±75º. 
C: Aproximación (Baja Frecuencia)
a,b: Arbol a y b de la DT-CWT
Figura 3.10: Subbandas de la DT-CWT de 3 niveles en 2DDual Tree Complex Wavelets – 43 Nick Kingsbury
2-D DT-CWT Decomposition into Subbands
Figure 8: Four-level DT-CWT decomposition of Lenna into 6 subbands per level (only the central
128 × 128 portion of the image is shown for clarity). A colour-wheel palette is used to display the
complex wavelet coefficients.
Figura 3.11: Ejemplo de descomposicio´n con DT-CWT (Caso 2D). Componentes de cada
subbanda para los a´rboles a y b de la imagen de Lena para una descomposicio´n de 4 niveles.
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3.3.3. Propiedades de la DT-CWT
Las propiedades de la DT-CWT son similares a los de una wavelet real, presenta-
do algunos beneficios importantes para el procesamiento de ima´genes. A continuacio´n se
muestran los puntos de comparacio´n en los cuales la wavelet real presenta desventajas,
propiedades que en teor´ıa la acercan a las atractivas propiedades de la transformada de
Fourier; estas propiedades se resaltan en diferentes art´ıculos [8]-[14].
Invariancia a traslaciones
La variancia a desplazamientos o traslaciones, significa que pequen˜os desplazamientos
en la sen˜al de entrada pueden causar variaciones importantes en la distribucio´n de la
energ´ıa entre coeficientes wavelet a diferentes escalas. Se dice que una transformada es
invariante a traslaciones si produce subbandas de tal forma que la energ´ıa total de los
coeficientes en cualquier subbanda no se ve afectada por traslaciones aplicadas a la imagen
original.
La DWT real utiliza “downsampling”, es decir, descarta una de dos muestras en cada
nivel de descomposicio´n, causando aliasing y a su vez dependencia a traslaciones. Es
decir que pequen˜os cambios en la sen˜al de entrada (tiempo o espacio) pueden causar
grandes variaciones en la distribucio´n de energ´ıa de los coeficientes de la transformada
para diferentes escalas. Esto equivale a que pequen˜os cambios en la forma de onda de
entrada causan grandes cambios en los coeficientes wavelet, grandes variaciones en la
distribucio´n de energ´ıa a diferentes escalas y, posiblemente, grandes cambios en las formas
de onda reconstruidas. Por lo tanto, la invariancia a traslaciones es deseable para diversas
aplicaciones, tales como, el reconocimiento de patrones, fusio´n de ima´genes, estimacio´n de
movimiento o la deteccio´n de bordes [10][6].
Para ilustrar la dependencia a traslaciones de la sen˜al de entrada, considere una funcio´n
impulso analizada con la DWT (filtros Antonini (7,9)-taps). La figura 3.12 muestra la
respuesta a impulso de la wavelet en el nivel 4, asumiendo que los coeficientes wavelet se
calcularon con la tasa de muestreo total. En la pra´ctica, para el nivel 4, se calculan a 1/16
de esta tasa, dando muestras en puntos tales como los que indican las “x” en la figura
3.12. Si la sen˜al de entrada se desplaza en relacio´n a la red de muestreo de salida, es decir
se muestrea con un desplazamiento horizontal diferente, tal como un offset de 8 muestras
de entrada, se obtienen muestras en los puntos que indican los c´ırculos de la figura 3.12.
Si se comprara la energ´ıa total de las muestras indicadas por las cruces (todas de
pequen˜a amplitud) con la de la muestras en los c´ırculos (dos de las cuales son de mayor
amplitud), se encuentra una gran diferencia. Esto ilustra una desventaja significativa al
usar la DWT esta´ndar como herramienta para el ana´lisis de sen˜ales - la distribucio´n
de energ´ıa entre diferentes subbandas wavelet depende cr´ıticamente de la posicio´n de
caracter´ısticas claves de la sen˜al con respecto a la red de submuestreo wavelet, lo ideal es
que so´lo dependa de las formas de dichas caracter´ısticas.
Este problema se ilustra de manera ma´s general en la figura 3.12 (b), la cual muestra
co´mo la energ´ıa total en cada nivel var´ıa cuando la sen˜al de entrada se desplaza. El
periodo de cada variacio´n equivale al periodo de submuestreo en cada nivel, y las cruces y
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(b) Dependencia a traslaciones para niveles 1-4
Figura 3.12: Respuesta a impulso y dependencia a traslaciones de una wavelet real con filtros
Antonini (7,9)
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(b) Dependencia a traslaciones para niveles 1-4
Figura 3.13: Respuesta a impulso y dependencia a traslaciones de una wavelet compleja (7,9)
c´ırculos muestran la energ´ıa en el nivel 4 correspondiente a las posiciones mostradas por
los mismos s´ımbolos en la figura 3.12. La correspondiente respuesta a impulso en el nivel 4
y su dependencia a desplazamientos de una wavelet compleja se muestra en la figura 3.13,
en la cual se puede apreciar co´mo se minimiza esta dependencia.
Al contar con una sen˜al anal´ıtica, el aliasing es substancialmente reducido, generando
beneficios en cuanto a la insensibilidad a traslaciones. La respuesta de la DT-CWT ante
traslaciones de la sen˜al de entrada es menor con respecto a la DWT. Para un nu´mero
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determinado de niveles, los detalles del u´ltimo nivel presenta un desplazamiento similar
al de la sen˜al original. Por esta razo´n es adecuada en algunas aplicaciones del a´rea de
procesamiento de ima´genes.
DT-CWT
Entrada
Wavelets
Nivel 1
Nivel 2
Nivel 3
Nivel 4
Escalamiento
Nivel 4
DWT Real
Figura 3.14: Sensibilidad a traslaciones en 1D para DT-CWT y DWT
Para corroborar esta propiedad, se muestran los componentes de las funciones wavelet
y de escalamiento para los niveles 1-4 de 16 respuestas a impulso de la DT-CWT (figura
3.14(a)) y la DWT (figura 3.14 (b)). Si todos los componentes en un nivel dado son similares
en su forma, significa que hay buena insensibilidad a las traslaciones. La apreciacio´n de los
resultados de esta simulacio´n, corroboran la superioridad de la DT-CWT sobre la DWT
en este aspecto.
La figura 3.15 muestra las Reconstrucciones acumuladas para cada nivel (1-4) y aproxi-
macio´n de la DT CWT de una imagen que contiene un disco circular sobre un fondo oscuro.
Se aprecian los resultados tanto para la DT-CWT (superior) como la DWT (inferior). De
nuevo se aprecian las ventajas de la DT-CWT en sen˜ales 2D.
Selectividad direccional en 2D
Para sen˜ales en dos dimensiones, la DWT cuenta con selectividad en 3 direcciones,
con la particularidad de que los detalles diagonales tienen una pobre caracterizacio´n. La
DT-CWT ofrece seis direcciones tanto la parte real como la imaginaria, orientadas a ±15◦,
±45◦, ±75◦. Al igual que la propiedad anterior, esta tambie´n se traduce en ventajas para
algunas aplicaciones del procesamiento de imagen.
Para apreciar estas diferencias, la figura 3.16 muestra las funciones ba´sicas de los filtros
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Reconstrucciones acumuladas para cada nivel (1-4) y aproximación de la DT CWT
Reconstrucciones acumuladas para cada nivel (1-4) y aproximación de la DWT 
Figura 3.15: Sensibilidad a traslaciones en 2D para DT-CWT y DWT
complejos de la DT-CWT para 2D y filtros reales de la DWT para 2D, esto para el cuarto
nivel de las transformada. Se aprecia que la wavelet compleja posee 6 filtros de selectividad
direccional, mientras que la wavelet real posee so´lo 3, de los cuales so´lo dos tienen una
direccio´n dominante (Horizontal y vertical).
(a) Caso DWT 2D (Componentes Vertical, Hori-
zontal y Diagonal)
(b) Caso DT-CWT 2D (±15◦, ±45◦, ±75◦)
Figura 3.16: Wavelets t´ıpicas asociadas con la DWT 2D y la DT-CWT 2D
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Reconstruccio´n Perfecta (PR)
Una sen˜al que haya sido sometida al ana´lisis mediante la DT-CWT se puede reconstruir
a partir de los coeficientes de la descomposicio´n, con un mı´nimo nivel de error (< 1×10−12).
Redundancia limitada y eficiencia computacional
En este aspecto la DT-CWT, presenta una mayor redundancia que la DWT. Pero
tiene menos redundancia que otros tipos de wavelets (tal como la SWT). Es importante
resaltar tambie´n que la redundancia de la DT-CWT es independiente del nu´mero de
escalas, limitada a 2:1 para 1-D (2m:1 para sen˜ales m-Dimensionales). Sin embargo, este
es un precio a pagar por las ventajas anteriores, precio que significa una mayor carga
computacional.
3.4. DT-CWT Y bancos de filtros
Para la implementacio´n de la DT-CWT es posible utilizar hardware, software y docu-
mentacio´n existente de la de DWT, ya que no hay datos que fluyan entre los dos a´rboles,
lo u´nico que hay que tener en cuenta es que se requiere que los filtros formen un par
aproximado de la transformada de Hilbert, lo que significa que la DT-CWT requiere el
disen˜o de nuevos filtros, esto es, si se utilizan filtros Wavelet existentes que no satisfacen el
requisito H {ψh (t)}, la transformada no ofrecera´ todas sus ventajas asociadas [15]. En su
implementacio´n, los bancos de filtros mostrados en las figuras 3.7 y 3.8 se basan en filtros
digitales con respuesta finita al impulso (FIR), las caracter´ısticas generales de estos filtros
sera´n presentados en esta seccio´n.
3.4.1. Filtros de respuesta finita al impulso - FIR
Antes de entrar a describir las caracter´ısticas de este tipo de filtros, se muestra en la
Tabla 3.1 su contexto dentro de los filtros digitales, de acuerdo a su respuesta al impulso.
Tabla 3.1: Clasificacio´n de los filtros digitales
Ecuacio´n Diferencia Tipo de filtro
y [n] =
∑
m
Bmx [n−m] FIR (Finite Impulse Response),
No recursivo,
Moving average (MA) orden M,
so´lo tiene ceros∑
k
Aky [n− k] = x [n] IIR (Infinite Impulse Response),
Recursivo, Autoregresivo (AR) orden
N,
so´lo tiene polos∑
k
Aky [n− k] =
∑
m
Bmx [n−m] IIR Recursivo, ARMA (N,M), tiene
polos y ceros
En particular la DT-CWT utiliza, filtros con respuesta finita al impulso, los cuales se
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caracterizan por,
Un filtro FIR de orden M se describe por la siguiente ecuacio´n diferencia
y [n] = B0x [n] +B1x [n− 1] + · · ·+BMx [n−M ]S
lo que da lugar a la funcio´n de transferencia
H (z) = B0 +B1z−1 + · · ·+BMz−M (3.5)
La secuencia {BK} son los coeficientes del filtro.
No hay recursio´n, es decir, la salida depende so´lo de la entrada y no de valores
pasados de la salida.
La respuesta es por tanto una suma ponderada de valores pasados y presentes de la
entrada. De ah´ı que se denomine Media en Movimiento (Moving Average)
La funcio´n de Transferencia tiene un denominador constante y so´lo tiene ceros.
La respuesta es de duracio´n finita ya que si la entrada se mantiene en cero durante
M periodos consecutivos, la salida sera´ tambie´n cero.
3.4.2. Filtros para DT-CWT - Condicio´n
La pregunta clave en el disen˜o de los filtros para la DT-CWT es ¿Que´ propiedad se
debe satisfacer para asegurar que los filtros (h0(n), g0(n) ) formen un par aproximado de
la transformada de Hilbert?
Diversos autores se han ocupado del tema, sin embargo los ma´s representativos en el
disen˜o de filtros para DT-CWT han sido Kingsbury y Selesnick, quienes han demostrado
[8]-[14] que para satisfacer esta condicio´n, uno de los filtros debe tener un desplazamiento
aproximadamente de media muestra con respecto al otro, esto es [13], [20],
g0 (n) ≈ h0 (n− 0,5) ()⇒ ψg (t) ≈ H {ψh (t)}
En te´rminos de Fourier, estar´ıa dado por,
G0
(
ejω
)
= e−j0,5ωH0
(
ejω
)
O lo que es equivalente a, ∣∣G0 (ejω)∣∣ = ∣∣H0 (ejω)∣∣
∠G0
(
ejω
)
= ∠H0
(
ejω
)− 0,5ω
Para el caso biortogonal, las condiciones necesarias fueron probadas en [5].
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Es de notar, que dicha condicio´n, en la pra´ctica so´lo se puede alcanzar de manera aprox-
imada, ya que si h0(n) es FIR, entonces g0(n) ser´ıa de soporte infinito, esto es, si ψh (t)
es una wavelet de soporte finito, entonces su transformada Hilbert exacta tendr´ıa soporte
infinito [15]. Por lo tanto, en la pra´ctica so´lo se tendra´n pares de Hilbert aproximados, y
en consecuencia, la wavelet compleja ψ (t) := ψh (t) + jψg (t), so´lo sera´ aproximadamente
anal´ıtica.
De acuerdo a la anterior, el reto en el disen˜o de los filtros para DT-CWT es satisfacer las
condiciones de reconstruccio´n perfecta (PR) y retardo de media muestra, con un bajo coste
computacional, lo que equivale a contar con filtros con un nu´mero bajo de taps (longitud o
nu´mero de muestras en la respuesta a impulso). Diversos autores se han ocupado del tema,
siendo resaltables los trabajos realizados por Kingsbury y Selesnick, entre otros [8]-[1].
3.4.3. Me´todos de disen˜o de Bancos de filtros
Hay dos enfoques en el disen˜o de bancos de filtros para la DT-CWT. La principal car-
acter´ıstica del primer enfoque es disen˜ar los filtros de los dos a´rboles de forma simulta´nea,
esta categor´ıa incluye las propuestas de Kingsbury (Ej. Desplazamiento-Q) y la solucio´n
de factor comu´n dada por Selesnick (seccio´n 3.4.3). Por otro lado, esta´ el disen˜ar el ban-
co de filtros para el segundo a´rbol partiendo de un banco de filtros existente, tal como
se hace en [18]. A continuacio´n se describen los 3 me´todos principales para el disen˜o de
filtros DT-CWT propuestos por Selesnick y Kingsbury, autores de esta transformada.
3.4.3.1. Filtro Impar / par (Solucio´n biortogonal de fase lineal)
Me´todo propuesto por Kingsbury [5]-[7]. Consiste en tener dos a´rboles decimados, a y
b, estos se caracterizan por que los retardos de los filtros g0 (n) y g1 (n) esta´n desplazados
una muestra con respecto a los retardos de h0 (n) y h1 (n), esto asegura que las muestras
tomadas en el a´rbol b sean las opuestas a las que toma el a´rbol a, esto es, para N impar,
h0 (n) = h0 (N − 1− n)
g0 (n) = g0 (N − 1)
Si h0 (n) es una respuesta a impulso sime´trica de N-puntos (soportada en 0 ≤ n ≤
N − 1) [15]
∠Ho
(
ejω
)
= −0,5 (N − 1)ω
As´ı mismo, si g0 (n) es una respuesta a impulso sime´trica de (N+1)-puntos (soportada
en 0 ≤ n ≤ N)
∠Go
(
ejω
)
= −0,5Nω
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Por lo tanto, la condicio´n de retardo de media muestra se cumple a a cabalidad, pero la
de magnitud no, por consiguiente el disen˜o de los filtros debe considerar una aproximacio´n
a la condicio´n de magnitud. ∣∣Go (ejω)∣∣ 6= ∣∣H0 (ejω)∣∣
∠Go
(
ejω
)
= ∠H0
(
ejω
)− 0,5ω
Para los niveles posteriores al primero, los filtros deben cumplir la propiedad de re-
tardo de media muestra, condicio´n que se satisface si existen filtros de longitud impar
en un a´rbol y par en el otro, para filtros de fase lineal en niveles posteriores al primero.
Generalmente para estos niveles, cada a´rbol tiene alternativamente filtros par e impar en
niveles consecutivos, y el otro a´rbol los tiene al contrario, impar/par.
El proceso de s´ıntesis se logra mediante filtros biortogonales (los filtros de s´ıntesis no
son versiones invertibles en tiempo de los filtros de ana´lisis), au´n as´ı, deben estar disen˜ados
para reconstruccio´n perfecta en conjunto con los filtros de ana´lisis. Estos filtros tambie´n
se conocen como solucio´n biortogonal de fase lineal.
3.4.3.2. Filtros de Desplazamiento-Q (Doble a´rbol)
Propuesta de Kingsbury [8]-[7] que se caracteriza por que todos los filtros posteriores
al nivel 1 son de longitud par, as´ı mismo esta solucio´n intenta minimizar los inconvenientes
presentados por los filtros par/impar, a saber,
La estructura de submuestreo no es muy sime´trica (Las funciones wavelet y de es-
calamiento no esta´ bien alineadas para una escala dada);
Los dos filtros tienen respuestas en frecuencia ligeramente diferentes;
Los filtros deben ser biortogonales, en vez de ortogonales, ya que son de fase lineal
(Disen˜o ma´s complejo).
Los filtros son relativamente largos (13 a 19 taps), por lo tanto hay un coste com-
putacional ma´s alto.
Su diferencia radica en que esta´n disen˜ados para tener un retardo aproximado de 14
de muestra (+q), para cumplir con la condicio´n de retardo de 12 muestra (2q) se usa la
versio´n invertida en tiempo de los filtros del a´rbol a en el a´rbol b, de manera que el retardo
sea de 3q, (asumiendo que todos los filtros de longitud 2n tengan coeficientes desde zn−1
hasta zn). Adema´s, debido a que los coeficientes de los filtros ya no son sime´tricos, es
posible tener filtros de reconstruccio´n perfecta que sean ortonormales (Como los filtros de
Daubechies) de tal forma que los filtros de s´ıntesis sean la versiones invertidas en tiempo
de los correspondientes filtros de ana´lisis en los dos a´rboles, de esta manera todos los fil-
tros posteriores al primer nivel se derivan del mismo prototipo Ortonormal, simplificando
as´ı su disen˜o.
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Siendo N , ahora par, la longitud de h0(n), soportada en 0 ≤ n ≤ N − 1, [15], se tiene:
g0 (n) = h0 (N − 1− n)
De aqu´ı que las condiciones de magnitud y fase sean:∣∣Go (ejω)∣∣ = ∣∣H0 (ejω)∣∣
∠Go
(
ejω
) 6= ∠H0 (ejω)− 0,5ω
Se aprecia que la condicio´n de retardo de media muestra no se cumple exactamente,
mientras que la de magnitud s´ı, por consiguiente en el disen˜o de los filtros debe considerarse
una aproximacio´n a la condicio´n de fase.
3.4.3.3. Filtros con solucio´n de Factor comu´n
Solucio´n propuesta inicialmente por Selesnick [13][14], esta´ basada en factorizacio´n
espectral y puede utilizarse para disen˜ar soluciones ortonormales y biortogonales, establece
lo siguiente (Con * denotando la convolucio´n en tiempo y d(n) soportado en 0 ≤ n ≤ L)
ho (n) = f (n) ∗ d (n)
go (n) = f (n) ∗ d (L− n)
Desde el punto de vista del dominio Z, se tiene:
H0 (z) = F (z)D (z)
G0 (z) = F (z) z−LD
(
1
z
)
Lo que implica que se cumple la condicio´n de retardo de media muestra pero la de fase
no, esto es: ∣∣Go (ejω)∣∣ = ∣∣H0 (ejω)∣∣
∠Go
(
ejω
) 6= ∠H0 (ejω)− 0,5ω
De aqu´ı que sea necesario considerar una aproximacio´n al retardo de media muestra en
el disen˜o de estos filtros, una descripcio´n ma´s completa de esta solucio´n se puede encontrar
en [13][14].
3.4.3.4. Otras soluciones
Ampliaciones a las soluciones propuestas por Kingsbury y Selesnick han sido reciente-
mente estudiadas, [17]-[18], las cuales esta´n basadas fundamentalmente en los desarrollos
descritos anteriormente.
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3.5. Disen˜o de Filtros de Desplazamiento-Q
Es importante considerar aqu´ı que la condicio´n de retardo de media muestra descrita
en la seccio´n 3.4.2 no debe aplicarse en los filtros de la primera etapa, para la cual so´lo
es necesario que los filtros tengan entre s´ı, un desfase de una muestra, adema´s, se pueden
utilizar cualquier conjunto de filtros con PR. Para una Transformada Wavelet de dos di-
mensiones (2-D), estos filtros consumen alrededor de 3/4 del total de tiempo de ejecucio´n,
por lo que su longitud puede ser clave en la eficiencia [15].
Para las etapas posteriores, se deben utilizar los criterios descritos en la seccio´n 3.4.3,
con la particularidad de que sera´n un poco ma´s largos que los de la primera etapa. A
continuacio´n se describen las caracter´ısticas y el disen˜o de los filtros por el me´todo de
Desplazamiento-Q, el cual fue utilizado ya que posee filtros ortogonales, lo que redunda
en que los filtros de s´ıntesis sean las versiones inversas (en tiempo) de los correspondientes
filtros de ana´lisis, as´ı mismo presentan reconstruccio´n perfecta, los dos a´rboles presentan
la misma respuesta en frecuencia y cuentan con flexibilidad en el disen˜o.
Al disen˜ar el banco de filtros dual se requiere que e´stos sean FIR y tengan un nu´mero
preestablecido de ceros en z=-1 (Momentos nulos, VM), para el caso de la wavelet definida
por los filtros de desplazamiento-Q se cuentan con dos VM. En general el nu´mero de VM
tiene un l´ımite, con la caracter´ıstica de que a mayor nu´mero de VM, la sen˜al se aprox-
imara´ ma´s a lo anal´ıtico. Recientes estudios muestran propuestas de disen˜o con mayor
nu´mero de VM [17][3].
Para asegurar estas propiedades, los filtros del algoritmo DT-CWT requieren cumplir
ciertos requisitos. El presente trabajo propuso inicialmente incluir el filtro Impar/par prop-
uesto por Kingsbury (Solucio´n biortogonal de fase lineal) (Seccio´n 3.4.3.1), pero como lo
describe claramente la seccio´n 3.4.3.2, los filtros de desplazamiento-Q son una mejora
propuesta por el mismo autor que intenta minimizar los inconvenientes presentados por
los filtros par/impar, como la falta de simetr´ıa, la disimilitud entre la respuestas en fre-
cuencia de los dos filtros, la biortogonalidad o los filtros relativamente largos.
3.5.1. Caracter´ısticas de los Filtros de Desplazamiento-Q
Como se ha comentado hasta aqu´ı, los a´rboles requieren filtros pasa bajo con retardos
de media muestra (del per´ıodo de muestreo), esto asegura un bajo aliasing y, por tanto, in-
sensibilidad a traslaciones. Las caracter´ısticas principales de los filtros de Desplazamiento-
Q para la DT-CWT son las siguientes:
Los filtros cumplen con la condicio´n de retardo de media muestra, considerando un
retardo de 1/4 y 3/4 para el primer y segundo filtro, respectivamente.
Los filtros del A´rbol b son el inverso (tiempo) de los filtros del a´rbol a.
Los filtros de Reconstruccio´n son el inverso (tiempo) de los filtros de ana´lisis
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La transformada es ortonormal con reconstruccio´n perfecta.
Las bases complejas son de fase lineal.
El planteamiento de esta metodolog´ıa de disen˜o, ha tenido en cuenta que los filtros se
disen˜en sin aliasing, con reconstruccio´n perfecta, ortonormales, cumpliendo la condicio´n
de retardo de media muestra (1/4 y 3/4) y con una respuesta adecuada (Banda de paso
y banda de rechazo) [7]. Para obtener filtros de longitud 2n, primero se disen˜a un filtro
de longitud 4n, HL2(z), con la mitad del ancho de banda requerido y un retardo de 1/2
muestra. Para obtener H0(z) y G0(z) se muestrea HL2(z) con una relacio´n 2:1.
3.5.2. Para´metros de disen˜o - Filtros de Desplazamiento-Q
Teniendo en cuenta que lo que se desea es disen˜ar un par de filtros pasa alto - pasa bajo
de media banda orientados para una sen˜al discreta cuya ma´xima frecuencia es de pi radianes
y una frecuencia de muestreo igual a 2pi (Nyquist) en te´rminos de la frecuencia radial, se
tiene que la frecuencia de corte (ωc) para cada una de las etapas de la transformada sera´ la
mitad de la (ωc) de la etapa anterior, es decir para la primera etapa sera´ de pi, en la segunda
etapa sera´ de pi/2, en la tercera sera´ de pi/4 y as´ı sucesivamente. Es importante tener en
cuenta el nu´mero de taps del filtro, que para el caso de los filtros de Desplazamiento-Q
debe ser par, para lo cual es necesario tener en cuenta principalmente la reconstruccio´n
perfecta, la forma de onda y la respuesta en frecuencia del filtro. Para esto se consideraron
las funciones para el disen˜o de estos filtros desarrolladas por Nick Kingsbury, 1.
3.5.3. Casos pra´cticos
3.5.3.1. Reconstruccio´n perfecta
Para analizar y validar el comportamiento de diferentes tipos de filtros, en primer lugar
se evaluo´ los valores de reconstruccio´n perfecta de diferentes filtros disen˜ados variando la
longitud del filtro (n) entre 10 y 40 (valores pares). Se disen˜o´ el filtro y con estos nuevos
valores se aplico´ la DT-CWT a una imagen (Lena) con 3 niveles de descomposicio´n. A
continuacio´n se reconstruyo´ la imagen con la DT-CWT inversa comparando la imagen
original X (MxN) contra la imagen reconstruida Y (MxN) mediante una diferencia p´ıxel
a p´ıxel (valor absoluto) para finalmente sumar estos valores (ecuacio´n 3.6). Para garan-
tizar reconstruccio´n perfecta este valor debe ser lo ma´s cercano a cero, en la pra´ctica se
obtuvieron valores que van desde 1 × 10−13 para valores de p´ıxel enteros con 8 bits de
precisio´n (0-255). En la tabla 3.2 se aprecia el efecto de incrementar la longitud del filtro
sobre la reconstruccio´n perfecta. Se nota un excelente comportamiento para longitudes
entre 10-20 taps, as´ı como un error bastante alto para 22, 34 y 38 taps, salvo estas excep-
ciones los errores totales son mı´nimos y garantizan el aspecto de reconstruccio´n perfecta
para una imagen. Teniendo en cuenta los resultados de reconstruccio´n perfecta, se tuvieron
en cuenta so´lo longitudes de filtro entre 10 y 20 taps para el ana´lisis de formas de onda,
respuesta en frecuencia y espectro de frecuencia.
1http://www-sigproc.eng.cam.ac.uk/n˜gk/
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errorPR =
M∑
j=1
N∑
i=1
(|Xij | − |Yij |) (3.6)
Tabla 3.2: Error total para reconstruccio´n perfecta de la DT-CWT para una imagen 256x256
p´ıxeles para diferentes longitudes de filtro (10-40)
N (Longitud del filtro) errorPR (ec. 3.6)
10 4,9× 10−14
12 1,81× 10−13
14 1,49× 10−12
16 1,73× 10−11
18 9,85× 10−9
20 2,89× 10−13
22 3,04
24 4,74× 10−6
26 4,44× 10−3
28 2,23× 10−9
30 9,97× 10−3
32 3,97× 10−7
34 0,12
36 5,82× 10−5
38 0,22
40 8,55× 10−5
3.5.3.2. Formas Wavelet
La Figura 3.17 muestra la respuesta a impulso para la funcio´n de escalamiento (sen˜al
superior) y funcio´n wavelet (sen˜al inferior) de la tercera etapa de una DT-CWT con filtros
de desplazamiento-Q. Se muestra la DWT que entrega la parte real o a´rbol a (color rojo),
la DWT que entrega la parte imaginaria o a´rbol b (color azul) y la magnitud de la sen˜al
compleja, abs(a+ jb) (color verde). Las diferentes respuestas se obtuvieron para diferentes
valores de longitud del filtro (10-20 taps), en este caso es claro que las respuestas mejoran
al aumentar la longitud del filtro, es decir a medida que aumenta la longitud del filtro
se obtienen sen˜ales con una mayor suavidad sin perder la forma de onda deseada para
un ana´lisis multiresolucio´n. Para estos casos la formas de onda con longitudes iguales o
superiores a 12 taps son bastante aceptables.
3.5.3.3. Respuesta en frecuencia
La Figura 3.18 muestra las respuestas en frecuencia de la DT-CWT con filtros de
desplazamiento-Q en la cual se ha variado la longitud del filtro (10-20 taps), igualmente se
aplico´ la DT-CWT con 3 niveles de descomposicio´n. Se percibe claramente co´mo mejora
la atenuacio´n en la banda de rechazo al aumentar la longitud del filtro.
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3.5.3.4. Espectro de frecuencia
La Figura 3.19 muestra las respuestas en frecuencia de la DT-CWT con filtros de
desplazamiento-Q en la cual se ha variado la longitud del filtro (10-20 taps), igualmente
se aplico´ la DT-CWT con 3 niveles de descomposicio´n. Se comprueba que los filtros son
aproximadamente anal´ıticos, redundando en las ventajas estudiadas anteriormente y se
puede apreciar que este para´metro mejora con una mayor longitud de filtro. Sin embargo,
para todos los casos se tienen respuestas aceptables.
3.5.3.5. Resultados
Los filtros de desplazamiento-Q con longitudes comprendidas entre 10 y 20 taps pro-
porcionan el comportamiento esperado para una DT-CWT, sin embargo se presenta un
compromiso entre precisio´n y rendimiento. Para el caso de la longitud del filtro (n) es claro
que las respuestas ante la sen˜al impulso mejoran con el aumento de esta, considerando re-
spuestas aceptables a partir de n = 12, as´ı mismo se mejora la atenuacio´n en la banda
de rechazo y la suavidad en la base wavelet, lo que a su vez incrementa la precisio´n de
la invariancia a las traslaciones, por el contrario al aumentar la longitud de los filtros se
percibio´ un ligero incremento en error de reconstruccio´n, pero lo ma´s importante es que
la longitud del filtro es un factor clave a la hora de procesar sen˜ales grandes, tales como
una imagen de sate´lite.
En conclusio´n, se puede considerar que los filtros de Desplazamiento-Q con longitudes
de 12-16 taps pueden ofrecer un buen compromiso entre la complejidad y el rendimiento.
De cualquier manera, para el esquema de fusio´n de la presente tesis se considerara´n filtros
con longitudes entre 10-20 taps con el fin de evaluar su impacto sobre un esquema de
procesamiento de imagen. Los coeficientes de estos filtros se pueden consultar en el Anexo
B.
3.6. Conclusio´n
De las secciones estudiadas anteriormente, se percibe claramente que la DT-CWT
es una alternativa interesante para el procesamiento de sen˜ales, particularmente el de
ima´genes, porque ha sido concebida como una transformada invariante a las traslaciones,
que cuenta con selectividad direccional (Hasta 6 direcciones en 2D). As´ı mismo, dispone
de reconstruccio´n perfecta, caracter´ıstica clave en la fusio´n de ima´genes.
Para asegurar estas propiedades, los filtros del algoritmo DT-CWT requieren cumplir
ciertos requisitos. El presente trabajo propuso inicialmente incluir el filtro Impar/par prop-
uesto por Kingsbury (Solucio´n biortogonal de fase lineal) (Seccio´n 3.4.3.1), pero como lo
describe claramente la seccio´n 3.4.3.2, los filtros de desplazamiento-Q son una mejora
propuesta por el mismo autor que intenta minimizar los inconvenientes presentados por
los filtros par/impar, como la falta de simetr´ıa, la disimilitud entre la respuestas en fre-
cuencia de los dos filtros, la biortogonalidad o los filtros relativamente largos.
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Teniendo en cuenta estas observaciones, se decidio´ trabajar con filtros de desplazamiento-
Q para el ana´lisis multiresolucio´n con DT-CWT. En este caso, se utilizara´n filtros con las
caracter´ısticas determinadas en este cap´ıtulo, de tal forma que se utilice una herramienta
matema´tica con propiedades apropiadas para el procesamiento de ima´genes, en particular
un algoritmo de fusio´n de ima´genes, tema que se desarrollara´ en el pro´ximo cap´ıtulo.
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Figura 3.17: Formas de onda (Wavelet (inferior) y escalamiento (superior)) para diferentes
longitudes (10-20 taps) de filtros de desplazamiento-Q utilizados en una DT-CWT con 3 niveles
de descomposicio´n
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Figura 3.18: Respuesta en frecuencia para diferentes longitudes (10-20 taps) de filtros de
desplazamiento-Q utilizados en una DT-CWT con 3 niveles de descomposicio´n
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Figura 3.19: Espectro de frecuencia para diferentes longitudes (10-20 taps) de filtros de
desplazamiento-Q utilizados en una DT-CWT con 3 niveles de descomposicio´n
CAPI´TULO 4
FUSIO´N DE IMAGENES CON DT-CWT
4.1. Introduccio´n
De acuerdo a lo estudiando en el cap´ıtulo anterior, la DT-CWT permite transformar
una sen˜al hacia un nuevo dominio en el cual se pueden obtener dos grandes componentes.
El primero, se obtiene con el sucesivo filtrado pasa bajo de la sen˜al incluidas operaciones
de decimado (un nu´mero determinado de veces o niveles), este componente se conoce como
la aproximacio´n de la sen˜al. El segundo se obtiene con el filtrado pasa alto ma´s el decimado
en cada uno de los niveles de la transformada, en este caso, se obtendra´n los detalles de la
sen˜al, que pueden estar orientados en distintas direcciones, que para la DT-CWT 2D son
seis direcciones. Esto se puede resumir en la figura 4.1, en la que se muestran 3 niveles
de descomposicio´n, cuya salida da lugar a la aproximacio´n (Ca(n) y Cb(n)) y los detalles
da(i, n) y db(i, n) en tres direcciones por cada a´rbol siendo i el nivel (1-3).
La aproximacio´n y los detalles de una sen˜al, equivalentes al componente de baja fre-
cuencia y alta frecuencia respectivamente pueden interpretarse como la informacio´n es-
pectral y la informacio´n espacial. Para corroborar esto, se ha aplicado la DT-CWT a la
imagen RGB de Lena (Fig. 4.2 (g)) con 1,2 y 3 niveles de descomposicio´n. Para extraer
so´lo la informacio´n espectral, se recupero´ la sen˜al conservando so´lo la aproximacio´n (Fig.
4.2 (a,b,c)). Para el caso de la informacio´n espacial se recupero´ la sen˜al conservando so´lo
los detalles. Los detalles extra´ıdos forman una composicio´n RGB, sin informacio´n de color
y el fondo predominantemente negro, por esa razo´n se han convertido estas ima´genes a
blanco y negro de tal forma que al ser impresas sea posible distinguir los detalles extra´ıdos
(Fig. 4.2 (d,e,f)). En estas figuras se puede corroborar que la aproximacio´n de la sen˜al
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d(1,n), d(2,n), d(3,n): Coeficientes de Detalle  (Alta Frecuencia, 1er, 
2°, 3er nivel respectivamente. Seis subbandas en ±15º, ±45º, ±75º. 
C: Aproximación (Baja Frecuencia)
a,b: Arbol a y b de la DT-CWT
Figura 4.1: Subbandas de la DT-CWT de 3 niveles en 2D
conserva la informacio´n espectral (color) de la sen˜al original, mientras que la informacio´n
de alta frecuencia se concentrara´ en los detalles. As´ı mismo, a mayor nu´mero de niveles de
descomposicio´n se extrae con mejor precisio´n los detalles, mientras que la aproximacio´n
se conserva mejor en caso contrario, por lo tanto existe un compromiso entre el nu´mero
de niveles aplicados para extraer correctamente los dos tipos de informacio´n.
Como se vio en el cap´ıtulo 2, la fusio´n de ima´genes basada en me´todos de inyeccio´n
de componentes de alta frecuencia tomados de la imagen PAN en versiones remuestreadas
de la MS han demostrado una capacidad superior para trasladar la informacio´n espectral
de la MS (aproximacio´n) hacia nuevas bandas creadas a partir de PAN, con un mı´nimo
de introduccio´n de distorsiones espectrales, tal es el caso de la DWT (Discrete Wavelet
Transform) y SWT (Stationary Wavelet Transform). As´ı mismo dentro de la literatura se
corrobora que el ana´lisis Multiresolucio´n (MRA) basado en wavelets, bancos de filtros y
pira´mides Laplacianas han sido reconocidas como una de las herramientas ma´s eficientes
para la implementacio´n de fusio´n de ima´genes en diferentes resoluciones, sin embargo,
algunas te´cnicas han demostrado ser particularmente adecuadas para fusio´n de imagen
gracias a su propiedad de invariancia a traslaciones [4] (la cual es precisamente una de las
propiedades de la DT-CWT).
De acuerdo a lo visto en el cap´ıtulo anterior y las observaciones previas, el ana´lisis
multi-resolucio´n con DT-CWT es una herramienta que puede ser aplicada en la fusio´n de
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(a) Aproximacio´n 1N (b) Aproximacio´n 2N (c) Aproximacio´n 3N (d) Original
(e) Detalles 1N (f) Detalles 2N (g) Detalles 3N
Figura 4.2: Ejemplo de extraccio´n de la informacio´n de baja frecuencia (aproximacio´n) y alta
frecuencia (detalles) para la imagen de Lena (RGB 512x512 p´ıxeles) mediante DT-CWT con 1,2
y 3 niveles (N) de descomposicio´n. (Los detalles se muestran en blanco y negro para una mejor
visualizacio´n)
ima´genes, para lo cual ser´ıa necesario extraer la informacio´n espectral desde la imagen
MS y los detalles de la PAN, tal como se ejemplifico´ en la figura 4.2. Sin embargo, la
fusio´n de ima´genes basada en MRA, requiere la definicio´n de un modelo que establezca
co´mo sera´ inyectada la informacio´n de alta frecuencia extra´ıda de la PAN sobre versiones
remuestreadas de la MS. El objetivo es que las bandas fusionadas sean tan similares como
sea posible a lo que ver´ıa el sensor MS de banda estrecha si tuviera la misma resolucio´n
espacial del sensor de banda ancha, por medio del cual se captura la PAN. Este modelo
se cita en la literatura [7][6] como el Modelo de Estructura Interbanda (IBSM).
4.2. Esquema General
De acuerdo a lo anterior se propone un modelo de fusio´n de ima´genes de diferente res-
olucio´n con MRA basado en Transformada wavelet compleja de doble a´rbol (DT-CWT).
Este modelo implica la creacio´n de una nueva imagen multiespectral (FUS), cuyas bandas
incluyan la informacio´n complementaria de las ima´genes originales, esto es, la informa-
cio´n de alta frecuencia de la PAN unida a la informacio´n espectral de las bandas MS. La
primera aproximacio´n a este modelo se muestra en la Figura 4.3.
El primer paso implica la transformacio´n de las ima´genes originales hacia el nuevo
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Regla de fusión
Imagen 1 (PAN) Imagen 2 (MS)Banda i
DT-CWT DT-CWT
Imagen Fus.
Banda i
DT-CWT -1
Figura 4.3: Esquema general de la fusio´n con DT-CWT
dominio de la DT-CWT. Considerando que el proceso de descomposicio´n de una imagen
implica la reduccio´n de muestras (downsampling), el nu´mero de filas y/o columnas en las
nuevas subbandas obtenidas luego de cada nivel de descomposicio´n sera´ la mitad del nivel
anterior. De aqu´ı, que si se aplica la DT-CWT a la imagen MS y PAN original, se ten-
dra´ que los taman˜os de las subbandas de aproximacio´n y detalles de la descomposicio´n de
las dos ima´genes no tendra´n el mismo nu´mero de filas ni columnas. (ya que la resolucio´n
espacial de las dos ima´genes es diferente). Para poder aplicar la DT-CWT, es necesario
partir de ima´genes (o bandas) con las mismas dimensiones, para lo cual se tendr´ıa la op-
cio´n de disminuir la resolucio´n de la PAN al taman˜o de la MS, o aumentar la resolucio´n
de la MS al taman˜o de la PAN. El primer caso implicar´ıa la pe´rdida de informacio´n mien-
tras que el segundo implicar´ıa la estimacio´n de informacio´n, opcio´n ma´s recomendable con
respecto a la primera. En ese caso, una opcio´n bastante pra´ctica es interpolar las bandas
MS de tal forma que sus dimensiones correspondan a las de la PAN.
Ya que la creacio´n de las nuevas bandas FUS implica unir informacio´n de la PAN
con informacio´n de la banda MS respectiva, un aspecto a tener en cuenta es el hecho de
que el intervalo de longitudes de onda que abarca la PAN no siempre incluye la totalidad
del espectro cubierto por las bandas MS, presenta´ndose casos de bandas, principalmente
infrarrojas que caen fuera del espectro cubierto por la PAN. As´ı mismo, la distribucio´n
de valores para la PAN puede ser bastante diferente de la distribucio´n de valores de las
bandas MS, au´n cuando los proveedores de ima´genes de sate´lite generalmente entregan
sus productos con correcciones, en este caso de tipo radiome´trico. Para evitar posibles dis-
torsiones espectrales ocasionadas por alguna de estas razones, se debe tener la posibilidad
de efectuar la correccio´n radiome´trica de la PAN con respecto a las bandas MS, como por
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ejemplo mediante el ajuste de histogramas (“histogram matching”).
Ya con las ima´genes preparadas para el proceso de fusio´n, se extrae la aproximacio´n
y los detalles de las ima´genes mediante la DT-CWT, estos componentes sera´n la sen˜al de
entrada para la regla de fusio´n que define co´mo combinarlos. Esta combinacio´n da lugar a
la aproximacio´n y los detalles de la nueva imagen fusionada, los cuales sera´n las entradas
del bloque de reconstruccio´n o transformada inversa que retorna los datos al dominio de
la imagen. A continuacio´n se describe este proceso de manera ma´s detallada mediante el
concepto ARSIS estudiado en el cap´ıtulo 2.
4.3. Esquema de fusio´n mediante el concepto ARSIS
El esquema del proceso de fusio´n con DT-CWT se puede enmarcar dentro del concepto
ARSIS, para ello se puede apreciar la Figura 4.4, en la cual se enumeran los pasos que
componen el modelo propuesto y que sera´n descritos a continuacio´n.
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Figura 4.4: Fusio´n con DT-CWT, Concepto ARSIS
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1. Resample. En este caso, la imagen de baja resolucio´n espacial (MS) es remuestreada
al mismo taman˜o de pixel de la imagen de alta resolucio´n (PAN), por ejemplo para
el caso de una imagen SPOT 5, la imagen MS, con un taman˜o original de 10m por
pixel, se debe escalar hasta un taman˜o de 2.5 m por p´ıxel (el taman˜o de la PAN).
Para esto se utiliza interpolacio´n bicu´bica. Como punto opcional esta´ la correccio´n
radiome´trica de la PAN de acuerdo a cada una de las bandas MS.
2. MSM. En este paso se aplica el ana´lisis multiresolucio´n (DT-CWT) a todas las
ima´genes con el fin de separar la informacio´n espectral (baja frecuencia) de la infor-
macio´n espacial (alta frecuencia, detalles). En este punto se utiliza la DT-CWT con
n niveles de descomposicio´n (para´metro que dependera´ de caracter´ısticas propias de
las ima´genes, tal como la relacio´n entre los taman˜os de p´ıxel (resolucio´n espacial) de
las ima´genes).
Al descomponer la sen˜al se obtienen por cada a´rbol los coeficientes c(n) que cor-
responden a la aproximacio´n de la sen˜al, o lo que equivale a la baja frecuencia
(informacio´n espectral o de color) y los coeficientes wavelet o detalles de la sen˜al
d(0, n), d(1, n) y d(2, n) que equivalen a la alta frecuencia, siendo d(1, n) el nivel ma´s
fino y d(3, n) el nivel ma´s grueso; cada uno de estos grupos de coeficientes, se dividen
a la vez en 3 subbandas o subima´genes, que contienen la informacio´n de direccio´n de
estos detalles (+/-15◦, +/-45◦,+/-75◦). Notar tambie´n que so´lo para la escala ma´s
gruesa existen a la vez los coeficientes de detalle d(0, n) y la aproximacio´n c(n). Ver
figura 4.1.
3. Coeficientes de aproximacio´n. Luego de tener los coeficientes asociados al ana´lisis
multiresolucio´n de las dos ima´genes de entrada, es necesario construir una nueva
imagen que contenga a la vez una alta resolucio´n espacial unida a la informacio´n
multi-espectral (FUS). Debido a que la informacio´n espectral so´lo esta´ presente en
la imagen MS, los coeficientes de aproximacio´n de la nueva imagen que se conservara´n
deben ser precisamente los de e´sta, sin tener en cuenta los correspondientes de la
PAN. Matema´ticamente, usando el modelo GIF tenemos,

CFUSB1
CFUSB2
· · ·
CFUSBn
 =

CMSB1
CMSB2
· · ·
CMSBn

Do´nde, FUS denota la nueva imagen fusionada, MS la imagen multiespectral, C
los coeficientes de aproximacio´n y B − i cada una de las bandas espectrales.
4. IBSM & HRIBSM. Para los componentes de alta frecuencia, estos coeficientes no
se reemplazan directamente por los de la imagen pancroma´tica, ya que los compo-
nentes de alta frecuencia de la imagen MS no so´lo incluyen informacio´n espacial, sino
tambie´n informacio´n espectral. Para esto, los coeficientes de detalle (PAN) se suman
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a los coeficientes de detalle de la MS, multiplicados por un peso dado. En este caso,
se establece co´mo se inyectara´ la informacio´n de alta frecuencia (detalles) extra´ıda
de la PAN sobre las versiones remuestreadas de la MS. Los coeficientes de detalle
para cada una de las bandas de la FUS en cada uno de los niveles esta´n dados por,

DFUSB1
DFUSB2
· · ·
DFUSBn
 = α

DMSB1
DMSB2
· · ·
DMSBn
+ β

DPAN
DPAN
· · ·
DPAN
 (4.1)
Do´nde, FUS denota la nueva imagen fusionada, MS la imagen multiespectral, PAN
la imagen pancroma´tica, D los coeficientes de detalle, B − i cada una de las bandas
espectrales, α variable de peso para los coeficientes de detalle de la MS y β variable de
peso para los coeficientes de detalle de la PAN. Las alternativas para la combinacio´n
de detalles se revisara´n en la pro´xima seccio´n.
5. MSM−1. Luego de tener definidos los nuevos coeficientes de la FUS es necesario
retornarlos al dominio de la imagen, para esto, so´lo basta con aplicarles la transfor-
mada DT-CWT inversa el mismo nu´mero de niveles aplicados a la descomposicio´n
inicial.
4.4. Modelo Inter-Banda de Estructuras: IBSM & HRIB-
SM.
La definicio´n de los coeficientes de detalle de la imagen fusionada se puede dividir en
dos pasos: IBSM & HRIBSM. El IBSM consiste en determinar cua´les coeficientes describen
mejor la informacio´n, es decir, determinar para cada coeficiente si la mejor opcio´n es ex-
traerlo de la MS o de la PAN. Para esto es necesario determinar una medida asociada a
cada uno de los coeficientes de la PAN y la MS de tal manera que puedan ser comparadas
con el fin de determinar la mejor opcio´n. Por su parte el HRIBSM es el operador de fusio´n
cuya funcio´n es determinar co´mo se hara´ la combinacio´n para generar los nuevos coefi-
cientes, es decir, partiendo del IBSM define si los coeficientes seleccionados se inyectara´n
directamente, mediante algu´n peso, suma´ndolos, etc.
4.4.1. IBSM
Teniendo en cuenta que la extraccio´n de detalles puede comprender ya sea coeficientes
de la MS o de la PAN, es necesario definir modelos que permitan su comparacio´n, esto
con el fin de generar un mapa de fusio´n que determine cua´les coeficientes se extraera´n de
la MS y cua´les de la PAN.
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4.4.1.1. IBSM - Medida de nivel de actividad
Los elementos del mapa de fusio´n, que no son ma´s que una matriz lo´gica, dependera´n
de cua´l coeficiente representa mejor la sen˜al en un punto espec´ıfico (medida nivel de ac-
tividad). El mapa de fusio´n G(p) esta´ dado por la ecuacio´n 4.2),
G (p) =
{
1 si AMS (p) ≥ APAN (p)
0 en caso contrario
(4.2)
A la hora de determinar el nivel de actividad de los coeficientes se puede considerar
un me´todo de agrupamiento de coeficientes. El me´todo ma´s sencillo consiste en no aplicar
ningu´n agrupamiento y tomar la decisio´n de combinacio´n coeficiente por coeficiente. El
nivel intermedio, consiste en agrupar los coeficientes por cierta caracter´ıstica, por ejem-
plo, coeficientes de la misma escala o coeficientes con la misma localizacio´n espacial (ej.
horizontal, vertical, diagonal), aplicando la misma decisio´n de fusio´n. El caso ma´s estricto
ser´ıa considerar toda la MSD como un so´lo grupo, aplicando el mismo me´todo de fusio´n
sobre todos sus coeficientes. Para el presente trabajo se utilizo´ un para´metro opcional,
una regla de verificacio´n basada en ventana, en la cual se chequea la consistencia en la
procedencia de los coeficientes, por ejemplo, si el coeficiente central de la ventana proviene
de la imagen MS y la mayor´ıa de los otros coeficientes de la ventana provienen de la ima-
gen PAN, el valor de ese coeficiente se seleccionar´ıa de la imagen PAN, de lo contrario se
dejar´ıa igual. A continuacio´n se describen las diferentes alternativas utilizadas en el pre-
sente trabajo, y que sera´n las opciones a la hora de aplicar y evaluar la propuesta de fusio´n.
De acuerdo a lo anterior, para generar una base de comparacio´n que permita tomar
decisiones para la combinacio´n de los coeficientes, generalmente se realiza una medida de
nivel de actividad, la cual refleja la energ´ıa local de un coeficiente y esta´ definido como,
AI (p) = f (U (p))
Do´nde p es la posicio´n del coeficiente; U(p) es una ventana centrada en el punto p y
f es una funcio´n para calcular el nivel de actividad. Para el ca´lculo del nivel de actividad
se distinguen tres casos de acuerdo al taman˜o y forma de la Ventana U(p). El primero
se conoce como basado en coeficiente, y se caracteriza por que el taman˜o de la ventana
es 1. El segundo utiliza una pequen˜a ventana cuadrada, t´ıpicamente de 3x3 o 5x5, en
este caso el nivel de actividad se puede calcular por diversos me´todos que se detallara´n a
continuacio´n. El Tercer caso es utilizar regiones irregulares, para cada una de las cuales
se calcula el nivel de actividad y posteriormente en cada regio´n se calculan los niveles de
actividad de cada coeficiente, una descripcio´n ma´s completa se puede encontrar en [5].
Para los siguientes planteamientos matema´ticos, tener en cuenta,
D(p), denota el valor del coeficiente de detalle en una ubicacio´n, nivel y orientacio´n
espec´ıfica
D(i) , denota cada uno de los valores de los coeficientes de detalle dentro de una regio´n
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alrededor de un coeficiente, en una posicio´n i
n es la dimensio´n de la ventana
i, es el ı´ndice dentro de la ventana, para el p´ıxel central i = p.
w(i), es un peso normalizado para cada uno de los coeficientes dentro de la ventana
Magnitud
Esta opcio´n considera que si una sen˜al (en el dominio wavelet) tiene un componente de
alta frecuencia en una escala dada, la wavelet sera´ similar a la sen˜al en ese componente de
frecuencia y los coeficientes sera´n relativamente mayores. La idea entonces, es comparar
la magnitud de los coeficientes de detalle de la PAN con los respectivos coeficientes de la
MS, seleccionando el mayor, ya que este describe mejor la sen˜al en la frecuencia respectiva.
Para este caso, la operacio´n de la ecuacio´n 4.2 es la magnitud del coeficiente.
AI (p) = |D (p)|
Contraste
En este caso se calcula el contraste de un coeficiente con respecto a su vecinos en una
ventana de taman˜o n x n. Esto equivale a la relacio´n entre la magnitud del p´ıxel y la suma
de las magnitudes de todos los coeficientes en esta vecindad, matema´ticamente,
AI (p) =
|D (i)|
n∑
i=1
w (i) |D (i)|
Entrop´ıa
La descripcio´n de una regio´n se puede lograr cuantificando su textura. En particular,
la entrop´ıa alrededor de un p´ıxel puede representar que´ tan aleatoria es la sen˜al para esa
regio´n y esta´ definida por la siguiente expresio´n [2], do´nde, p corresponde a probabilidad.
AI (p) = −
L−1∑
i=1
p (D (i)) log2 (p (D (i)))
Desviacio´n esta´ndar
Al igual que la entrop´ıa, la desviacio´n esta´ndar se puede considerar una medida de
textura que determina el grado de desviacio´n con respecto a la media aritme´tica (D),
representando el contraste promedio en la vecindad de un coeficiente, esta´ definida por,
AI (p) =
(
1
n− 1
n∑
i=1
(
D (i)−D
)2)1/2
Promedio Ponderado
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AI (p) =
n∑
i=1
w (i) |D (i)|a
Es una medida de la intensidad promedio. Toma las potencia de cada uno de los coe-
ficientes y las promedia. Para a = 1 se tiene la media, para a = 2, se conoce como energ´ıa
local centrada en el punto p [3].
Filtro de rango
Este me´todo consiste en seleccionar el i-e´simo mayor valor de un conjunto Q, que en
este caso corresponde al conjunto de coeficientes de la vecindad.
AI (p) = Rank (i) (Q)
Generalmente, se toma el valor ma´ximo, es decir, i = 1, pero en algunas ocasiones,
puede ser factible tomar i = 2 o 3 con el fin de evitar el ruido impulsivo [3]. En el presente
trabajo se utilizo´ i = 2.
Frecuencia espacial
Este para´metro esta´ determinado por la frecuencia espacial horizontal (HF) y vertical
(VF) de una matriz, por lo tanto, para una ventana de taman˜o MxN, esta´ dada por [5],
HF =
√√√√ 1
MN
M∑
m=1
N∑
n=2
[D (m,n)−D (m,n− 1)]2
V F =
√√√√ 1
MN
N∑
n=1
M∑
m=2
[D (m,n)−D (m− 1, n)]2
AI (p) =
√
HF 2 + V F 2
4.4.1.2. IBSM - Coeficiente de correlacio´n local
De forma alternativa a las medidas anteriores, el ca´lculo del nivel de actividad entres las
bandas de la MS y la PAN puede estar dado tambie´n por medidas de similitud, tales como
la correlacio´n. En este caso se tendr´ıa la posibilidad de calcular el grado de correlacio´n
entre cada una de las bandas de detalle de la MS y la PAN, o tambie´n, desde un punto
de vista ma´s general calcular la correlacio´n entre las aproximaciones para cada uno de
los niveles de la transformada; como se menciono´ anteriormente, es posible agrupar los
coeficientes por cierta caracter´ıstica, en este caso la misma escala. Por lo tanto la medida
de nivel de actividad se calcula por medio de correlacio´n local (dentro de una vecindad)
para cada coeficiente de la aproximacio´n de la MS y la PAN, esto es:
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ρ (k) =
∑
m
∑
n
[(Xmn (k)−X ′mn) (Ymn (k)− Y ′mn)]√∑
m,n
(Xmn (k)−X ′mn)2
∑
m,n
(Ymn (k)− Y ′mn)2
Do´nde X y Y denotan la aproximacio´n de la MS y la PAN para una escala dada, m y
n las dimensiones de la ventana (vecindad) y k la posicio´n del coeficiente. De acuerdo a
esto, para obtener el mapa IBSM el valor de la correlacio´n en cada uno de los coeficientes
se comparara´ contra un umbral τ determinado por la correlacio´n global (P) entre cada
una de las bandas y la PAN, lo que da una idea global del contenido espectral de la PAN.
τ = 1− P
Gcorr (k) =
{
1 si ρ (k) ≥ τ
0 en caso contrario
Como el mapa se calcula con las aproximaciones de cada nivel, se aplicara´ para todas
las seis subbandas.
4.4.2. HRIBSM
Luego de haber definido cua´les coeficientes representan mejor la informacio´n es nece-
sario determinar co´mo se combinara´n, para ello se deben determinar los pesos de α y β en
la ecuacio´n 4.1. La fusio´n directa implica α = 0 y β = 1, lo que significa que los detalles de
la pancroma´tica se sustituira´n directamente en cada banda de la nueva imagen fusionada.
Con α = 1 y β = 1 se tendra´ adicio´n pura de detalles, considerando la alta frecuencia
de las dos ima´genes, sin embargo, aunque este enfoque presenta buenos resultados espec-
trales, la calidad espacial decrece ya que al sumar completamente los detalles se introducen
distorsiones, lo que se puede corroborar en la pra´ctica, por lo tanto ser´ıa necesario definir
estos pesos adecuadamente.
4.4.2.1. Caso Medida de Nivel de actividad
El mapa de fusio´n obtenido a trave´s de las medidas de nivel de actividad citadas an-
teriormente describen cua´l coeficiente puede representar mejor la informacio´n en la nueva
imagen fusionada. En este caso α y β pueden tomarse directamente de estos resultados,
lo que equivale a que el valor del coeficiente que representa mejor la informacio´n (ya sea
de la PAN o de la MS) no se modificara´ y pasara´ directamente a formar parte del grupo
de coeficientes de detalle correspondiente a la fusio´n. Esto es,
α = 1− β = G (p)
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4.4.2.2. Caso Coeficiente de correlacio´n local
La opcio´n del coeficiente de correlacio´n local para determinar el mapa de fusio´n tiene
en cuenta el grado de contenido espectral de la PAN con respecto a la MS lo que permite
definir cua´les coeficientes se van a extraer de la PAN. Para la inyeccio´n de estos detalles
el factor de ganancia β se define de manera local mediante la relacio´n de la desviacio´n
esta´ndar de la aproximacio´n MS sobre la desviacio´n esta´ndar de la aproximacio´n PAN
para cada escala.
β = mı´n
{
σC MS
σC PAN
, ξ
}
ξ es una constante utilizada para evitar inestabilidades nume´ricas que oscila entre
2 y 3. σC MS y σC PAN son la desviacio´n esta´ndar de la aproximacio´n de la MS y la
PAN calculadas en una vecindad de taman˜o N. Este modelo se basa en el propuesto
en [1]. La ventaja de este modelo es que permite ajustar la inyeccio´n de detalles sobre la
imagen multiespectral de manera proporcional con el objetivo de minimizar las distorsiones
espectrales lo que equivale a aplicar una correccio´n radiome´trica sobre la informacio´n
procedente de la PAN que se va a inyectar en la MS.
4.5. Resumen del me´todo
1
2 2
4
5
6
3
1. Remuestrear MS. Corrección 
radiométrica PAN.
2. DT-CWT
3. Conservar la aproximación de la 
descomposición de la MS
4. Modelo de fusión para combinar 
los detalles de MS y la PAN
5. Modelo de fusión aplicado a 
todos los niveles
6. DT-CWT Inversa.
Bandas
MS
PAN
Bandas MS
Remuestreadas
Bandas MS 
Fusionadas
N nivelesN nivelesM Bandas
Figura 4.5: Esquema de fusio´n con DT-CWT
El proceso de fusio´n comprende los siguientes pasos, ver Figura 4.5.
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1. La imagen MS de baja resolucio´n LRMS, es remuestreada al taman˜o de la imagen
PAN, despue´s de este proceso, las 2 ima´genes tienen el mismo taman˜o. De manera
opcional, se puede aplicar correccio´n radiome´trica a la PAN con respecto a cada
banda MS.
2. Aplicar la transformada Wavelet de doble a´rbol a las bandas multiespectrales (re-
sampled) y a la imagen pancroma´tica, un nu´mero de niveles determinado.
3. Se definen los coeficientes de la descomposicio´n DT-CWT para una nueva imagen
multiespectral de alta resolucio´n espacial, FUS. Para estos nuevos coeficientes se
conserva la aproximacio´n de la descomposicio´n MS.
4. Para el ca´lculo de los detalles de la nueva FUS, se calcula un mapa de fusio´n y un
peso determinado de acuerdo a lo descrito anteriormente (IBSM), considerando ya
sea detalles de la PAN o de la MS.
5. Se inyectan los detalles de la PAN de acuerdo al peso calculado, (HRIBSM). Este
procedimiento se lleva a cabo de forma recursiva desde el nivel ma´s bajo hasta el
nivel ma´s alto.
6. Finalmente se aplica la DT-CWT inversa a los nuevos coeficientes FUS.
7. Las nuevas bandas se mezclan para componer la imagen fusionada, esta imagen no
so´lo contiene la informacio´n espectral original sino tambie´n la estructura de infor-
macio´n contenida en la imagen pancroma´tica, es decir, mejora tanto la informacio´n
espectral como la espacial de las ima´genes originales.
4.6. Aplicacio´n y evaluacio´n del algoritmo propuesto
El algoritmo propuesto se aplico´ a ima´genes de 3 diferentes sensores (Ver Anexo A),
incluyendo sensores de media y alta resolucio´n. El primero de ellos es Landsat 7 ETM+,
cuyos taman˜os de p´ıxel son medianos (MS: 30m y PAN: 15m) por lo cual puede abar-
car regiones relativamente extensas, la relacio´n entre el taman˜o de la PAN y la MS es
de 1:2 y se caracteriza porque captura siete bandas espectrales, de las cuales seis (1-5 y
7) son adecuadas para incluir en el proceso de fusio´n, ya que la sexta banda tiene una
menor resolucio´n y abarca longitudes de onda bastante alejadas del rango cubierto por
la PAN. El segundo tipo de sensor es SPOT 5, cuenta con mayores resoluciones que el
anterior sensor, 10m y 2.5m para la multiespectral y pancroma´tica respectivamente; tiene
4 bandas multiespectrales, de las cuales dos son infrarrojas, as´ı mismo, la relacio´n entre
las resoluciones PAN y MS es de 1:4. El tercer sensor, es uno de los que ofrece actualmente
mayor resolucio´n, contando con 0.7m para la PAN y 2.8 m para la MS. Al igual que la
SPOT cuenta con 4 bandas (1 infrarroja) y su relacio´n es de 1:4.
Para estas ima´genes se aplico´ el me´todo de fusio´n con las diferentes alternativas para
medida de nivel de actividad citadas en el presente cap´ıtulo, a saber:
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CR: Correcio´n radiome´trica entre la PAN y cada banda espectral. (Opcional)
OP: Operacio´n realizada en el caso de combinar directamente los detalles de la PAN
y la MS, sustitucio´n o adicio´n.
NA: Si la combinacio´n no se hace de forma directa si no selectiva, se mide el nivel
de actividad para un coeficiente. Las opciones utilizadas son,
• M: Magnitud
• C: Contraste
• E: Entrop´ıa
• S: Desviacio´n esta´ndar
• PP: Promedio Ponderado
• i-Max: Filtro de rango
• SPF: Frecuencia espacial
MF: Filtro de mayor´ıa, para´metro ocpional en caso de medir el nivel de actividad.
Implica la comprobacio´n de procedencia de todos los coeficientes en una regio´n para
adaptar dicho coeficiente con esta tendencia. (Opcional)
En cuanto al IBSM con coeficiente de correlacio´n local se combino´ con el HRIBSM
basado en la relacio´n de desviaciones esta´ndar. En el siguiente cap´ıtulo se muestran los
resultados del me´todo de fusio´n aplicado a los 3 sensores citados y su evaluacio´n mediante
las me´tricas definidas en el cap´ıtulo 2.
4.7. Extraccio´n de Informacio´n espectral y espacial - DT-
CWT vs DWT
Como se ha comentado a lo largo de este cap´ıtulo la fusio´n de ima´genes mediante
ana´lisis multiresolucio´n se basa en la extraccio´n de informacio´n espectral y espacial desde
las ima´genes originales. Para esto, en este trabajo se ha propuesto utilizar la DT-CWT ya
que permite una mejor extraccio´n de componentes espectrales y espaciales, sin embargo el
precio a pagar es un mayor coste computacional respecto a la DWT real. Para apreciar la
citada ventaja de la DT-CWT se aplico´ tanto la transformada DT-CWT y la DWT con 4
niveles de descomposicio´n a la imagen RGB de Lena. Para la DWT se utilizaron dos tipos
de wavelets: Biortogonal 5.5 (bior5.5) y Daubechies 5 (db5), mientras que la DT-CWT se
utilizo´ con el filtro de 10 taps.
Para comparar los resultados luego de aplicar la transformada wavelet se reconstruyo´ de
forma independiente la aproximacio´n y cada uno de los detalles correspondientes a los cu-
atro niveles. La aproximacio´n reconstruida se comparo´ con la imagen de Lena original por
medio de dos medidas espectrales: ERGAS y SAM; por su parte los detalles se compararon
con la imagen original por medio del coeficiente de correlacio´n. Los resultados obtenidos
se muestran en la tabla 4.1.
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(a) DT-CWT Aproximacio´n 4N (b) Bior5.5 Aproximacio´n 4N (c) Db5 Aproximacio´n 4N
(d) DT-CWT Detalles 4N (e) Bior5.5 Detalles 4N (f) Db5 Detalles 4N
(g) DT-CWT Detalles 3N (h) Bior5.5 Detalles 3N (i) Db5 Detalles 3N
Figura 4.6: Aproximacio´n y detalles reconstruidos usando 3 tipos de wavelets: DT-CWT,
Biortogonal 5.5 (bior5.5) y Daubechies 5 (db5)
La tabla 4.1 y la figura 4.6 confirman mejores resultados de extraccio´n de informacio´n
para la DT-CWT. Al observar los datos de calidad espectral, esto es, ERGAS y SAM y las
aproximaciones de la figura 4.6 se observa que la aproximacio´n entregada por la DT-CWT
presenta una extraccio´n ma´s suave de la informacio´n espectral lo que a su vez se refleja
en los ı´ndices citados, es decir el ERGAS y el SAM son menores para la DT-CWT. Por
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Tabla 4.1: Indices de calidad obtenidos mediante la comparacio´n de la imagen Lena con la
aproximacio´n y detalles reconstruidos usando 3 tipos de wavelets: DT-CWT, Biortogonal 5.5
(bior5.5) y Daubechies 5 (db5)
DT-CWT DWT (bior5.5) DWT(db5)
ERGASa Aproximacio´n 15.4442 16.3147 16.0814
SAMa Aproximacio´n 0.0512 0.0536 0.0539
CC Mediab Detalle 4◦ Nivel 0.3445 0.1195 0.1186
CC Media Detalle 3er Nivel 0.2572 0.1630 0.1594
CC Media Detalle 2◦ Nivel 0.1918 0.2206 0.2168
CC Media Detalle 1er Nivel 0.1310 0.2959 0.2866
a Calculado entre imagen original y la reconstruccio´n wavelet de la aproximacio´n. Val-
or ideal: 0. b Promedio del coeficiente de correlacio´n para las 3 bandas. Valor ideal 1.
su parte al observar los detalles en esta misma figura se percibe una calidad superior en
la definicio´n de bordes entregados por la DT-CWT as´ı como menor informacio´n espectral.
Esta ventaja precisamente esta´ asociada con la propiedad de invariancia a traslaciones y
a su vez por no ser una transformada cr´ıticamente muestreada.
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CAPI´TULO 5
APLICACION DEL METODO DE FUSION PARA
DIFERENTES TIPOS DE IMAGENES EN
TELEDETECCION
En el cap´ıtulo anterior se planteo´ el algoritmo de fusio´n que puede tener variadas reglas
de fusio´n que permiten la combinacio´n de los coeficientes que entrega la DT-CWT. Para
esto, se tienen tres grandes opciones: la primera es la inyeccio´n directa de los detalles
de la PAN sobre la MS, para lo cual se pueden sustituir o sumar a los existentes. La
segunda opcio´n es medir el nivel de actividad de un coeficiente por medio de las siguientes
opciones, para las cuales se puede utilizar un filtro de mayor´ıa (majority filter) o un ajuste
de histograma (“histogram matching”) entre la PAN y cada una de las bandas de la MS.
M: Magnitud
C: Contraste
E: Entrop´ıa
S: Desviacio´n esta´ndar
PP: Promedio Ponderado
i-Max: Filtro de rango
SPF: Frecuencia espacial
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Como una tercera opcio´n se incluyo´ la correlacio´n local como una medida de nivel de
actividad combinada con la definicio´n de un peso dado por la relacio´n de desviaciones
esta´ndar de las aproximaciones de la MS y la PAN, te´cnica que intenta minimizar las
distorsiones radiome´tricas del proceso de fusio´n. La idea en el presente cap´ıtulo es evaluar
estas opciones sobre 3 tipos de ima´genes: Landsat, SPOT y Quickbird, seleccionando la
regla ma´s adecuada para cada tipo de ima´genes. Con esta regla definida, se aplica el
algoritmo de fusio´n y se comparan los resultados con otros me´todos de fusio´n. Para la
evaluacio´n de los resultados de fusio´n se utilizaron las me´tricas que se describen en el
cap´ıtulo 2 y que se resumen en la tabla 5.1.
Tabla 5.1: Me´tricas de Evaluacio´n utilizadas
Indice Descripcio´n Valor ideal
ERGAS Relative Dimensionless Global Error. Usado para esti-
mar la calidad espectral total de las ima´genes fusion-
adas. Decrece al aumentar la calidad. Es una me´trica
bastante utilizada en la literatura (<3 Calidad acept-
able, de acuerdo a su autor).
0
SAM Spectral Angle Mapper. Determina el grado de simili-
tud espectral de una imagen contra otra imagene cono-
cida o de referencia. Se expresa en te´rminos del a´ngulo
entre los dos espectros.
0
MB Mean bias. Diferencia entre las medias de la imagen de
referencia y la media de la imagen fusionada, relativo
al valor medio de la imagen original.
0
VD Variance Difference. Diferencia entre las varianzas de
la imagen de referencia y la varianza de la imagen fu-
sionada, relativa a la varianza de la imagen original.
0
SDD Standard Deviation Difference. Desviacio´n esta´ndar de
la diferencia entre las dos ima´genes, con relacio´n al val-
or medio de la imagen original.
0
CC Correlation Coefficient. Indica la similitud a nivel es-
tructural entre la imagen de referencia y la imagen fu-
sionada. Deber ser lo ma´s cercana a 1.
1
Nota: La metodolog´ıa propuesta en el presente trabajo se aplico´ solamente a dos sub-
escenas de cada tipo de sensor (Landsat, SPOT y Quickbird), ya que los costos de este
tipo de ima´genes son bastante significativos como se puede corroborar en el Anexo A.
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5.1. Landsat
Landsat es el programa de sate´lites de observacio´n terrestre de mayor duracio´n hasta
el momento, el sate´lite Landsat volo´ por primera vez en 1972 y desde entonces otros cinco
sate´lites se han lanzado con gran e´xito. Sobre el Landsat 7, el u´ltimo de la serie, el sensor
ETM+ (Enhanced Thematic Mapper) proporciona 7 bandas de datos multi-espectrales
con una resolucio´n de 30 metros ma´s una banda pancroma´tica de 15 m cubriendo un a´rea
de 183 kilo´metros cuadrados, tambie´n incluye una banda te´rmica infrarroja de 60 m. El
almacenamiento es de estado so´lido y puede contener hasta 500 escenas. 1
Los sate´lites Landsat tienen o´rbitas repetitivas, sincronizadas con el sol y cercanas a
los polos (nearpolar) que proporcionan una cobertura total entre 81◦ N y 81◦ S. La o´rbita
sincronizada con el sol significa que todas las adquisiciones de un a´rea determinada se pro-
ducen a la misma hora. La hora de cruce ecuatorial descendente es, para todas las misiones
Landsat, 9:30-10:00, hora local. En el Ecuador hay un 7,6 por ciento de solapamiento entre
las escenas adyacentes, porcentaje que aumenta gradualmente hacia los polos, alcanzando
un 54 por ciento a 60◦ de latitud. El ciclo de repeticio´n para los sensores Landsat 1-3 fue
de 18 d´ıas y para los Landsat 4,5 y 7 es de 16 d´ıas. El Landsat 7 fue lanzado el 15 de abril
de 1999, y su o´rbita esta´ 8 d´ıas retrasada con respecto al Landsat 5. Los datos Landsat
normalmente esta´n disponibles con tres niveles de procesamiento: Nivel 0 (Re-formateado
0R, RAW), Nivel 1 (Radiome´tricamente corregido, 1R, RADCOR) y Nivel 2 (Correccio´n
por sistema, 1G).
Las ima´genes Landsat utilizadas en este trabajo corresponden al sensor Landsat 7
ETM+ con nivel 1, por lo tanto tienen correccio´n radiome´trica y esta´n referenciadas a
la proyeccio´n cartogra´fica UTM WGS84. Su resolucio´n radiome´trica es de 8 bits y su
formato es GeoTIFF (Geographic Tagged Image-File Format). Las ima´genes tienen una
resolucio´n espacial de 30 m y 15 m para la MS y la PAN, respectivamente. Las dimen-
siones son 384x384x6 p´ıxeles para la MS y 768x768x1 p´ıxeles para la PAN, por lo tanto
cubren un a´rea aproximada de 132 km2, fueron adquiridas en Junio de 2005 y Junio de
2009, es decir se utilizaron dos pares de ima´genes de diferentes an˜os, capturadas el mismo
el mismo mes, que difieren en bastante medida por el verano sufrido en cada an˜o. Estas
ima´genes fueron descargadas libremente, ofrecidas por el U.S. Geological Survey (USGS)
(http://landsat.gsfc.nasa.gov/). La escena esta´ ubicada en las inmediaciones de la comu-
nidad de Madrid (Espan˜a) y su coordenada superior izquierda corresponde a 436500 E y
4522320 N (UTM geographic coordinates, zone 30). Los algoritmos de fusio´n se aplicaron
a las bandas 1-5 y 7 (MS) y a la banda 8 (PAN). En el Anexo A se pueden consultar los
rangos espectrales para las bandas de este sensor. Los dos pares de ima´genes se muestran
en la figura 5.1.
Para obtener los resultados de la presente tesis, se implementaron las funciones y
algoritmos necesarios en Matlab, tal como describe el Anexo C. Los diferentes algoritmos
1http://landsat.gsfc.nasa.gov/
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(a) 2005 PAN (b) 2005 MS
(c) 2009 PAN (d) 2009 MS
Figura 5.1: Ima´genes Landsat PAN y MS utilizadas, capturadas en diferentes an˜os.
Composicio´n color verdadero (Bandas 1, 2, 3.))
de fusio´n implementados se integraron dentro de una interfaz gra´fica, desarrollada tambie´n
en Matlab, que facilita la fusio´n e interpretacio´n de resultados.
5.1.1. Nivel de descomposicio´n y Correccio´n radiome´trica
La aplicacio´n de la DT-CWT requiere definir previamente el nu´mero de niveles de de-
scomposicio´n de la sen˜al, este aspecto es importante en el proceso de fusio´n, ya que como
se vio en el pasado cap´ıtulo, al aumentar el nu´mero de niveles mejora la extraccio´n de de-
talles, pero empeora la extraccio´n de la informacio´n espectral y viceversa. En cuanto a la
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correccio´n radiome´trica, es un para´metro opcional que determina si los detalles extra´ıdos
de la PAN que se inyectara´n sobre las bandas MS han sido previamente ajustados a la
distribucio´n de estas bandas. Por su parte, la inyeccio´n directa de los detalles de la PAN
sobre las bandas MS, implica una operacio´n, que puede ser sustitucio´n o adicio´n. Teniendo
en cuenta las observaciones anteriores, como primer paso se evaluaron estos tres aspectos,
para ello, se aplico´ el me´todo de fusio´n variando los niveles (1-3), tanto con correccio´n
radiome´trica como sin ella. As´ı mismo, en cada caso se utilizo´ sustitucio´n o adicio´n, esta
u´ltima fue descartada por distorsionar en gran medida la imagen. Las ima´genes utilizadas
en esta primera etapa son las mostradas en la figura 5.1 (a) y (b), posteriormente se
aplico´ el me´todo a la Imagen Landsat 2009.
La Tabla D.1 muestra la evaluacio´n al variar el nu´mero de niveles de descomposicio´n,
para el caso de sustituir los coeficientes de detalle, tanto con correccio´n radiome´trica co-
mo sin ella. En primer lugar estos resultados muestran un mejor comportamiento para
los casos en que no se utilizo´ correccio´n radiome´trica, lo que se corrobora con medidas
espectrales tales como el ERGAS, SAM o la SDD. Estas tres me´tricas muestran un mejor
comportamiento para un so´lo nivel de descomposicio´n, seguido por 2 y 3 niveles respecti-
vamente, lo cual es comprensible, ya que como se hab´ıa comentado antes, los resultados
en extraccio´n de informacio´n espectral mejoran al disminuir el nu´mero de niveles, sin em-
bargo degradan la calidad espacial, que es uno de los principales objetivos de la fusio´n de
ima´genes. En este aspecto, dos niveles de descomposicio´n presentan una buena relacio´n
entre las dos calidades.
Para el caso del Mean Bias (MB), se obtienen valores bastante pequen˜os para todos
los casos, que redundan en que el proceso de fusio´n, espec´ıficamente la transformada ha
mantenido los niveles adecuados, sin introducir artefactos o distorsiones espaciales, por esto
el proceso de fusio´n mantiene la tendencia central en los valores de la imagen resultante
con respecto a la imagen original. La diferencia en varianzas (VD) resalta el resultado de
la fusio´n con dos niveles y sin correccio´n radiome´trica, siendo la variante que conserva
mejor la informacio´n. Esta u´ltima combinacio´n se considera apropiada para este tipo de
ima´genes, por lo cual se utilizo´ en las restantes pruebas de este cap´ıtulo.
5.1.2. Longitud del filtro
Como se estudio´ en el cap´ıtulo 3, las diferentes longitudes de los filtros de la DT-CWT
son apropiadas para procesamiento de ima´genes, en ese caso se definieron 6 variantes de
filtros con longitudes de 10,12,14,18 y 20 taps, que se especifican en el Anexo B. Ahora la
idea, es determinar la longitud adecuada para el proceso de fusio´n. Para ello se utilizaron
estos seis filtros, evalua´ndolos independientemente con los ı´ndices previamente utilizados.
Los resultados se muestran en la Tabla D.2
La Tabla D.2 muestra resultados muy similares para todas las longitudes evaluadas,
se percibe un desempen˜o ligeramente superior para los casos 10 y 12. En este caso ser´ıa
ma´s recomendable trabajar con 10 taps, ya que presenta un menor coste computacional.
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5.1.3. Nivel de actividad
En los apartados anteriores se concluyo´ un mejor desempen˜o sin correcio´n radiome´trica
y una longitud de 10 taps para el filtro de la DT-CWT. Ahora se comprobara´ el desempen˜o
de las diferentes opciones para medir el nivel de actividad, esto para el caso de inyeccio´n
selectiva de detalles desde la PAN; estas opciones se plantearon en el cap´ıtulo anterior, y
su intencio´n es determinar cua´l de los coeficientes procedentes tanto de la PAN como de
la MS describe mejor la sen˜al original, en cuanto a detalles se refiere. Para esto se aplico´ el
algoritmo de fusio´n con los para´metros derivados previamente y se evaluo´ con los mismos
ı´ndices. Se estudiaron los casos de 2 y 3 niveles, con y sin filtro de mayor´ıa. Los resultados
se muestran en la Tablas D.3, D.4, D.5 y D.6.
En el caso de inyeccio´n selectiva de detalles, las tablas D.3, D.6 muestran resultados
acordes con los de las secciones anteriores, en cuanto al nivel de descomposicio´n, esto es,
mejores resultados para 2 niveles. Para el nivel de actividad, en general el de magnitud
junto con el del Rank (segundo ma´ximo) muestran el mejor comportamiento, y a la vez,
son los ma´s eficientes computacionalmente, porque dependen ba´sicamente del ca´lculo de
la magnitud. Por su parte, los resultados aplicando el filtro de mayor´ıa, son ligeramente
inferiores, esto puede ser ocasionado, por utilizar un mismo taman˜o de ventana (3) en
todas las escalas.
5.2. SPOT
El Sistema de sate´lites para la Observacio´n de la Tierra (SPOT) fue disen˜ado por
el CNES (Centro Nacional de Estudios Espaciales), en Francia, y se desarrollo´ con la
participacio´n de Suecia y Be´lgica. Gracias a los sate´lites SPOT 1, 2 y 4 el sistema ha
estado funcionando durante ma´s de quince an˜os. Presenta varias ventajas sobre el sistema
Landsat ya que dispone de 4 bandas multiespectrales a 20 m de resolucio´n y una banda
pancroma´tica de 10 m de resolucio´n. Tiene la capacidad de adquirir pares este´reo (para la
generacio´n de modelos digitales de elevacio´n) y es capaz de volver a la misma zona cada
5 d´ıas.2
El sate´lite ma´s reciente de esta familia, el SPOT 5, ofrece una gran capacidad de
adquisicio´n gracias a su dos instrumentos HRG (Alta Resolucio´n geome´trica), cada uno
cubriendo a´reas de 60 km x 60 km con una resolucio´n de 2.5 metros, y su instrumento
HRS (alta resolucio´n estereosco´pica), el cual apoya la produccio´n de modelos digitales de
elevacio´n de alta precisio´n (DEM). SPOT 5 incluye dos instrumentos HRG ide´nticos ca-
paces de generar los datos en cuatro niveles de resolucio´n con la misma cobertura de 60 km:
1. Ima´genes en la banda SWIR a una resolucio´n de 20 metros
2. Ima´genes multiespectrales de 10 metros
2http://www.spotimage.com/
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3. Ima´genes pancroma´ticas de 5 metros
4. Ima´genes pancroma´ticas de 2,5 metros (Supermode)
Ambos instrumentos pueden adquirir indistintamente ima´genes en modo pancroma´tico
(P) o en modo multiespectral (B2, B3 y bandas SWIR), y pueden operar de modo indi-
vidual o simulta´neo. Gracias a un concepto original desarrollada en el CNES, Supermode,
el SPOT5 ofrece ima´genes pancroma´ticas con una resolucio´n de 2.5 metros, esta te´cnica
consiste en producir, a partir de dos escenas adquiridas de forma simulta´nea en un inter-
valo de muestreo de 5 metros, una imagen muestreada a 2,5 metros.
Las bandas espectrales de las ima´genes SPOT se definen de la siguiente manera, B1:
banda verde, B2: banda roja, B3: banda NIR (Infrarrojo cercano), B4 = Banda MIR (In-
frarrojo medio para SPOT 4 y 5). Para respetar el esta´ndar de presentacion RGB en los
archivos SPOT, el orden de extraccio´n de las bandas espectrales es el siguiente:
Canal R: B3
Canal G: B2
Canal B: B1
Lo que equivale a que la presentacio´n esta´ndar de los productos SPOT se haga de
la siguiente manera: B3 aparece en rojo, ya que es la primera banda espectral extra´ıda,
B2 aparece en verde y B1 aparece en azul. Debido a que la presentacio´n en colores so´lo
permite visualizar 3 canales a la vez, la banda MIR no aparece. Si se quiere visualizar,
se puede atribuir la banda MIR al color verde, la B3 al rojo, y la B2 al azul. Es impor-
tante no confundir los nombres de las bandas espectrales (B3 B2 B1) con el orden de los
canales de presentacio´n (RGB). De acuerdo al nivel de procesamiento los productos SPOT
se clasifican en 5 niveles: 1A, 1B, 2A, 2B Y 3A.
Las ima´genes SPOT utilizadas en este trabajo corresponden al sensor SPOT 5 con nivel
2A, por lo tanto tienen correccio´n radiome´trica y esta´ referenciadas a la proyeccio´n car-
togra´fica UTM WGS84. Su resolucio´n radiome´trica es de 8 bits y su formato es GeoTIFF
(Geographic Tagged Image-File Format). Las ima´genes tienen una resolucio´n espacial de
10 m y 2.5 m para la MS y la PAN, respectivamente. Las dimensiones son 2048x2048x1
p´ıxeles para la PAN y 512x512x4 p´ıxeles para la MS, por lo tanto cubren un a´rea aproxi-
mada de 26 km2, fueron adquiridas el 28 de Junio de 2005, (se utilizaron dos cortes de una
misma imagen con estas caracter´ısticas). Estas ima´genes fueron cedidas por el grupo de
investigacio´n en informa´tica aplicada de la Universidad Polite´cnica de Madrid. La escena
esta´ ubicada en las inmediaciones de la comunidad de Madrid (Espan˜a); la coordenada
superior izquierda del primer corte corresponde a 448215 E y 4497245 N, el segundo corte
tiene su coordenada inicial en 410525 E y 4512525 N (UTM geographic coordinates, zone
30). Los algoritmos de fusio´n se aplicaron a las cuatro bandas MS y a la imagen PAN. En
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el Anexo A se pueden consultar los rangos espectrales para las bandas de este sensor. Los
dos pares de ima´genes se muestran en la figura 5.2.
(a) Corte 1 PAN (b) Corte 1 MS
(c) Corte 2 PAN (d) Corte 2 MS
Figura 5.2: Ima´genes SPOT PAN y MS utilizadas, 2 cortes utilizados. Composicio´n falso color
(Bandas 4, 3, 2.))
5.2.1. Nivel de descomposicio´n y Correccio´n radiome´trica
Teniendo en cuenta las observaciones dadas en la seccio´n anterior relacionadas con los
para´metros a definir en el proceso de fusio´n con DT-CWT, se aplico´ el me´todo de fusio´n
variando los niveles (1-3), tanto con correccio´n radiome´trica como sin ella. As´ı mismo, en
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cada caso se utilizo´ sustitucio´n de detalles. Las ima´genes utilizadas en esta primera etapa
son las mostradas en la figura 5.2 (a) y (b) (Corte 1), posteriormente se aplico´ el me´todo
al corte 2.
La evaluacio´n del proceso de fusio´n con sustitucio´n de detalles, para diferentes niveles
de descomposicio´n se muestra en la Tabla D.7, la cual incluye los resultados tanto con
correccio´n radiome´trica como sin ella; para este u´ltimo aspecto, se verifican las medidas
espectrales tales como el ERGAS, SAM o la SDD, que en este caso indican mejores resul-
tados para los casos en que se utilizo´ correccio´n radiome´trica. Al igual que para ima´genes
Landsat, el nu´mero de niveles que presenta un mejor compromiso entre calidad espacial y
espectral es 2. Nuevamente, la diferencia en varianzas (VD) resalta el resultado de la fusio´n
con dos y tres niveles pero en este caso con correccio´n radiome´trica. Con estos para´metros
se evaluaron las siguientes pruebas de este cap´ıtulo.
5.2.2. Longitud del filtro
En el cap´ıtulo anterior se determino´ un mejor comportamiento para el filtro con 10
taps. La evaluacio´n de los seis diferentes tipos de filtros, para ima´genes SPOT se muestra
en la Tabla D.8; estas pruebas arrojan tendencias similares a las arrojadas por las ima´genes
Landsat, presentando un desempen˜o ligeramente superior para los casos 10 y 12. por lo
tanto, se seguira´ trabajando con el filtro de 10 taps, que a su vez tiene un menor coste
computacional.
5.2.3. Nivel de actividad
Las pruebas dadas anteriormente concluyeron en el uso de correcio´n radiome´trica y una
longitud de 10 taps para el filtro de la DT-CWT. A continuacio´n se muestran los resulta-
dos al evaluar las opciones para el nivel de actividad; En este caso se aplico´ el algoritmo
de fusio´n con los para´metros anteriores y se evaluo´ para 2 y 3 niveles de descomposicio´n,
con y sin filtro de mayor´ıa. Los resultados se muestran en la Tablas D.9, D.10, D.11 y D.12.
Para este caso tambie´n se obtiene un mejor comportamiento del nivel de actividad ma´s
ligero, el de magnitud, de acuerdo a lo mostrado en las tablas D.9 - D.12, resultado acorde
a la evaluacio´n con ima´genes Landsat. Para el para´metro relativo al nu´mero de niveles de
descomposicio´n, se evidencian nuevamente mejores resultados para 2 niveles sin utilizar el
filtro de mayor´ıa.
5.3. Quickbird
QuickBird, de la empresa Digital Globe, es el sate´lite comercial de teledeteccio´n con la
mayor resolucio´n espacial actualmente disponible, ofreciendo ima´genes que van desde los 60
cm de resolucio´n. Lanzado el 18 de octubre de 2001, adquiere la imagen multi-espectral y
la pancroma´tica simulta´neamente, as´ı mismo ofrece productos mejorados (Pan-sharpened)
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en colores naturales o infrarrojos.3
La imagen pancroma´tica se adquiere en formato de 11-bits (2048 niveles de gris) y se
entrega en formato de 16 bits para aplicaciones posteriores (detalles en las sombras, etc),
o formato de 8 bits (256 niveles de gris). Los productos Quickbird facilitan el ana´lisis y
clasificacio´n, utilizando normalmente sus 4 bandas multi-espectrales para la clasificacio´n
y ana´lisis geogra´fico, mientras que la pancroma´tica se utiliza para ana´lisis visual, SIG y
cartograf´ıa. Las cuatro bandas multi-espectrales constan de azul, verde, rojo e infrarro-
jo cercano, tanto en 16-bits como en 8-bits. Estas ima´genes se ofrecen en tres niveles,
de acuerdo al procesamiento realizado antes de su entrega: Ima´genes ba´sicas, Ima´genes
esta´ndar e Ima´genes Orto-rectificadas.
Las ima´genes QuickBird utilizadas en este trabajo corresponden a la categor´ıa esta´ndar,
por lo tanto tienen correccio´n radiome´trica y geome´trica, referenciadas a la proyeccio´n car-
togra´fica UTM WGS84. Su resolucio´n radiome´trica es de 11 bits, pero almacenadas usando
palabras de 16 bits. (Para el presente trabajo, las ima´genes se convirtieron a 8 bits). El
formato de almacenamiento es GeoTIFF (Geographic Tagged Image-File Format). Las
ima´genes tienen una resolucio´n espacial de 2.8 m y 0.7 m para la MS y la PAN, respecti-
vamente. Las dimensiones son 2048x2048x1 p´ıxeles para la MS y 512x512x4 p´ıxeles para
la PAN, por lo tanto cubren un a´rea aproximada de 2 km2, fueron adquiridas el 24 de
Enero de 2003, (se utilizaron dos cortes de una misma imagen con estas caracter´ısticas).
Estas ima´genes fueron cedidas por el grupo de investigacio´n en informa´tica aplicada de
la Universidad Polite´cnica de Madrid. La escena esta´ ubicada en las inmediaciones de la
comunidad de Madrid (Espan˜a); la coordenada superior izquierda del primer corte cor-
responde a 434778.4 N y 4480677.6 E, el segundo corte tiene su coordenada inicial en
434758.1 N y 4479221.6 E (UTM geographic coordinates, zone 30). Los algoritmos de
fusio´n se aplicaron a las cuatro bandas MS y a la imagen PAN. En el Anexo A se pueden
consultar los rangos espectrales para las bandas de este sensor. Los dos pares de ima´genes
se muestran en la figura 5.3.
5.3.1. Nivel de descomposicio´n y Correccio´n radiome´trica
Para analizar el nu´mero de niveles de descomposicio´n adecuado y si es apropiado o no
aplicar correccio´n radiome´trica, se aplico´ el me´todo con sustitucio´n de detalles, luego, se
variaron los niveles (1-3) tanto con correccio´n radiome´trica como sin ella. En primer lugar
se utilizaron las ima´genes del corte 1 (figuras 5.3 (a) y (b)), posteriormente se aplico´ el
me´todo a las ima´genes del corte 2.
Para el tipo de ima´genes evaluadas en el presente cap´ıtulo, esto es QuickBird, los
resultados del proceso de fusio´n apuntan en la misma direccio´n de los dos sensores ante-
riores, (Tabla D.7), estos es, se logran mejores resultados con 2 niveles de descomposicio´n
en el ana´lisis multiresolucio´n. Sin embargo los resultados en cuanto a calidad espectral,
3http://www.digitalglobe.com/
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(a) Corte 1 PAN (b) Corte 1 MS
(c) Corte 2 PAN (d) Corte 2 MS
Figura 5.3: Ima´genes QuickBird PAN y MS utilizadas, 2 cortes utilizados. Composicio´n color
verdadero (Bandas 1, 2, 3.))
son peores a los dos casos anteriores, lo que puede estar ocasionado por la alta resolu-
cio´n de esta ima´genes, que corresponde a detalles bastante pequen˜os. Al igual que para
ima´genes SPOT, es importante considerar correccio´n radiome´trica. Con estos para´metros
se evaluaron las siguientes pruebas de este cap´ıtulo.
5.3.2. Longitud del filtro
La evaluacio´n de la longitud adecuada para el filtro del algoritmo de fusio´n con DT-
CWT se muestra en la Tabla D.14, estos nuevos resultados corroboran la ventaja de los
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filtros de 10 y 12 taps.
5.3.3. Nivel de actividad
Las pruebas dadas anteriormente concluyeron en el uso de correcio´n radiome´trica y una
longitud de 10 taps para el filtro de la DT-CWT. A continuacio´n se muestran los resulta-
dos al evaluar las opciones para el nivel de actividad; En este caso se aplico´ el algoritmo
de fusio´n con los para´metros anteriores y se evaluo´ para 2 y 3 niveles de descomposicio´n,
con y sin filtro de mayor´ıa. Los resultados se muestran en la Tablas D.15, D.16, D.17 y D.18.
Los resultados mostrados en las tablas D.15 - D.18 concuerdan con los dos cap´ıtulos
anteriores, con nivel de actividad correspondiente a seleccio´n por magnitud. De nuevo, el
filtro de mayor´ıa no aporto´ buenos resultados.
5.4. Aplicacio´n y comparacio´n con otros me´todos de Fusio´n
Las me´tricas utilizadas en la seccio´n anterior determinaron los para´metros recomen-
dados en el esquema propuesto de fusio´n con la DT-CWT para cada tipo de ima´genes.
En el caso landsat los mejores resultados se obtuvieron con 2 niveles de descomposicio´n,
sin correccio´n radiome´trica y 10 taps en el filtro. Para inyeccio´n directa, la sustitucio´n
presento´ mejores resultados, mientras que para la inyeccio´n selectiva, la opcio´n de magni-
tud es la recomendable, sin utilizar el filtro de mayor´ıa. Los resultados para tres niveles
muestran una menor calidad espectral, pero pueden mostrar una mejor calidad espacial,
por esta razo´n se considerara´n tambie´n para esta comparacio´n.
En cuanto al sensor SPOT, tambie´n se obtiene un mejor comportamiento del nivel de
actividad ma´s ligero, el de magnitud. Para el para´metro relativo al nu´mero de niveles de
descomposicio´n se evidencian nuevamente mejores resultados para 2 niveles sin utilizar
el filtro de mayor´ıa. Para la evaluacio´n y comparacio´n del me´todo de fusio´n SPOT se
utilizara´n 2 y 3 niveles de descomposicio´n con correccio´n radiome´trica. En el caso Quick-
bird, para la evaluacio´n y comparacio´n del me´todo de fusio´n se utilizara´n 2 y 3 niveles de
descomposicio´n con correccio´n radiome´trica, el nivel de actividad corresponde tambie´n a
seleccio´n por magnitud. El filtro de mayor´ıa no aporto´ buenos resultados en ninguno de
los tres casos.
Los me´todos de fusio´n a evaluar en el presente cap´ıtulo se listan a continuacio´n (se omi-
tieron los resultados de me´todos tradicionales como HSI, PCA, entre otros por presentar
gran distorsio´n espectral como muestra la figura 2.6):
DWT - Sustitucio´n de detalles (Discrete Wavelet Transform (filtros biortogonal 5.5)),
2 y 3 niveles de descomposicio´n
DWT - Sustitucio´n de detalles (Discrete Wavelet Transform (filtros daubechies 5)),
2 y 3 niveles de descomposicio´n
DT-CWT - Sustitucio´n de detalles, 2 y 3 niveles de descomposicio´n
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DT-CWT - Seleccio´n por magnitud, 2 y 3 niveles de descomposicio´n
DT-CWT - Coeficiente correlacio´n, 2 y 3 niveles de descomposicio´n
Gram-Schmidt (GS): Modo 1. Opcio´n comercial Software ENVI4
5.4.1. Caso Landsat
En esta seccio´n se utilizaron dos ima´genes MS fuente del sensor Thematic Mapper
ETM+, (Anexo A) para la evaluacio´n del algoritmo de fusio´n propuesto. Estas bandas
corresponden a ETM1, ETM2, ETM3, ETM4, ETM5 y ETM7 (MS) (fig 5.1 (b) y (d),
resolucio´n de 30 m), se fusionaron con la banda 8 o pancroma´tica del mismo sensor, (fig
5.1 (a) y (c), resolucio´n de 15 m). Luego del proceso de fusio´n, se obtuvieron ima´genes
con la resolucio´n espacial de la PAN y una resolucio´n espectral de 6 bandas.
Los resultados del proceso de fusio´n para los diferentes me´todos se muestran en las
tablas 5.2 y 5.3 para la imagen Landsat del 2005 y 2009 respectivamente. Para poder
apreciar mejor los resultados gra´ficos se muestra so´lo una pequen˜a a´rea de la imagen, en
este caso las figuras 5.4 (a, b y c) corresponden a las ima´genes fuente (MS y PAN degradas
y MS original (ideal)), composicio´n falso color (R=Banda4, G=Banda3 y B=Banda2) y en
las figuras 5.4 (d)-(i) las correspondientes ima´genes fusionadas con algunos de los me´todos
citados previamente. Los resultados correspondientes a la imagen Landsat 2009 se pueden
apreciar en la figura 5.4 mientras que para la imagen landsat 2005 en la 5.5 (El 2 en los
nombres de los esquemas hace referencia a 2 niveles de descomposicio´n).
Tabla 5.2: Fusio´n en Ima´genes Landsat (Imagen 1, 2005 - figuras 5.1 (a,b)) - Comparacio´n de
resultados para diferentes esquemas de fusio´n (2 niveles de descomposicio´n)
Esquema INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Gram-Schmidt 5.4730 0.0384 -2.18E-05 0.0654 0.1037 0.8607
DT-CWT2 (Magnitud) 2.3611 0.0270 -4.21E-05 0.0708 0.0459 0.9725
DT-CWT2 (Sustitucio´n) 2.9798 0.0337 -4.92E-05 0.0984 0.0569 0.9587
DT-CWT2 (Correlacio´n) 2.7490 0.0301 -4.32E-05 0.0511 0.0529 0.9642
DWT2 (Biortogonal 5.5) 3.1186 0.0352 -3.59E-05 0.0908 0.0596 0.9545
DWT2 (Daubechies 5) 3.1320 0.0354 -4.80E-05 0.0898 0.0598 0.9542
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
4Gram-Schmidt (GS) es una conocida te´cnica de fusio´n en teledeteccio´n inventada por Laben y Brover
en 1998 y patentada por Eastman Kodak [2]. El me´todo GS se utiliza ampliamente, ya que ha sido imple-
mentado en el paquete ENVI. Tiene dos modos de funcionamiento. En un caso (modo 1) la aproximacio´n
pasa bajo se calcula como la media de las bandas de la MS. En el otro caso (modo 2) la aproximacio´n se
obtiene preliminarmente por el filtrado de baja frecuencia y el decimado de la imagen Pancroma´tica [1].
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Tabla 5.3: Fusio´n en Ima´genes Landsat (Imagen 2, 2009 - figuras 5.1 (c,d)) - Comparacio´n de
resultados para diferentes esquemas de fusio´n (2 niveles de descomposicio´n)
Esquema INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Gram-Schmidt 6.3292 0.0476 -3.91E-05 0.0896 0.1190 0.8372
DT-CWT2 (Magnitud) 2.6115 0.0306 -2.76E-05 0.0776 0.0507 0.9703
DT-CWT2 (Sustitucio´n) 3.3518 0.0387 -3.49E-05 0.1081 0.0638 0.9544
DT-CWT2 (Correlacio´n) 3.0129 0.0338 -3.36E-05 0.0561 0.0580 0.9624
DWT2 (Biortogonal 5.5) 3.5122 0.0404 -3.08E-05 0.0987 0.0669 0.9495
DWT2 (Daubechies 5) 3.5283 0.0407 -3.21E-05 0.0978 0.0672 0.9491
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
La aplicacio´n del me´todo de fusio´n con DT-CWT para ima´genes Landsat (1 PAN y
6 bandas espectrales), presenta un buen comportamiento comparado con otros me´todos,
as´ı como tambie´n genera ima´genes que poseen un buen detalle espacial, proveniente de
la PAN a la vez que mantiene la informacio´n espectral aportada por las bandas MS, esto
se traduce en que son ma´s adecuadas para un procesamiento posterior, tal como la seg-
mentacio´n, clasificacio´n o interpretacio´n.
Al observar las figuras de las diferentes ima´genes fusionadas, se aprecia que todos los
me´todos incrementan la calidad espacial de la imagen fusionada con respecto a la imagen
fuente, sin embargo en cuanto a calidad espectral se pueden percibir diferentes calidades.
En primera instancia se perciben resultados bastante similares para la DT-CWT y la
DWT, la evaluacio´n de dicha calidad, mediante el ERGAS o el SAM, proporciona un re-
sultado superior para el me´todo DT-CWT con 2 niveles y seleccio´n por magnitud.
Al observar lo resultados de la fusio´n para las ima´genes landsat de 2005 y 2009 es claro
que los esquemas GramSchmidt (figuras 5.4 (d) y 5.5 (d)) y DT-CWT2 Correlacio´n (figuras
5.4 (g) y 5.5 (g)) presentan la mayor distorsio´n espectral. De la evaluacio´n cuantitativa,
se concluye que el me´todo basado en DT-CWT presenta mejores resultados, comparados
con otros tipos de fusio´n, esto se corrobora con me´tricas espectrales tales como el ERGAS,
SAM o la SDD que indican un mejor comportamiento para la DT-CWT.
Mediante el Mean Bias (MB), se corrobora que en general los me´todos basados en
ana´lisis multiresolucio´n mantienen los niveles adecuados en los coeficientes de salida, esto
es, la inyeccio´n de detalles tiene una media centrada en cero, manteniendo la tenden-
cia central en los valores de la imagen resultante con respecto a la imagen original. La
diferencia en varianzas (VD) corrobora el resultado de la fusio´n con DT-CWT (2 niveles,
magnitud), siendo la variante que conserva mejor la informacio´n. En conclusio´n, esta u´lti-
ma combinacio´n resulto´ la ma´s apropiada para la fusio´n de este tipo de ima´genes, (figuras
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(a) PAN Degradada (b) MS Degradada (c) MS Referencia
(d) Gram–Schmidt (e) DT-CWT2 Magnitud (f) DT-CWT2 Sustitucio´n
(g) DT-CWT2 Correlacio´n (h) Bior2 Sustitucio´n (i) Db2 Sustitucio´n
Figura 5.4: Detalle de ima´genes landsat fuente y fusionadas con diferentes esquemas (Imagen 1,
2005 - figuras 5.1 (a,b)). Composicio´n falso color (Bandas 4, 3, 2.). (a) y (b) ima´genes a fusionar.
(c) Imagen de referencia para ı´ndices de calidad. (d)-(i) Ima´genes fusionadas. (2 niveles de
descomposicio´n)
5.4 (e) y 5.5 (e)). La correlacio´n espacial corrobora esto u´ltimo, presentando el ma´ximo
valor de los casos estudiados.
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(a) PAN Degradada (b) MS Degradada (c) MS Referencia
(d) Gram–Schmidt (e) DT-CWT2 Magnitud (f) DT-CWT2 Sustitucio´n
(g) DT-CWT2 Correlacio´n (h) Bior2 Sustitucio´n (i) Db2 Sustitucio´n
Figura 5.5: Detalle de ima´genes landsat fuente y fusionadas con diferentes esquemas (Imagen 2,
2009 - figuras 5.1 (c,d)). Composicio´n falso color (Bandas 4, 3, 2.). (a) y (b) ima´genes a fusionar.
(c) Imagen de referencia para ı´ndices de calidad. (d)-(i) Ima´genes fusionadas. (2 niveles de
descomposicio´n)
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5.4.2. Caso SPOT
Para el sensor SPOT tambie´n se obtiene un mejor comportamiento del nivel de ac-
tividad ma´s ligero, el de magnitud, de acuerdo a lo mostrado en las tablas D.9 - D.12,
resultado acorde a la evaluacio´n con ima´genes Landsat. Para el para´metro relativo al
nu´mero de niveles de descomposicio´n, se evidencian nuevamente mejores resultados para
2 niveles sin utilizar el filtro de mayor´ıa.
En esta seccio´n se ha evaluado la metodolog´ıa de fusio´n propuesta para dos casos de
ima´genes SPOT cuyas bandas multiespectrales tienen una resolucio´n de 10m mientras que
la pancroma´tica, 2.5m de resolucio´n. Para ello se definieron previamente los para´metros
adecuados en este tipo de ima´genes, se aplico´ el algoritmo y se comparo´ con otros esque-
mas de fusio´n. Los para´metros son con correccio´n radiome´trica, N (longitud del filtro) =
10 taps, seleccio´n de detalles por magnitud, sin filtro de mayor´ıa. Los resultados obtenidos
para la DT-CWT muestran que este algoritmo es apropiado para este tipo de ima´genes,
lo cual se se ve reflejado en los valores obtenidos para las diferentes me´tricas.
Tabla 5.4: Fusio´n en Ima´genes SPOT (Corte 1 - figuras 5.2 (a,b)) - Comparacio´n de resultados
para diferentes esquemas de fusio´n (2 y 3 niveles de descomposicio´n)
Esquema INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Gram-Schmidt 4.6828 0.0451 7.74E-05 0.1500 0.0931 0.9383
DT-CWT3 (Magnitud) 1.9366 0.0438 2.42E-05 0.0099 0.0746 0.9535
DT-CWT2 (Correlacio´n) 1.7804 0.0410 2.46E-05 0.1142 0.0706 0.9649
DT-CWT3 (Correlacio´n) 1.7405 0.0440 3.03E-05 0.0572 0.0680 0.9629
DWT3 (Biortogonal 5.5) 2.1329 0.0490 2.96E-05 0.0144 0.0805 0.9421
DWT3 (Daubechies 5) 2.1380 0.0493 1.89E-05 0.0115 0.0806 0.9419
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
La calidad espectral de las ima´genes fusionadas ha sido evaluada mediante diferentes
ı´ndices, tal como el ERGAS, SAM o SDD, definidos en el cap´ıtulo 2. Las tablas 5.4 y 5.5
recogen los valores de estos ı´ndices. Se puede observar que en conjunto, los valores ma´s
bajos de los ı´ndices ERGAS y SAM se obtienen para el caso DT-CWT2 Magnitud. Los
resultados obtenidos quedan corroborados por las ima´genes mostradas en las figuras 5.6 y
5.7, donde se muestran composiciones en falso color de las ima´genes resultantes tanto del
enfoque propuesto, como de enfoques alternativos.
Al observar las ima´genes resultantes de los procesos de fusio´n es claro que algunos es-
quemas presentan una clara distorsio´n espectral, estos son: DT-CWT3 Magnitud (figuras
5.6(e) y 5.7(e)), Bior3 Sustitucio´n (figuras 5.6(h) y 5.7(h)) y Db3 Sustitucio´n (figuras 5.6(i)
y 5.7(i)). Recordemos que en el caso SPOT se aplico´ previamente correccio´n radiome´tri-
ca mediante el ajuste del histogramas de la PAN y el correspondiente a cada una de las
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Tabla 5.5: Fusio´n en Ima´genes SPOT (Corte 2 - figuras 5.2 (c,d)) - Comparacio´n de resultados
para diferentes esquemas de fusio´n (2 y 3 niveles de descomposicio´n)
Esquema INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Gram-Schmidt 7.9542 0.0685 -3.99E-04 0.1642 0.1565 0.8281
DT-CWT3 (Magnitud) 3.3453 0.0652 -3.97E-04 0.0396 0.1328 0.8725
DT-CWT2 (Correlacio´n) 2.6782 0.0547 -3.83E-04 0.1649 0.1041 0.9235
DT-CWT3 (Correlacio´n) 2.6848 0.0557 -3.84E-04 0.1069 0.1053 0.9232
DWT3 (Biortogonal 5.5) 3.4813 0.0700 -4.04E-04 0.0404 0.1381 0.8593
DWT3 (Daubechies 5) 3.4772 0.0700 -4.09E-04 0.0397 0.1379 0.8598
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
bandas MS. Sin embargo, al observar estos resultados es claro que dicha correccio´n puede
llegar a causar efectos colaterales como el observado claramente con los puntos rojos del
lago de la figura 5.7. En cuanto a los resultados del esquema DT-CWT Correlacio´n con
2 y 3 niveles (figuras 5.6(f,g) y 5.7(f,g)) no presentan esta distorsio´n espectral ya que el
proceso de correccio´n radiome´trica ha sido llevado a cabo en el mismo proceso de fusio´n
como se vio en el cap´ıtulo anterior.
Lo anterior se ve reflejado en las tablas 5.4 y 5.5, para las cuales los mejores resultados
corresponden a los de DT-CWT correlacio´n, particularmente en el caso de la SPOT Corte
2. De la evaluacio´n cuantitativa, se concluye que el me´todo basado en DT-CWT presenta
mejores resultados, comparados con otros tipos de fusio´n, esto se corrobora con me´tricas
espectrales tales como el ERGAS, SAM o la SDD que indican un mejor comportamiento
para la fusio´n con DT-CWT basada en correlacio´n.
5.4.3. Caso Quickbird
Para la evaluacio´n y comparacio´n del me´todo de fusio´n con los para´metros adecuados,
se utilizaron 2 y 3 niveles de descomposicio´n con correccio´n radiome´trica, los esquemas para
los cuales se muestra la evaluacio´n son los mismos de las secciones anteriores. Con estos
para´metros se fusionaron los dos pares de ima´genes mostrados en el inicio del cap´ıtulo,
as´ı como tambie´n se aplicaron los me´todos alternativos utilizados hasta aqu´ı. Las tablas
5.6 y 5.7 muestran estos resultados tanto para el corte 1, como el corte 2 de la imagen
Quickbird. Un detalle del resultado de la fusio´n con los diferentes algoritmos se muestra
en las figuras 5.9 (d)-(i) para la imagen fuente mostrada en la figura 5.3 (a), esto para
composicio´n en color verdadero, (R=Banda Roja, G=Banda Verde y B=Banda Azul).
Estos mismos resultados se muestran para el corte 2 en la figura 5.10.
El algoritmo de fusio´n se evaluo´ en este cap´ıtulo para ima´genes del sensor Quickbird,
uno de los de mayor resolucio´n en la actualidad, que cuenta con resoluciones tan pequen˜as
como 0.7m para la PAN y 2.8m para la MS. De nuevo se definieron los para´metros ade-
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(a) PAN Degradada (b) MS Degradada (c) MS Referencia
(d) Gram–Schmidt (e) DT-CWT3 Magnitud (f) DT-CWT2 Correlacio´n
(g) DT-CWT3 Correlacio´n (h) Bior3 Sustitucio´n (i) Db3 Sustitucio´n
Figura 5.6: Detalle de ima´genes SPOT fuente y fusionadas con diferentes esquemas (Corte 1 -
figuras 5.2 (a,b)). Composicio´n falso color (Bandas 1, 2, 3.). (a) y (b) ima´genes a fusionar. (c)
Imagen de referencia para ı´ndices de calidad. (d)-(i) Ima´genes fusionadas. (2 y 3 niveles de
descomposicio´n)
cuados para este sensor, orientados al compromiso entre calidad espacial y espectral.
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(a) PAN Degradada (b) MS Degradada (c) MS Referencia
(d) Gram–Schmidt (e) DT-CWT3 Magnitud (f) DT-CWT2 Correlacio´n
(g) DT-CWT3 Correlacio´n (h) Bior3 Sustitucio´n (i) Db3 Sustitucio´n
Figura 5.7: Detalle de ima´genes SPOT fuente y fusionadas con diferentes esquemas (Corte 2 -
figuras 5.2 (c,d)). Composicio´n falso color (Bandas 1, 2, 3.). (a) y (b) ima´genes a fusionar. (c)
Imagen de referencia para ı´ndices de calidad. (d)-(i) Ima´genes fusionadas. (2 y 3 niveles de
descomposicio´n)
Al observar las tablas de resultados para los dos pares de ima´genes utilizados, se percibe
que el valor del ERGAS es mucho mayor que para las ima´genes de los sensores estudiados
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Tabla 5.6: Fusio´n en Ima´genes QuickBird (Corte 1 - figuras 5.3 (a,b)) - Comparacio´n de
resultados para diferentes esquemas de fusio´n (2 y 3 niveles de descomposicio´n)
Esquema INDICES
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Gram-Schmidt 8.6377 0.0918 -1.95E-04 0.3108 0.1675 0.9102
DT-CWT2 (Magnitud) 3.8640 0.0802 -1.57E-04 0.1578 0.1502 0.9250
DT-CWT3 (Magnitud) 3.8403 0.0858 -1.62E-04 0.0831 0.1493 0.9261
DT-CWT2 (Sustitucio´n) 3.8660 0.0802 -1.59E-04 0.1576 0.1502 0.9250
DWT2 (Biortogonal 5.5) 3.8866 0.0796 -1.74E-04 0.1281 0.1510 0.9241
DWT2 (Daubechies 5) 3.9501 0.0807 -1.91E-04 0.1337 0.1535 0.9216
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla 5.7: Fusio´n en Ima´genes QuickBird (Corte 2 - figuras 5.3 (c,d)) - Comparacio´n de
resultados para diferentes esquemas de fusio´n (2 y 3 niveles de descomposicio´n)
Esquema INDICES
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Gram-Schmidt 8.5834 0.0981 -5.58E-04 0.3087 0.1652 0.9158
DT-CWT2 (Magnitud) 3.9796 0.0889 -9.47E-05 0.1111 0.1533 0.9239
DT-CWT3 (Magnitud) 4.0446 0.0902 -1.11E-04 0.1145 0.1558 0.9215
DT-CWT2 (Sustitucio´n) 3.9162 0.0892 3.44E-06 0.1338 0.1509 0.9263
DWT2 (Biortogonal 5.5) 3.9125 0.0893 -2.42E-05 0.1338 0.1507 0.9265
DWT2 (Daubechies 5) 3.8265 0.0838 -9.72E-06 0.2114 0.1474 0.9310
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
en los dos cap´ıtulos anteriores, la calidad espacial y espectral de las ima´genes fusionadas
promediadas para todas las bandas, ha sido evaluada objetivamente por medio de los
ı´ndices propuestos en el cap´ıtulo 2, presentando mejores resultados para el caso DT-CWT
de 2 niveles con seleccio´n por magnitud y correlacio´n radiome´trica.
Analizando los resultados mostrados en las Tablas 5.6 y 5.7 se puede observar que
todas las estrategias evaluadas presentan valores de ERGAS mayores al valor l´ımite de 3,
esto puede estar ocasionado por la alta resolucio´n de las ima´genes, que implica un me´todo
de fusio´n que tenga en cuenta esta particularidad. Resultados ligeramente superiores se
aprecian para el me´todod DT-CWT con seleccio´n por magnitud con 2 y 3 niveles de
descomposicio´n ligados al compromiso espectral-espacial.
Si se evalu´a por inspeccio´n visual las ima´genes resultantes, se encuentra resultados muy
similares para todos los me´todos con la salvedad de una mayor distorsio´n espectral para
el me´todo GramSchmidt. Se percibe claramente el incremento en resolucio´n pero tambie´n
que la calidad espectral resultante no es la mejor.
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(a) PAN Degradada (b) MS Degradada (c) MS Referencia
(d) Gram–Schmidt (e) DT-CWT2 Magnitud (f) DT-CWT3 Magnitud
(g) DT-CWT2 Sustitucio´n (h) Bior2 Sustitucio´n (i) Db2 Sustitucio´n
Figura 5.8: Detalle de Ima´genes fuente y fusionadas con diferentes esquemas. Quickbird Corte
1. Composicio´n color verdadero (Bandas 1, 2, 3.)
Figura 5.9: Detalle de ima´genes Quickbird fuente y fusionadas con diferentes esquemas (Corte 1
- figuras 5.3 (a,b)). Composicio´n color verdadero (Bandas 1, 2, 3.). (a) y (b) ima´genes a fusionar.
(c) Imagen de referencia para ı´ndices de calidad. (d)-(i) Ima´genes fusionadas. (2 y 3 niveles de
descomposicio´n)
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(a) PAN Degradada (b) MS Degradada (c) MS Referencia
(d) Gram–Schmidt (e) DT-CWT2 Magnitud (f) DT-CWT3 Magnitud
(g) DT-CWT2 Sustitucio´n (h) Bior2 Sustitucio´n (i) Db2 Sustitucio´n
Figura 5.10: Detalle de ima´genes Quickbird fuente y fusionadas con diferentes esquemas (Corte
2 - figuras 5.3 (c,d)). Composicio´n color verdadero (Bandas 1, 2, 3.). (a) y (b) ima´genes a
fusionar. (c) Imagen de referencia para ı´ndices de calidad. (d)-(i) Ima´genes fusionadas. (2 y 3
niveles de descomposicio´n)
CAPI´TULO 6
CONCLUSIONES Y TRABAJO FUTURO
En el presente trabajo se analizo´, disen˜o´ e implemento´ satisfactoriamente mediante
Matlab, un filtro digital para la Transformada Wavelet Compleja de doble a´rbol (DT-
CWT), el cual se aplico´ a un esquema propuesto de fusio´n de ima´genes de sate´lite (Land-
sat, SPOT 5 y Quickbird). Los resultados demuestran que el esquema con DT-CWT es
una herramienta eficiente para mejorar la calidad espacial conservando a su vez la infor-
macio´n espectral.
La DT-CWT aplicada al procesamiento de ima´genes, tiene como ventajas la selectivi-
dad direccional, esto es, extrae en bandas diferentes, informacio´n de detalles orientados
hasta en seis direcciones distintas, as´ı mismo su respuesta ante traslaciones es bastante
adecuada, lo que la convierte en una excelente herramienta al procesar sen˜ales, y como se
demostro´ en el presente trabajo, al fusionar ima´genes de diferente resolucio´n, para lo cual,
se realizo´ la reconstruccio´n de una nueva sen˜al partiendo de coeficientes de descomposi-
cio´n de dos ima´genes base, en donde se conservo´ la informacio´n espectral y se mejoro´ la
resolucio´n espacial de las ima´genes MS originales.
El me´todo de fusio´n propuesto mostro´ ser eficiente al compararlo con me´todos cla´sicos.
Presento´ resultados aceptables en el ana´lisis de tipo estad´ıstico y ana´lisis espacial e inter-
pretacio´n mediante coeficiente de correlacio´n (espacial y espectral), lo que implica que el
me´todo con la DT-CWT conserva las propiedades multiespectrales de las bandas originales
y genera un conjunto nuevo de MS con alta resolucio´n.
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El trabajo partio´ de el ana´lisis de la transformada Wavelet, y su correspondiente vari-
ante DT-CWT, profundizando en el estudio de los tipos de filtros que satisfacen las condi-
ciones necesarias para la correcta implementacio´n de esta transformada, resaltando las
principales ventajas y desventajas.
Por otro lado se estudiaron detalladamente las te´cnicas de fusio´n de ima´genes, abarcan-
do su evolucio´n y avances ma´s significativos, as´ı mismo resaltando sus principales variantes
y sus ma´s importantes aplicaciones.
Para evaluar los resultados del esquema propuesto, se implementaron los ı´ndices de
calidad para productos fusionados, tanto en calidad espectral como espacial. Se definieron
y posteriormente se aplicaron las me´tricas utilizadas al evaluar los resultados del presente
trabajo.
Uno de los principales aportes de esta tesis consiste en la propuesta de un nuevo es-
quema de fusio´n de ima´genes multiresolucio´n, en primer lugar definiendo un filtro para la
DT-CWT y posteriormente definiendo el modelo de fusio´n de datos utilizando la DT-CWT.
Finalmente se presento´ el ana´lisis y la comparacio´n de los resultados obtenidos para
algunos me´todos de fusio´n, incluyendo el me´todo propuesto. Los resultados mostraron un
buen desempen˜o de la te´cnica propuesta.
Es importante tener en cuenta la redundancia de la DT-CWT que implica un mayor
coste computacional. Dependiendo de la aplicacio´n puede llegar a ser un para´metro deci-
sivo.
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6.1. Trabajo Futuro
El presente trabajo deja como resultado las herramientas necesarias, como son la teor´ıa
de la DT-CWT y el algoritmo de fusio´n, para su aplicacio´n en diferentes a´reas que se bene-
fician de un proceso de fusio´n, por ejemplo, sistemas de defensa, diagno´stico por ima´genes
me´dicas, robo´tica, ingenier´ıa industrial o ima´genes multi-foco. Aqu´ı, es necesario tener en
cuenta las caracter´ısticas de las ima´genes sobre las cuales se implementar´ıa el esquema.
El uso y aplicacio´n de la DT-CWT se puede ampliar con las te´cnicas de disen˜o de
filtros recientemente publicadas, las cuales incluyen me´todos alternativos para obtener fil-
tros ma´s anal´ıticos. Sin embargo, y de acuerdo al tipo de ima´genes, es necesario realizar
un balance entre complejidad del algoritmo y beneficios recibidos.
Como continuacio´n a este trabajo en el a´rea de teledeteccio´n, las ima´genes obtenidas
por medio del proceso de fusio´n pueden ser utilizadas para pos-procesamiento, por ejem-
plo, dichas ima´genes podr´ıan ser un recurso muy valioso para procesos como clasificacio´n
tema´tica, o segmentacio´n, las que a su vez tambie´n pueden verse beneficiadas del ana´lisis
multi-resolucio´n, es decir, la DT-CWT tambie´n puede ser aplicada en algoritmos de clasi-
ficacio´n o segmentacio´n.
As´ı mismo el algoritmo de la DT-CWT puede aplicarse en tareas de procesamiento de
diferente tipos de ima´genes (Teledeteccio´n, me´dicas, etc), estas tareas puede incluir (pero
no limitarse) a: eliminacio´n de ruido, estimacio´n de movimiento, ana´lisis de texturas o
watermarking.
Un trabajo adicional incluye la aplicacio´n y validacio´n del algoritmo sobre ima´genes
adquiridas por otro tipo de sensores de sate´lite, como lo son Ikonoso radarsat. De forma
general se puede considerar la aplicacio´n del modelo, en ima´genes MS con mayor nu´mero
de bandas, o con relaciones mayores entre el taman˜o de la PAN y la MS.
En cuanto al algoritmo de ana´lisis multi-resolucio´n con la DT-CWT, puede migrarse
a otros lenguajes de programacio´n (Java, C++, etc.), o incluirse como un plugging en
herramientas existentes (Ej. ImageJ).
El anterior objetivo puede complementarse incluyendo el algoritmo de fusio´n basado
en la DT-CWT dentro de paquetes existentes, como el IJFusion, es decir, que el proceso
de fusio´n con DT-CWT se incluya en aplicativos que ya tienen implementados esquemas
de fusio´n para ima´genes de teledeteccio´n, con el fin de incrementar las posibilidades en
herramientas de este tipo.
Como trabajo futuro se puede considerar el aplicar y validar el algoritmo de fusio´n en
ima´genes de mayor taman˜o, con la correspondiente optimizacio´n de memoria. Para esto es
necesario migrar el algoritmo a un nuevo entorno de programacio´n, en el cual la memoria
se administre de una manera ma´s eficiente.
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Un paso ma´s alla´ estar´ıa el aplicar la DT-CWT a procesamiento de ima´genes (Mejora
y visualizacio´n) en 3 Dimensiones.
ANEXOA
SENSORES REMOTOS - CARACTER´ISTICAS
Tabla A.1: Principales Sensores multi-espectrales de alta resolucio´n
Sate´lite Bandas Resolucio´n Organizacio´n An˜o lanzamiento
IKONOS Azul,
Verde,
Rojo, NIR,
Pan
4m (MS)
1m (P)
GeoEye (EEUU) 24 de Septiembre
1999
QuickBird3 Azul,
Verde,
Rojo, NIR,
Pan
2.4-2.8m (MS)
60-70 cm (P)
Digital Globe
(EEUU)
18 de Octubre de
2001
SPOT 5 Verde,
Rojo, NIR,
SWIR
Pan
10m (MS)
20m (SWIR)
2.5 - 5m (P)
Spot Image
(Francia)
4 de Mayo de 2002
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Tabla A.2: Ejemplos de Sensores multi-espectrales de media resolucio´n
Sate´lite Bandas Resolucio´n Organizacio´n An˜o lanzamiento
Landsat
Enhanced
Thematic
Mapper +
7 multi-
espectrales,
Pan
30-60m (MS)
15m (P)
Nasa (EEUU) 15 de Abril 1999
SPOT-4 Verde,
Rojo, NIR,
MIR
Pan
20m (MS)
10m (P)
Spot Image
(Francia)
24 de Marzo 1998
Terra
ASTER
Verde, Ro-
jo, NIR, 6
SWIR , 5
TIR
15-90 m Nasa (EEUU) 1999
Tabla A.3: Ejemplos de Sensores multi-espectrales de baja resolucio´n
Sate´lite Bandas Resolucio´n Organizacio´n An˜o lanzamiento
Terra
MODIS
Aqua
MODIS
36 bands 250-1000 m Nasa (EEUU) 1999
SPOT 4 y 5
Vegetacio´n
Azul,
Verde,
Rojo, NIR,
MIR
1000 m Spot Image
(Francia)
1998 y 2002
ENVISAT-
1
AATSR
Verde,
Rojo, NIR,
SWIR, 3
TIR
1000 m Agencia Espa-
cial Europea
2002
NOAA
AVHRR
Rojo, NIR,
3 TIR
1100 m NOAA (EEUU) 1998
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Tabla A.4: Ejemplos de aplicacio´n para cada banda del sensor Landsat 7 ETM+
Canal Rango de
Longitud de
onda (µm)
Aplicacio´n
TM 1 0.45 - 0.52
(Azul)
Ana´lisis Suelo/vegetacio´n; Ba-
timetr´ıa/Cartograf´ıa costera; Identifi-
cacio´n caracter´ısticas urbanas/culturales
TM 2 0.52 - 0.60
(Verde)
Cartograf´ıa de vegetacio´n verde (green
vegetation mapping (medidas reflectan-
cia)); Identificacio´n caracter´ısticas ur-
banas/culturales
TM 3 0.63 - 0.69
(Rojo)
Ana´lisis de vegetacio´n vs No-vegetacio´n,
especies de plantas (absorcio´n de clo-
rofila en plantas); caracter´ısticas ur-
banas/culturales
TM 4 0.76 - 0.90
(Infrarrojo
cercano)
Identificacio´n de plantas/vegetacio´n, salud
y contenido de biomasa; Delimitacio´n de
cuerpos de agua, humedad del suelo
TM 5 1.55 - 1.75
(Infrarrojo de
media onda)
Sensibilidad del suelo y la vegetacio´n a la
humedad, ana´lisis de nieve y a´reas cubier-
tas de nubes
TM 6 10.4 - 12.5 (In-
frarrojo te´rmi-
co)
Densidad vegetacio´n, ana´lisis de humedad
del suelo relacionada con radiacio´n te´rmi-
ca; cartograf´ıa te´rmica (urbana, agua)
TM 7 2.08 - 2.35
(short IR)
Ana´lisis de minerales y tipos de rocas, sen-
sibilidad al contenido de humedad en la
vegetacio´n
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Tabla A.5: Caracter´ısticas principales de los sensores, cuyas ima´genes fueron utilizadas en el
presente trabajo
SPOT 5 LANDSAT 7
ETM+
QUICKBIRD IKONOS2
Bandas es-
pectrales y
resolucio´n
2 Pancroma´ticas
(5m), com-
binadas para
generar un pro-
ducto de 2.5
metros
3 bandas (10m)
1 infrarroja
de onda corta
(SWIR) (20m)
1 pancroma´tica
(15m)
6 bandas (30m)
1 te´rmica in-
frarroja (TIR)
(60m)
1 pancroma´tica
(60 0 70 cm)
4 bandas (2.4 o
2.8 m)
1 pancroma´tica
(1m)
4 bandas (1m)
Rango
espectral
P: 0.48 - 0.71 µm
B1 (Verde): 0.50
- 0.59 µm
B2 (Roja): 0.61 -
0.68 µm
B3 (NIR): 0.78 -
0.89 µm
B4 (SWIR): 1.58
- 1.75 µm
P: 0.52 - 0.90 µm
B1 (Azul): 0.45 -
0.52 µm
B2 (Verde): 0.52
- 0.60 µm
B3 (Rojo): 0.63 -
0.69 µm
B4 (NIR): 0.76 -
0.90 µm
B5 (MIR): 1.55 -
1.75 µm
B6 (TIR): 10.42
- 12.50 µm
B7 (SWIR): 2.08
- 2.35 µm
P: 0.45 - 0.9 µm
B1 (Azul): 0.45 -
0.52 µm
B2 (Verde): 0.52
- 0.60 µm
B3 (Rojo): 0.63 -
0.69 µm
B4 (NIR): 0.76 -
0.90 µm
P: 0.45 - 0.90 µm
B1 (Azul): 0.45 -
0.52 µm
B2 (Verde): 0.51
- 0.60 µm
B3 (Rojo): 0.63 -
0.70 µm
B4 (NIR): 0.76 -
0.86 µm
Barrido de
imagen
Desde 60 Km
hasta 80 km
187 Km 16.5 Km 11.3 Km
Cuantizacio´n 8 bits 8 bits 11 bits 11 bits
Duracio´n
del ciclo
3 a 26 d´ıas (De-
pendiendo de la
latitud)
16 d´ıas 1-3.5 d´ıas 1-3 d´ıas
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Tabla A.6: Relacio´n de precios de ima´genes de sate´lite (2007) a
Sate´lite-
Sensor
No. de Ban-
das
Resolucio´n
(m) A´rea (Km
2)
Costo de Im-
agen (US $)
Costo por
Km2 (US $)
Landsat-7
ETM+
8 30 34225 1100 0.032
Landsat-5
Full Scene
7 30 34225 1100 0.032
Landsat-5
Small Scene
7 30 625 550 0.88
Spot-5 Color
Full Scene
5 10 3600 6300 1.75
Spot-5 color
Half Scene
5 10 1764 4850 2.75
Spot-5 B/W
Full Scene
5 5 3600 6300 1.75
Spot-5 B/W
Half Scene
5 5 1764 4850 2.75
IRS - Pan 4 5 4900 2750 0.56
IRS-Multi-
espectral
4 5 529 2750 5.20
IRS-Multi-
espectral
4 23 19881 2750 0.14
IRS-Multi-
espectral
4 56 122500 850 0.006
Ikonos - Pan 5 1 49 882 18
Ikonos
- Multi-
espectral
5 4 49 735 15
Ikonos PSM
(color)
5 1 49 970.2 19.8
Ikonos Geo
Bundle (1m
Pan + 4m
MS)
5 27
Quickbird -
Pan
5 0.6 272 6120 22.5
Quickbird
XS (archivo)
5 2.44 272 6800 25
NOAA 5 y 6 1000 5755201 100 0.00002
a Fuente: Lizardo Reyna Bowen. http://www.scribd.com/doc/2205773/Imagenes-de-Satelite-Costos
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ANEXOB
FILTROS DT-CWT PROPUESTOS
A continuacio´n se muestran los filtros de desplazamiento-Q propuestos para la DT-
CWT para longitudes comprendidas entre 10 y 20 taps. So´lo se muestran los filtros de
ana´lisis, ya que los de s´ıntesis se deducen de estos. Se muestran con una precisio´n de 8
cifras significativas.
Tabla B.1: Filtro Desplazamiento- Q propuesto, caso 10 taps
Arbol a Arbol b
h0a(n) h1a(n) h0b(n) h1b(n)
0.004713 0.007783 0.007783 -0.00471
-0.02172 -0.03587 0.035867 -0.02172
-0.111 -0.092 -0.092 0.111002
0.252901 -0.00316 0.003162 0.252901
0.774366 0.560144 0.560144 -0.77437
0.560144 -0.77437 0.774366 0.560144
0.003162 0.252901 0.252901 -0.00316
-0.092 0.111002 -0.111 -0.092
0.035867 -0.02172 -0.02172 -0.03587
0.007783 -0.00471 0.004713 0.007783
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Tabla B.2: Filtro Desplazamiento- Q propuesto, caso 14 taps
Arbol a Arbol b
h0a(n) h1a(n) h0b(n) h1b(n)
0.002088 -0.00361 -0.00361 -0.00209
-0.00251 0.00434 -0.00434 -0.00251
0.031162 0.014497 0.014497 -0.03116
-0.03453 -0.02241 0.022412 -0.03453
-0.1149 -0.10297 -0.10297 0.114895
0.269604 -0.00947 0.009467 0.269604
0.761213 0.56662 0.56662 -0.76121
0.56662 -0.76121 0.761213 0.56662
0.009467 0.269604 0.269604 -0.00947
-0.10297 0.114895 -0.1149 -0.10297
0.022412 -0.03453 -0.03453 -0.02241
0.014497 -0.03116 0.031162 0.014497
-0.00434 -0.00251 -0.00251 0.00434
-0.00361 -0.00209 0.002088 -0.00361
Tabla B.3: Filtro Desplazamiento- Q propuesto, caso 16 taps
Arbol a Arbol b
h0a(n) h1a(n) h0b(n) h1b(n)
-0.00433 0.00216 0.00216 0.004327
-0.00025 0.000125 -0.00013 -0.00025
-0.00048 -0.00629 -0.00629 0.000476
0.033251 -0.01698 0.016979 0.033251
-0.03543 0.020434 0.020434 0.035434
-0.11389 0.107196 -0.1072 -0.11389
0.271411 0.011464 0.011464 -0.27141
0.760226 -0.56628 0.566277 0.760226
0.566277 0.760226 0.760226 -0.56628
0.011464 -0.27141 0.271411 0.011464
-0.1072 -0.11389 -0.11389 0.107196
0.020434 0.035434 -0.03543 0.020434
0.016979 0.033251 0.033251 -0.01698
-0.00629 0.000476 -0.00048 -0.00629
-0.00013 -0.00025 -0.00025 0.000125
0.00216 0.004327 -0.00433 0.00216
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Tabla B.4: Filtro Desplazamiento- Q propuesto, caso 12 taps
Arbol a Arbol b
h0a(n) h1a(n) h0b(n) h1b(n)
0.003752 0.001146 0.001146 -0.00375
0.015151 0.004629 -0.00463 0.015151
-0.01331 0.027576 0.027576 0.013311
-0.11167 0.093655 -0.09365 -0.11167
0.254262 0.00125 0.00125 -0.25426
0.77365 -0.56069 0.560687 0.77365
0.560687 0.77365 0.77365 -0.56069
0.00125 -0.25426 0.254262 0.00125
-0.09365 -0.11167 -0.11167 0.093655
0.027576 0.013311 -0.01331 0.027576
-0.00463 0.015151 0.015151 0.004629
0.001146 -0.00375 0.003752 0.001146
Tabla B.5: Filtro Desplazamiento- Q propuesto, caso 18 taps
Arbol a Arbol b
h0a(n) h1a(n) h0b(n) h1b(n)
0.000817 0.001136 0.001136 -0.00082
0.000792 0.001102 -0.0011 0.000792
-0.00701 -0.00286 -0.00286 0.007008
0.003225 0.011173 -0.01117 0.003225
0.043945 0.029969 0.029969 -0.04395
-0.0512 -0.01686 0.016857 -0.0512
-0.11271 -0.11846 -0.11846 0.112711
0.279061 -0.02302 0.02302 0.279061
0.754457 0.56544 0.56544 -0.75446
0.56544 -0.75446 0.754457 0.56544
0.02302 0.279061 0.279061 -0.02302
-0.11846 0.112711 -0.11271 -0.11846
0.016857 -0.0512 -0.0512 -0.01686
0.029969 -0.04395 0.043945 0.029969
-0.01117 0.003225 0.003225 0.011173
-0.00286 0.007008 -0.00701 -0.00286
-0.0011 0.000792 0.000792 0.001102
0.001136 -0.00082 0.000817 0.001136
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Tabla B.6: Filtro Desplazamiento- Q propuesto, caso 20 taps
Arbol a Arbol b
h0a(n) h1a(n) h0b(n) h1b(n)
0.002719 -0.00151 -0.00151 -0.00272
7.94E-05 -4.4E-05 4.4E-05 7.94E-05
0.001146 0.00121 0.00121 -0.00115
-0.00991 0.005543 -0.00554 -0.00991
0.006034 -0.01051 -0.01051 -0.00603
0.045321 -0.03206 0.03206 0.045321
-0.05414 0.016111 0.016111 0.054144
-0.1122 0.121432 -0.12143 -0.1122
0.280958 0.025525 0.025525 -0.28096
0.752988 -0.56526 0.565265 0.752988
0.565265 0.752988 0.752988 -0.56526
0.025525 -0.28096 0.280958 0.025525
-0.12143 -0.1122 -0.1122 0.121432
0.016111 0.054144 -0.05414 0.016111
0.03206 0.045321 0.045321 -0.03206
-0.01051 -0.00603 0.006034 -0.01051
-0.00554 -0.00991 -0.00991 0.005543
0.00121 -0.00115 0.001146 0.00121
4.4E-05 7.94E-05 7.94E-05 -4.4E-05
-0.00151 -0.00272 0.002719 -0.00151
ANEXOC
GUI PARA FUSION DE IMAGENES
IMPLEMENTADA
Con la revisio´n bibliogra´fica realizada en la presente tesis, se determino´ la imple-
mentacio´n de los algoritmos en algu´n entorno que facilite las labores de investigacio´n.
El Software MATLAB es una excelente herramienta para la programacio´n de algoritmos
de procesamiento de ima´genes, principalmente debido a su diversidad y potencialidad de
recursos (Toolbox), tal como el de procesamiento de ima´genes o el de wavelets, esto lo
convierte en la herramienta ideal para el disen˜o y puesta a punto de nuevos algoritmos de
procesamiento de sen˜ales en una primera fase. Para etapas posteriores se tendr´ıan opciones
como Java o C++, que son ma´s adecuados para la generacio´n como tal de un aplicativo.
En el caso de de la Transformada Wavelet Compleja de doble a´rbol, propuesta por
Kingsbury y Selesnick, cuenta con funciones implementadas y optimizadas en MATLAB
por sus autores, lo cual genera un valor agregado en el ana´lisis de MATLAB como her-
ramienta base de programacio´n del algoritmo de fusio´n.
El alcance del presente trabajo es analizar, disen˜ar e implementar mediante una her-
ramienta informa´tica una solucio´n de filtro para la DT-CWT, por lo tanto, y considerando
los anteriores puntos de vista, se ha decidido seleccionar MATLAB como la herramienta
informa´tica que se utilizara´ para implementar el algoritmo de fusio´n de ima´genes con DT-
CWT. Los diferentes algoritmos de fusio´n, tanto con la DT-CWT, como otras alternativas,
se implementaron como funciones y posteriormente se integraron a una interfaz gra´fica de
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usuario, esto con el fin de facilitar la evaluacio´n y aplicacio´n de algoritmos propuestos.
As´ı mismo es una herramienta que puede servir de base para posteriores investigaciones
que se beneficien de ima´genes fusionadas.
La interfaz gra´fica se muestra en la figura C.1. En primer lugar se deben cargar las
ima´genes que se desean fusionar, esto es, la pancroma´tica y la original. Como para´metro
adicional, se puede especificar la imagen de referencia, que sera´ utilizada en el proceso
de evaluacio´n. Cabe sen˜alar que la interfaz soporta el formato Geotiff para las ima´genes
de entrada, es decir puede leer archivos de imagen que tengan asocida una informacio´n
geopgra´fica, tal como la proyeccio´n cartogra´fica o las coordenadas.
Luego de especificar las ima´genes de entrada, es posible seleccionar el esquema de
fusio´n entre las siguientes opciones:
Transformada de Brovey
HSI (Intensidad-Matiz-Saturacio´n)
PCA (Ana´lisis de componentes principales)
Filtro pasa alto
Modulacio´n de alta frecuencia
SWT (Stationary Wavele Transform)
DWT (Discrete Wavelet Transform)
DT-CWT (Dual Tree Complex Wavelet Transform)
Las cinco primeras opciones esta´n enfocadas para ima´genes MS de 3 bandas (excep-
tuando PCA), por lo cual no es necesario especificar ningu´n para´metro adicional. Por su
parte los esquemas basados en wavelets, permiten que se especifique el nu´mero de niveles
de la transformada y si se realiza correccio´n radiome´trica. Para el caso SWT, DWT y
DT-CWT (directa) se puede escoger entre adicio´n o seleccio´n de detalles.
Adicionalmente, para el caso de la DT-CWT, en primer lugar se especifica si se utiliza
la tipo de DT-CWT dado por Selesnick o el de Kingsbury. Para inyeccio´n selectiva de
detalles, se tienen las opciones de majority filter y dimensiones de la ventana para el
ca´lculo del nivel de actividad. As´ı mismo es posible seleccionar el nivel de actividad entre
las siguientes opciones:
Magnitud
Contraste
Entrop´ıa
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Promedio
Rank
Frecuencia Espacial
Desviacio´n Esta´ndar
Luego del proceso de fusio´n, es posible grabar la imagen resultante, la cual contara´ con
la geo-informacio´n de las ima´genes fuente, por lo cual la soportara´n los distintos programas
que utilizan en el entorno de teledeteccio´n, su formato de salida es tiff, con un archivo de
cabecera adicional que contiene la informacio´n geogra´fica (.hdr).
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Figura C.1: Interfaz gra´fica desarrollada para fusio´n de ima´genes
ANEXOD
TABLAS DE EVALUACION DE PARAMETROS
Tabla D.1: Fusio´n DT-CWT en Ima´genes Landsat - Ana´lisis de sustitucio´n de detalles con y sin
correccio´n radiome´trica, para 1, 2 y tres niveles de descomposicio´n.)
Tipoa CR INDICESb
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Sustitucio´n1 No 2.3093 0.0244 -4.04E-05 0.0955 0.0443 0.9752
Si 2.3937 0.0251 -4.45E-05 0.0791 0.0459 0.9733
Sustitucio´n2 No 2.9798 0.0337 -4.92E-05 0.0984 0.0569 0.9587
Si 3.1635 0.0338 -4.34E-05 0.0359 0.0601 0.9542
Sustitucio´n3 No 3.9705 0.0458 -3.77E-05 0.1603 0.0756 0.9268
Si 4.0854 0.0438 -4.46E-05 0.0413 0.0774 0.9240
a 1, 2 y 3 indican los niveles de descomposicio´n.
b Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.2: Fusio´n DT-CWT en Ima´genes Landsat - Ana´lisis de la longitud del filtro (10-20
taps)
Longitud INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
10 2.9798 0.0337 -4.92E-05 0.0984 0.0569 0.9587
12 2.9797 0.0337 -4.55E-05 0.0988 0.0569 0.9587
14 2.9812 0.0337 -4.04E-05 0.0957 0.0569 0.9586
16 2.9818 0.0337 -4.29E-05 0.0953 0.0569 0.9586
18 2.9856 0.0338 -4.72E-05 0.0934 0.0570 0.9585
20 2.9862 0.0338 -4.52E-05 0.0930 0.0570 0.9584
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.3: Fusio´n DT-CWT en Ima´genes Landsat - Ana´lisis del nivel de actividad para dos
etapas de descomposicio´n
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 2.3611 0.0270 -4.21E-05 0.0708 0.0459 0.9725
Contraste 2.4633 0.0276 -4.05E-05 0.0895 0.0473 0.9716
Entrop´ıa 2.5031 0.0286 -3.73E-05 0.0871 0.0485 0.9697
Promedio 2.3922 0.0277 -3.98E-05 0.0743 0.0467 0.9713
Rank 2.3966 0.0277 -4.56E-05 0.0752 0.0467 0.9713
Frec. Espacial 2.4133 0.0279 -4.39E-05 0.0757 0.0471 0.9709
Desv. Esta´ndar 2.4287 0.0280 -4.85E-05 0.0776 0.0473 0.9707
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.4: Fusio´n DT-CWT en Ima´genes Landsat - Ana´lisis del nivel de actividad para tres
etapas de descomposicio´n
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 2.4616 0.0285 -4.19E-05 0.0580 0.0483 0.9686
Contraste 2.7380 0.0315 -3.60E-05 0.1061 0.0527 0.9646
Entrop´ıa 2.8593 0.0335 -4.50E-05 0.1198 0.0556 0.9601
Promedio 2.4737 0.0290 -4.29E-05 0.0653 0.0487 0.9676
Rank 2.4801 0.0291 -3.91E-05 0.0676 0.0488 0.9676
Frec. Espacial 2.5005 0.0293 -3.97E-05 0.0682 0.0492 0.9670
Desv. Esta´ndar 2.5225 0.0295 -3.54E-05 0.0723 0.0496 0.9667
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.5: Fusio´n DT-CWT en Ima´genes Landsat - Ana´lisis del nivel de actividad para dos
etapas de descomposicio´n y filtro de mayor´ıa
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 2.4204 0.0279 -4.11E-05 0.0768 0.0472 0.9707
Contraste 2.6832 0.0297 -4.65E-05 0.1122 0.0511 0.9671
Entrop´ıa 2.5093 0.0288 -4.53E-05 0.0825 0.0488 0.9690
Promedio 2.3992 0.0278 -4.48E-05 0.0742 0.0468 0.9710
Rank 2.4011 0.0278 -4.70E-05 0.0745 0.0469 0.9710
Frec. Espacial 2.4195 0.0280 -4.51E-05 0.0753 0.0472 0.9705
Desv. Esta´ndar 2.4255 0.0281 -5.01E-05 0.0758 0.0473 0.9705
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.6: Fusio´n DT-CWT en Ima´genes Landsat - Ana´lisis del nivel de actividad para tres
etapas de descomposicio´n y filtro de mayor´ıa
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 2.5220 0.0296 -4.51E-05 0.0713 0.0497 0.9661
Contraste 3.2488 0.0371 -4.23E-05 0.1615 0.0618 0.9522
Entrop´ıa 2.9220 0.0345 -4.46E-05 0.1158 0.0571 0.9571
Promedio 2.4860 0.0293 -4.40E-05 0.0647 0.0490 0.9670
Rank 2.4894 0.0293 -4.54E-05 0.0657 0.0490 0.9670
Frec. Espacial 2.5102 0.0295 -4.47E-05 0.0670 0.0494 0.9664
Desv. Esta´ndar 2.5203 0.0296 -4.61E-05 0.0681 0.0496 0.9663
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.7: Fusio´n DT-CWT en Ima´genes SPOT - Ana´lisis de sustitucio´n de detalles con y sin
correccio´n radiome´trica, para 1, 2 y tres niveles de descomposicio´n.)
Tipoa CR INDICESb
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Sustitucio´n1 No 2.5564 0.0466 2.75E-05 0.0937 0.1019 0.9293
Si 2.3833 0.0444 2.47E-05 0.1300 0.0941 0.9416
Sustitucio´n2 No 2.4204 0.0484 2.88E-05 -0.0428 0.0937 0.9305
Si 1.9487 0.0412 2.05E-05 0.0595 0.0768 0.9548
Sustitucio´n3 No 2.7599 0.0587 3.36E-05 -0.1634 0.1027 0.9145
Si 2.0884 0.0478 2.47E-05 0.0193 0.0790 0.9444
a 1, 2 y 3 indican los niveles de descomposicio´n.
b Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.8: Fusio´n DT-CWT en Ima´genes SPOT - Ana´lisis de la longitud del filtro (10-20 taps)
Longitud INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
10 1.9487 0.0412 2.05E-05 0.0595 0.0768 0.9548
12 1.9496 0.0413 2.23E-05 0.0597 0.0768 0.9547
14 1.9555 0.0411 2.68E-05 0.0586 0.0771 0.9546
16 1.9562 0.0411 2.59E-05 0.0584 0.0771 0.9545
18 1.9620 0.0410 2.93E-05 0.0578 0.0774 0.9543
20 1.9634 0.0410 2.57E-05 0.0577 0.0774 0.9543
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.9: Fusio´n DT-CWT en Ima´genes SPOT - Ana´lisis del nivel de actividad para dos
etapas de descomposicio´n
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 1.9385 0.0411 2.00E-05 0.0592 0.0764 0.9554
Contraste 1.9418 0.0435 2.32E-05 0.0991 0.0770 0.9577
Entrop´ıa 1.9588 0.0418 2.48E-05 0.0631 0.0773 0.9547
Promedio 1.9423 0.0411 2.14E-05 0.0592 0.0765 0.9551
Rank 1.9420 0.0411 2.13E-05 0.0593 0.0765 0.9552
Frec. Espacial 1.9431 0.0411 2.15E-05 0.0593 0.0766 0.9551
Desv. Esta´ndar 1.9428 0.0411 2.28E-05 0.0595 0.0766 0.9551
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.10: Fusio´n DT-CWT en Ima´genes SPOT - Ana´lisis del nivel de actividad para tres
etapas de descomposicio´n
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 1.9366 0.0438 2.42E-05 0.0099 0.0746 0.9535
Contraste 1.9109 0.0462 2.02E-05 0.0652 0.0749 0.9565
Entrop´ıa 2.0044 0.0464 2.89E-05 0.0320 0.0772 0.9498
Promedio 1.9641 0.0448 2.48E-05 0.0138 0.0754 0.9518
Rank 1.9645 0.0448 2.72E-05 0.0152 0.0755 0.9518
Frec. Espacial 1.9715 0.0450 2.71E-05 0.0150 0.0757 0.9514
Desv. Esta´ndar 1.9698 0.0450 2.86E-05 0.0168 0.0757 0.9515
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.11: Fusio´n DT-CWT en Ima´genes SPOT - Ana´lisis del nivel de actividad para dos
etapas de descomposicio´n y filtro de mayor´ıa
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 1.9426 0.0411 2.29E-05 0.0594 0.0766 0.9551
Contraste 2.0272 0.0456 1.89E-05 0.1235 0.0802 0.9560
Entrop´ıa 1.9465 0.0412 2.22E-05 0.0597 0.0767 0.9549
Promedio 1.9438 0.0411 2.08E-05 0.0593 0.0766 0.9551
Rank 1.9434 0.0411 2.13E-05 0.0593 0.0766 0.9551
Frec. Espacial 1.9443 0.0411 2.14E-05 0.0593 0.0766 0.9550
Desv. Esta´ndar 1.9443 0.0411 2.06E-05 0.0593 0.0766 0.9550
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.12: Fusio´n DT-CWT en Ima´genes SPOT - Ana´lisis del nivel de actividad para tres
etapas de descomposicio´n y filtro de mayor´ıa
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Ma´ximo 1.9716 0.0451 2.55E-05 0.0168 0.0758 0.9514
Contraste 2.0396 0.0495 1.88E-05 0.1139 0.0803 0.9526
Entrop´ıa 2.0301 0.0466 3.25E-05 0.0210 0.0775 0.9480
Promedio 1.9759 0.0451 2.44E-05 0.0138 0.0758 0.9512
Rank 1.9763 0.0451 2.60E-05 0.0141 0.0758 0.9512
Frec. Espacial 1.9828 0.0454 2.54E-05 0.0146 0.0760 0.9508
Desv. Esta´ndar 1.9823 0.0453 2.54E-05 0.0149 0.0760 0.9508
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.13: Fusio´n DT-CWT en Ima´genes QuickBird - Ana´lisis de sustitucio´n de detalles con y
sin correccio´n radiome´trica, para 1, 2 y tres niveles de descomposicio´n.)
Tipoa CR INDICESb
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Sustitucio´n1 No 6.4917 0.1042 -3.91E-04 -0.1505 0.2550 0.7925
Si 4.8132 0.0843 -1.61E-04 0.2741 0.1865 0.8838
Sustitucio´n2 No 8.5634 0.1457 -4.19E-03 -1.2469 0.3299 0.7936
Si 3.8660 4.5939 -1.59E-04 0.1576 0.1502 0.9250
Sustitucio´n3 No 10.6911 0.1985 -1.26E-02 -2.3723 0.4102 0.8010
Si 3.9636 0.0895 -1.98E-04 0.0937 0.1542 0.9208
a 1, 2 y 3 indican los niveles de descomposicio´n.
b Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.14: Fusio´n DT-CWT en Ima´genes QuickBird - Ana´lisis de la longitud del filtro (10-20
taps)
Longitud INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
10 3.8660 0.0802 -1.59E-04 0.1576 0.1502 0.9250
12 3.8679 0.0802 -1.56E-04 0.1579 0.1503 0.9249
14 3.8783 0.0802 -1.50E-04 0.1558 0.1507 0.9245
16 3.8797 0.0802 -1.42E-04 0.1555 0.1508 0.9244
18 3.8908 0.0802 -1.59E-04 0.1544 0.1512 0.9240
20 3.8936 0.0802 -1.63E-04 0.1541 0.1513 0.9239
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.15: Fusio´n DT-CWT en Ima´genes Quickbird - Ana´lisis del nivel de actividad para dos
etapas de descomposicio´n
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 3.8640 0.0802 -1.57E-04 0.1578 0.1502 0.9250
Contraste 3.9792 0.0821 -1.30E-04 0.2176 0.1545 0.9215
Entrop´ıa 3.8857 0.0807 -1.56E-04 0.1612 0.1510 0.9243
Promedio 3.8660 0.0802 -1.60E-04 0.1575 0.1502 0.9250
Rank 3.8664 0.0802 -1.62E-04 0.1576 0.1503 0.9249
Frec. Espacial 3.8659 0.0802 -1.60E-04 0.1576 0.1502 0.9250
Desv. Esta´ndar 3.8693 0.0803 -1.63E-04 0.1581 0.1504 0.9248
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
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Tabla D.16: Fusio´n DT-CWT en Ima´genes Quickbird - Ana´lisis del nivel de actividad para tres
etapas de descomposicio´n
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 3.8403 0.0858 -1.62E-04 0.0831 0.1493 0.9261
Contraste 3.8661 0.0861 -1.29E-04 0.1641 0.1503 0.9250
Entrop´ıa 3.9119 0.0878 -1.74E-04 0.1146 0.1521 0.9230
Promedio 3.9081 0.0881 -1.93E-04 0.0910 0.1519 0.9234
Rank 3.9029 0.0879 -1.94E-04 0.0931 0.1518 0.9235
Frec. Espacial 3.9116 0.0881 -1.74E-04 0.0931 0.1521 0.9232
Desv. Esta´ndar 3.9027 0.0877 -1.98E-04 0.0974 0.1517 0.9235
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
Tabla D.17: Fusio´n DT-CWT en Ima´genes Quickbird - Ana´lisis del nivel de actividad para dos
etapas de descomposicio´n y filtro de mayor´ıa
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Magnitud 3.8670 0.0802 -1.63E-04 0.1577 0.1503 0.9249
Contraste 4.1395 0.0842 -1.37E-04 0.2527 0.1607 0.9157
Entrop´ıa 3.8672 0.0802 -1.61E-04 0.1578 0.1503 0.9249
Promedio 3.8660 0.0802 -1.60E-04 0.1575 0.1502 0.9250
Rank 3.8659 0.0802 -1.61E-04 0.1575 0.1502 0.9250
Frec. Espacial 3.8659 0.0802 -1.60E-04 0.1575 0.1502 0.9250
Desv. Esta´ndar 3.8660 0.0802 -1.60E-04 0.1576 0.1502 0.9250
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
149
Tabla D.18: Fusio´n DT-CWT en Ima´genes Quickbird - Ana´lisis del nivel de actividad para tres
etapas de descomposicio´n y filtro de mayor´ıa
Tipo INDICESa
ERGAS SAM MB VD SDD CC
0 0 0 0 0 1
Ma´ximo 3.9245 0.0884 -1.96E-04 0.0960 0.1526 0.9226
Contraste 4.1030 0.0898 -1.65E-04 0.2353 0.1594 0.9163
Entrop´ıa 3.9312 0.0886 -1.89E-04 0.0993 0.1528 0.9223
Promedio 3.9215 0.0885 -1.93E-04 0.0898 0.1524 0.9229
Rank 3.9208 0.0885 -1.92E-04 0.0908 0.1524 0.9229
Frec. Espacial 3.9308 0.0887 -1.80E-04 0.0918 0.1528 0.9225
Desv. Esta´ndar 3.9235 0.0885 -1.76E-04 0.0922 0.1525 0.9227
a Sigla del Indice y valor ideal. Para MB, SD, VDD y CC se muestra el promedio de todas las bandas.
