By the construction of suitable graphs and the determination of their chromatic polynomials, we resolve two open questions concerning real chromatic roots. First we exhibit graphs for which the Beraha number B 10 = (5+ √ 5)/2 is a chromatic root. As it was previously known that no other non-integer Beraha number is a chromatic root, this completes the determination of precisely which Beraha numbers can be chromatic roots. Next we construct an infinite family of 3-connected graphs such that for any k 1, there is a member of the family with q = 2 as a chromatic root of multiplicity at least 
Introduction
Given a graph G, its chromatic polynomial P G is the function defined by the property that P G (q) is the number of proper q-colourings of G whenever q is a non-negative integer. As its name suggests, P G is a polynomial in q and so it is possible to evaluate the function at arbitrary real and complex values of q, regardless of whether these evaluations have any combinatorial significance. In particular it is possible to find the roots of the polynomial, either real or complex, and there is an extensive body of work relating graph-theoretical properties to the location of these chromatic roots. The fundamental connection between complex chromatic roots and phase transitions in the q-state Potts model means that many of these results appear in the statistical physics literature. Sokal's [8] survey paper is a comprehensive introduction and overview to this body of work.
The fundamental results regarding which real numbers are chromatic roots (of any graph) can be summarised in a single sentence: There are no chromatic roots in the real intervals (−∞, 0), (0, 1) or (1, 32/27] (Jackson [3] ), while chromatic roots are dense in the interval (32/27, ∞) (Thomassen [9] ). There are more fine-grained results for specific classes of graphs, such as planar graphs, but we do not need these now.
The Beraha numbers are the infinite sequence of numbers {B n } ∞ n=1 where
with the sequence starting where the values for B 7 and B 9 are rounded to 8 significant figures, and ϕ = (1 + √ 5)/2 is the Golden Ratio. The sequence was first identified by Beraha in the course of studying chromatic roots of planar graphs, and cropped up again as limit points of complex chromatic roots of the various lattices studied by statistical physicists. His conjecture that for each Beraha number B ℓ , there are planar triangulations with chromatic roots arbitrarily close to B ℓ is still not resolved.
One of the more remarkable facts involving some of the Beraha numbers is Tutte's famous "Golden Identity" [10] relating the values of the chromatic polynomial of a planar triangulation at B 5 and B 10 . The Golden Identity asserts that if T is a planar triangulation on n vertices, then
with the implication that for any planar triangulation T , either both or neither B 5 and B 10 are chromatic roots of T . In 1970, Tutte already knew that P T (B 5 ) = 0 for any planar triangulation T and therefore that P T (B 10 ) is not only non-zero, but strictly positive. Recently Perrett and Thomassen [5] have shown that the same conclusion holds for all planar graphs, not just triangulations.
Salas and Sokal [7] observed that not only is B 5 not the chromatic root of any planar triangulation, but in fact it is not the chromatic root of any graph whatsoever. This follows because the minimal polynomial of B 5 is q 2 −3q+1 and so any integer polynomial with B 5 = (3+ √ 5)/2 as a root must also have its algebraic conjugate (the other root of the minimal polynomial) B * 5 = (3 − √ 5)/2 as a root. As B * 5 ≈ 0.38196601, this lies in the forbidden interval (0, 1) and so it follows that neither B 5 nor B * 5 are chromatic roots of any graph. In a similar fashion, they showed that no non-integer Beraha number is the chromatic root of any graph, with the possible exception of B 10 = ϕ + 2. The minimal polynomial of B 10 is q 2 − 5q + 5 and so the algebraic conjugate B * 10 ≈ 1.381966011 which is not a priori forbidden. They concluded that "The exceptional case n = 10 is very curious".
In Section 2 we resolve this exceptional case by exhibiting graphs with B 10 as a chromatic root, thereby completing the determination of exactly which Beraha numbers can be chromatic roots. The second part of this paper is concerned with the multiplicity of the integer 2 as a chromatic root. All expository introductions to the theory of chromatic polynomials make the following observations:
• If G is connected, then q = 0 is a simple root of P G (q).
• If G is 2-connected, then q = 1 is a simple root of P G (q).
However the analagous statement for 3-connected graphs is just not true -there are 3-connected graphs with either no chromatic roots at q = 2 (bipartite graphs) or a double chromatic root at q = 2 (Dong Koh [2] ). Despite this, there are specific families of graphs (for example, planar triangulations) whose 3-connected members are guaranteed to have a simple chromatic root at q = 2. This suggests that it may be possible to recover a statement of the form
• If G is a 3-connected graph and has «some graphical property», then q = 2 is a simple root of P G (q).
As a bipartite graph does not have q = 2 as a chromatic root at all, the graphical property should either explicitly or (preferably) implicitly exclude bipartite graphs.
Dong and Koh [2] addressed this question, finding an infinite family J of 3-connected graphs such that (q − 2)
2 | P G (q) for all G ∈ J . They exhibited a 13-vertex graph H (attributed to Jackson) which has a double chromatic root at q = 2 (see Fig. 1 ). They observed that the clique sum (aka "gluing") of k copies of H across its unique triangle yields a graph H k that has 2 as a chromatic root multiplicity k + 1. However, in the study of chromatic polynomials, graphs obtained by clique sums are in some sense trivial or uninteresting cases. A graph is the clique sum of two smaller graphs if and only if it has a complete cutset. Therefore Dong and Koh asked whether it was possible to find a 3-connected graph G, without a complete cutset, such that (q − 2) 3 | P G (q), and, more generally, with a chromatic root at 2 of arbitrarily high multiplicity.
In Section 3 we resolve their question by constructing a family of graphs such that for all k 3, there is a unique member of this family that is 3-connected, has no complete cutset, and has q = 2 as a chromatic root of multiplicity at least k. The family is based on replacing the rim vertices in the k-spoke wheel W k with copies of K 3,3 in a particular way. This yields a recursive family of graphs in the sense of Biggs, Damerell and Sands [1] . Using techniques developed by Noy and Ribó [4] , we find the linear recurrence satisfied by the chromatic polynomials of this family, and use this to show that (q − 2) k divides the chromatic polynomial of the k-th member of the family.
Proposition 1.2. For all natural numbers
In an Appendix, we give some SageMath code to construct the family of graphs and compute their chromatic polynomials according to the linear recurrence; this is to assist any reader wishing to verify our claims.
Graphs with B 10 as a chromatic root
Two graphs with B 10 as a chromatic root are shown in Figure 2 . Each example is obtained by replacing a single edge of a suitable complete graph (either K 6 or K 5 ) with a small "gadget". Each of the gadgets is a small 2-terminal series-parallel graph (see Royle and Sokal [6] for an extensive discussion of 2-terminal series-parallel graphs). The factored chromatic polynomials of these graphs are
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with the factor q 2 − 5q + 5 highlighted. Of course it is easy to verify these chromatic polynomials directly by computer, but it is nonetheless interesting to investigate the structure of these examples and derive the result directly and in a form that can easily be verified without using chromatic polynomial software. This is possible due to the particular convenience of chromatic polynomial calculations (in fact, even Tutte polynomial calculations) in 2-terminal graphs (and particularly 2-terminal series-parallel graphs). All that is required is to maintain some auxiliary information regarding how the terminals are coloured and this information can then be propagated through the operations of series and parallel connections.
As in Royle and Sokal [6] , we use G ⊲⊳ H to denote the series connection of G and H and G H for the parallel connection. We express the chromatic polynomial of a 2-terminal graph as the sum of the q-colourings that colour the terminals with the same colour and those that colour the terminals with different colours. So for a 2-terminal graph G with terminals s, t, we let S G (q) denote the number of q-colourings of G where s and t are coloured the Same, and D G (q) the number of q-colourings of G where they are coloured Differently. Then it is clear that
where G/st denotes the graph obtained by merging s and t (creating a loop if s and t are adjacent), and G + st the graph obtained by joining s and t.
So now suppose that G and H are 2-terminal graphs and that we know S G , S H , D G and D H . Then we can determine the same values for the parallel connection G H and the series connection G ⊲⊳ H as follows:
These expressions are calculated by taking the Cartesian product of the qcolourings of G and H, dividing by some function of q to ensure that we count only those pairs of colourings that match on the common vertices, and then assigning the resulting colourings to either S or D depending on whether the new terminals are coloured the same or different. Now we can construct the graph G 1 in the following fashion:
where W is the 4-cycle C 4 with nonadjacent vertices as terminals and K 6 \e is viewed as a 2-terminal graph by declaring the former end points of e to be the two terminals.
denote the "partitioned chromatic polynomial" of a 2-terminal graph G, and let (q) n = q(q − 1) · · · (q − n + 1) denote the falling factorial (the chromatic polynomial of K n ), then we have
Finally, combining these last two expressions in the appropriate fashion yields the chromatic polynomial given above. A similar but slightly more complicated derivation yields the chromatic polynomial of G 2 .
Graphs with a multiple chromatic root at q = 2
As outlined in Section 1, Dong and Koh [2] ask whether there are 3-connected graphs without complete cutsets that have a chromatic root at q = 2 of multiplicity greater than 2. In this section we completely answer their question by exhibiting a family {X(k)} k 1 of such graphs with the property that (q − 2) k | P X(k) (q) for all k 1. The family is constructed by performing a certain vertex-replacement operation on all the vertices of degree 3 in a particular starting graph. This operation is best viewed as two steps. In the first step, the vertex of degree 3 is replaced by a triangle (this is also known as a truncation or as Y -∆ operation). In the second step, each edge of triangle is subdivided and an edge added between the new vertex and the single vertex of the triangle to which it is not already adjacent. The two steps together have the effect of replacing each vertex by a 6-vertex subgraph isomorphic to K 3,3 .
The graph X(k) is obtained from the k-spoke wheel by replacing each of the k rim vertices with a copy of K 3,3 in the manner specified above. The third graph in Figure 4 shows X (3) .
To obtain the first two graphs in this family, namely X(1) and X(2), we must define what a k-spoke wheel should be when k ∈ {1, 2}. If we take the 1-spoke wheel to be a "lollipop", namely a single edge with a loop on one end-vertex, and a 2-spoke wheel to be the graph obtained by adding a doubleedge between the end-vertices of a 3-vertex path, then the construction can be completed unambiguously and yields a well-defined simple graph in each case. Figure 4 shows the first three members of the family.
This family is a recursive family of graphs (in the sense of Biggs, Damerell and Sands [1] ) which means that their Tutte polynomials T X(k) (x, y) satisfy a linear recurrence of the form
where p is a fixed integer, and α i is a fixed polynomial in x and y. The rank polynomial, chromatic polynomial and indeed any specialisation of the Tutte polynomial will satisfy an analogous linear recurrence.
In the course of investigating which families of graphs are recursive, Noy and Ribó [4] described a very general construction technique to produce what they called recursively constructible families of graphs. They showed that any recursively constructible family of graphs is recursive, and conjectured the converse. The construction of the {X(k)} k 1 fits into their framework, and so is recursively constructible and therefore recursive. In this same paper, they illustrated how to determine the linear recurrence satisfied by the rank polynomial of a recursively constructible family of graphs.
In the current paper, we are interested only in the chromatic polynomial rather than the rank (or equivalently Tutte) polynomial. Rather than finding an expression for the rank polynomial and then specialising it to the chromatic polynomial, we exploit this fact and aim directly for the chromatic polynomial. This results in substantially smaller expressions to manipulate, and also some simplification of the overall process. However we are essentially specializing the procedure outlined by Noy and Ribó [4] from the rank polynomial to the chromatic polynomial.
We first state our results and their consequences before devoting the remainder of this section to their proof. Theorem 3.1. The sequence of chromatic polynomials P k (q) = P X(k) (q) of the family of graphs {X(k)} k 1 defined above satisfies the linear recurrence: The base cases for this recurrence are Corollary 3.1. For all k 1, the chromatic polynomial P X(k) has a factor of (q −2) k . For all k 3, the graph X(k) is 3-connected and has no complete cutset.
Proof. (Assuming Theorem 3.1) We prove this by induction on k. For the base cases, note that P 1 (q), P 2 (q) and P 3 (q) have chromatic polynomials with factors of (q − 2), (q − 2) 2 and (q − 2) 3 respectively. Now assume that k > 3 and consider the expression for P k (q) given by the linear recurrence shown in Theorem 3.1. Each term in the expression has the form
where i ∈ {1, 2, 3} and Q(q) is one of A(q), B(q) and C(q) respectively. By the inductive hypothesis (q − 2) k−i is a factor of P k−i and so (q − 2) k is a factor of each of the three terms of the sum, and so of the sum itself.
The claims about connectivity and the absence of complete cutsets are easier for the reader to verify directly by examining Fig. 4 rather than trying to follow a tedious case analysis, which we therefore omit.
The remainder of this section is devoted to the proof of Theorem 3.1 and the details of how to derive the linear recurrence. The members of any recursively constructible family of graphs {G n } n 1 have a repeating structure in that each member of the family, say G k+1 , is obtained from the previous one, G k , by adding (in a sense that is made precise by Noy and Ribó [4] ) an additional copy of a fixed subgraph, which is attached to G k at certain "vertices of attachment". By keeping auxiliary information about the interaction between the terms of the chromatic polynomial of G k and its vertices of attachment, it is possible to determine the chromatic polynomial of G k+1 by "incrementally updating" all the information pertaining to the chromatic polynomial of G k . As we will see below, for a recursively constructible family of graphs, this updating takes the form of matrix multiplication by a fixed "update matrix" (which is usually called the transfer matrix). Given this relatively simple relationship between P X(k) and P X(k+1) it is then possible to derive a number of recursive and/or non-recursive expressions for the chromatic polynomial of an arbitrary graph in the family. In particular, it is possible to determine the coefficients (that is, the polynomials α 1 , α 2 , etc.) of the linear recurrence satisfied by the sequence of chromatic polynomials, and it is this that we will need.
Let X ′ (k) denote the graph obtained from X(k) by deleting one rim edge connecting distinct copies of Renaming R ′ back to R, the "add a K 3,3 -subgraph" step can be repeated arbitrarily many times, constructing a graph with as many copies, say ℓ, of K 3,3 as desired. Finally, adding the edge LR to X ′ (ℓ) yields X(ℓ). Our goal in the remainder of this section is to show that we can keep track of the chromatic polynomial through all of these construction steps, arriving at a suitable expression for symbolic computation and/or theoretical analysis.
To accomplish this, we use the expansion of the chromatic polynomial of a graph G = (V, E) as a sum over all edge-subsets, namely
where c(V, A) is the number of connected components of the graph with vertex set V and edge set A Any subset A of the edges of X ′ (k) determines a unique partition π of the three special vertices {M, L, R}, where two vertices are in the same cell of π if they are in the same component of the graph (V, A) . Thus the chromatic polynomial of X ′ (k) can be expressed as a sum of five "partial" chromatic polynomials, one for each partition of {M, L, R}. (In fact, this is just the obvious generalization of the partial chromatic polynomials for the 2-terminal series-parallel graphs of the previous section.) Each of these five summands is obtained by restricting the chromatic polynomial summation of Eq. (3) to the edge-subsets inducing that particular partition. So if P ′ denotes the chromatic polynomial of X ′ (k), then
It is this expression of the chromatic polynomial of X ′ (k) as a sum over partitions that comprises the auxiliary information that is maintained at each stage. (Although L only appears in the final edge-addition, the auxiliary information is needed at that point and so must be maintained throughout the procedure.)
Next we consider the contribution made by each edge subset A ⊆ E(X ′ (k+ 1)) to the chromatic polynomial of X ′ (k + 1). Following Noy and Ribó [4] , we set A = B ∪C where B = A∩E(X ′ (k)) and C = A\E(X ′ (k)). It follows that B ∩ C = ∅ and so each set of edges is the disjoint union of "old edges" and "newly-added" edges. The contribution of A to the chromatic polynomial of X ′ (k + 1) is obtained by multiplying the contribution of B (to the chromatic polynomial of X ′ (k)) by a multiplier of the form ± q a for some integer a. The key to the entire transfer matrix method is that while the multiplier depends on C, and on the partition of {M, L, R} induced by B, it does not depend on B itself. Moreover, the partition induced by A on {M, L, R ′ } depends on C, and on the partition of {M, L, R} induced by B, but again it does not depend on B itself.
This concept is of sufficient importance that we illustrate it with a particular example. Fig. 6 shows a particular 6-edge subset of the new edges. Suppose then that B is a subset of the old edges about which we know nothing other than it contains a path connecting L to M, but not from either of those two vertices to R (this is shown schematically as squiggly lines passing from L to M in the rest of the graph). In other words, it induces the partition π = {ML|R} on {M, L, R}. Forming A = B ∪ C by the addition of C results in six additional edges, just one additional connected component (the isolated vertex in the K 3,3 ), and the resulting set A contains paths between any two vertices in {L, M, R ′ }. The total contribution to the chromatic polynomial of X ′ (k) from all of the edge-subsets of E(X ′ (k)) that induce the partition π is P ′ {ML|R} . Augmenting each of these edge-subsets by C multiplies each of the contributions by (−1)
6 q = q, and so qP ′ {ML|R} is the total contribution from all such edge-subsets. In each case, the partition induced on {M, L, R ′ } by the edge-subset augmented by C is the same, namely {MLR ′ }, and so the
Rest of graph Rest of graph ′ )-entry of T . There are just 2 11 choices for C and five choices for π, and the only computation required for each combination is to count connected components and decide which vertices are in the same component in a 9-vertex graph. Therefore it is straightforward to determine the transfer matrix, which is given by: If we let P ′ (k) be the row vector of length 5, whose entries are the five partial chromatic polynomials of X(k) as in Eq. (4), then
This follows because the matrix multiplication encapsulates the bookkeeping necessary to multiply each of the partial chromatic polynomials of X ′ (k) by its appropriate multiplier, and accumulate the results in the correct partial chromatic polynomials of X ′ (k + 1). Two things remain before we can extract a complete expression for the chromatic polynomial of X(k), namely a base case for the recursion, and an adjustment to account for the final step where the edge LR is added to "close the circuit" and construct X(k) from X ′ (k). For the base case, we need the vector P ′ (1) which is the chromatic polynomial of X ′ (1) (the first graph of Fig. 4 with the curved edge deleted) with all the terms separated into the five partial chromatic polynomials as before. As X ′ (1) has only ten edges, a straightforward computation over the 2 10 edge-subsets yields: Still following Noy and Ribó [4] , the linear recurrence satisfied by the sequence P X(k) can be extracted by considering the generating function k=1 P X(k) z k = P ′ (1)(I − zT ) −1 v and then expressing this as a rational function; the denominator of this rational function is a cubic polynomial in z, and its coefficients are the coefficients of the linear recurrence satisfied by the sequence of chromatic polynomials. Having obtained the linear recurrence, it is then possible to verify that it is correct. This follows because it is easy to check that return cps
