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Abstract
We construct metric (or uniform or topological) spaces X and Y such that every non-expanding
(or uniformly continuous or continuous) map Y × Y → Y depends only on one of its variables, the
space X fails to have this property, and the respective monoids of all non-expanding (or uniformly
continuous or continuous) selfmaps of X and Y are the same.
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1. Introduction and the Main Theorem
Topological results presented here are motivated by universal algebra, where clones play
an important role (see [7,4,6,14,16], for instance). As noted already by Hall [7], the clone
of all operations of a (finitary) universal algebra A summarizes the essential information
about that algebra. For the set P carrying the algebra A, the clone of A naturally produces
the structure we now formally describe.
For a given set P , a system C of maps of finite Cartesian powers Pn → Pm is called
a clone on P if it contains all projections π(n)j :Pn → P with j ∈ n = {0, . . . , n − 1}
and is closed under the composition ◦ and also under the formation of fibered products
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f0×˙ · · · ×˙fm−1 :Pn → Pm which, for any given f0, . . . , fm−1 :Pn → P send each z ∈ Pn
to (f0(z), . . . , fm−1(z)) ∈ Pm. (We note that f = f0×˙ · · · ×˙fm−1 is the unique member of
C such that π(m)i ◦ f = fi for all i ∈ n.)
An elegant abstract description of clones can be found in [11,12], where the term
‘algebraic theory’ is used.
For any topological space X = (P, t), the collection of all continuous maps between the
finite powers X0,X,X2, . . . of X is a clone on its underlying set P . We call this clone the
clone of X in the category Top of all continuous maps of all topological spaces. Similarly,
the collection of all non-expanding (that is, distance non-increasing) maps between the
finite powers of a metric space Y = (P,ρ) of diameter diam(Y ) 1 is called the clone of
Y in the category Metr of all non-expanding maps of metric spaces of diameter at most 1.
In fact, for any concrete category K closed under finite Cartesian products of its members
and for anyK-object X, the clone of X inK is defined as the collection of allK-morphisms
between the finite powers of X. In addition to Top and Metr, we also consider the category
Unif of uniformly continuous maps of uniform spaces.
There is a specific view of a clone on a set P that is well-suited to our purposes. For
the first infinite cardinal ω = {0,1, . . .}, a clone on the set P is also an ω-sorted algebra
in the sense of [3]. Such an algebra has ω-indexed pairwise disjoint carriers (sorts) and
operations that may act on entries from distinct carriers. For a clone C on a set P , the nth
carrier of the ω-sorted algebra is the collection of all maps Pn → P in C . For each n ∈ ω,
this ω-sorted algebra has the projections π(n)i :Pn → P with i ∈ n as its nullary operations
of the nth sort. Finally, for any m,n ∈ ω, this ω-sorted algebra has an operation Snm that for
any g :Pm → P and any f0, . . . , fm−1 :Pn → P replaces each entry zi of g(z0, . . . , zm−1)
by fi(x0, . . . , xn−1), thereby producing the element of the nth sort given by
Snm(g;f0, . . . , fm−1) = g ◦
(
f0×˙ · · · ×˙fm−1
)
.
The main advantage of the interpretation of a clone on P as an ω-sorted algebra is the
transparent view of the first order language of clone theory it offers. This languageL has ω
sorts of variables, the variables x(n), y(n), . . . of the nth sort range over the maps Pn → P
for each n ∈ ω, the nth sort has exactly n constant symbols (the n product projections
π
(n)
i :P
n → P ) for each n, the operation symbols of L are exactly all the Snm with m,n ∈ ω,
and the atomic formulas of L are the equalities of correctly formed expressions in which
the only operation symbols are the operation symbols Snm.
Thus, for instance,(∀x(2))(∃y(1))(x(2) = S21(y(1);π(2)0 )∨ x(2) = S21(y(1);π(2)1 ))(cc)
is a sentence in L. An object X in Top satisfies this sentence in Top exactly when for
every continuous map f :X2 → X there exists a continuous map g :X → X such that
f = g ◦ π(2)0 or f = g ◦ π(2)1 (and hence f does not depend on both of its variables).
To illustrate the type of questions one may ask, we briefly visit the dual world obtained
by reversing all arrows and replacing products and their projections by coproducts (that
is, the sums) and their injections. Thus, for a set P , a coclone on P is a collection C˜ of
maps between finite sums nP (that is, disjoint unions of n copies {j }×P of P with j ∈ n)
that includes all injections i(n)j :P → nP given by i(n)j (p) = (j,p) for every n ∈ ω, and is
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closed under the composition ◦ and the formation of maps f0+˙ · · · +˙fm−1 :mP → nP for
any choice of f0, . . . , fm−1 :P → nP by the requirement that (f0+˙ · · · +˙fm−1)◦ i(m)j = fj
for every j ∈ m. The first order language L˜ of coclone theory has ω sorts of variables
x(n), y(n), . . . ranging over the nth carrier (the set of C˜-maps P → nP ), its constants of the
nth sort are the coproduct injections i(n)j with j ∈ n; for any f0, . . . , fm−1 :P → nP and
g :P → mP , each operation S˜nm is given by
S˜nm(f0, . . . , fm−1;g) =
(
f0+˙ · · · +˙fm−1
) ◦ g.
The sentence(∀x(2))(∃y(1))(x(2) = S˜ 21 (i(2)0 ;y(1))∨ x(2) = S˜ 21 (i(2)1 ;y(1)))(c)
of coclone theory is thus dual to that in (cc). When applied to the coclone of a topological
space X in Top, the sentence (c) says that
every continuous f :X → X +X factors through a coproduct injection,
which means precisely that X is connected.
Clearly, a T1-space X is connected if and only if
there is no continuous f :X → X with cardf (X) = 2.
The coclone language L˜ expresses this property in a sentence involving only variables
x(1), y(1), . . . of the first sort, that is, in a sentence of the language of monoids (i.e.,
semigroups with a unit). To see this, we omit the variable superscripts, write x ◦y instead of
S˜11 (x;y), describe the constant self-maps by the predicate C(z) saying that (∀y)(z◦y = z),
and note that C(z) ⇒ C(x ◦ z). We can then express the connectedness of a T1-space X
by the sentence
(∀y1)(∀y2)
((
(∀x)(∀z)(C(z) ⇒ (x ◦ z = y1 ∨ x ◦ z = y2)))⇒ y1 = y2)
in the language of monoids. We can thus say that, for the class of all T1-spaces, the
connectedness (which is not a monoid sentence) is semantically equivalent to the monoid
sentence just presented. For Top, connectedness is not equivalent to any monoid sentence
because the discrete and the indiscrete topology on a two-element set have the same monoid
of selfmaps (so that their coclones in Top satisfy the same monoid sentences) while only
one of these spaces is connected.
Returning from the dual world to the topic at hand, we call an object X of a concrete
categoryK with finite concrete products coconnected in K (orK-coconnected) if the clone
of X satisfies the sentence (cc) dual to (c). (A word of caution: the present principle of
duality differs from the duality considered in [1].) We may ask about classes of spaces
for which coconnectedness is semantically equivalent to a monoid sentence. The wider
question about the expressive power of the first order language of monoid theory relative
to that of clone theory was asked by Taylor in [17], where it was shown that for relatively
‘large’ classes of topological spaces, the monoid theory can often fully supplant the
clone theory. This is true, in particular, for completely regular T1-spaces containing an
arc, see [13]. Since coconnectedness is a particularly simple and transparent property
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distinguishing the clone theory from its fragment, the monoid theory, the challenge is
to find ‘narrow’ classes for which coconnectedness is not semantically equivalent to any
sentence of monoid theory. We show this to be true for topological, uniform and metric
spaces. Coconnectedness is not limited to spaces, however. For instance, [15] discusses
coconnectedness in categories of universal algebras and encounters considerable variability
of results, some of which closely relate coconnectedness to other important algebraic
notions.
Here is our main result.
Main Theorem. In each of the categories K = Metr, K = Unif and K = Top, there exist
spaces X and Y such that the space X is not K-coconnected, its companion Y is K-
coconnected, and the monoids K(X,X) and K(Y,Y ) of all K-selfmaps are the same.
We prove more than the theorem states. We construct a non-coconnected metric space
X of diameter 1 whose monoid M of all non-expanding selfmaps is also its monoid of
all continuous selfmaps (and hence also all uniformly continuous selfmaps), and then its
three coconnected companions Y1, Y2 and Y3 in the respective categories Metr, Unif and
Top. The metric space Y1 has M as its monoid of all non-expanding as well as continuous
selfmaps, it is coconnected in Metr but not in Unif or in Top. The coconnected companion
Y3 of X in Top is a completely regular T1-space. Although a Hausdorff space with similar
properties was constructed in [19], the present improvement is essential: being completely
regular and T1, the space Y3 serves to prove the result for Unif. Indeed, let Y2 = (P,u)
be the uniform space such that u is the fine uniformity of Y3 = (P, t) (that is, the finest
uniformity compatible with t). Then f :Y3 → Y3 is continuous if and only if it is uniformly
continuous as a map Y2 → Y2 (see [5,10]), and Y2 is coconnected in Unif because every
map Y2 × Y2 → Y2 depending on both its variables is discontinuous. Therefore Y2 is a
coconnected companion of X in Unif.
The paper is organized as follows. In Section 2, we develop the needed apparatus and
construct the space X. Section 3 constructs the space Y1 and proves its coconnectedness in
Metr, and Section 4 constructs the space Y3 coconnected in Top. The spaces X, Y1 and Y3
satisfy ‘recursive conditions for spaces’, the idea of which is explained in [20,21].
Recall that two monoids are elementarily equivalent if they satisfy the same sentences
in the language of monoids.
Problem. Are there metrizable spaces X and Y one of which is coconnected in Top while
the other is not, and such that the monoids Top(X,X) and Top(Y,Y ) are isomorphic (or at
least elementarily equivalent)?
2. Preliminaries and the space X
Here we introduce the needed tools and construct a metric space X = (P,ρ(0)) which
is not coconnected in any of the three categories.
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2.1. Groupoids and treesAlgebraically, any binary operation b :P × P → P defines a groupoid (P, b) on the
set P . When the groupoid (P, b) is freely generated by some non-void set G0 (and hence
its operation b obeys no constraints at all), all its ‘derived’ operations are easily described.
We begin with the description of a free groupoid large enough for our purposes.
For a set G0 with cardG0 = 2ℵ0 , we let (P, b) be the groupoid freely generated by G0.
Its underlying set P then has the form
P =
∞⋃
k=0
Gk with Gk = G0 ∪
k⋃
j=1
Bj ,
the binary operation b :P ×P → P is one-to-one, B1 = b(G20) and Bj = b(G2j−1 \G2j−2)
for j  2. Then the sets Bj are pairwise disjoint and b maps P × P bijectively onto their
union B =⋃∞j=1 Bj = P \G0. Since G0 is infinite, we have cardP \G0 = cardG0 = 2ℵ0 .
The elements of P and also the operations Pk → P derived from b will now be
described in terms of suitably labeled binary trees.
For finite strings u and v of elements from the set {0,1}, let uv denote their
concatenation. We recall that a finite collection T of such strings is a binary tree if
∅ ∈ T —the element r = ∅ of T is called the root of T ;
if vt ∈ T then v ∈ T ;
if v ∈ T , then either v0, v1 ∈ T , or else v0, v1 /∈ T and v is called a leaf of T .
For any v ∈ T , let T ′ consist of all strings t ′ such that vt ′ ∈ T . Then T ′ is a tree, and we
say that T ′ is the v-subtree of T . The join T0 ∨ T1 of two trees is defined by
T0 ∨ T1 = {∅} ∪ {0t0 | t0 ∈ T0} ∪ {1t1 | t1 ∈ T1}.
In particular, a string l is a leaf of T0 ∨ T1 exactly when l = ili for a unique i ∈ {0,1} and
a unique leaf li of Ti .
Given a non-void set A, an A-labeled tree is a pair (T ,λ) where T is a binary tree
and λ is a map of the set of all its leaves into A. For a given v-subtree T ′ of T , setting
λ′(l′) = λ(vl′) for every leaf l′ of T ′ gives rise to a A-labeled v-subtree (T ′, λ′) of (T ,λ).
If (T0, λ0) and (T1, λ1) are A-labeled trees, then their join (T0, λ0) ∨ (T1, λ1) is the A-
labeled tree (T ,λ) with T = T0 ∨ T1 and
λ(ili ) = λi(li) for every leaf ili of T .
Thus every non-singleton A-labeled tree (T ,λ) is the join (T ,λ) = (T0, λ0) ∨ (T1, λ1) of
its uniquely determined A-labeled subtrees.
Let P , B , G0 = P \ B and b :P × P → B be as in 2.1. For any finite k  0, set
Ak = G0 ∪ {0, . . . , k − 1} where the union is disjoint (and A0 = G0). A procedure A
which for a given k  0 assigns a map A(T ,λ) :Pk → P to a given Ak-labeled tree (T ,λ)
is defined by
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( ) { the projection π(k)i :Pk → P when λ(r) = i ∈ {0, . . . , k − 1},A {r}, λ =
the constant map cx with the value x when λ(r) = x ∈ G0,
A(T ,λ) = b ◦ (A(T0, λ0)×˙A(T1, λ1)) when (T ,λ) = (T0, λ0)∨ (T1, λ1),
where ◦ is the composition and α×˙β is the map given by (α×˙β)(x) = (α(x),β(x)) ∈
P × P for every x ∈ Pk .
For the groupoid (P, b) freely generated by G0, let pcl(P, b) denote its polynomial
clone, that is, the smallest collection of all maps Pk → Pm with finite k,m  0 that is
closed under composition and fibered products, and includes b along with all projections
and all constant maps with values in G0. The folklore claim below is not very surprising.
Claim. For the groupoid (P, b) freely generated by G0 and for each finite k  0, a map
f :Pk → P belongs to the polynomial clone pcl(P, b) iff f = A(T ,λ) for a uniquely
determined Ak-labeled binary tree (T ,λ). In particular, the elements of P are in a bijective
correspondence to all G0-labeled binary trees.
2.2. The monoid M
Now we define a monoid which will become the monoid of all continuous (or uniformly
continuous or non-expanding) selfmaps of each of the spaces constructed here. In simplest
terms, the monoid M ⊆ PP is formed by all at most unary members of the polynomial
clone pcl(P, b) of the groupoid (P, b) freely generated by G0. Explicitly, if cx :P → P is
the constant map with the value x and 1P = π(1)0 is the identity map of P , then
M0 = {1P } ∪ {cx | x ∈ G0},
Mk = Mk−1 ∪
{
b ◦ (f ×˙g) | f,g ∈ Mk−1} for k  1, and M = ∞⋃
k=0
Mk,
where ◦ is the composition of maps and f ×˙g is given by (f ×˙g)(x) = (f (x), g(x)) for
every x ∈ P . It is clear that every f ∈ M is either one-to-one or constant, and that M
contains every constant cx with x ∈ P . As noted in 2.1, the elements of M bijectively
correspond to all A1-labeled binary trees.
2.3. Notation
The set F of all maps P 2 → P that correspond to all A2-labeled binary trees can be
described inductively as follows (here cx denotes the constant map with domain P 2).
F0 =
{
π
(2)
0 ,π
(2)
1
}∪ {cx | x ∈ G0},
Fk = Fk−1 ∪
{
b ◦ (f ×˙g) | f,g ∈ Fk−1} for k  1, and F = ∞⋃
k=0
Fk.
The set F contains every constant cx with x ∈ P , and b ∈ F (because π(2)0 ×˙π(2)1 is the
identity map).
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2.4. We recall that a topological space X = (Q, t) is B-semirigid if B ⊂ Q is closed and
every continuous f :X → X with f (Q) ⊆ B is either a constant or the identity. Clearly, if
Q \ B = ∅ then X is connected.
From [18] we recall a generalization of [8,9].
Proposition [18]. Let X = (Q, t) be a B-semirigid space with cardX \ B  3. If k  1
is finite and g :Xk → X is continuous, then either g is constant or g is a projection or
g(Xk) ⊆ B .
The claim below, implicit already in [18], will be repeatedly used here. Its notation is
that of 2.1 and 2.2.
Lemma. Let Z = (P, t) be a B-semirigid topological space such that b−1 : (B, t/B) → Z2
is continuous, and let k  1. Then every continuous map h :Zk → Z has the form h =
A(T ,λ) for some Ak-labeled binary tree. Therefore Top(Z,Z) ⊆ M and Top(Z2,Z) ⊆ F .
Proof. Let h :Zk → Z be continuous, and let j  0 be the least integer for which
h(Zk)∩Gj = ∅, see 2.1. If j = 0 then, by the above Proposition, the map h is a projection
π
(k)
i or a constant with the value x ∈ G0. But then h = A({r}, λ), where λ(r) = i ∈{0, . . . , k − 1} or λ(r) = x , respectively. This establishes the initial induction step. Now
suppose that j  1, and that every continuous map h′ :Zk → Z satisfying h(Zk)∩Gj ′ = ∅
for some j ′ < j already has the form h′ =A(T ′, λ′) for some Ak-labeled binary tree. Then
h(Zk) ⊆ B by the definition of j and because j > 0. Since the projections π(2)i :Z2 → Z
and the map b−1 are continuous, the two composites hi = π(2)i ◦ b−1 ◦ h :Zk → Z are
continuous as well, and there exists some j ′ < j such that hi(Zk) ∩ Gj ′ = ∅ for both
i = 0,1. Thus hi =A(Ti, λi) for i = 0,1 by the induction hypothesis and, since obviously
h = b ◦ (h0×˙h1), the definition of A gives h = A((T0, λ0) ∨ (T1, λ1)). This completes
the induction step. The remainder now follows from the definitions of M and F in 2.2
and 2.3. 
2.5. Recursive conditions
For P , G0, b, and B as in 2.1, let ρ be a metric on P such that diam(P,ρ) = 1. Let R be
a ‘rule’ assigning to ρ a metric µ = R(ρ) on P × P with diam(P × P,µ) = 1. A general
form of a recursive condition in Metr is
b is an isometry of
(
P × P,R(ρ)) onto (B,ρ/B).(rc)
In the first, simplest instance, we select µ = R(ρ) to be the standard product metric
ρ × ρ given on P × P by (ρ × ρ)((x0, x1), (y0, y1)) = max{ρ(x0, y0), ρ(x1, y1)}. The
resulting recursive condition then says that
b is an isometry of (P × P,ρ × ρ) onto (B,ρ/B).(r1)
Now we combine (r1) and B-semirigidity.
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Proposition. If X = (P,ρ) is a B-semirigid space whose metric ρ satisfies (r1), then
M = Metr(X,X) = Unif(X,X) = Top(X,X) and
F = Metr(X2,X) = Unif(X2,X) = Top(X2,X).
The space X is not coconnected in any of the categories Metr, Unif or Top.
Proof. For any k  1, the projections π(k)i with i ∈ k and all constant maps cx with
x ∈ G0 are certainly non-expanding. Since f0×˙f1 :X → X2 is non-expanding whenever
f0 and f1 are, and because b :X2 → X is isometric by (r1), any map A(T ,λ) :Xk → X
iteratively composed from such maps is non-expanding for any Ak-labeled tree (T ,λ). But
then A(T ,λ) ∈ Metr(Xk,X) ⊆ Unif(Xk,X) ⊆ Top(Xk,X) for every such tree. Now since
b−1 : (B,ρ/B) → X2 is an isometry, every h ∈ Top(Xk,X) has the form h =A(T ,λ) for
some Ak-labeled tree (T ,λ), by Lemma in 2.4. The descriptions of M and F complete
the proof of the equalities. The space X is not coconnected in any of the three categories
because the isometry b satisfying (r1) belongs to F and depends on both its variables. 
2.6. Extremal B-semirigidity
Now we begin the construction of a B-semirigid space X ∈ Metr satisfying the recursive
condition (r1).
For a subset B of P , a metric ρ on P is called extremally B-semirigid if
(a) diam(P,ρ) = 1 and ρ(x, y)= 1 whenever x, y ∈ B are distinct;
(b) for any Hausdorff topology t on P which is coarser than the topology tρ induced by ρ
and coincides with tρ on P \B , the space (P, t) is B-semirigid.
Such a space (P,ρ) was constructed in [18]. Although this was not explicitly noted there,
the space (P,ρ) also satisfies (see also an instructive illustration in [21, p. 528]):
(c) for every x ∈ P \B with ρ(x,B) < 1/2 there exists γ (x) ∈ B such that ρ(x, γ (x))=
ρ(x,B) and ρ(x,p) = 1 for any p ∈ B \ {γ (x)}, and ρ(x, y) = 1 for any y ∈ P \ B
with ρ(y,B) < 1/2 and γ (y) = γ (x).
For x ∈ B we set γ (x) = x .
2.7. Extending a topology and a metric
For any metric ρ on P satisfying 2.6(a) above and for any topology s on B ⊂ P , we
define a new topology ρ • s on P as follows. For any x ∈ B the local basis of x in ρ • s
consists of all sets O(ε,U) = {z ∈ P | ρ(z,U) < ε} where U is a neighbourhood of x in
(B, s) and ε > 0, while for any x ∈ P \B the local basis in ρ • s is the same as in tρ . Then:
(1) ρ • s is coarser than tρ ;
(2) ρ • s coincides with tρ on P \B;
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(3) if s0 is coarser than s1 then ρ • s0 is coarser than ρ • s1;
(4) ρ • s is completely regular and T1 whenever s is.
Before we use this topology in Section 4, we also need a metric variant of the extension.
If (B,σ ) is a metric space, if (P,ρ) satisfies 2.6(a), and if σ(u,u′)  ρ(u,u′) for all
u,u′ ∈ B then, following Bing [2], for all x, y ∈ P we set
(ρ ∗ σ)(x, y)= min{ρ(x, y), inf{ρ(x,u)+ σ(u,u′)+ ρ(u′, y) | u,u′ ∈ B}}.
Then ρ ∗ σ is a metric with these properties:
(1) (ρ ∗ σ) ρ;
(2) (ρ ∗ σ)(u,u′) = σ(u,u′) for all u,u′ ∈ B;
(3) if σ ′  σ  ρ on B , then ρ ∗ σ ′  ρ ∗ σ ;
The metric σ on B is thus extended to a metric ρ ∗ σ  ρ on all of P .
If ρ also satisfies 2.6(c), then the metric τ = ρ ∗ σ has the property that
τ
(
γ (x), γ (y)
)
 τ (x, y) for any x, y ∈ P
with τ (x,B) < 1/2 and τ (y,B) < 1/2, and
τ
(
γ (x),u
)
 τ (x,u) for every u ∈ B.
Let P , G0 and b be as in 2.1. Since b maps P × P bijectively onto B , for any x ∈ P with
τ (x,B) < 1/2, there are uniquely determined δ0(x), δ1(x) ∈ P for which
γ (x) = b(δ0(x), δ1(x)).
We say that (P, τ ) satisfies the splitting condition when
(SC) there exist maps δ0, δ1 defined on the set of all x ∈ P with τ (x,B) < 1/2 such that
γ = b ◦ (δ0×˙δ1).
2.8. Construction
To construct a B-semirigid space (P,ρ(0)) satisfying the recursive condition (r1), we
begin with an extremally B-semirigid metric ρ0 on P . For cardP = cardP \B  2ℵ0 , such
a metric ρ0 exists, see [18]. Then G0 is a connected subset of (P,ρ0), see 2.4 and 2.6.
Beginning with the metric ρ0, we set σ0 = ρ0/B and then for every ordinal α  1 define
a metric ρα on P and a metric σα on B as follows:
– if α = β + 1 is a successor ordinal, set ρα = ρ0 ∗ σα where σα is given on B by the
requirement that the bijection b : (P 2, ρβ × ρβ) → (B,σα) be an isometry;
– if α is a limit ordinal, set ρα = ρ0 ∗ σα for the metric σα = inf{σβ | β < α} on B .
Then ρ0  ρ1  · · · and σ0  σ1  · · · are sequences of functions indexed by the class of
all ordinals. Since P is a set, there must be an ordinal δ such that σδ+1 = σδ and ρδ+1 = ρδ .
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We denote ρ(0) = ρδ . Arguments presented in [18] show that every ρα is a metric. Hence
ρ(0) is a metric. The bijection
b :
(
P × P,ρ(0) × ρ(0))→ (B,ρ(0)/B) is an isometry,
so that ρ(0) satisfies (r1). Since ρ0 is extremally B-semirigid, the space X = (P,ρ(0)) is
B-semirigid. This proves the existence of a space X = (P,ρ(0)) to which the Proposition
in 2.5 applies.
2.9. Other properties of X = (P,ρ(0))
Although the space X was constructed already in [18], its construction was repeated
here because its certain other features will be needed in Section 4. Here are some of them.
For any mapping h, let Im(h) denote its image.
Lemma. Let X = (P,ρ) be a B-semirigid space whose metric ρ satisfies (r1). Then
(1) any non-constant h ∈ Top(X,X) is a homeomorphism of X onto a closed subset of X;
(2) any non-constant f ×˙g with f,g ∈ Top(X,X) is a homeomorphism of X onto a closed
subset of X × X;
(3) for any q ∈ P ×P , there are only finitely many pairs (f0, f1) with f0, f1 ∈ Top(X,X)
such that q ∈ Im(f0×˙f1).
Proof. To prove (1) and (2), we note that Top(X,X) = M by Proposition 2.6, and use the
recursive description of M from 2.2. Suppose first that f,g,h ∈ M0 ⊂ M are such that
h and f ×˙g are non-constant. Then h = 1P and (1) holds. Also, Im(f ×˙g) is either the
diagonal ∆ of P × P or one of the sets {x} × P , P × {x} with x ∈ P . Clearly, all these
subsets are closed in X × X and f ×˙g is a homeomorphism as claimed. Suppose that (1)
and (2) hold for all members of Mk ⊂ M and let h ∈ Mk+1 \ Mk be non-constant. Then
h = b ◦ (h0×˙h1) for some h0, h1 ∈ Mk and h0×˙h1 is a homeomorphism onto a closed
subset of X × X by the induction hypothesis. From (r1) it then follows that h satisfies (1)
as well, so that (1) holds for all h ∈ Mk+1. Now let f,g ∈ Mk+1 be such that f ×˙g is non-
constant. Then Im(f × g) = Im(f ) × Im(g) is a closed homeomorphic image of P × P
because (1) is already known for all members of Mk+1. Since Im(f ×˙g) is contained in
Im(f × g) and is the homeomorphic image of the (closed) diagonal ∆, the map f ×˙g is a
homeomorphism onto a closed subset of X ×X. Thus (2) holds for all members of Mk+1.
To prove (3), it suffices to show that for every p ∈ P there are only finitely many
f ∈ Top(X,X) with p ∈ Im(f ). Any p ∈ G0 belongs to the image of only the identity
or the constant map. Using 2.1 and 2.2 for the induction step along with the fact that b is
one-to-one establishes the claim. 
3. A space coconnected in Metr
Here we construct a coconnected metric space Y1 = (P,ρ(1)) with Metr(Y1, Y1) = M .
To formulate the recursive condition suitable for the construction of such metric ρ(1),
we adopt the following general scheme.
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3.1. Deforming a metricLet (Q, τ) be a metric space with diam(Q, τ) = 1 and let Z be a collection of its
subsets such that
⋃
Z = Q. For any x, y ∈ P , let S(x, y) be the set of all finite sequences
s = {x = x0, . . . , xn = y} in P such that for every i = 1, . . . , n, there is some Z ∈ Z with
xi−1, xi ∈ Z. Denote
τZ(x, y) = min
{
1, inf
{
n∑
i=1
τ (xi−1, xi) | s = {x0, . . . , xn} ∈ S(x, y)
}}
.(z0)
Then τZ is a metric with these two properties:
(z1) if x, y ∈ Z for some Z ∈ Z then τZ(x, y) = τ (x, y);
(z2) τZ  τ .
We apply this deformation scheme to the product metric ρ × ρ of a given metric ρ on
P for the set
Z = {Im(f ×˙g) | f,g ∈ M}.(i)
Clearly Im(f ×˙g) = {(f (x), g(x)) | x ∈ P }, and we also denote this set as Z(f,g). Since
Z(cx,1P ) = {x} × P , we have ⋃Z = P × P . By (z1) and (z2), the metrics (ρ × ρ)Z and
ρ × ρ coincide on every Z(f,g), and (ρ × ρ)Z  ρ × ρ. From (z1) and (i) it follows that
(ρ × ρ)Z coincides with ρ × ρ on the diagonal {(x, x) | x ∈ P } of P × P and also on all
subsets of the form {x} × P and P × {x} with x ∈ P . For any (x1, y1), (x2, y2) ∈ P × P ,
we thus have (ρ × ρ)Z((x1, y1), (x2, y1)) = (ρ × ρ)((x1, y1), (x2, y1)) = ρ(x1, x2) and
(ρ × ρ)Z((x2, y1), (x2, y2)) = (ρ × ρ)((x2, y1), (x2, y2)) = ρ(y1, y2), so that
(ρ × ρ)Z((x1, y1), (x2, y2)) ρ+2 ((x1, y1), (x2, y2)),
where ρ+2 is the ‘sum’ metric ρ
+
2 ((x1, y1), (x2, y2)) = ρ(x1, x2) + ρ(y1, y2) uniformly
homeomorphic to ρ × ρ. Thus ρ × ρ  (ρ × ρ)Z min{1, ρ+2 }, and hence
(ρ × ρ)Z is uniformly homeomorphic to ρ × ρ.(u)
3.2. Recursive condition with a deformed metric
The second recursive condition we put to work says that
b :
(
P × P, (ρ × ρ)Z)→ (B,ρ/B) is an isometry.(r2)
3.3. Construction
Here we show how to construct the metric ρ(1) of the coconnected space Y1 = (P,ρ(1))
with Metr(Y1, Y1) = M .
Beginning with the extremally B-semirigid metric ρ0 on P , we set σ0 = ρ0/B and then
for every ordinal α  1 define a metric ρα on P and a metric σα on the subset B of P as
follows:
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– if α = β + 1 is a successor ordinal, set ρα = ρ0 ∗ σα where σα is given on B by the
requirement that the bijection b : (P × P, (ρβ × ρβ)Z) → (B,σα) be an isometry;
– if α is a limit ordinal, set ρα = ρ0 ∗ σα for the metric σα = inf{σβ | β < α} on B .
Then ρ0  ρ1  · · · and σ0  σ1  · · · are sequences of functions indexed by the class of
all ordinals. Since P is a set, there must be an ordinal δ such that σδ+1 = σδ and ρδ+1 = ρδ .
We denote ρ(1) = ρδ . The pseudometric ρ(1) is a metric since ρ(1)  ρ(0) by (z2) and
2.7(3), and because ρ(0) is a metric, see 2.8. The bijection
b :
(
P × P, (ρ(1) × ρ(1))Z)→ (B,ρ(1)/B) is an isometry,
so that ρ(1) satisfies (r2) and Y1 = (P,ρ(1)) is a B-semirigid metric space, by 2.6. Since we
started with the extremally B-semirigid metric ρ0 of [18] which satisfies 2.6(c), the space
Y1 satisfies the splitting condition (SC) from 2.7.
Proposition. If Y = (P,ρ) is a B-semirigid space whose metric ρ satisfies (r2), then
M = Metr(Y,Y ) = Unif(Y,Y ) = Top(Y,Y ), and
F = Unif(Y 2, Y )= Top (Y 2, Y ).
All non-constant members of M are isometric.
Proof. First we show that each non-constant h ∈ M is isometric. If h ∈ M0 then h is
the identity, and hence it is isometric. Continuing inductively, we next suppose that h =
b ◦ (h0×˙h1). By the induction hypothesis, at least one of the maps hi with i = 0,1 is non-
constant and hence isometric, so that (ρ × ρ)((h0×˙h1)(x), (h0×˙h1)(y)) = ρ(x, y) for all
x, y ∈ P . Also (ρ × ρ)Z((h0×˙h1)(x), (h0×˙h1)(y)) = (ρ × ρ)((h0×˙h1)(x), (h0×˙h1)(y))
because Im(h0×˙h1) ∈ Z, see (z1) and (i). But then (r2) implies that h = b ◦ (h0×˙h1)
is isometric as well. Therefore every non-constant h ∈ M is isometric, and M ⊆
Metr(Y,Y ) ⊆ Unif(Y,Y ) ⊆ Top(Y,Y ). The mapping b−1 : (B,ρ/B) → Y 2 is continuous
because (P × P,ρ × ρ) and (P × P, (ρ × ρ)Z) are uniformly homeomorphic (see (u)
in 3.1), and hence Top(Y,Y ) ⊆ M , by (u) and Lemma in 2.4. Therefore M = Metr(Y,Y ) =
Unif(Y,Y ) = Top(Y,Y ).
For any continuous f :Y 2 → Y , the selfmaps fd(x) = f (x, d) and ga(y) = f (a, y)
of Y are continuous and hence non-expanding for any a, d ∈ P , as was already shown.
But then ρ(f (a, b), f (c, d))  ρ(f (a, b), f (a, d)) + ρ(f (a, d), f (c, d))  ρ(b, d) +
ρ(a, c). Since ρ(b, d) + ρ(a, c) 2(ρ × ρ)((a, b), (c, d)), it follows that f is uniformly
continuous. Thus Unif(Y 2, Y ) = Top(Y 2, Y ). Because of (u), the map b : (P × P,ρ ×
ρ) → (B,ρ/B) is a homeomorphism, so that Top(Y 2, Y ) ⊆ F by Lemma in 2.4, while
F ⊆ Top(Y 2, Y ) by an induction based on the description of F in 2.3. 
3.4. Coconnectedness
For maps f,g ∈ PP , let f ×g :P ×P → P ×P be the map defined by (f ×g)(x, y) =
(f (x), g(y)) for all (x, y) ∈ P × P . We first prove
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Proposition. If (P,ρ) is B-semirigid and satisfies (r2) and (SC) from 2.7, and if f,g ∈ M
are both non-constant then
b ◦ (f × g) : (P × P,ρ × ρ) → (P,ρ) is not non-expanding.
Several new notions and their properties are needed to establish this proposition.
Labeling extension. For any constant map f = A(Tf ,λf ) with the value x ∈ P , we
extend the leaf labeling to its whole tree as follows. To distinguish the constant case, we
denote its tree as T x = Tf and define λx :T x → P inductively as λx(l) = λf (l) for every
leaf of T x , and as λx(v) = b(λx(v0), λx(v1)) for the other elements of T x . It is then clear
that λx(r) = x for the root r = ∅ of T x .
Observation. Next, recalling the second statement of the Claim in 2.1, we observe that if
λx(u) = λy(v) for some u ∈ T x and v ∈ T y , then the u-subtree T of T x (formed by all t
with ut ∈ T x ) coincides with the v-subtree of T y , and λx(ut) = λy(vt) for all t ∈ T . For
the element z = λx(u) of P we thus have T z = T and λz(t) = λx(ut) for every t ∈ T z.
The labeled tree of h(x) for a non-constant h ∈ M . Since h is non-constant, there is a
leaf l of Th with λh(l) = 0. Let x ∈ P . We denote T ′ = Th ∪ {lt | λh(l) = 0 and t ∈ T x}.
Then T ′ is a tree. Let l′ be a leaf of T ′. Then either l′ = lt for some leaf t of T x and we set
λ(l′) = λx(t), or else l′ is a leaf of Th and we set λ(l′) = λh(l′). Thus λ(l′) ∈ G0 for every
leaf l′ of T . Extending this leaf labeling to the labeling λ′ of all of T ′, we conclude that
(T ′, λ′) is the fully labeled tree (T h(x), λh(x)) of h(x).
Next we claim that for every x, y ∈ P ,
ρ
(
λx(v), λy(v)
)
 ρ(x, y) for any v ∈ T x ∩ T y.(p)
Indeed, if v = ∅ is the root, then x = y and the inequality holds trivially. If v is not the
root then, say, v = u0 and hence u,u1 ∈ T x ∩ T y . Arguing inductively, suppose now
that (p) holds for u. We have λx(u) = b(λx(v), λx(u1)) and λy(u) = b(λy(v), λy(u1)),
and ρ(λx(v), λy(v))  (ρ × ρ)((λx(v), λx(u1)), (λy(v), λy(u1))). Since ρ × ρ  (ρ ×
ρ)Z and because b maps (P × P, (ρ × ρ)Z) isometrically into (P,ρ), it follows that
ρ(λx(v), λy(v)) ρ(λx(u),λy(u)). Therefore (p) holds also for v.
For a non-constant f ∈ M , let V f denote the set of all v ∈ Tf such that λf (vt) ∈ G0
for every leaf vt of Tf . Let a ∈ G0. Then T f (a) = Tf and we let V fa denote the set of all
v ∈ T f (a) such that λf (a)(vt) = a for some leaf vt of T f (a). Denote also V˜ fa = λf (a)(V fa )
and V˜ f = λf (a)(V f ).
3.4.1. Let f,g ∈ M be non-constant. Then:
(1) if a, b ∈ G0 \ (Im(λf ) ∪ Im(λg)) are distinct then the sets V˜ fa , V˜ gb and V˜ f ∪ V˜ g are
pairwise disjoint;
(2) V˜ f ∩ V˜ g = ∅ if and only if Im(λf )∩ Im(λg)∩ G0 = ∅.
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Proof. Choose distinct a, b ∈ G0 \ (Im(λf )∪ Im(λg)). If u ∈ V fa and v ∈ V f are such that
λf (a)(u) = λf (a)(v) then, by the Observation, the u-subtree T of T f (a) and the v-subtree
of T f (a) coincide and λf (a)(ut) = λf (a)(vt) for every leaf t of T . But ut and vt are leaves
of Tf and λf (a)(vt) = λf (vt) ∈ G0 \ {a} for every leaf t of T , while λf (a)(ut) = a for
at least one such t . This contradiction shows that V˜ fa ∩ V˜ f = ∅. Similarly, V˜ gb ∩ V˜ g = ∅.
Next suppose that λf (a)(u) = λg(b)(v). Then the u-subtree T of T f (a)and the v-subtree
of T g(b) coincide and λf (a)(ut) = λg(b)(vt) for every leaf t of T . The choice of a and
b implies that this is possible only when λf (a)(u) = λg(b)(v) ∈ V˜ f ∩ V˜ g , that is, when
Im(λf )∩ Im(λg)∩ G0 = ∅. 
Definition. Let f,g ∈ M be non-constant. We say that a quadruple (a, b, c, d) of elements
of G0 is a good choice for the pair (f, g) if
(g1) the sets V˜ fa , V˜ gb and V˜ f ∪ V˜ g are pairwise disjoint;
(g2) ρ(z,B) < 1/3 for each z ∈ {a, b, c, d} and 0 < ρ(a, c)= ρ(b, d) = ε < 1/5;
the number ε > 0 is also chosen so that
(g3) 5ε < ρ(x,B) whenever x ∈ G0 is a leaf label of T f (a) or of T g(b);
(g4) 5ε < ρ(x, y) whenever x, y ∈ V˜ = V˜ fa ∪ V˜ gb ∪ V˜ f ∪ V˜ g are distinct.
Since G0 is connected and open, for any ε > 0 small enough, points c, d with
ρ(a, c) = ρ(b, d) = ε exist. The existence of a good choice (a, b, c, d) for the pair (f, g)
then follows from 3.4.1.
Since (ρ×ρ)Z min{1, ρ+2 }, where ρ+2 is as in 3.1, and because non-constant f,g ∈ M
are isometric, for any a, b, c, d ∈ G0 satisfying (g2) we have
(ρ × ρ)Z((f (a), g(b)), (f (c), g(d))) 2ε.
Lemma. If f,g ∈ M are non-constant and if (a, b, c, d) is a good choice for the pair (f, g),
then (ρ × ρ)Z((f (a), g(b)), (f (c), g(d))) = 2ε.
Since b : (P × P, (ρ × ρ)Z) → (B,ρ/B) is an isometry and because (ρ × ρ)((a, b),
(c, d)) = ε, the map b ◦ (f × g) cannot be non-expanding. Hence the Proposition will be
proved once the Lemma is established.
Proof of lemma. Let (a, b, c, d) be a good choice for (f, g). If the Lemma fails to hold
for (f, g), then (g2), the definition of (ρ ×ρ)Z and 3.1(z1) imply that there exist sequences
h1, . . . , hn, k1, . . . kn ∈ M and s1, . . . sn, t1, . . . , tn ∈ P such that
f (a)= h1(s1), h1(t1) = h2(s2), . . . , hn−1(tn−1) = hn(sn), hn(tn) = f (c),
g(b) = k1(s1), k1(t1) = k2(s2), . . . , kn−1(tn−1) = kn(sn), kn(tn) = g(d),
n∑
i=1
(ρ × ρ)((hi(si ), ki(si )), (hi(ti), ki(ti)))< 2ε.(e)
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With no loss of generality we may assume that at least one of the hi, ki ∈ M is non-constant
for each i = 1, . . . , n.
3.4.2. T hi(si ) ⊆ T f (a) and T ki (si) ⊆ T g(b) for every i = 2, . . . , n.
Proof. Let l be a leaf of T hi(si). If l /∈ T f (a), let l′ denote the leaf of T f (a) with
l′t = l. Then λhi(si )(l′) ∈ B because t = ∅, and hence 5ε < ρ(λf (a)(l′), λhi (si )(l′)) 
ρ(f (a),hi(si )) by (g3) and (p), contradicting (e). Thus every leaf of T hi(si) belongs to
T f (a), and the first inclusion follows. The second one is obtained similarly. 
3.4.3. Suppose that both hi and ki are non-constant for some i = 1, . . . , n, and let u and
v be leaves of their respective trees with λhi (u) = 0 and λki (v) = 0. Then the u-subtree T
of T f (a) coincides with the v-subtree of T g(b) and λf (a)(ut) = λg(b)(vt) for every leaf t of
T . In particular, V˜ f ∩ V˜ g = ∅.
Proof. Let t be a leaf of the tree T si . Then ut ∈ T f (a) and vt ∈ T g(b), by 3.4.2. Then
ρ(λf (a)(ut), λhi (si)(ut)) ρ(f (a),hi(si )) 2ε and ρ(λg(b)(vt), λki (si)(vt))  2ε, by (p)
and (e). But λhi(si )(ut) = λsi (t) = λki (si )(vt), so that ρ(λf (a)(ut), λg(b)(vt))  4ε for
these elements of V˜ . By (g4), we must have λf (a)(ut) = λg(b)(vt). Clearly λf (a)(ut) =
λg(b)(vt) ∈ V˜ f ∩ V˜ g . 
We are now prepared to begin an inductive proof of the Lemma based on the definition
of M in 2.2.
3.4.4. The Lemma holds whenever f ∈ M0 or g ∈ M0.
Proof. If one of the non-constant f,g ∈ M belongs to M0 then it is the identity, and hence
Im(λf )∩ Im(λg)∩G0 = ∅. By 3.4.1(2) and 3.4.3, for each i = 1, . . . , n exactly one of the
maps hi , ki is non-constant. If A = {i | hi is non-constant} and B = {i | ki is non-constant},
then (e) takes on the form∑A +∑B < 2ε, and hence∑A < ε or∑B < ε. In the first case
we get the contradictory
ε = ρ(a, c)= ρ(f (a), f (c)) n∑
i=1
ρ
(
hi(si ), hi(ti )
)=∑
A
< ε
because any non-constant f ∈ M is isometric, and the remaining case is analogous. 
For the induction step, assume that f = b ◦ (f0×˙f1) and g = b ◦ (g0×˙g1) are non-
constant, that (a, b, c, d) is a good choice for (f, g), and that (e) holds. It is clear that f0 or
f1 is non-constant, and g0 or g1 is non-constant. Choose l,m ∈ {0,1} so that both fl and
gm are non-constant. Quick inspection shows that (a, b, c, d) is a good choice also for the
pair (fl, gm). The induction step will take on the following form.
Using the sequences from (e), we aim to produce sequences h∗1, . . . , h∗n, k∗1 , . . . k∗n ∈ M
and s∗1 , . . . s∗n, t∗1 , . . . , t∗n ∈ P such that
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fl(a)= h∗1
(
s∗1
)
, h∗1
(
t∗1
)= h∗2(s∗2 ), . . . , h∗n−1(t∗n−1)= h∗n(s∗n), h∗n(t∗n )= fl(c),gm(b)= k∗1
(
s∗1
)
, k∗1
(
t∗1
)= k∗2(s∗2 ), . . . , k∗n−1(t∗n−1)= k∗n(sn), k∗n(t∗n )= gm(d),
n∑
i=1
(ρ × ρ)((h∗i (s∗i ), k∗i (s∗i )), (h∗i (t∗i ), k∗i (t∗i )))< 2ε,(e*)
which is a contradiction.
First, since f (a), g(b) ∈ B and (ρ × ρ)((f (a), g(b)), (hi(si), ki(si ))) < 2ε by (e) and
ε < 1/5 by (g2), we have ρ(x,B) < 1/2 for every x ∈ W = {hi(si), ki(si ) | i = 2, . . . , n}.
Since (P,ρ) satisfies the splitting condition (SC) of 2.7, from (p) it follows that, for
k = 0,1,
ρ
(
δk(x), δk(y)
)
 ρ
(
γ (x), γ (y)
)
 ρ(x, y) for x, y ∈ W.(w)
It is also clear that δl ◦ f = fl and δm ◦ g = gm.
Let 1 ∈ M be the unit of M . Observe that hi = 1 implies that ki is constant, and
that ki = 1 implies that hi is constant. (Indeed, if hi = 1 and if ki is non-constant then
f (a) ∈ V˜ gb ∪ V˜ g , by 3.4.3, and this contradicts (g1).)
For i = 1, . . . , n, we now define maps h∗i and k∗i along with the points s∗i and t∗i . We set
h∗i =
{1 when hi = 1,
δl ◦ hi when hi = 1, and
k∗i =
{1 when ki = 1,
δm ◦ ki when ki = 1.
We hasten to point out that the second clause is well stated: indeed, if hi ∈ M \ {1} occurs
in (e), then either hi = b ◦ (hi,0×˙hi,1) and hence δl ◦ hi is the map hi,l ∈ M , or else hi is a
constant cx with the value x ∈ G0 satisfying ρ(x,B) < 1/2 and δl ◦ hi is the constant with
the value δl(x). The points are selected as follows:
– if hi = 1 then s∗i = δl(si ) and t∗i = δl(ti ),
– if ki = 1 then s∗i = δm(si) and t∗i = δm(ti),
– if hi = 1 = ki then s∗i = si and t∗i = ti .
Since at most one of the maps hi , ki can be the identity, this choice of points is consistent.
We claim that, for i = 1, . . . , n and x ∈ {si, ti},
h∗i
(
x∗
)= δl(hi(x)) and k∗i (x∗)= δm(ki(x)).(1)
Let x ∈ {si , ti}. Suppose first that hi = 1. Then x∗ = δl(x) and h∗i = 1, so that
h∗i (x∗) = x∗ = δl(hi(x)). And the map ki is constant, and hence k∗i (x∗) = k∗i (δl(x)) =
δm(ki(δl(x))) = δm(ki(x)). The case of ki = 1 is similar. And if hi = 1 = ki then x∗ = x
and hence h∗i (x∗) = h∗i (x) = δl(hi(x)) and k∗i (x∗) = k∗i (x) = δm(ki(x)) again.
Now we use (l) to verify that the selected maps and points form a sequence admissible in
(e∗). Since f (a), g(b) ∈ B , we have h∗1(s∗1 ) = δl(h1(s1)) = δl(f (a)) = fl(a) and k∗1(s∗1 ) =
δm(k1(s1)) = δm(g(b))= gm(b), and similarly h∗n(t∗n) = fl(c) and k∗n(t∗n ) = gm(d). And for
any i = 1, . . . , n− 1, from (l) we obtain h∗i (t∗i ) = δl(hi(ti)) = δl(hi+1(si+1)) = h∗i+1(s∗i+1)
and k∗i (t∗i ) = k∗i+1(s∗i+1)).
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Finally, from (w) and (l) it follows thatρ
(
h∗i
(
s∗i
)
, h∗i
(
t∗i
))
 ρ
(
hi(si ), hi(ti )
)
and
ρ
(
k∗i
(
s∗i
)
, k∗i
(
t∗i
))
 ρ
(
ki(si), ki(ti)
)
for i = 1, . . . , n. Therefore the ith term of the sum in (e∗) cannot exceed the ith term in
(e), and hence (e∗) holds. 
The proof of the Proposition is now complete.
Now let h : (P × P,ρ × ρ) → (P,ρ) be any continuous map that depends on both its
variables. First we aim to find its ‘minimal constituent’ h1 with the same property.
Since h is continuous, h =A(T ,λ) for some A2-labeled tree T , by Proposition in 3.3,
and, since h depends on both its variables, (T ,λ) is not A1-labeled. Let v ∈ T be a maximal
string for which the restriction of λ to the leaves of the v-subtree T ′ of T is not A1-labeled.
Then v is not a leaf of T , and λ(vt0) = 0 and λ(vt1) = 1 for some leaves vt0 and vt1 of
T . Let Tj denote the vj -subtree of T for j = 0,1. There is an i ∈ {0,1} such that the
restriction λ0 of λ to T0 satisfies i ∈ Imλ0 ⊆ G0 ∪ {i} and the restriction λ1 of λ to T1
satisfies 1 − i ∈ Im(λ1) ⊆ G0 ∪ {1 − i}. Thus (T ′, λ′) = (T0, λ0) ∨ (T1, λ1) is a labeled
subtree of (T ,λ) with A(T ′, λ′) = b ◦ (A(T0, λ0)×˙A(T1, λ1)). Writing fj = A(Tj , λj )
for j = 0,1, we claim that
there are non-constant f ′0, f ′1 ∈ M such that b ◦
(
f0×˙f1
)= b ◦ (f ′0 × f ′1) ◦ π,(k)
where π is the identity when i = 0 and π(x0, x1) = (x1, x0) when i = 1, that is, π =
π
(2)
i ×˙π(2)1−i in the standard notation. (Indeed, for the diagonal map ∆ :P → P 2 the two
composites f ′j = fj ◦ ∆ belong to M and are non-constant; the equality in (k) is easily
verified.)
Next we show that the original map h is not non-expanding.
Since the bijection π is an isometry, from (k) and the Proposition it follows that the
map h1 = A(T ′, λ′) is not non-expanding. If h1 = h then we are done. If h1 = h, then
T properly contains the tree of h1 and hence there is a unique continuous h′1 such that
the labeled tree of the continuous map h2 = b ◦ (h1×˙h′1) (or of h2 = b ◦ (h′1×˙h1)) is a
labeled subtree of (T ,λ). For any two points q1, q2 ∈ P ×P we have ρ(h2(q1), h2(q2)) =
(ρ×ρ)Z((h1(q1), h′1(q1)), (h1(q2), h′1(q2))) because of the recursive condition (r2). Since
(ρ × ρ)Z  ρ × ρ, it follows that ρ(h2(q1), h2(q2))  ρ(h1(q1), h1(q2)). Thus h2 is not
a non-expanding map either. Repeating this argument in case when h2 = h, after finitely
many steps we conclude that h is not non-expanding. This completes the proof of the claim
below.
Corollary. For any B-semirigid metric space Y = (P,ρ) satisfying (r2) and (SC), a
continuous map h :Y × Y → Y is non-expanding if and only if it does not depend on
both its variables. Thus Y is coconnected in the category Metr.
The space Y1 = (P,ρ(1)) is therefore a coconnected companion of X = (P,ρ(0)) in
Metr.
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Remark. Since Unif(Y 2, Y1) = Top(Y 2, Y1) = F by Proposition in 3.3 and because b ∈ F ,1 1
the space Y1 cannot be coconnected in Top or in Unif.
4. A space coconnected in Top
In this section we construct a completely regular T1-space Y3 = (P, t) coconnected in
Top and such that Top(Y3, Y3) is the monoid M from Section 2.
4.1. A Z-refined topology
Let (Q, t) be a completely regular T1-space and let Z be a set of subsets of Q. Let
Φ(Z) denote the collection of all functions φ :Q → [0,1] continuous on every Z ∈ Z, and
let t (Z) denote the topology on Q induced by Φ(Z). Then
(1) the topology t (Z) is completely regular and finer than t ;
(2) a mapping g : (Q′, t ′) → (Q, t (Z)) is continuous if and only if the composite φ ◦ g is
continuous for every φ ∈ Φ(Z);
(3) if t1 is a topology coarser than t0 then t1(Z) is coarser than t0(Z).
It is easily seen that t (Z) is the completely regular modification of the finest topology s on
Q satisfying s/Z = t/Z for every Z ∈ Z. It follows that
(4) t (Z)/Z = t/Z for every Z ∈ Z.
4.2. Construction
For the monoid M from 2.2 and for the set Z = {Z(f,g) | f,g ∈ M} from 3.1 (in which
Z(f,g) = Im(f ×˙g) ⊆ P × P ), we recursively define transfinite sequences of topologies
tα on P and ξα on B ⊂ P as follows (for any topology t on P , the product topology on
P × P is denoted as t × t , and ρ • t has the meaning defined in 2.9).
For α = 0, the topology t0 on P is the topology tρ0 induced by an extremally B-
semirigid metric ρ0 on P , see 2.6, and ξ0 is the restriction of t0 to B , that is, ξ0 is the
discrete topology on B . Let α  1 be an ordinal such that tβ and ξβ are defined for all
ordinals β < α. Then we set tα = ρ0 • ξα for ξα on B given as follows:
– for a successor ordinal α = β + 1, we define ξα on B by the requirement that
b : (P × P, (tβ × tβ)(Z)) → (B, ξα) be a homeomorphism;
– for a limit ordinal α, we define ξα as the topology induced by those functions
φ :B → [0,1] which are continuous as functions φ : (B, ξβ) → [0,1] for every β < α.
Since ξ0 = tρ0 is discrete on B , the topology ξ1 is coarser than ξ0 and hence t1 is coarser
than t0 by 2.7(3). Continuing by an inductive argument using 4.1(3) and the definition of tα
we find that, for any β < α, the topology tα is coarser than tβ and that ξα is coarser than ξβ .
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The initial topology t0 is the topology of the initial metric space (P,ρ0) in the
construction of the space X = (P,ρ(0)) done in 2.8. An inductive argument using the
steps constructing the topology tα and the metric ρα in 2.8 shows that tα is finer than the
topology tρα induced by ρα for every ordinal α. Hence tα is T1 for every α.
Since tρ0 is completely regular, by an inductive argument using 4.1(1) for any successor
ordinal α and, for any limit α the easy observation that the topology ξα is the completely
regular modification of the finest topology coarser than every ξβ with β < α, from 2.7(4)
we conclude that the T1-topology tα is completely regular for every α.
Since P is a set, any sequence of progressively coarsening topologies on P must become
stationary, that is, there must be an ordinal δ such that tδ = tδ+1 and ξδ = ξδ+1. Writing
t = tδ we conclude that
b :
(
P × P, (t × t)(Z))→ (B, t/B) is a homeomorphism,(r3)
which is another recursive condition, this time a topological one. Thus (P, t) is a
completely regular T1-space whose topology t is coarser than the topology tρ0 induced
by the extremally B-semirigid metric ρ0, and t coincides with tρ0 on G0 = P \B . But then
(P, t) is B-semirigid, by 2.6. Altogether,
Y3 = (P, t) is a B-semirigid completely regular T1-space satisfying the recursive condi-
tion (r3).
Proposition 4.3. If a B-semirigid space Y = (P, t) satisfies (r3), then Top(Y,Y ) = M and
Top(Y 2, Y ) ⊆ F .
Proof. To see that M ⊆ Top(Y,Y ), we first note that M0 = {1P }∪{cx | x ∈ G0}, and hence
every f ∈ M0 is continuous. Suppose that Mk ⊆ Top(Y,Y ) and let f0, f1 ∈ Mk . Then the
map f0×˙f1 : (P, t) → (P × P, t × t) is continuous. Since its image Z = Im(f0×˙f1) is a
member of Z and because (t × t)/Z = (t × t)(Z)/Z by 4.1(4), from (r3) it follows that
f ∈ Top(Y,Y ) as well. By induction, M ⊆ Top(Y,Y ).
For the reverse inclusion, (r3) says that b−1 is a homeomorphism of (B, t/B) onto
(P × P, (t × t)(Z)). Since (t × t)(Z) is finer than t × t , the map b−1 : (B, t/B) → Y 2 is
also continuous. But then Top(Y,Y ) ⊆ M and Top(Y 2, Y ) ⊆ F , by Lemma in 2.4. 
4.4. Coconnectedness
We begin the argument as in 3.4.
Proposition. If f,g ∈ M are non-constant then the map b ◦ (f × g) :Y 23 → Y3 is not
continuous.
Proof. In view of (r3), it suffices to show that
f × g : (P × P, t × t) → (P × P, (t × t)(Z))
is not continuous when f,g ∈ M are both non-constant. As before, we write Y3 = (P, t).
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Choose x0 ∈ G0 and denote q0 = (f (x0), g(x0)). We intend to find a one-to-one
sequence {qn}n1 converging to q0 and satisfying (d) below. First we choose a one-to-
one sequence {xn}n1 ⊆ G0 converging to x0 so that xn = x0 for all n  1. Since f is
one-to-one, the elements f (xn) with n  0 are pairwise distinct. Let n  1 be given. By
2.9(3), the set F of all Z(h, k) ∈ Z with q0 ∈ Z(h, k) is finite. For each Z(h, k) ∈ F, the set
Fh,k,n = Z(h, k) ∩ ({f (xn)} × P) has at most one element: indeed, if h is constant, then
Fh,k,n = ∅ because f (x0) = f (xn), while any non-constant h is one-to-one by 2.9(1), and
hence h(t) = f (xn) for at most one t . Thus the union Fn of all sets Fh,k,n with q0 ∈ Z(h, k)
is finite, and we select yn ∈ G0 \ g−1(Fn) so that its distance from x0 is less than 1/n in
the metric of 2.9. The sequence qn = (f (xn), g(yn)) is one-to-one, converges to q0 in
(P × P, t × t), and
if Z ∈ Z and q0 ∈ Z, then qn /∈ Z for every n 1.(d)
Let X = (P, tρ) be the metrizable non-coconnected space from Section 2. Since f
and g are tρ -homeomorphisms, by 2.9(1), the sequence {qn} is one-to-one and converges
to q0 in (P × P, tρ × tρ). By 2.9(2), any f0×˙f1 with non-constant f0, f1 ∈ M is a
homeomorphism onto a set Z(f0, f1) closed in (P × P, tρ × tρ). The set of all (f0, f1)
with q0 ∈ Z(f0, f1) is finite by 2.9(3), and hence the set A =⋃{Z ∈ Z | q0 ∈ Z} is closed
in X2 = (P × P, tρ × tρ). The set A1 = {qn | n  0} is also closed in X2 because the
sequence {qn}n1 converges to q0 in X2. From (d) it follows that A ∩ A1 = {q0}. This
is the crucial point because in the metrizable space X2 \ {q0}, the sets A0 = A \ {q0} and
A1 = A1\{q0} are disjoint and closed. The normality of X2 \{q0} implies the existence of a
continuous function ψ0 :X2 \ {q0} → [0,1] such that ψ0(A0) = {0} and ψ0(A1) = {1}. The
function ψ :X2 → [0,1] extending ψ0 to all of X2 by setting ψ(q0) = 0 is then continuous
everywhere except at the point q0. Since the topology t of Y3 is finer than the topology tρ
of X, the function ψ :Y 23 → [0,1] is continuous everywhere except possibly at q0.
Next we observe that ψ : (P × P, (t × t)(Z)) → [0,1] is continuous, that is, we show
that ψ ∈ Φ(Z), see 4.1. Let Z ∈ Z. If q0 /∈ Z then ψ is continuous on Z, and if q0 ∈ Z then
ψ(Z) = {0} and hence ψ is continuous on Z again. Thus ψ ∈ Φ(Z) as claimed.
Since t/G0 = tρ0/G0, the sequence (xn, yn) ∈ G20 converges to (x0, x0) ∈ G20 in Y 23 =
(P ×P, t×t). But (ψ ◦(f ×g))(xn, yn) = ψ(qn) = 1 and (ψ ◦(f ×g))(x0, y0) = ψ(q0) =
0, so that ψ ◦(f ×g) is discontinuous. Since ψ : (P ×P, (t× t)(Z)) → [0,1] is continuous,
from 4.1(2) we conclude that f ×g, as a map (P ×P, t × t) → (P ×P, (t × t)(Z)) cannot
be continuous. 
Corollary. For the space Y3 = (P, t), a mapping h :Y 23 → Y3 is continuous only when it
does not depend on both its variables. Thus Y3 is coconnected in the category Top.
Proof. Let h :Y 23 → Y3 be continuous and suppose that h depends on both its variables.
Then h =A(T ,λ) for some A2-labeled tree (T ,λ), by Proposition 4.3. As in the proof of
the Corollary in 3.4 we find a subtree (T ′, λ′) = (T0, λ0) ∨ (T1, λ1) of (T ,λ) to which
(k) of 3.4 applies. Since the bijection π of (k) is a homeomorphism, the Proposition
of the present section implies that h1 = A(T ′, λ′) must be discontinuous. Thus h = h1,
the tree T of h properly contains the tree of h1 and hence there is a unique map h′1
such that the labeled tree of the map h2 = b ◦ (h1×˙h′1) (or of h2 = b ◦ (h′1×˙h1)) is a
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labeled subtree of (T ,λ). Now h1×˙h′ : (P × P, t × t) → (P × P, t × t) is discontinuous1
because h1 is and, since the topology (t × t)(Z) is finer than t × t , the mapping
h1×˙h′1 : (P × P, t × t) → (P × P, (t × t)(Z)) cannot be continuous either. Therefore
h2 = b ◦ (h1×˙h′1) is discontinuous, by (r3). But then h = h2. Repeating this argument
with h2 replacing h1, in finitely many such steps we find that h is discontinuous, after
all. 
The space X = (P, tρ(0) ) from Section 2 and the space Y3 = (P, t) thus form the pair
showing that the Main Theorem holds for K = Top. As noted in Section 1, the fine
uniformity of the uniformizable space Y3 produces the coconnected companion of X in
K= Unif.
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