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The Choquet-Deny theorem on an integral equation is extended using an 
elementary technique based on a certain inequality for exchangeable random 
variables. Previous proofs for partial results have involved amongst other things the 
Hewitt-Savage zero-one law and the martingale convergence theorem. In view of 
the importance of the Choquet-Deny theorem in stochastic processes and allied 
topics, the new result and its proof appear to be worth reporting. 0 1991 Academic 
Press. Inc. 
1. INTRODUCTION 
Consider the integral equation 
with S as an Abelian topological semigroup, h as a bounded nonnegative 
Bore1 measurable function on S, and fi as a subprobability measure on (the 
Bore1 o-field of) S (i.e., a measure on S such that p(S) < 1). Using essen- 
tially an argument of Doob, Snell, and Williamson [6] given earlier to 
solve a specialized version of (1.1) with S as a group, Szekely and Zeng 
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[ 161 have recently solved (1.1) in the case of p(S) = 1; the argument men- 
tioned here also appears in Meyer [ 111 and involves mainly the martingale 
convergence theorem and the Hewitt-Savage zero-one law. For a brief 
review of the earlier literature on solving (1.1 ), see Szekely and Zeng [ 161. 
The purpose of the present short communication is to give, for identi- 
fying the solution to (1.1 ), an elementary technique based on a certain 
inequality for an exchangeable sequence of random variables without 
any reference to either the martingale convergence theorem or the 
Hewitt-Savage zero-one law; a version of this inequality had earlier served 
as a crucial tool in the work of Davies and Shanbhag [4] giving an 
extended version of Deny’s [S] theorem. We also note that on applying a 
certain idea put forward recently by Rao and Shanbhag [14], this result 
yields as corollaries some results given in Rao and Shanbhag [ 131. The 
paper is obviously written in the same spirit as Etemadi [7], which was 
aimed primarily at simplifying the technique for arriving at another 
celebrated theorem, namely, the Kolmogorov strong law of large numbers. 
2. THE RESULTS 
We now establish our results using an elementary approach based on 
exchangeable random variables, as stated in the Introduction. 
THEOREM. Under the stated assumptions, a function h satisfies (1.1) ij 
and only if either h - 0 or h(x) # 0 for some x, 
h(x+y)=h(x) fora.a. [p] YES for each x E S, (2.1) 
and p(S) = 1, where a.a. [p] refers to almost all with respect to p. Moreover, 
if h is continuous, (2.1) implies 
h(x + y) = h(x) for each y E supp[ ,u] for each XE S. (2.2) 
(For any measure v] on S, {x E S : q( U,) > 0 for each neighborhood U, of x} 
is referred to as the support of q; we denote it by supp[q].) 
Proof The “if” part of the first assertion is trivial. We shall now 
establish the “only if” part of the first assertion; to do this, it is sufficient 
if we assume the existence of a point x,, E S and a Bore1 set B, such that 
Wd 144,) < j 4x, + y) A&) (2.3) 
BO 
and arrive at a contradiction. Assume then the existence of x,, and B, 
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meeting the requirements and note also that we have in that case h(x,) > 0 
and ,u(&) > 0. In view of Fubini’s theorem and a trivial special case of the 
Kolmogorov consistency theorem, it follows from (1.1) that there exists an 
infinite sequence {Xn: n = 1,2, . ..} of O-l-valued exchangeable random 
variables (defined on a probability space) such that for each n > 1 
P{X, = 1, . ..) X, = 1) 
Defining for each k > 0 
y!k’ = 
J j = 1, 2, . . . . 
r=(j-l)Zkfl 
we can see using the Cauchy-Schwarz inequality that 
P{X, = 1, . ..) x2,= l}=E(Y:“-‘)y:“-‘1) 
=(E(Y:“-“)j2 
= (P{X, = 1, . ..) X,.-I = 11)’ 
2 (P(X, = 1 ))2”, n> 1. 
((2.4) follows on noting, amongst other things, that 
(2.4) 
E((;t; t r:“-“)‘)=~~ccui”“,‘, 
J=l 
+4-l) 
w12 E(Y, 
‘-Yy)),, n=l 2 > 7 ) . . . . ) 
Consequently, we have 
P(X, = 1, . . . . x2. = 1 l/bml))2” B (Pf X, = 1 >//4Bo))2”, n2 1, 
leading to a contradiction since, in view of the boundedness of h and (2.3), 
the left-hand side of the inequality is bounded relative to n while the right- 
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hand side of the inequality tends to cc as n -+ co. Hence we have the 
required result. The second assertion of the theorem is now obvious. 
COROLLARY 1. Let S be as in the theorem, g: S + R be a bounded Bore1 
measurable function and uL, and ,u2 be subprobability measures on S such that 
u, + uz is a probability measure on S. Then 
g(x) = fs dx + y)(p, -/d(4), x E s, (2.5) 
if and only iffor each x E S, 
&+y)= 
i 
g(x) f0ra.a. [uI] YES 
-g(x) for a.a. [pJ y E S; 
(2.6) 
moreover, tf g is continuous, (2.5) implies that for each x E S (2.6) is valid 
with “for a.a. [ ,ui] y E s” replaced for “for all y E supp[pi],” respectively. 
Proof Let c be a constant such that c - [g(x)1 is nonnegative for all 
x E S. Define for each n 2 0 
h(n,x)=c+(-l)“g(x), x E s. 
Note that 
hhx)=f h(n,x+y)Ir,(dy)+j h(n+1,x+y)p2(dy), 
s s 
n =o, 1, . ..) XE s, 
which obviously is of the form of (1.1) with N, x S in the place of S (where 
N, = (0, 1, 2, . ..}) and p as a probability measure. Appealing to the 
theorem, we can then arrive at the corollary immediately. 
COROLLARY 2. Corollary 1 holds if the assumption that g is bounded is 
replaced by the weaker assumption that g( 9 + y) - g( l ) is bounded for a.a. 
[pl + ,uz] y E S (with the implicit requirement that for each x E S g(x + l ) is 
( uu, + pz)-integrable) provided uz(S) > 0. 
Proof: It is sufficient if we establish the “only if” part of the first asser- 
tion. Let N be a (,~r + pz)-null set such that g( . + y) - g( l ) is bounded for 
each y E NC. Now, if y E NC, on applying Corollary 1 to g( l + y) - g( l ), we 
obtain from (2.5) for each x E S 
g(x+y+z)-g(x+z)= 
i 
Ax + Y) -g(x) 
-Mx+y)-g(x)) 
Fr r.z. :I:: z’, z. (2.7) 
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On integrating out y from the second equation of (2.7) with respect to 
measure pz and simplifying, we obtain 
s (g(x+Y+z)+g(x+Y))~,(dY)-(g(x+z)+g(x)) 
=P2(~H&+z)+&w f0ra.a. [pL2] zES. (2.8) 
(Note, in particular, that Fubini’s theorem implies that for each x E S 
g(x+y+z)+g(x+y)=g(x+z)+g(x) f0ra.a. C~~lyf0ra.a. [PJz.) 
From the first equation of (2.7), we obtain for each x E S 
g(x+y+z)-g(x+y)=g(x+z)-g(x) f0ra.a. [~~]yfora.a. [pL1]z, 
and, from the second equation (writing y for z and vice versa), we obtain 
for each x E S 
g(x+y+z)-g(x+y)= -(g(x+z)-g(x)) for a.a. [pz] yfor a-a. [pI] z. 
Since pz(S) > 0, these two relations in turn imply that for each x E S 
.& + z) = g(x) for a.a. [pI] z. (2.9) 
Using (2.9) in (2.8), as pz(S)>O, it is then easily seen that 
& + z) = -g(x) for a.a. [pJ z. (2.10) 
Since it follows that (2.9) and (2.10) are implied by (2.5) (for the modified 
version of g), we have the required result. 
COROLLARY 3. Let S, pI, p2, and g be as in Corollary 1 but for a 
modification that g is now continuous (possibly satisfying the weaker version 
appearing in Corollary 2 of the boundedness condition if pLz(S) > 0). If there 
exists’s dense subset A of S such that for every x E A, we have y E S*(p,, pz) 
with x + y E S*( pL1, p2), where S*(pL,, p2) is the smallest closed sub-semi- 
group of S containing (supp[~~]) u (supp[p2]), then (2.5) is met if and 
only if 
g(x) = g(O), XES 
and either g(0) = 0 or p2(S) = 0. 
Proof The “if” part is trivial. To prove the “only if” part, note that 
(2.5) implies in view of Corollary 1 that 
.dx + Y I= g(x), x E s, YE s*(P, 3 P2), 
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which, in turn, implies that 
g(x) = g(x + v) = g(O), *~E4yES*(p,,p*) 
and hence, in view of the denseness of A in S, that g(x) =g(O), x E S. If 
(2.5) is met with g=g(O), then it is immediate that we have either g(0) =0 
or pLz(S) = 0. 
Remarks. (i) The argument used to establish the inequality is essen- 
tially that used by Hewitt and Savage [9] in the proof of Theorem 5.1. We 
gave the argument completely to emphasize the simplicity of our proof. 
Also, since our aim was to make the proof as simple as possible we avoided 
in the proof constructing an abstract probability space and also using the 
result appearing on page 228 in Feller [8] that there exists a probability 
distribution on [0, l] such that for each n 3 1, P{X, = 1, . . . . X,, = l> 
appearing in the proof of the theorem denotes its nth moment. (Note that 
the result in Feller implies P(X, = 1, . . . . X, = 1) b (P(X, = l})“, n > 1.) 
(ii) A slightly different version of the argument referred to in (i) was 
used earlier by Alzaid, Rao, and Shanbhag [l] to arrive at a variant of 
Deny’s theorem appearing in Lau and Rao [lo]. 
(iii) Corollaries 1, 2, and 3 are slight generalizations of Theorem 1, 
Corollary 1, and Corollary 2, respectively, of Rao and Shanbhag [ 133. The 
idea appearing in the proof of Corollary 1 of using a function on a higher- 
dimensional space to solve a problem in which several functions appear is 
that of Rao and Shanbhag [14]; incidentally, this could also be used to see 
that 
hi(x)= i S hi+j- Itx +Y) PjLj(&)? XES, i= 1,2, . . . . k, (2.11) 
j=1 S 
where S is as in (l.l), k is an integer 22, hi are bounded nonnegative Bore1 
measurable functions satisfying hk+ 1 = i, ..,, hzk _, - hk-, , and pj are h 
measures on S such that C’; pj is a subprobability measure, holds if and 
only if either hi=0 for i= 1,2, . . . . k or hi(x) #O for some i and x, 
zt pi(S) = 1, and 
hi+,-,(X+Y)=hj(x) for a.a. [pj] y E S, 
for each xeS and i, j= 1, . . . . k. 
The latter result is immediate from the theorem on writing (2.11) in terms 
the function h on N, x S such that h(n, x) = hi(x) for each x E S, n of the 
form rk + i- 1 with r as a nonnegative integer, and i = 1, . . . . k. (Extensions 
of Corollaries 1 and 2 to the case where the integral equation (2.5) is 
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replaced by (2.11) with appropriately modified constraints on hi and 
pj’) - pj*) in the place of pji, where pj” are subprobability measures on S 
such that CF=, J$= I pji’(S) = 1, are also now obvious.) 
(iv) If we use in the place of the version of the Kolmogorov con- 
sistency theorem for a Polish space the infinite-dimensional version of the 
product measure theorem given on page 109 in Ash [2], then it follows 
that many of the interim results appearing in Davies and Shanbhag [4] 
remain valid for spaces more general than a Polish space. Also, some of the 
assumptions in this latter paper were necessary because the main results in 
it were arrived at without any finiteness or o-finiteness assumptions on the 
measure involved in the integral equation. The details as to which of the 
results of the paper follow essentially via the existing arguments even when 
more general spaces are considered should be available in a forthcoming 
monograph of Rao and Shanbhag. 
(v) It is possible to improve substantially the martingale argument 
given by Sztkely and Zeng [ 161 for arriving at the special case of 
Corollary 1 with ,u~(S) = 0 using an idea involved in the proof of 
Theorem 1 of Davies and Shanbhag [4]; in that case, the result follows 
without involving the Hewitt-Savage zero-one law. 
(vi) Some applications of specialized versions of Corollaries 1 and 2 
in characterization problems of probability distributions appear in Shimizu 
[lS] and Ramachandran et al. [12]. 
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