I. INTRODUCTION
In the past years, the development of autonomous artificial entities (autonomous agents) has become feasible. Pieces of software can find information or look for the best offers for us on the web, autonomous robots can play soccer [1] , explore the surface of other planets, or even help people to feel less alone [2] . In most applications, the behavior of these agents is defined a priori, but to program behaviors is often not enough to face the increasing complexity of applications where agents interact with unknown and dynamic environments: they need the ability to autonomously adapt their behaviors to the environment where they are operating. We have to provide our agents with the ability to modify themselves while performing their tasks. Many learning and adaptation mechanisms have been proposed in the past 20 years, Manuscript received November 21, 2000; revised March 19, 2001 . This work was supported in part by the Politecnico di Milano Research grant "Development of autonomous agents through machine learning," and in part by the Project "CERTAMEN" co-funded by the Italian Ministry of University and Scientific and Technological Research.
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but few of them are suitable for real-time agent adaptation. We need something that can provide a solution (although still imperfect) at any time (anytime learning [3] ), possibly producing an acceptable solution from relatively few data.
A possible approach to come to the definition of adapting systems showing these features is to define behavior models at a high level of abstraction, i.e., as fuzzy models [4] , and adapt them. Among the learning approaches, reinforcement learning [5] seems to be the best suited for agent-based applications, since the signal used to learn/adapt the model comes from elaboration of the available information (the reinforcement function) defined by the designer to represent his or her understanding of what the agent should do. Reinforcement learning is often applied in evolutionary computation [6] , to support the self-improvement of a population of solutions.
In this paper, we present two different, but related approaches to learn and adapt behavior modules implemented as fuzzy rules. A behavior module is in charge of implementing a behavior of the agent, i.e., of providing it with the skill to perform a task [7] . The performance of the agent usually comes from the composition of different behaviors, each proposing some actions to be done. In the past, we have developed different approaches to learn the fuzzy rules composing our behavior modules [8] , [9] , to learn the interaction of behavior modules within an agent [10] , and to learn the activation conditions of behaviors in a static environment [11] . We present in this paper two new approaches to learn how to adapt the agent's behavior to a dynamical environment, where the agent interacts with others that may help it to achieve the task, or even counteract it. In the first of the two applications that we are presenting, our agent is the only one learning in the environment. It adapts the context activation conditions of each behavior module to a dynamic, and an unknown environment. In the second application, we discuss another approach aimed at learning/adapting the interaction of cooperating and communicating agents in a real-time en- vironment. In this case, the agents have to learn to cooperate to achieve a common goal. These applications are samples of two situations relevant for agent-based applications which can be faced by soft-computing techniques: adapting to unknown situations, and cooperating with other agents. In particular, in both cases we have defined fuzzy models to interpret sensorial data, and to represent the relationships between these and the actions to be taken. This makes it possible to reason on relatively small models, so that learning and adaptation algorithms can obtain results in a time compatible with the application. We have partitioned the defined models so to keep constant the parts that can be reliably designed, and to make the learning algorithm work only on the parts that can be learned and tuned on-line. We have devised reinforcement learning algorithms that provide the evolving system with a signal, elaborated from the environment perception, which is used to improve the behavior modules.
II. APPLICATION
In the applications that we have faced, we have two sets of agents each pursuing their own goals that are in contrast with those of the other group. Moreover, the environment is dynamic, and the agent's activity should be done in hard real time. In both cases that we are presenting, the application belongs to the Robocup initiative [1] , which brings together every year hundreds of researchers to compete on common problems. In the first application, we present the adaptation of context activation conditions for behaviors of a robot that plays soccer in the F-2000 Robocup league (see Fig. 1 ). These are wheeled robots whose convex hull covers an area of about 45 by 45 cm. They move at a maximum speed of up to 2 m/s. Each team is composed of four robots: a goal-keeper and three generic robots. They play in a 9 by 5 m green field closed by white walls. The ball is red and opponents' goals are respectively blue and yellow. Our robots have a computer on board that has to interpret in real time the sensorial data, coming from omnidirectional vision, bumpers, and encoders, to produce their best action. They operate autonomously. They have to cooperate with teammates to score a goal, while the opponent robots are actively counteracting them. During a tournament, each team of autonomous robots should play against different opponents, each having specific strategies and featuring robots. Given the basic abilities that most of the teams are now able to show, the possibility to adapt on-line the own strategy appears to be crucial to success. This should be obtained in a relatively short time, in an environment where each single agent has a limited number of chances to make significant actions. We will see that also in the case where only one robot in a team adapts its behavior to face the strategy of the opponents, the whole team benefits of its improved ability, possibly scoring more goals or better defending the own goal area.
The second agent-based application that we will discuss concerns learning the interaction between communicating, simulated soccer-playing agents. The Robocup Simulation League provides a hard environment in which to test software agent technologies. A server simulates the activity of 22 soccer players (11 for each team, as in real soccer), that have abilities closer to those of human players more than to robots. Each of them can move, control the ball by kicking it, and perceive the environment with different quality levels, due to distance from the perceived objects. Each agent also has limited abilities and suffers from energy consumption modeled in a way similar to the stamina mechanism in human beings. Each player is controlled by a system, implemented as a client of the soccer server, possibly running on a different machine, and interacting in hard real-time via an unreliable protocol such as UDP, which allows message loss without warning. At given time points, the server sends a message to the client with some information about the simulated perception of the corresponding agent, and receives from the client a message containing the action to be done and the messages that the agent can "say," so that all the other agents can "hear" it. In this application, we do not only need to optimize the performance of an individual, but we also want the group to be globally efficient, behaving in a social way, as we will discuss in Section IV.
III. ADAPTING BEHAVIORS TO AN UNKNOWN ENVIRONMENT
In this section, we present the first application. Here, an autonomous robot should adapt the blending of activation of the basic behavior modules it is provided with, in order to obtain a better performance with its teammates against a team showing different behaviors. To frame the experiments, we have defined two basically different types of strategies for a team, and we have studied the adaptation of the agent to these.
A. Behavior Model
We have defined an architecture for the control system of our agent, as shown in Fig. 2 . We have a behavior management system interfaced with a world modeler and a planner. The former maintains a model of the world, providing the interface with the sensors and other agents that may send explicit messages; its main functions are sensor fusion and self-localization. The planner dynamically defines the goals for the agent. In Fig. 2 , the actuation module is not included; it is in charge of realizing the commands issued by the behavior manager by interfacing the agent with the actuators. In this paper, we focus only on the behavior management system, shown in detail in Fig. 3 . Input from the other modules to the behavior management system is represented by fuzzy predicates, which are a general and robust [12] modeling paradigm, close to the designer's way of thinking [4] . Other researchers [13] , [14] have adopted them to implement control systems for autonomous robots for analogous reasons.
Fuzzy predicates may represent aspects of the world, goals, and information coming from other agents. Their general shape consists of a fuzzy variable name, a label corresponding to a fuzzy set defined on the range of the variable, a degree of matching of the corresponding data to the mentioned fuzzy set, and a reliability value to take into account the quality of the data source. For instance, we may have a predicate represented as (1) which can be expressed in natural language as "the ball is considered very close, with a truth value of 0.8 (obtained by fuzzification of the incoming data, namely the real-valued distance from the ball), and a reliability value of 0.9, qualifying the data as highly reliable."
We consider ground and complex fuzzy predicates. Ground fuzzy predicates range on data available to the agent, and have a truth value corresponding to the degree of membership of the incoming data to a labeled fuzzy set. This is equivalent to classify the incoming data into categories defined by fuzzy sets, and to assign a weight between 0 and 1 to this classification. Fuzzy ground predicates are defined on: sensing, present goals, or messages coming from other agents; the reliability of data is provided, respectively, by the world modeler (basing on local considerations and knowledge about the data source), the planner stating the goals, and a special purpose module that computes the reliability from the other agent's reliability and the reliability associated with incoming messages. For instance, in Robocup, teammates provide their position on the playground, together with the estimation of the quality (reliability) of their present self-localization. This information is matched against the internal model the agent has of the situation, and this contributes to data reliability, too. Moreover, the agent maintains information about the reliability of the information coming from its teammates. All this reliability information is composed to update the internal model.
A complex fuzzy predicate is a composition of fuzzy predicates obtained by fuzzy logic operators. Complex fuzzy predicates extend the basic information contained in ground predicates into a more abstract model. For instance, we can model the concept of ball possession by the predicate, defined as the conjunction of the predicates and , being these ground predicates derived from the fuzzification of the perceived ball direction.
We have different behavior modules, each implementing the relationship from a set of fuzzy predicates and the control action to be taken. This makes it possible to design, eventually learn, and test each single control module, according to the behavior-based [7] approach to agent design.
For each behavior module, we have a set of predicates that enable its activation: the CANDO preconditions. The designer has to put in this set all the conditions that have to be true, at least to a significant extent, such that it is meaningful to invoke the behavior. For instance, in order to consider kicking a ball into the opponent goal, the agent should have the ball control. It is quite easy for the designer to define such sets of predicates, which, in a sense, are a constitutive part of the behavior definition, so that we do not consider useful to learn them.
Another set of fuzzy predicates is associated to each behavior module: the WANT conditions. These are predicates that represent the motivation for the agent to activate a behavior in relation to a context. They may come either from the environmental context (e.g., "there is an opponent in front of me"), or from internal goals (e.g., "I have to score a goal"), or from information directly coming from other agents (e.g., "I will go on the ball"). All these predicates are composed by fuzzy operators and contribute to compute a motivational state for each behavior. So, the agent knows that it could play a set of behaviors (those enabled by the CANDO precondi- tions), but it has to select among them the behaviors consistent with its present motivations. If more than one behavior is in this condition, the actions proposed by the selected behaviors are composed by the weights computed by each behavior. This is coherent with some early work on this topic [15] , [13] , [14] , although we expect that, in most situations, a single behavior will be activated at a time, since the composition of different behaviors is usually less effective. This is achieved through a specialization of the context model for each behavior. We have decided to spend on-line computational resources to learn the relationship between the WANT context conditions and the behaviors, as described in the next section.
We adopt this architecture on different robots involved in a wide variety of tasks, such as soccer playing in Robocup, document delivery in an office environment, and surveillance. Here, we only focus on the first.
In another paper [10] , we have shown how it is possible to learn the coordination among behavior modules as a higher level control module, able to weight the actions proposed by the single behavior modules according to context situations described at a very general, high level of abstraction. Here, we consider that each behavior brings with itself the appropriate context conditions (as in [13] and in [11] ). The role of evolutionary algorithms is to learn and refine these context conditions.
B. Adaptation to an Unknown Environment
We have defined an evolutionary algorithm to adapt the motivations of the agent to an unknown environment where the agent operates. This algorithm belongs to the anytime learning [3] class of algorithms, able to provide a result (maybe not optimal) at any time during their activity. This is important when the agent has to learn and act at the same time. At the beginning, the agent interacts with the environment by selecting behaviors with the motivation model already learned (or defined) until that moment. At any time it tests the model effectiveness, and it may modify the WANT conditions to try to improve its performance.
We adopt a reinforcement learning schema. We consider the set of pairs (2) as the population of partial solutions on which our evolutionary algorithm works. Here, each is a set of fuzzy predicates, playing the role of WANT motivation conditions for the behavior . Notice that is naturally partitioned in subpopulations , each characterized by a behavior. Elements of each subpopulation compete with each other to provide the best WANT conditions for the behavior, while elements belonging to different subpopulations cooperate to produce the best behavior blending.
When the agent has to select a behavior, we consider the set of all the behaviors whose CANDO preconditions match the situation with a matching degree above a given threshold [triggerable behavior set (TBS)]. Each is associated to a value , updated by the reinforcement learning algorithm, which is an estimation of the expected discounted future reward. We select for each TBS a in the corresponding with a probability proportional to its value and inversely proportional to its accumulated degree of matching, which gives a measure of its exploitation.
We combine the actions proposed by each behavior module, weighting them by the corresponding motivation value, obtained by evaluating the predicates in its WANT conditions. The so-produced action has some effect on the environment, or, at least, on the agent's perception. A reinforcement function evaluates the relevance of this effect, if any. In the Robocup environment, we take as relevant events such as change of ball possession, goal scoring, and fouls. Whenever one of these events happens, the reinforcement function provides a positive or negative reinforcement, which is taken as a signal to evaluate the behavior blending that produced the situation and, therefore, the selection of the WANT motivations. It is important to have reinforcement at a rate that enables us to receive enough information from the environment (too scarce reinforcement negatively affects adaptation) and to allow enough time to evaluate a set of behavior motivations. For instance, if we had reinforcement at each control step, probably we cannot filter out drops in reinforcement due to accidental causes. This principle has been discussed in detail elsewhere [16] , [10] , where it was applied to other learning systems and situations.
Once we have selected a for a behavior, we continue to consider it until the corresponding behavior can no longer be triggered.
The reinforcement obtained when a reinforced event happens is distributed to the corresponding , according to the formula (3) where value of the relationship between the set of predicates and the behavior at time ; learning rate; reinforcement at time ; gives account for the fuzziness of the model. It is proportional to the conjunction of the matching degrees of the involved predicates, computed by a T-norm [17] such as . This means that the contribution computed from the current reinforcement is proportional to the degree of matching of the selected predicates. By modulating , we can tune the system to adapt to frequent changes (high ), or to learn more basic aspects (low ). This choice is done off-line, by considering the dynamics of the environment and the time available to learn new models. For instance, in the Robocup application we keep high, since we do not have much learning time; moreover, the actions where the agent is involved do not span over all the available time, and we focus on the identification of the best overall behavior for a given team and match.
Apart from the term, the reinforcement distribution formula is classical. We share with other researchers [18] the opinion that this formula is better than more common formulas in reinforcement learning, which also consider a term taking into account the expected future reinforcement, such as, for instance, -learning [19] or [20] . Our choice makes sense in environments, like those we are considering, where future reinforcement may depend both on actions done by other agents and on what the agent does.
The set of WANT conditions for a behavior may be modified after reinforcement distribution, as follows. We consider the matching predicates: some of them already take part to the WANT motivations of the behaviors in TBS, the others may potentially participate to them. We add to the motivations some of the predicates not yet included (or we delete some of those already present), thus generating new , which enter the population. We select these predicates by considering a tradeoff between exploration and exploitation, the degree of matching of the candidate predicates, and their reliability. The new will compete with the others, as described above.
The highest valued motivation set is always kept for each behavior, and it is compared with each new motivation set once this is considered to have been tested enough. When a motivation set becomes too large, it is reduced by dropping the with the lowest value. From what was reported above, it is possible to understand how, by on-line manipulation of the context predicates for each behavior module, it is possible to adapt the cooperation among them to the needs of a specific environment. Moreover, since we also include in the predicates information about other agents, this is also a mechanism to adapt a cooperative behavior among different agents.
C. Experimental Results
We have been involved in the F-2000 Robocup league [1] with the Italian National Team (ART, Azzurra Robot Team, [21] ), with our players Rullit [22] and Rakataa.
In the experiments about adaptation that we present here, we had the goal to adapt the control system for one player of a team that has to effectively face other teams showing predefined, canonical behaviors, similar to those seen on the field during the 2000 World Championship [23] . This is a realistic situation, since we put on the field only one player at a time with the ART national team, and we have to interact with teammates that do not have any adaptation facility. We have implemented strategies for the opponents such as "play on zone," where each robot actively operates only in a predefined zone of the field and roles are defined by the assigned zone, and "all on the ball," where each robot tends to go on the ball, thus creating a sort of barrier around it. Every 100 ms, the control system takes information from the environment and computes the action to be done. The duration of the match is 20 min, divided in two half times. We have fed our robot with the control system adopted for Rullit in the 2000 World Championship, and let the above described adaptation algorithm to work.
The reinforcement function gives a positive reinforcement when our team gain the possess of the ball or when we score a goal. A negative reinforcement is given when the opponents gain the ball and score a goal, and also when the adapting agent makes a foul. All the reinforcement values are multiplied by a given factor in , when the adapting agent is directly involved in the corresponding action. We have performed many experiments, varying , , and the strategies of both teams. In all the experiments we have obtained interesting modifications of the original behavior, with a significant improvement in performance, for the whole team, thus demonstrating that, even with only one adapting agent in a team, the global performance increases. As an example, in Fig. 4 , we show the number of goals scored by our team after the adaptation of Rullit with , , and both the teams following the "all on the ball" strategy. The plot shows results averaged over 12 different experiments. The test trial for each experiment is done for 20 000 simulation steps (about half an hour of real game time). The lower plot is the performance of the team without adapting agents; the higher one refers to a team in which the adapting Rullit plays. The improvement of the team performance is evident. In this section, we have seen that an evolutionary learning mechanism can effectively learn the motivations for an agent to perform some behaviors, and how this may influence not only the performance of the single agent, but also that of the group with which it is interacting. This is obtained without any explicit communication between teammates, only on the basis of the reinforcement information obtained by the environment.
In the next section we will see a different approach, also obtaining a successful cooperation among agents. In that application, the information from the environment is even more scarce, and a great improvement is given by active and explicit communication.
IV. LEARNING INTERACTION STRATEGIES
An agent may have to interact with other agents to perform a common task. An important aspect of its global behavior concerns the modality of this interaction, and this is also such a complex issue that learning may play a key role to face it. In this section, we first summarize the main features of another evolutionary algorithm we have devised to learn fuzzy rules [Evolutionary Learning of Fuzzy rules (ELF) [16] ]; then, we show how ELF can be applied in a context where agents can communicate to improve their limited perception in an environment where they have to interact with other agents counteracting them. This happens in the real-time dynamic environment of the Robocup Simulation League, which operates under restrictive technological conditions, as described in Section II. We also discuss the importance of a knowledge representation approach based on fuzzy sets to reduce the search space without losing the required precision. In Section IV-F, we present experimental results showing the effectiveness of ELF to learn a distributed policy for the interacting agents.
A. ELF: A Learning Fuzzy Classifier System
ELF is a reinforcement learning algorithm evolving a population of fuzzy rules [learning fuzzy classifier system (LFCS) [24] ]. We consider the definition of the fuzzy sets for input and output variables as predefined, and ELF does not modify them, but learns the relationships between input and output values (the rules). We call the set of fuzzy values for the fuzzy variables in the antecedent of a rule a fuzzy state; it matches a real-valued state, defined by the values of the corresponding real-valued variables. Each rule is represented by a string of numbers each corresponding to a fuzzy set defined by the corresponding variable (positional encoding). The number 0 is a "don't care" symbol used to represent the fact that any value for the corresponding input variable may be matched by the rule. The population of rules is partitioned in subpopulations according to their antecedent. Thus, the competition among members of the population is local to each subpopulation, a niche [25] , [26] corresponding to a fuzzy state defined by the set of fuzzy values for the antecedent variables. The partition of the rule population may improve the convergence speed to a good solution up to two orders of magnitude, compared with other LFCS proposals [16] . ELF produces delayed reinforcement at the end of a sequence of control (sense-act) steps, called episode. The episode terminates either when a condition is satisfied, or when a given number of control steps have been performed. We have discussed elsewhere [16] the motivations for this episode-based reinforcement approach; the most relevant are: the possibility to provide reinforcement when reaching an interesting state (delayed reinforcement) and to distribute it to all the rules that contributed to achieve this state, and the responsibility shared among all the rules triggered in an episode.
In the application described below, all episodes are terminated when a particular event occurs. At each control step, ELF selects a rule in each of the subpopulations matching the current state description, and the same is selected whenever its subpopulation matches a state in other control steps belonging to the same episode. Only rules belonging to the selected subpopulations can trigger. At the end of each episode, the reinforcement program evaluates the system's performance and distributes the corresponding reinforcement to the rules that have contributed to obtain it during the episode. We associate to each rule a measure of its estimated value, i.e., of the estimated suitability of its antecedent to represent the correct context for the consequent. When an episode ends, the value of rules triggered during it is updated by the function (4) where
• is the value of the rule, which tends to be proportional to the average performance shown by the agent when the rule triggers, as it is evaluated by the reinforcement program; a certain variance of this value is due to the stochasticity of the application • is the reinforcement computed by the reinforcement program • is the learning rate. In our case, it is computed as (5) Here, -is the activation level of the rule at control step , i.e., its degree of matching the real-valued state perceived at that moment; -is the number of control steps in the current episode; -is the number of control actions to which the rule has given some contribution, since its introduction in the rule base; -ET(enough tested) is a numeric value that plays two roles: the first is to control the learning rate (high ET values correspond to low learning rate), and the second is to provide a threshold to the amount of activation estimated as necessary to consider the rule as tested enough. We have defined considering that, usually, real-valued states only partially match the antecedents of fuzzy rules. So, the influence of the reinforcement on the new value of is also proportional to the contribution a rule has given to reach the evaluated state.
At the end of each episode, a reinforcement is also given to rules that have been triggered in past episodes. This is done to support the self-organization of rule chains when the reinforcement is delayed. The value of these rules is updated by (6) where discount factor between 0 and 1; number of episodes between the present and the one where the rule was triggered; computed in the context where the rule was triggered. New rules are generated by the cover detector operator when the agent is in a state that is not matched by a sufficient number of rules. In this case, a new rule is generated for the subpopulation covering the current state; the antecedent of the new rule covers the current, real-valued state, including some "don't care" symbols with a given probability. The number of rules in a subpopulation is adapted to its average value: if a subpopulation has a low average value, we need more rules in order to search for a better solution; if the average value is high, we reduce the number of rules since the system is converging to the optimal solution where only the best rule is kept in each subpopulation.
At the end of each episode, the two standard genetic operators, crossover and mutation, are applied to the enough tested rules, with given probabilities. The mutation operator is applied to rules that have a negative value, crossover is usually applied to selected rules (e.g., the best ones). In the application described in this paper, the crossover operator is never applied: since the rules are generated by cover detection, it makes no sense to search on the antecedents by crossover, since they are already those we need to face our application; moreover, since the number of consequent clauses is small, it also has no sense to perform a crossover on this part of the rule.
When the average value of the rules in a population remains stable for a certain number of episodes, and higher than a given threshold, we consider that the population is steady, we save it and we invoke a set of mutations on its rules to search for better solutions.
B. Knowledge Model
In this application, our agents maintain a model of the perceived world (world model) to override their perceptual limits. The environment contains no more than 22 agents and a ball, which are characterized by position and speed. The learning agent has to select from the internal model the relevant information to be included in the fuzzy state model that will be matched by the rules evolved by ELF. This knowledge model is important to reduce the dimension of the search space while maintaining the necessary amount of detail to obtain high performance. The modeling issue is generally faced in any LFCS (and LCS, and machine learning in general) application; in the next section, we present an example of how a good knowledge model, at the appropriate abstraction level, can improve or even make possible learning.
1) Fuzzy Zones:
The information about players determines the dimension of the search space: we need four real-valued variables for each player to represent their position and speed, since the environment is two-dimensional; if we consider each fuzzy variable ranging on four values, the resulting search space dimension is about 3.74 10 . This is too much to obtain results in a reasonable time in the experimental conditions possible for this application.
This model can be simplified, considering that we need to model only the portion of the environment that may interact directly with the learning agent. We have framed the space around the agent with a grid, each cell representing a zone with fuzzy boundaries (fuzzy zone; see Fig. 5 ); a fuzzy zone may be occupied by a variable number of players, teammates or opponents, each with a grade of membership computed by a fuzzy classification of the coordinates of each player. This approach recalls the grid words used in the animat approach [27] and the occupancy grid defined by Elfes [28] in Robotics, although this is agent-centered (deictic representation [29] ) instead of absolute.
The dimension of the search space is thus reduced by several orders of magnitude: considering eight fuzzy zones, each corresponding to two variables (number of teammates, and number of opponents), which can take three values each (none, one or many), the resulting search space dimension is about 43 10 , still large but tractable.
2) Ball Knowledge Model: The problem that arises when considering how to model the knowledge about the ball does not concern the search space dimension, but the correspondence between this model and what is needed by the decision process: for example, when deciding to shoot or not, we are not interested in the exact position and speed of the ball, but simply in the possibility to shoot, which depends on the ball position. It is also interesting to consider what another agent can do with respect to the ball, information that can be derived by the positions of other players and of the ball.
We have decided to model the knowledge about the ball by representing how the ball may be the object of an action by the agent itself, the closest opponent and teammate. In our model, the ball can be: 3) The Fuzzy State: Having defined the portion of the knowledge model concerning ball and players, we complete the fuzzy state (i.e., the set of variables considered in the antecedent of the rules) with information concerning the agent, its position and its internal state. Each configuration of the fuzzy state will be mapped on a rule antecedent, allowing the rule base to generate the control action for any situation. In addition to the fuzzy zones and the ball model, the fuzzy state also contains the following information.
• The agent and coordinates, classified in a classical way by two fuzzy variables.
• The stamina, a parameter used by the simulator to represent the agent exhaustion (sickness) due to its activity; this is modeled by a fuzzy variable having two fuzzy values: tired and not tired.
• The reception of a message from teammates is modeled by two variables corresponding to the type of the message and the time of the reception.
• There are behavior modules that should be selected in many subsequent action cycles to be successfully concluded; we have introduced a variable in the fuzzy state to remember the last behavior module with duration that was selected. Thus, the fuzzy state is described by fuzzy variables, where is the number of the fuzzy zones: the rule antecedent is built to match this knowledge model. The consequent of each rule contains both a behavior module to be selected (see Section IV-C) and a communicative act to be issued (see Section IV-D). ELF learns such types of rules for each of the learning agents, to produce an effective, cooperative behavior.
C. Behavior Cooperation
An agent can choose among a few basic actions, whose composition may produce complex behaviors. Our action model is organized on four levels. In this section, we focus
to the lower level; it is applied in a direction and with an intensity selected by the behavior module. For instance, at a given moment, the behavior module " " may select the best teammate to which to pass the ball, and to "kick" the ball in its direction and with an intensity sufficient to reach it. ELF learns a set of rules which match a fuzzy state and produce a set of behaviors, each associated with its matching grade (7) where is the highest matching grade of the rules proposing ; this means that each behavior appears only once in , associated with its highest matching grade. From the behavior modules in , it is possible to obtain a set of candidate actions to be composed (8) where means that action , its application vector (i.e., in which direction the action should be applied), its cooperation class , and its cooperation mode are obtained by execution of the corresponding behavior , in the state , and in the internal state . We have defined cooperation classes as sets of actions which can be composed from each other, and having a cooperation mode that state how they can cooperate can cooperate. All the actions belonging to the same cooperation class and having that allows the cooperation are composed to obtain the final action.
The composition is done in the following way:
where represents the tuple with the highest matching grade in : it defines the final action , the cooperation class , and the cooperation mode ; notice that is 1 if cooperation is allowed, 0 otherwise. Thus, if allows the cooperation, the final vector is the weighted sum of the vector parts of each tuple having the same cooperation class of the strongest one; this means that the strongest rule dominates in defining the control action.
D. Communication Issues
In the previous sections, we have described the aspects of this application specific to individual agents; now, we can focus on the communication aspects that make coevolutionary learning possible also in this hostile environment, and with the above mentioned limitations for the perceptual and motion capabilities of the agents. Our task is to reach a locally optimal individual behavior and a globally optimal behavior for the team.
Our agents can exchange explicit messages. We use them for two purposes: to propose to other agents to cooperate on common tasks, and to distribute the reinforcement that an agent receives when it reaches a reinforced state because of the effective interaction with the others.
Let us focus on the first aspect: the cooperation proposal enables to bind in time and space the behaviors of different agents. When it is issued and received, it induces contemporary state mutations in the involved agents, thus producing a kind of synchronization. Moreover, since messages are only perceived by nearby agents, these changes only involve those which most probably can interact with the learning agent. The agent that receives a cooperation proposal is not bound to follow it, but it can still decide whether this is the case, according to personal considerations. The communicative act should be learned by ELF, as a part of the output of the rules.
E. The Reinforcement Program
When defining the reinforcement program, which provides reinforcement from the environment, we have to face the credit assignment problem, which becomes also more important in coevolution. Learning agents make the environment structurally dynamic, and the presence of many agents may also produce a limited amount of reinforcement directly received by each of them.
ELF distributes reinforcement at the end of an episode. Our reinforcement program is based on two types of estimators [30] : a task achieving estimator and a progress estimator. The task achieving estimators are aimed at driving learning toward the desired policy; however, this kind of estimator may provide reinforcement too rarely. Progress estimators help to solve this problem, giving a metric to evaluate the agent progress toward the task achievement, although this may bias learning [9] .
We have defined estimators for individuals (to support learning optimal, individual behaviors) and the group, to support learning optimal group behavior. We have implemented the task achieving estimator for the group as an extension of the individual one, using communication: when an agent achieves an individual goal, it also distributes the received reinforcement to its teammates [31] ; in this way, all the agents that have contributed to the achievement of an individual goal (either actively by interacting, or passively by not interfering) participate of the individual reinforcement. Given that messages cannot be received beyond a given distance, the reinforcement communication influences only the agents that have interacted with the rewarded agent, since they are close to it. This reinforcement distribution policy makes it possible to evolve cooperative behaviors without any explicit modeling of other agents or group tasks.
F. Experimental Results
In this section, we present experimental validation of the models presented so far. All the experiments are structured as follows: each learning session lasts 10 000 action cycles; it is framed in trials, each of which terminates either when a final state is reached or after a maximum number of action cycles. The reinforcement program is the only part of the learning system that is different from experiment to experiment; we describe the reinforcement program using the following notation: IPE represents the individual progress estimator, GPE the group one, ITE the individual task achieving estimator, and GTE the group one. The reinforcement distributed at the end of an episode is the average of the credit assigned at each step during the episode. We will refer to a credit that saturates the reinforcement during an episode, either positive or negative, using the notation . We will refer to a variable at time , relative to the object with the notation , while the notation will refer to the event happening at time to the player . Finally, stands for the maximum trial length, while is a time period used to average the credit; and are, respectively, the trial start and end time. 1) Off-Side Trap: In most cases, success can only be achieved if actions made by different agents are time bounded; this experiment is aimed at demonstrating how our cooperation model can evolve coordinated actions in a group. Here, the agents have to learning to apply the off-side trap, i.e., leaving an opponent between the goal line and the last defender before a pass action is completed by the attacking team. This is a foul in soccer and it is punished with a free-kick by the defending team. Learning agents have to propose the application of the off-side trap, so that an off-side foul can be gained.
2) Experimental Setup: In the trials that we are describing, we have considered three learning agents, whose role is defending in different zones; their task is to stay on the same defense line and to apply the off-side trap whenever it is possible, i.e., when an attacker can be left in an off-side position by the parallel advancing of the group, before another agent kicks to pass. Two attackers show a predefined behavior: the first always passes to the second, which does not move from its initial position. Players are randomly positioned at the beginning of each trial.
Agents are provided with a behavior that allows them to stay on the same defense line, another for defending on the closest opponent and a last one for applying the off-side trap. A successful trial ends when an off-side foul is detected by the server, otherwise it is unsuccessful; the group progress estimator rewards the agents if they tend to stay on the same defense line. Thus, the reinforcement program is made as follows.
• .
• ITE is equal to if an off-side foul due to the position at time occurs before the time limit; ITE is also equal to if the time limit is reached or the opponent catches the ball, and equal to 0 otherwise.
• GPE is equal to if , where is the distance from the agent to the off-side line , otherwise it is 0.
• GTE is implemented by distributing ITE in the experiments where communication is enabled, and it is null in the others.
The failing trial receives a negative reinforcement, but its value also depends on the ball position, since in the second experiment that we will present we will allow the second attacker to move and, thus, to try to avoid the off-side trap: the nearer the caught ball from its initial position, the less negative the reward distributed. The individual task achieving estimator is always evaluated in the same way by all the agents, because each agent can detect the foul rising. However, when the cooperation proposal is enabled, only the agent that first proposes to apply the off-side trap will receive a reward, since this corresponds to an individual success; only in this case, the communication of reward used as GTE is effective.
3) Results: We have conducted and compared many experiments. First of all, we will describe two sets of trials having the above mentioned characteristics: when communication is not allowed, the off-side trap behavior is applied independently by each agent, while when communication is possible, it is executed following a cooperation proposal. As we can observe by the above description, the reinforcement program assigns the same credit to each agent in the group, due to the lack of an individual progress estimator; so we only show results obtained by one agent, since the others are similar. In Fig. 6(a) , we show the average reward obtained in both experiments: without the cooperation proposal, agents are not able to coordinate their actions, so the group goal could not be achieved, and learning fails, as suggested by the negative average reward obtained; when communication is allowed, the agents are able to coordinate with each other, reaching a stable policy, as evident from the positive and convergent reward. In fact, the percentage of trials successfully ended is higher when communication is allowed, having 40% of success in the former experiment and 65% in the latter; the number of successful trials in both experiments is displayed in Fig. 6(b) .
We can notice that the average reward shown in Fig. 6 (a) is very low: this can be explained by the lack of an individual progress estimator, which would speed up learning. Starting from this consideration, we have added an individual progress estimator that rewards an agent when applying the defense or the off-side trap behavior.
The obtained results demonstrate a better reinforcement distribution during the trial, that corresponds to a higher average reward, as we can observe in Fig. 7(a) ; besides, we can observe the trend to specialization. In Fig. 7(a) , defender number 2 has an average reward higher than the others, because it is specialized in a defensive behavior, probably due to the initial positioning that places it in most cases near the opponent attacker, thus obtaining more reward by the individual progress estimator. On the other hand, in Fig. 7(b) we show the individual percentage of success suggesting that defender number 1 is specialized in proposing the cooperation first. Therefore, agents do not converge to the same behavior, but specialization arises; in this experiment, we have reached an overall success percentage of 70%.
4) Learning to Communicate:
Keeping the above-described experimental setup, we have done an experiment where agents have to learn not only the best behaviors to select, but also the communicative act that should be issued to evolve cooperation in the group. Given the same behaviors and the same reinforcement program, the agents can now also decide whether to send a cooperation proposal for executing the off-side trap. Now, the attacker on which the off-side trap should be applied can move to avoid the foul. We have adopted the strategy of incremental learning (learning from easy missions [32] ): we have done a series of trials where the attacker can move at a speed increasing from null to the maximum, thus making the task more difficult as new trials are faced.
The obtained results are shown in Table 1 . The first column shows the experiment number; each experiment is characterized by the opponent speed shown in the second column as a percentage of the maximum; the third one contains the overall success percentage, while the other columns show the individual success percentage of the three learning agents. As we can see from the overall percentages, learning was effective: the values are high when the attacker cannot move so fast and progressively decrease as its speed increases; this is reasonable, since higher speed of the attacker makes the task more difficult to be achieved. Even when the agents apply the best policy, they may not have success, which makes learning even more difficult. Besides, even in the case of a null speed that corresponds to the situation of the previous experiences, the percentage of success is lower than there, because of the increased learning complexity due to the need to also learn the communication message to send. However, the obtained results are better with respect to the situation without communication; this demonstrates that it is possible to learn acting and communicating at the Table 1 Results of Learning the Off-Side Trap Tactic with Two Communication Choices same time. Moreover, in each trial the agents have been able to learn a stable, cooperative policy. The individual success percentages tell us that specialization arises, but varies as the task becomes more difficult: while defender number 2 is always the less communicating, defender number 3 starts being specialized in proposing the off-side trap tactic, but it leaves progressively its role to defender number 1; this corresponds to a policy adaptation during evolution, made in parallel by the two agents, which are always able to coordinate their actions.
In conclusion, these results demonstrate the effective possibility of learning to communicate and cooperate, thanks to the strong binding between these tasks, which directly comes from the modeling choices.
V. CONCLUSION
We have presented in this paper two different systems able to adapt the behavior of autonomous agents by acquiring knowledge from the environment where they operate.
In both applications that we have presented, we apply reinforcement learning to evolve fuzzy models. Both the systems are able to learn in real time while the agents operate. In the first application, we have seen how the adaptation process modifies the motivations of the agent to select a behavior module, thus producing a more successful interaction with the partially unknown, dynamic environment. In the second part of the article, we have seen how ELF, a fuzzy learning classifier system that we had already applied to many learning tasks, has been successful in learning not only the behaviors of interacting agents, but also how they can communicate to obtain cooperation in multiagent tasks, with strong real-time constraints. We have also discussed how an appropriate fuzzy model, representing only the aspects relevant for the specific task, may make learning possible in a complex environment.
The presented approaches have also demonstrated to be effective as anytime learning algorithms, although, when the environment is complex and the amount of knowledge to be acquired is high, particular learning strategies may be needed.
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