This paper proposes a unified framework for the investigation of learning theory in Banach spaces of features via regularized empirical risk minimization. The main result establishes the consistency of such learning schemes under general conditions on the loss function, the geometry of the feature space, the regularization function, and the regularization parameters. The focus is placed on Tikhonov-like regularization with totally convex functions. This broad class of regularizers provides a flexible model for various priors on the features, including in particular hard constraints and powers of norms. In addition, the proposed analysis gives new insight into basic tools such as kernel methods, feature maps, and representer theorems in a Banach space setting. Even when specialized to Hilbert spaces, this framework yields new results that significantly extend the state of the art.
Introduction
A common problem arising in the decision sciences is to infer a functional relation f between an input set X and an output set Y, from the observation of a finite number of realizations (x i , y i ) 1 i n in X ×Y of independent input/ouput random pairs with an unknown common distribution P ; see for instance [32, 48, 50] . We also have at our disposal prior information about f that confines it to some constraint set C. The quality of the estimation can be assessed by a risk R, i.e., the expectation, with respect to P , of a loss function. Since the space of functions from X to Y is not sufficiently structured to effectively address the problem both in terms of theoretical analysis and numerical solution, we proceed by embedding a Banach space F into the space of functions from X to Y through a linear operator A : F → Y X . If the range of A is sufficiently large to approximate C, the problem is recast in the space F, which is called the feature space. In this context a consistent learning scheme is a map that assigns to each sample (x i , y i ) 1 i n an estimator u n ∈ F such that R(Au n ) → inf R(C) as n becomes arbitrarily large. However, since the risk R is not available, as it depends on the unknown distribution P , a standard procedure to construct a learning scheme is to replace R by its empirical version R n based on the available sample. Moreover, the straightforward minimization of the empirical risk typically leads to poor estimates and a regularization strategy must be introduced. In this paper we adopt Tikhonov-like regularization: a function G : F → [0, +∞] and a vanishing sequence (λ n ) n∈N in R ++ are selected, and, for every n ∈ N, an estimator u n is then computed by approximately solving the regularized problem minimize u∈F R n (Au) + λ n G(u).
(1.1)
The ultimate objective of the present paper is to find appropriate conditions on the constituents of the problem ensuring that the above learning scheme is consistent, i.e., that as the sample size n becomes arbitrarily large, the risk values R(Au n ) converges, in some suitable probabilistic sense, to inf R(C).
Our results go beyond the state of the art on two fronts simultaneously. First, the analysis is cast in general reflexive Banach spaces of features and functions, whereas the current literature focuses mainly on Hilbert spaces. Second, we bring into play a general class of convex functions as regularizers, namely totally convex functions. The main benefit of using this broad class of regularizers is that they can model various priors on the features, including hard constraints. At the same time, totally convex functions will be seen to provide the proper setting to achieve the consistency of the learning scheme based on (1.1). In addition, our analysis provides generalizations of tools such as kernel methods, feature maps, representer theorems, and concentration inequalities. We give an illustration of our results in the context of learning with dictionaries. Let us emphasize that our framework brings new results even in Hilbert spaces, as the current literature studies only specific instances of regularizers.
Notation is provided in Section 2. Totally convex functions and Tikhonov-like regularization are investigated in Section 3. Section 4 is devoted to the study of Banach spaces of functions and their description by feature maps; representer and sensitivity theorems are established in this general setting. In Section 5, the regularized learning scheme is formalized and the main consistency theorems are presented.
Notation and basic definitions
We set R + = [0, +∞[ and R ++ = ]0, +∞[. Let B = {0} be a real Banach space. The closed ball of B of radius ρ ∈ R ++ centered at the origin is denoted by B(ρ).
We say that B is of Rademacher type q ∈ [1, 2] [35, Definition 1.e.12] if there exists T ∈ [1, +∞[, so that for every n ∈ N {0} and (u i ) 1 i n in B, 2) and the modulus of smoothness of B is
We say that B is uniformly convex if δ B vanishes only at zero, and uniformly smooth if lim τ →0 ρ B (τ )/τ = 0 [8, 35] . Now let q ∈ [1, +∞[. Then B has modulus of convexity of power type q if there exists c ∈ R ++ such that, for every ε ∈ ]0, 2], δ B (ε) cε q , and it has modulus of smoothness of power type q if there exists c ∈ R ++ such that, for every τ ∈ R ++ , ρ B (τ ) cτ q [8, 35] . A smooth Banach space with modulus of smoothness of power type q is of Rademacher type q [35, Theorem 1.e.16]. Therefore, the notion of Rademacher type is weaker than that of uniform smoothness of power type, in particular it does not imply reflexivity (see the discussion after [ and its domain is dom ∂F = u ∈ B ∂F (u) = ∅ . Moreover, for every (u, v) ∈ dom F × B, we set F ′ (u; v) = lim t→0 + (F (u + tv) − F (u))/t. If F is proper and bounded from below and C ⊂ B is such that C ∩ dom F = ∅, we put Argmin C F = u ∈ C F (u) = inf F (C) , and when it is a singleton we denote by argmin C F its unique element. Moreover, we set (∀ǫ ∈ R ++ ) Argmin ǫ C F = u ∈ C F (u) inf F (C) + ǫ . If p ∈ ]1, +∞[, the p-duality map of B is J B,p = ∂( · p /p) [20] , and hence (∀u ∈ B) J B,p (u) = u * ∈ B * u, u * = u p and u * = u p−1 .
(2.7)
For p = 2 we obtain the normalized duality map J B . Moreover, if B is reflexive, strictly convex, and smooth, then J B,p is single-valued and its unique selection, which we denote also by J B,p , is a bijection from B onto B * and J B * ,p * = J −1 B,p . When a Banach space is regarded as a measurable space it is with respect to its Borel σ-algebra. Let (Z, A, µ) be a σ-finite measure space and let Y be a separable real Banach space with norm |·|. We denote by M(Z, Let (Ω, A, P) be a probability space, let P * be the associated outer probability, and let (U n ) n∈N and U be functions from Ω to B. For every ξ : Ω → R and t ∈ R, we set
, and [ξ t] are defined analogously. The sequence (U n ) n∈N converges in P-outer probability to U , in symbols U n 9) and it converges P * -almost surely (a.s.) to U if
Total convexity and regularization
Convex analysis and optimization play a central role in this paper. In this section, we provide the basic background and the additional results that will be required.
Totally convex functions
Totally convex functions, were introduced in [13] and further studied in [14, 15, 57] . This notion lies between strict convexity and strong convexity.
Let φ : R → [0, +∞] be such that φ(0) = 0 and dom φ ⊂ R + . We set
The upper-quasi inverse of φ is [38, 57] 
Note that, for every (t, s) ∈ R 2 + , φ(t) s ⇒ t φ ♮ (s). We set
and
Proposition 3.1 Let φ ∈ A 0 . Then the following hold:
Suppose that φ is increasing on R + . Then dom φ ♮ = R + and φ is strictly increasing on dom φ.
Proof. (i): This follows from (3.3).
(ii): For every s ∈ R + , [φ s] ⊂ dom φ. Therefore, if dom φ is bounded, φ ♮ is real-valued. Now, suppose that dom φ = R + . Let s ∈ R + with s < sup φ(R + ). Then there exists t 1 ∈ R + such that s < φ(t 1 ). Moreover, since φ is increasing,
(iii): For every t ∈ [1, +∞[, φ(t) tφ(1) > 0. Hence sup φ(R + ) = +∞ and therefore (ii) yields dom φ ♮ = R + . Let t ∈ dom φ and s ∈ dom φ with t < s. If t > 0, then 0 < φ(t) = t φ(t) t φ(s) = (t/s)φ(s) < φ(s); otherwise, (3.3) yields φ(t) = φ(0) = 0 < φ(s).
(iv): Suppose that there exist ε ∈ R ++ and a subsequence (t kn ) n∈N such that (∀n ∈ N) t kn ε. Then φ(t kn ) φ(ε) > 0 and hence φ(t n ) → 0. (vi): Suppose that t φ ♮ (s). Then for every δ ∈ ]0, t[ there exists t ′ ∈ R + such that φ(t ′ ) s and
Then it follows from (3.2), that φ(t ′ ) > s, and hence φ(t − ) > s.
(vii): It follows from (3.3) and (3.4) that int(dom φ) = ∅, φ ∈ A 0 , and φ is continuous at 0. Let s ∈ R ++ . In view of (v), to prove that ( φ) ♮ ∈ A 0 , it remains to show that ( φ) ♮ (s) > 0. By continuity of φ at 0, t ∈ R + φ(t) s is a neighborhood of 0 and hence ( φ) ♮ (s) = sup t ∈ R + φ(t) s > 0. (i) The modulus of total convexity of G is
and G is totally convex at u ∈ dom G if, for every t ∈ R ++ , ψ(u, t) > 0.
(ii) Let ψ be the modulus of total convexity of G. For every ρ ∈ R ++ such that B(ρ) ∩ dom G = ∅, the modulus of total convexity of G on B(ρ) is 6) and G is totally convex on B(ρ) if ψ ρ > 0 on R ++ . Moreover, G is totally convex on bounded sets if, for every ρ ∈ R ++ such that B(ρ) ∩ dom G = ∅, it is totally convex on B(ρ).
Remark 3.3
Total convexity and standard variants of convexity are related as follows.
(i) Suppose that G is totally convex at every point of dom G. Then G is strictly convex.
(ii) Total convexity is closely related to uniform convexity [52, 56] . Indeed G is uniformly convex on F if and only if, for every t ∈ R ++ , inf u∈dom G ψ(u, t) > 0 [57, Theorem 3.5.10]. Alternatively, G is uniformly convex on F if and only if (∀t ∈ R ++ ) inf ρ∈R ++ ψ ρ (t) > 0.
(iii) In reflexive spaces, total convexity on bounded sets is equivalent to uniform convexity on bounded sets [15, Proposition 4.2] . Yet, some results will require pointwise total convexity, which makes it the pertinent notion in our investigation.
Remark 3.4
Let u 0 and u be in dom G. Then Definition 3.2 implies that
The properties of the modulus of total convexity are summarized below.
Proposition 3.5 Let F be a reflexive real Banach space, let G : F → ]−∞, +∞] be a proper convex function the domain of which is not a singleton, let ψ be the modulus of total convexity of G, and let u 0 ∈ dom G. Then the following hold:
(vii) Suppose that ∂G(u 0 ) = ∅ and that G is totally convex at u 0 . Then ψ(u 0 , ·) ∈ A 1 .
(viii) Let ρ ∈ R ++ and suppose that G is totally convex on B(ρ). Then ψ ρ ∈ A 0 and
(ix) Suppose that u 0 ∈ Argmin F G and that G is totally convex at u 0 . Then G is coercive.
Hence cψ(u 0 , t) ψ(u 0 , ct).
(ii): Let (s, t) ∈ R 2 ++ be such that t < s, and set c = s/t. Then using (i), we have ψ(u 0 , t) c −1 ψ(u 0 , ct) ψ(u 0 , s).
The first claim follows from the fact that ψ(u 0 , ·) is increasing and ψ(u 0 , 0) = 0. Next, since dom G is not a singleton, there exists u ∈ dom G, u = u 0 . Finally, Remark 3.4 asserts that
, which contradicts the facts that G ′ (u 0 ; v) ∈ R and ǫ v > 0.
(vii)-(viii): The claims follow from (iv) and (vi).
On the other hand, since G is also totally convex at u 0 , (iv)-(v) imply that there exists s ∈ R ++ such that 0 < ψ(u 0 , s) < +∞ and (∀t ∈ [s, +∞[) ψ(u 0 , t) tψ(u 0 , s)/s. Therefore, for every u ∈ dom G such that u − u 0 s, we have G(u) G(u 0 ) + u − u 0 ψ(u 0 , s)/s, which implies that G is coercive. 
Hence · r is totally convex on bounded sets and, if r q, it is uniformly convex. Moreover, for every ρ ∈ R + and every s ∈ R + ,
where
and K r ∈ R ++ is the constant defined according to [54, Lemma 3 , Equation (2.13)]. Since δ F (ε) cε q for some c ∈ R ++ , then
Let us consider first the case r q. Since, for every t
Now, suppose that r < q. Then since, for every t
Let ψ be the modulus of total convexity of · r . Then it follows from (3.15) and (3.16) that
Let ρ ∈ R ++ and set β = (r/ max{q, r})K r c/2 max{q,r} . Then we obtain (3.10) by taking the infimum over u ∈ B(ρ) in (3.17) . Thus, if r q, the modulus of total convexity is independent from ρ, and hence · r is uniformly convex on F. On the other hand, if r < q, we deduce that · r is totally convex on bounded sets. Hence, A simple calculation shows that, if r < q,
The function ν ρ is strictly increasing and continuous on R + , thus ν ♮ ρ = ν −1 ρ . Since for arbitrary functions ψ 1 : R + → R + and ψ 2 :
, we obtain (3.11).
Remark 3.9
(i) An inspection of the proof of Proposition 3.8 reveals that the constant β is explicitly available in terms of r and of a constant depending on the space F. In particular, it follows from [54, Equation (2.13)] that, when r ∈ ]1, 2], (3.20) and when r ∈ ]2, +∞[
As an example, for the case F = l r (K) and · r r , with r ∈ ]1, 2], since F has modulus of convexity of power type 2 with c = (r − 1)/8 [35] , we have β (7/32)r(r − 1)(1 − (2/3) r−1 ).
(ii) In [53, Theorem 1] and [8, Lemma 2 p. 310] the case r = q is considered. It is proved that · r F is uniformly convex and that its modulus of uniform convexity, say ν, satisfies ν(t) βt r , for every t ∈ R ++ .
Tikhonov-like regularization
In this section we work with the following scenario. 
Hence,
, and the statement follows.
(ii): This follows from (i) and (3.24).
(iii): We derive from (i) and (3.24) that lim λ→0 + F (u λ )+λG(u λ ) = inf F (dom G) which, together with (ii), yields the statement. (ii) dom G ⊃ dom F and F is upper semicontinuous [6, Proposition 11. 
Remark 3.12 Assume that
Now suppose that S = ∅. Then the following hold: (ii) Suppose that u † ∈ F, that (λ n ) n∈N is a vanishing sequence in R ++ , and that u λn ⇀ u † . Then u † ∈ Argmin S G.
(v) Suppose that G is strictly quasiconvex [6, Definition 10.25] . Then there exists u † ∈ F such that
Thus, since (ε(λ)/λ) λ∈R ++ is bounded, so is (G(u λ )) λ∈R ++ . Hence (u λ ) λ∈R ++ is in some sublevel set of G. Conversely, suppose that there exists t ∈ R ++ such that sup λ∈R ++ G(u λ ) t. It follows from the coercivity of G that (u λ ) λ∈R ++ is bounded. Therefore, since F is reflexive, there exist u † ∈ F and a sequence (λ n ) n∈N in R ++ such that λ n → 0 and u λn ⇀ u † . In turn, we derive from the weak lower semicontinuity of F and Proposition 3.11(ii) that
Moreover, since G is weakly lower semicontinuous,
Hence u † ∈ dom G and it follows from (3.28) that u † ∈ S.
(i): This follows from the reflexivity of F and the boundedness of (u λ ) λ∈R ++ .
(ii): Arguing as above, we obtain that (3.28) holds. Moreover, for every u ∈ S, it follows from (3.27) that, since G is weakly lower semicontinuous and ε(λ n )/λ n → 0,
Inequalities (3.28) and (3.30) imply that u † ∈ S and that (ii) holds.
(iii): It follows from (3.30) and (ii) that G(u λn ) → inf G(S). Since (λ n ) n∈N is arbitrary, the claim follows.
(iv): Let λ ∈ R ++ . Since u λ is an ε(λ)-minimizer of F + λG, for every u ∈ dom G, we have
In particular, taking u = u † in (3.31) yields
Since ε(λ)/λ → 0, passing to the limit superior in (3.32) as λ → 0 + , and using (ii) and (iii), we get
(v): It follows from (i) and (ii) that Argmin S G = ∅. Since S is convex and G is strictly quasiconvex, Argmin S G reduces to a singleton {u † } and (ii) yields u λ ⇀ u † as λ → 0 + .
(vi): Since (u λ ) λ∈R ++ is bounded, it follows from [57, Proposition 3.6.5] (see also [15] ) that there exists φ ∈ A 0 such that
Hence, arguing as in [21, Proof of Proposition 3.1(vi)] and using (v) and the weak lower semicontinuity of G, we obtain u λ → u † as λ → 0 + .
Remark 3.14 If Argmin
The following proposition provides an estimate of the growth of the function λ → u λ as λ → 0 + when the condition Argmin dom G F = ∅ is possibly not satisfied.
Proposition 3.15 Suppose that Assumption 3.10 holds, that G is convex with modulus of total convexity ψ, and that there exists
Hence, recalling (3.8) and noting that u ∈ Argmin
)/λ and the claim follows.
Learning in Banach spaces
Basic tools such as feature maps, reproducing kernel Hilbert spaces, and representer theorems have played an instrumental role in the development of hilbertian learning theory [42, 46] . In recent years, there has been a marked interest in extending these tools to Banach spaces; see for instance [28, 58, 60] and references therein. The primary objective of this section is to further develop the theory on these topics.
Banach spaces of vector-valued functions and feature maps
Sampling-based nonparametric estimation naturally calls for formulations involving spaces of functions for which the pointwise evaluation operator is continuous. In the Hilbert space setting, this framework hinges on the notions of a reproducing kernel Hilbert space and of a feature map, which have been extensively investigated, e.g., in [17, 46] . On the other hand, the study of reproducing kernel Banach spaces has been developed primarily in [58, 60] . However, in the Banach space setting, the continuity of the pointwise evaluation operators, the existence of a kernel, and the existence of a feature map may no longer be equivalent and further investigation is in order. 
(iii) The topology of ran A thus constructed is stronger than that of pointwise convergence on Y X . Proof. Set W = ran A and N = ker A. Since N is a closed vector subspace of F, the quotient space F/N is a Banach space with the quotient norm
ThenÃ is linear, injective, and ranÃ = ran A. Thus, we endow W with the Banach space structure transported from F/N byÃ, i.e., for every u ∈ F, Au = Ã π N u = π N u F/N . Moreover, for every x ∈ X , we define the point-evaluation operator ev
(ii)⇒(iii): Denote by |·| the norm of Y. Let x ∈ X and f ∈ W. Then there exists u ∈ F such that f = Au, and hence
Taking the infimum over v ∈ ker A, and recalling the definition of the quotient norm, we get |f 
which shows that A is injective if and only if Λ(x)y * x ∈ X , y * ∈ Y * is dense in F * . (ii): Let u ∈ F and note that, by (i), Au is measurable. Moreover, by (4.1),
Proposition 4.4 Let
Definition 4.5 Let (X , A X ) be a measurable space, let Y be a separable uniformly convex real Banach space, and let W be a vector space of bounded measurable functions from X to Y. Let C ⊂ M(X ; Y) be a convex set.
(i) W is ∞-universal relative to C if, for every probability measure µ on (X , A X ) and for every
When C = M(X ; Y) the reference to the set C is omitted.
The following proposition shows that Definition 4.5 is an extension of the standard notion of universality in the context of reproducing kernel Hilbert spaces [46, Corollary 5.29] , [18] . 
, and let p ∈ [1, +∞[. Consider the following properties:
Then the following hold: [19] .
Then (a)⇒(b).
(ii) Suppose that X is a locally compact Hausdorff space and let C 0 (X ; Y) be the space of continuous functions from X to Y vanishing at infinity [11] . Suppose that W ⊂ C 0 (X ; Y) and that x → C(x) is continuous with respect to the Attouch-Wets topology [5, 9] . Consider the following property:
for the uniform topology.
Then (a)⇔(b)⇔(c).
Proof. (i): Suppose that (a) holds and let µ be a probability measure on (X , A X ). We have W ⊂ L ∞ (X , µ; Y). We derive from (a) and the dominated convergence theorem that
is well defined [31, Proposition 3.2] and its measurability follows from the application of [19, Lemma III.39] with ϕ : X × Y → R : (x, y) → −|y − g(x)| and Σ = C : X → 2 Y . Then P C (g) ∈ C and, for every x ∈ X , since {0,
(ii): (c)⇒(a): Let µ be a probability measure on (X , A X ) and let f ∈ C ∩ L ∞ (X , µ; Y). We denote by K (X ; Y) the space of continuous functions from X to Y with compact support. Since X is completely regular, we derive from Lusin's theorem [26 
in the Attouch-Wets topology, there exist a neighborhood U 1 of x 0 and t ∈ R ++ such that, for every x ∈ U 1 , inf |C(x)| < t. Moreover there exist a neighborhood U 2 of x 0 and q ∈ R ++ such that, for every x ∈ U 2 , g n (x) ∈ B(q). Now, fix r ∈ [3q + t, +∞[. Then, for every x ∈ U 1 ∩ U 2 , since r 3q + inf |C(x)|, it follows from [38, Corollary 3.3 and Theorem 4.1] that
where φ ∈ A 0 is the modulus of uniform monotonicity of the normalized duality map of Y on B(r), and, for every ρ ∈ R ++ , haus ρ is the ρ-Hausdorff distance [9] . Hence, since lim x→x 0 haus 2q+t (C(x), C(x 0 )) = 0, lim x→x 0 |g n (x) − g n (x 0 )| = 0, and lim s→0 + φ ♮ (s) = 0 by Proposition 3.1(v), the continuity of P C (g n ) at x 0 follows. In addition, since 0 ∈ x∈X C(x), the support of . By contradiction, suppose that C ∩ W is not dense in C ∩ C 0 (X ; Y). Since C ∩ W is nonempty and convex, by the Hahn-Banach theorem, there exists f 0 ∈ C ∩ C 0 (X ; Y) and ϕ ∈ C 0 (X ; Y) * , and α ∈ R such that
Now, by [26, Corollary 2 and Theorem 5 in III. §19.3] there is a probability measure µ on X and a function h ∈ L ∞ (X , µ; Y * ) such that
Definition 4.7 Let X be a nonempty set and let Y be a separable real Banach space. Let W be a reflexive, strictly convex, and smooth Banach space of functions from X to Y. Then W is a reproducing kernel Banach space if, for every x ∈ X , the point-evaluation operator ev
In the next proposition we show that in the Banach space setting, the duality map (see Section 2) is instrumental to properly define a kernel. 
Proposition 4.8 Under the assumptions of Proposition
Moreover, we have
Proof. Let N = ker A. Proposition 4.1 implies that W is isometrically isomorphic to F/N. Define
Since F is reflexive, strictly convex, and smooth, F/N and W are likewise. DefiningÃ and π N as in the proof of Proposition 4.1, we haveÃ
Therefore, it follows from (4.12) and (4.1) that, for every (x, u) ∈ X × F,
Finally if a kernel satisfies (4.9), it satisfies (4.13) and hence (4.12), and thus coincides with K p .
Remark 4.9
(i) Equation (4.9) is a representation formula, meaning that the values of the functions in W can be computed in terms of the kernel K p , which is said to be associated with the feature map Λ.
(ii) Definition 4. [58, 60] . We emphasize that, when dealing with kernels in Banach spaces, there is no reason to restrict oneself to the normalized duality map. Rather, allowing general p-duality maps usually makes the computation of the kernel easier, as the following two examples show.
Remark 4.10
In the setting of Proposition 4.8, consider the scalar case Y = R [58] . Then, for every x ∈ X , Λ(x) * ∈ F * and the kernel becomes
, and the representation formula (4.9) turns into
It follows from the definitions of K p and J F,p that
Example 4.11 (generalized linear model) Let X be a nonempty set, let Y be a separable real Banach space with norm |·|, let K be a nonempty countable set, let r ∈ [1, +∞[. Let (φ k ) k∈K be a family of functions from X to Y, which, in this context, is usually called a dictionary [23, 45] . Assume that for every x ∈ X , (φ k (x)) k∈K ∈ l r * (K; Y) and denote by (φ k (x)) k∈K r * its norm in l r * (K; Y). Set
Let x ∈ X . By Hölder's inequality, for every u ∈ F, |(Au)(x)| u r (φ k (x)) k∈K r * , which implies that ev x •A is continuous. Therefore, Proposition 4.1 ensures that
can be endowed with a Banach space structure for which the point-evaluation operators are continuous. Moreover
and, for every u ∈ l r (K), Au = inf v∈ker A u − v r . Hence, for every f ∈ ran A,
Let us compute the feature map Λ : X → L (Y * , l r * (K)). Let x ∈ X , let y * ∈ Y * , and denote by ·, · r,r * the canonical pairing between l r (K) and l r * (K). Then, for every u ∈ l r (K),
) and l r * (K; Y) are isomorphic Banach spaces, the feature map can be identified with
We remark that ran A is p-universal if, for every probability measure µ on (X , A X ), the span of (φ k ) k∈K is dense in L p (X , µ; Y). Now suppose that r > 1. Since l r (K) is reflexive, strictly convex, and smooth, Proposition 4.8 asserts that ran A is a reproducing kernel Banach space and that the underlying kernel K p : X × X → B(Y * , Y) can be computed explicitly. Indeed, [20, Proposition 4.9] implies that the r-duality map of l r (K) is
is the r * -duality map of l r * (K) (hence it has the same form as (4.24) with r replaced by r * ). Thus, for every (x, x ′ ) ∈ X × X and every y * ∈ Y
In the scalar case Y = R, this becomes 
uniformly convex and smooth (with the same moduli of convexity and smoothness as L p ). This shows that W m,p (X ; R k ) is a reproducing kernel Banach space and also that the associated feature map Λ is bounded. Likewise, W m,p 0 (X ; R k ) is a reproducing kernel Banach space endowed with the norm ∇· p , where this time
is an isometry. For simplicity, we address the computation of the kernel for the space W 1,p 0 (X ; R). In this case, the p-duality map is
where ∆ p is the p-Laplacian operator [4, Section 6.6]. Therefore, it follows from (4.15) that
In the case when X = [0, 1], the kernel can be computed explicitly as follows 
Representer and sensitivity theorems in Banach spaces
In the classical setting, a representer theorem states that a minimizer of a Tikhonov regularized empirical risk function defined over a reproducing kernel Hilbert space can be represented as a finite linear combination of the feature map values on the training points [42] . The investigation in Banach spaces was initiated in [37] and continued in [59] . In this section representer theorems are established in the general context of Banach spaces, totally convex regularizers, vector-valued functions, and approximate minimization. These contributions capture and extend existing results. Moreover, we study the sensitivity of such representations with respect to perturbations of the probability distribution on X × Y. Definition 4.14 Let X and Y be two nonempty sets, let (X × Y, A, P ) be a complete probability space, and let P X be the marginal probability measure of P on X . Let Y be a separable reflexive real Banach space with norm |·| and Borel σ-algebra 
In addition,
Remark 4.15
(i) The properties defining the classes of losses introduced in Definition 4.14 arise in the calculus of variations [29] . Let p ∈ [1, +∞] and suppose that ℓ ∈ Υ p (X ×Y ×Y, P ). Then the risk (4.31) is real-valued on L p (X , P X ; Y). Moreover, since for every (x, y) ∈ X × Y, ℓ(x, y, ·) is convex and continuous, R : L p (X , P X ; Y) → R + is convex and continuous [29, Corollaries 6.51 and 6.53].
(ii) If ℓ ∈ Υ p (X × Y × Y, P ) then ℓ(x, y, ·) is bounded on bounded sets. Hence, by Proposition A.1(ii), ℓ(x, y, ·) is Lipschitz continuous relative to bounded sets. where Λh λ : X × Y → F * : (x, y) → Λ(x)h λ (x, y) and, for every (x, y, y) ∈ X × Y × Y, ∂ Y ℓ(x, y, y) = ∂ℓ(x, y, ·)(y). Moreover, the following hold:
Since ℓ ∈ Υ p (X ×Y ×Y, P ), Ψ is real-valued and convex. Place L p (X ×Y, P ; Y) and L p * (X ×Y, P ; Y * ) in duality by means of the pairing 
is linear and continuous. Moreover,
Note that, in (4.43), E P (Λh) is well defined, since Λh is measurable [27, Proposition 1.7], and, for every (x, y) ∈ X × Y, Λ(x)h(x, y) Λ(x) |h(x, y)|. Hence, by Hölder's inequality X ×Y Λ(x)h(x, y) P (d(x, y)) < +∞, and (4.43) implies that A * : L p * → F * : h → E P (Λh). Now, since F = Ψ • A, applying [57, Theorem 2.8.3(vi)] to Ψ : L p → R and A : F → L p and, taking into account (4.41), we get
Using (4.36) and [57, Theorem 2.8.3(vii)], there exists e * ∈ B(ε) such that e * ∈ ∂(F + λG)(u λ ) = ∂F (u λ ) + λ∂G(u λ ). Hence, in view of (4.44), there exists h λ ∈ L p * satisfying h λ (x, y) ∈ ∂ Y ℓ(x, y, (Au λ )(x)) for P -a.a. (x, y) ∈ X × Y and e * − E P [Λh λ ] ∈ λ∂G(u λ ). Since P is complete, and for every (x, y) ∈ X × Y, dom ∂ Y ℓ(x, y, ·) = ∅, we can modify h λ so that h λ (x, y) ∈ ∂ Y ℓ(x, y, (Au λ )(x)) holds for every (x, y) ∈ X × Y.
By Definition 4.14(i), there exists b ∈ L 1 (X × Y, P ; R) + and c ∈ R ++ such that
Therefore, it follows from Proposition A.2 and (4.45) that, if p = 1, we have |h λ (x, y)| c and, if p > 1, we have
Hence, using Jensen's inequality,
(ii): Let (x, y) ∈ X × Y be such that Λ(x) Λ ∞ , and set τ = ρ Λ ∞ . We assume τ > 0. Then (4.45) yields |(Au λ )(x)| < τ . Thus, since B(τ ) is a neighborhood of (Au λ )(x) in Y, ℓ(x, y, ·) is Lipschitz continuous relative to B(τ ), with Lipschitz constant ζ τ and h λ (x, y) ∈ ∂ Y ℓ(x, y, (Au λ )(x)), Proposition A.1(i) gives |h λ (x, y)| ζ τ .
Remark 4.18
(i) Condition (4.36) is a relaxation of the characterization of u λ as an exact minimizer of F + λG via Fermat's rule, namely 0 ∈ ∂(F + λG)(u λ ).
(ii) In Theorem 4.17, let additionally F 1 and F 2 be separable reflexive real Banach spaces, let
be two linear operators which are continuous with respect to pointwise convergence on Y X , let Λ 1 : X → L (Y * , F * 1 ) and Λ 2 : X → L (Y * , F * 2 ) be the feature maps associated with A 1 and A 2 respectively, and let G 1 ∈ Γ + 0 (F 1 ). Suppose that F = F 1 × F 2 , that ǫ = 0, and that
Then, setting u λ = (u 1,λ , u 2,λ ), (4.37) and (4.38) yield
This gives a representer theorem with offset space F 2 . If we assume further that F 1 and F 2 are reproducing kernel Hilbert spaces of scalar functions, that G 1 = · 2 , and that p < +∞, the resulting special case of (4.49) and (4.50) appears in [24, Theorem 2]. 51) and that u λ = 0. Then there exist e * ∈ F * , h λ ∈ L p * (X × Y, P ; Y * ), and ξ(u λ ) ∈ ∂ϕ( u λ ) such that e * ǫ, (4.37) holds, and
Corollary 4.19 In Theorem 4.17, make the additional assumption that F is strictly convex and smooth, that there exists a convex even function ϕ : R → R + vanishing only at 0 such that
Proof. Note ∂ϕ(R ++ ) ⊂ R ++ since ϕ is strictly increasing on R ++ . It follows from Theorem 4.17 that there exist h λ ∈ L p * (X × Y, P ; Y * ) and e * ∈ F * such that (4.37) and (4.38) hold. Next, we prove that
It follows from [6, Example 13.7] that, for every u * ∈ F * , G * (u * ) = ϕ * ( u * ). Moreover, the Fenchel-Young identity entails that, for every (u, u * ) ∈ F × F * , we have 
If F is a Hilbert space and r = 2, we obtain the representation 
Remark 4.21
In Corollary 4.19, note that G is strictly quasiconvex and coercive since F is strictly convex and ϕ is convex and strictly increasing on R + . Now, let ǫ = 0 and let P = n −1 n i=1 δ (x i ,y i ) be the empirical probability measure associated with the sample (x i , y i ) 1 i n ∈ (X × Y) n . In this context, we obtain a representation for the solution u λ to the regularized empirical risk minimization problem
(4.57)
Indeed, (4.52) reduces to
Thus, u λ can be expressed as a linear combination of the feature vectors (Λ(x i )) 1 i n , for some vector coefficients (y * i ) 1 i n ∈ (Y * ) n . This covers the classical setting of representer theorems in scalar-valued Banach spaces of functions [59, Theorem 3] and improve the vector-valued case [60, Theorem 5.7] , since Y can be infinite-dimensional.
Example 4.22
We recover a case-study of [37] . Let φ : R + → R + be strictly increasing, continuous, and such that φ(0) = 0 and lim t→+∞ φ(t) = +∞. Define ϕ : R → R + : t → |t| 0 φ(s)ds, which is strictly convex, even, and vanishes only at 0. Assume that lim t→0 ϕ(2t)/ϕ(t) < +∞, let (Ω, S, µ) be a measure space, and let F = L ϕ (Ω, µ; R) be the associated Orlicz space endowed with the Luxemburg norm induced by ϕ. We recall that F * = L ϕ * (Ω, µ; R), the Orlicz space endowed with the Orlicz norm associated to ϕ * [40] . Moreover, in this case the normalized duality map J F * = J −1 F : F * → F can be computed. Indeed, by [40, Theorem 7.2.5], we obtain that, for every g ∈ F * , there exists κ g ∈ R ++ such that J F * (g) = g φ −1 (κ g |g|) sign(g). Given (g i ) 1 i n ∈ (F * ) n , (y i ) 1 i n ∈ R n , and λ ∈ R ++ , the problem considered in [37] is to solve 
, and (∀g ∈ X )(∀u ∈ F) (Au)(g) = u, g . Since, in this case, for every g ∈ X , Λ(g) = g, we derive from (4.58) that there exist κ ∈ R ++ and (α i ) 1 i n ∈ R n such that
We conclude this section with a sensitivity result in terms of a perturbation on the underlying probability measure.
Theorem 4.23 (Sensitivity) In Theorem 4.17, make the additional assumption that G is totally convex at every point of dom G and let ψ be its modulus of total convexity. Take
such that conditions (4.37)-(4.38) hold. Let P be a probability measure on (X × Y, A) such that ℓ ∈ Υ ∞ (X × Y × Y, P ) and Λ is P X -essentially bounded. Define
Letǫ ∈ R ++ and letũ λ ∈ F be such that inf ∂( F + λG)(ũ λ )) ǫ. Then the following hold:
Therefore, since h λ (x, y) ∈ ∂ Y ℓ(x, y, (Au λ )(x)), it follows from Proposition A.1(i)-(ii) and (4.62) that |h λ (x, y)| 2 sup ℓ(x, y, B(ρ + 1)) 2g(x, y). Hence h λ ∈ L 1 (X × Y, P ; Y * ).
(ii): Let (x, y) ∈ X × Y. Since h λ (x, y) ∈ ∂ Y ℓ(x, y, (Au λ )(x)), we have
Since Λ is P X -essentially bounded and h λ ∈ L 1 (X × Y, P ; Y * ), Λh λ is P -integrable. Integrating (4.64) with respect to P yields
Moreover, (4.38) and (3.8) yield
Summing the last two inequalities we obtain
Since there existsẽ * ∈ F * such that ẽ * ǫ and
This, together with (4.67), yields
and the statement follows.
Learning via regularization
We study statistical learning in Banach spaces and present the main results of the paper.
Consistency theorems
We first formulate our assumptions. They involve the feature map from Definition 4.2, as well as the loss and the risk introduced in Definition 4.14.
Assumption 5.1
(i) (Ω, S, P) is a complete probability space, X and Y are two nonempty sets, A is a sigma algebra on X × Y containing the singletons, (X, Y ) : (Ω, S, P) → (X × Y, A) is a random variable with distribution P on X × Y, and P has marginal P X on X .
(ii) Y is a separable reflexive real Banach space,
is the risk associated with ℓ and P , and there exists f ∈ L ∞ (X , P X ; Y) such that R(f ) < +∞. For every ρ ∈ R ++ , ζ ρ is defined as in (4.34).
(iii) C is a nonempty convex subset of M(X , Y).
(iv) F is a separable reflexive real Banach space, q ∈ [2, +∞[, F * is of Rademacher type q * with Rademacher type constant T q * .
(v) A : F → M(X , Y) is linear and continuous with respect to pointwise convergence on Y X , Λ is the feature map associated with A,
(vi) G ∈ Γ + 0 (F), G(0) = 0, the modulus of total convexity of G is ψ, ψ 0 = ψ(0, ·), and G is totally convex on bounded sets.
(vii) (λ n ) n∈N is a sequence in R ++ such that λ n → 0.
(viii) (X i , Y i ) i∈N is a sequence of independent copies of (X, Y ). For every n ∈ N {0}, Z n = (X i , Y i ) 1 i n and
The function ε : R ++ → [0, 1] satisfies lim λ→0 + ε(λ) = 0. For every n ∈ N {0} and every λ ∈ R ++ , the function u n,λ : (X × Y) n → F satisfies
In the context of learning theory, X is the input space and Y is the output space, which can be considered to be embedded in the ambient space Y. The probability distribution P describes a functional relation from X into Y and R quantifies the expected loss of a function f : X → Y with respect to the underlying distribution P . The set C models a priori constraints. Since M(X , Y) is poorly structured, measurable functions are handled via the Banach feature space F and the feature map Λ. Under the provision that the range of A is universal relative to C (see Definition 4.5) every function f ∈ C can be approximately represented by a feature u ∈ F via f ≈ Au. Since the true risk R depends on P , which is unknown, the empirical risk R n is constructed from the available data, namely a realization of Z n . In (5.2), u n,λ is obtained by approximately minimizing a regularized empirical risk. Regularization is achieved by the addition of the convex function G, which will be asked to fulfill certain compatibility conditions with the constraint set C, e.g., dom G = A −1 (C). The objective of our analysis can be stated as follows.
Problem 5.2 (consistency)
Consider the setting of Assumption 5.1. The problem is to approach the infimum of the risk R on C by means of approximate solutions
to the empirical regularized problems 4) in the sense that R(Au n,λn (Z n )) → inf R(C) in probability (weak consistency) or almost surely (strong consistency), under suitable conditions on (λ n ) n∈N .
Definition 5.3 Let
We are now ready to state the two main results of the paper, the proofs of which are deferred to Section 5.2. 
and that
(
ii) Assume that p ∈ ]1, +∞[ and that the function b associated with ℓ in Definition 4.14(i) is bounded, and let
(iii) Assume that p = 1 and let (∀n ∈ N) ρ n ∈ ψ ♮ 0 ((R(0) + 1)/λ n ), +∞ . Suppose that
Then there exists a unique u † ∈ S which minimizes G on S; moreover, Au † ∈ C and R(Au † ) = inf R(C). Furthermore, suppose that the following conditions are satisfied: (ii) A(dom G) ⊂ C ∩ran A ⊂ A(dom G) is a compatibility condition between G and C. It is satisfied in particular when dom G = A −1 (C), since A(A −1 (C)) = C ∩ ran A. On the other hand, ran A is trivially ∞-universal relative to C when C ⊂ ran A, or ran A ⊂ C and ran A is ∞-universal.
(iii) It follows from Assumption 5.1(vi) that Argmin F G = ∅, hence 0 ∈ dom ∂G. Therefore, Proposition 3.5(viii) ensures that, for every ρ ∈ R + , ψ ρ ∈ A 1 . Thus, Proposition 3.1(vii) yields ( ψ ρ ) ♮ ∈ A 0 and by Proposition 3.1(ii), dom ( ψ ρ ) ♮ is a non trivial interval containing 0.
(iv) Let (s n ) n∈N and (ρ n ) n∈N be sequences in R ++ and suppose that ρ = inf n∈N ρ n > 0. Then
Next we consider an important special case, in which the consistency conditions can be made explicit.
Corollary 5.6
Suppose that Assumption 5.1 holds, set ς = Λ ∞ , and write ε = ε 1 ε 2 , where ε 1 and ε 2 are functions from (5.14)
Let β be the constant defined in Proposition 3.8, and set m = max{r, q}. Then the following holds:
(ii) Assume that p ∈ ]1, +∞[, that the function b associated with ℓ in Definition 4.14(i) is bounded, and that
, and 1
(iii) Assume that p = 1 and that
Remark 5.7 Corollary 5.6 shows that consistency is achieved when the sequence of regularization parameters (λ n ) n∈N converges to zero not too fast. The upper bound depends on the power type of the modulus of convexity of the feature space, the exponent of the norm in the regularizer, and the Lipschitz behavior of the loss. Note that a faster decay of (λ n ) n∈N is allowed when q = 2.
Remark 5.8
In the setting of general regularizers and/or Banach feature spaces, the literature on consistency of regularized empirical risk minimizers is scarce. In [44] , consistency is discussed in the context of classification in Hilbert spaces for regularizers of the type G = ϕ( · ). In [45] , consistency and learning rates are provided for classification problems and G = · , under appropriate growth assumptions on the average empirical entropy numbers. In [43] , the consistency of an ℓ 1 -regularized empirical risk minimization scheme is studied in a particular type of Banach spaces of functions, in which a linear representer theorem is shown to hold. Note that, in general reproducing kernel Banach spaces, the representation is not linear; see Corollary 4.19 and [59, 60] .
We complete this section by providing an illustration of the above consistency theorems to learning with dictionaries in the context of Example 4.11. The setting will be a specialization of Assumption 5.1 to specific types of feature maps and regularizers. Our analysis extends in several directions that of [23] .
Example 5.9 (Generalized linear model) Suppose that Assumption 5.1(i)-(iii) hold. Let K be a nonempty at most countable set, let r ∈ ]1, +∞[, and let F = l r (K). Let ς ∈ R ++ and let (φ k ) k∈K be a dictionary of functions in M(X , Y) such that for P X -a.a. x ∈ X , k∈K |φ k (x)| r * ς r * . Moreover, set 19) and let Λ : X → l r * (K; Y) : x → (φ k (x)) k∈K be the associated feature map. For every k ∈ K, let η k ∈ R + and let
Let (λ n ) n∈N be a sequence in R ++ such that λ n → 0 and let (X i , Y i ) i∈N be a sequence of independent copies of (X, Y ). For every n ∈ N {0}, let Z n = (X i , Y i ) 1 i n , and let u n,λn (Z n ) be defined according to (5.2) as an approximate minimizer of the regularized empirical risk
The above model covers several classical regularization schemes, such as the Tikhonov (ridge regression) model [32] , the ℓ 1 or lasso model [47] , the elastic net model [23, 61] , the bridge regression model [30, 33] , as well as generalized Gaussian models [2] . Furthermore the following hold:
(i) F is uniformly convex with modulus of convexity of power type max{2, r} [35, p. 63]. Moreover, ran A ⊂ M(X , Y), 22) and therefore Λ ∞ ς. Now suppose that inf k∈K η k > 0. Then, in view of Proposition 3.8, G is totally convex on bounded sets. Altogether, Assumption 5.1 holds with q = max{2, r}.
(ii) Let p ∈ [1, +∞] and suppose that one of the following holds:
, and ran A is p-universal relative to C. Indeed, as for (ii)(a), C ⊂ ran A ⊂ L p (X , P X ; Y), hence C is p-admissible and ran A is p-universal relative to C. Moreover,
there existsū ∈ R K with finite support, such that u −ū r ǫ and Au − Aū p ς u −ū r ςǫ. On the other hand, if
is satisfied when X is a locally compact topological space and span{φ k } k∈K is dense in C 0 (X , Y) endowed with the uniform topology by Proposition 4.6(ii).
(iii) Let C be as in item (ii)(a) or (ii)(b), let η ∈ R ++ , and suppose that (∀k ∈ K) η k η. Then consistency can be obtained in the setting of Corollary 5.6, where q = max{2, r} = m, and, in view of Remark 3.9(i), β = (7/32)r(r − 1)(1 − (2/3) r−1 ). In particular, in items (ii) and (iii) of Corollary 5.6, we have λ pm/r n n 1/q = λ p n n 1/r , if r 2; and λ pm/r n
Moreover, by Theorem 5.4(iv), weak consistency holds if λ n n 1/ max{2,r} → +∞, and strong consistency holds if λ n n 1/ max{2,r} / log n → +∞.
(iv) Suppose that r ∈ ]1, 2] and that the loss function is differentiable with respect to the third variable. Then, by exploiting the separability of G, for a given sample size n, an estimate u n,λn (z n ) can be constructed in l 2 (K) using proximal splitting algorithms such as those described in [22, 51] .
Remark 5.10
Let us compare the results of Example 5.9 to the existing literature on generalized linear models.
(i) In the special case when K is finite, r > 1, and G = · r r , [33] provides an excess risk bound which depends on the dimension of the dictionary (the cardinality of K) and the level of sparsity of the regularized risk minimizer; see [12] for a recent account of the role of sparsity in regression.
(ii) In the special case when r = 2 and, for every k ∈ K, h k = w k |·| with w k ∈ R ++ in (5.20), we recover the elastic net framework of [23] . This special case yields a strongly convex problem in a Hilbert space. In our general setting, the exponent r may take any value in ]1, +∞[. Note also that our framework implicitly allows for the enforcement of hard constraints on the coefficients since the functions (h k ) k∈K are not required to be real-valued. We highlight that, when specialized to the elastic net regularizer, Theorem 5.4(iv) guarantees consistency under the same conditions as in [23, Theorem 2].
Proofs of the main results
We start with a few properties of the functions underlying our construct. To this end, throughout this subsection, the following notation will used.
Notation 5.11
In the setting of Assumption 5.1,
In addition, ς = Λ ∞ , and, for every n ∈ N {0} and λ ∈ R ++ ,
Now let τ ∈ [1, +∞[ and n ∈ N {0}. Then, since 2 √ 2τ 1 + 2τ 3τ and n 1/q n 1/2 n, we have
Proposition 5.12 Suppose that Assumption 5.1 is satisfied. Then the following hold:
(i) F : F → R + is convex and continuous.
(ii) Let n ∈ N {0} and z ∈ (X × Y) n . Then F n (·, z) : F → R + is convex and continuous.
(iii) G is coercive and strictly convex. (ii): The argument is the same as above, except that P is replaced by the empirical measure
(iii): It follows from Assumption 5.1(vi) and Proposition 3.5(ix) that G is coercive; its strict convexity follows from Definition 3.2(i). The strategy of the proof of Theorem 5.4 is to split the error in three parts, i.e.,
where u λ = argmin F (F + λG). (5.26) Note that Proposition 5.12(iv) ensures that u λ is uniquely defined. The first term on the right-hand side of (5.26) is known as the sample error and the second term as the approximation error. Proposition 3.11(ii) ensures that the approximation error goes to zero as λ → 0. Below, we start by showing that inf R(C) − inf F (dom G) = 0, if ran A is universal with respect to C and some compatibility conditions between G and C hold. Next, we study the sample error. Note that F (u n,λ (Z n )) − F (u λ ) may not be measurable, hence the convergence results are provided with respect to the outer probability P * . 
Proof. Suppose that C = f ∈ M(X , Y) (∀x ∈ X ) f (x) ∈ C(x) . Let f ∈ C be such that R(f ) < +∞. For every n ∈ N, set A n = x ∈ X |f (x)| n , let A c n be its complement, and define f n : X → Y, f n = 1 An f + 1 A c n g. For every n ∈ N and x ∈ X , f n (x) ∈ C(x) and |f n (x)| max{n, |g(x)|}, hence f n ∈ C ∩ L p (X , P X ; Y). Moreover,
Since 1 A c n ×Y h → 0 pointwise and 1 A c n ×Y h h, it follows from the dominated convergence theorem that the right-hand side of (5.27) tends to zero, and hence
Proposition 5.14 Let X and Y be nonempty sets, let (X × Y, A, P ) be a probability space, let P X be the marginal of P on X , and let Y be a separable reflexive real Banach space. Let C ⊂ M(X , Y) be nonempty and convex and let
be the risk associated with ℓ and P . Then the following hold:
(ii) Suppose that C is p-admissible and ran A is p-universal relative to C. Then inf F (dom G) = inf R(C).
Proof. (i): By Remark 4.15(i), R is continuous on L p (X , P X ; Y) and hence inf R(A(dom G)) = inf R(A(dom G)). Therefore, since A(dom G) ⊂ C ∩ ran A ⊂ A(dom G), the assertion follows.
(ii): Suppose first that p < +∞. Since R is continuous on
Thus, since C is p-admissible, Proposition 5.13 gives inf R(C ∩ L p (X , P X ; Y)) = inf R(C) and hence inf R(C ∩ ran A) = inf R(C). The statement follows from (i). Now suppose that p = +∞. Let f ∈ C ∩ L ∞ (X , P X ; Y). By Definition 4.5(i), there exists (f n ) n∈N ∈ (C ∩ ran A) N and ρ ∈ R ++ such that sup n∈N f n ∞ ρ and f n → f P X -a.s. It follows from (4.33) 
) and we conclude as above.
Proposition 5.15 Suppose that Assumption 5.1 holds and that Notation 5.11 is in use.
Write ε = ε 1 ε 2 , where ε 1 and ε 2 are functions from R ++ to [0, 1], let λ ∈ R ++ , and define u λ = argmin F (F + λG). Let τ ∈ R ++ , let n ∈ N {0}, and let ρ ∈ [ u λ , +∞[. Then the following hold:
(iii) Suppose that ℓ ∈ Υ 1 (X × Y × Y, P ) and let c ∈ R + be as in Definition 4.14(i) . Then 29) it follows from Proposition 5.12(ii) and Ekeland's variational principle [36, Corollary 4.2.12] that there exists v n,λ ∈ F such that u n,λ (z) − v n,λ ε 1 (λ) and inf ∂(F n (·, z) + λG)(v n,λ ) ε 2 (λ). We note that ℓ ∈ Υ ∞ (X × Y × Y) by Remark 4.15(iv). Hence, setting P = (1/n) n i=1 δ (x i ,y i ) , we derive from Theorems 4.17(ii) and 4.23(ii) that there exists a measurable and P -a.s. bounded function
Hence, since ( ψ ρ ) ♮ is increasing by Proposition 3.1(vii), a fortiori we have
Thus (i) follows from (5.31) and (5.33).
(ii): Let ω ∈ u n,λ (Z n ) ρ . Since u λ ρ and u n,λ (Z n (ω)) ρ, we have Au λ ∞ ςρ and Au n,λ (Z n (ω)) ∞ ςρ. Hence, we derive from Assumption 5.1(ii) that
Thus, (ii) follows from (i).
(iii): It follows from Remark 4.15(v)(a) that ℓ is globally Lipschitz continuous in the third variable uniformly with respect to the first two and that sup ρ ′ ∈R ++ ζ ρ ′ c. Hence, we derive from (4.31) that R is Lipschitz continuous on L 1 (X , P X ; Y) with Lipschitz constant c. As a result,
Thus, the statement follows from (i).
The following technical result will be required subsequently.
Lemma 5.16
Let α : R + → R + and let γ ∈ R ++ be such that, for every τ ∈ ]1, +∞[, α(τ ) γτ . Let φ ∈ A 0 , let (η, ǫ) ∈ R ++ × R + , and suppose that φ ♮ (2γ) < η and φ ♮ (2ǫ) < η.
Proof. Recalling Proposition 3.1(vi), we derive from φ ♮ (2γ) < η and φ ♮ (2ǫ) < η that respectively τ 0 > 1 and φ(η − ) > 2ǫ. Therefore, since γτ 0 = φ(η − )/2, we have α(τ 0 ) + ǫ τ 0 γ + ǫ = φ(η − )/2 + ǫ < φ(η − ). Again by Proposition 3.1(vi) we obtain that φ ♮ (α(τ 0 ) + ǫ) < η. (i) Let λ ∈ R ++ , and set u λ = argmin F (F + λG) and let ρ ∈ ψ ♮ 0 ( ℓ(·, ·, 0) ∞ + 1)/λ , +∞ . Let τ ∈ R ++ and let n ∈ N {0}. Then
(ii) Suppose that (5.5) and (5.6) hold. Then F (u n,λn (Z n ))
Proof. (i): Since for every
e −τ , and (5.36) follows.
(ii): Because of (5.25), conditions (5.5)-(5.6) imply that
Therefore, it follows from (5.36) and Proposition 3.11(ii) that for every (η, τ ) ∈ R ++ × [1+ ∞[, there existsn ∈ N such that, for every integer n n, 38) and the convergence in outer probability follows.
(iii): Let η ∈ R ++ and let ξ ∈ ]1, +∞[. It follows from (5.5) and (5.7) that there exists an integer n 3, such that for every integer n n, we have
Let n ∈ N be such that n n and set γ = ς(4T q * + 5)ζ ςρn /(λ n n 1/q ). We derive from (5.25) that (∀ τ ∈ [1, +∞) α n,λn (τ, ρ n ) τ γ. Then, since 1 ξ log n, it follows from Lemma 5.16 that
Item (i) yields
We remark that, by Proposition 3.1(vi)-(vii), the first condition in (5.39) is equivalent to
Thus it follows from (5.42) and (5.43) that +∞ n=n P * Ω n,η +∞ n=n 1/n ξ < +∞. Hence the Borel-Cantelli lemma yields (note that the Borel-Cantelli lemma requires only the property of σ-subadditivity, it therefore holds also for outer measures)
The next proposition considers the case of a globally Lipschitz continuous loss ℓ, and does not require the boundedness of ℓ(·, ·, 0). Definition 4.14(i) and write ε = ε 1 ε 2 , where ε 1 and ε 2 are functions from R ++ to [0, 1] . Let (∀n ∈ N) ρ n ∈ ψ ♮ 0 ((R(0) + 1)/λ n ), +∞ . Then the following hold: (i) Let λ ∈ R ++ , set u λ = argmin F (F + λG) and let ρ ∈ ψ ♮ 0 (F (0) + 1)/λ , +∞ . Let τ ∈ R ++ and let n ∈ N {0}. Then
Proposition 5.18 Suppose that Assumption 5.1 holds, that Notation 5.11 is in use, and that
(iii) Suppose that (5.10) and (5.11) hold. Then (ii)-(iii): Using (i), these can be established as in the proof of items (ii) and (iii) in Proposition 5.17.
Proposition 5.19
Suppose that Assumption 5.1 holds, that Notation 5.11 is in use, and that S = Argmin dom G F = ∅. Let u † = argmin u∈S G(u) and write ε = ε 1 ε 2 , where ε 1 and ε 2 are functions from R ++ to [0, 1] . For every λ ∈ R ++ , set u λ = argmin F (F + λG). Let ρ ∈ sup λ∈R ++ u λ , +∞ and let τ ∈ R ++ . Then, for every sufficiently small λ ∈ R ++ and every n ∈ N {0},
Moreover, assume that (5.12) is satisfied. Then the following hold:
(i) For every sufficiently large n ∈ N,
Proof. First note that items (i) and (v) in Proposition 3.13 imply that u † is well defined and that sup λ∈R ++ u λ < +∞. Now, let λ ∈ R ++ and let n ∈ N. Since u λ ρ, it follows from Proposition 5.15(i) that
follows. Note also that Proposition 3.5(viii) implies that ψ ρ ∈ A 0 .
(i): Let η ∈ R ++ be such that sup λ∈R ++ u λ + η ρ. It follows from (5.12), (5.25), and
Hence, there existsn ∈ N such that for every integer n n, ε 1 (λ n ) + ( ψ ρ ) ♮ α n,λn (τ, ρ) + ε 2 (λ n )/λ n η. Now, take an integer n n and set Ω n = u n,λn (Z n ) − u λn η . Then Ω n ⊂ u n,λn (Z n ) ρ and it follows from (5.48) that P * (Ω \ Ω n ) e −τ . Hence, we deduce from Proposition 5.15(ii) that
On the other hand, Proposition 3.13(iv) implies that, for n sufficiently large, F (u λn ) − F (u † ) λ n , which combined with (5.49) gives (5.47).
(ii): Let η ∈ R ++ . As above, α n,λn (τ, ρ) + ε 2 (λ n )/λ n → 0 and Proposition 3.13(vi) asserts that u λn − u † → 0. Therefore, there existsn ∈ N such that for every integer n n,
(iii): The proof follows the same line of that of Proposition 5.17(iii). Let η ∈ R ++ and let ξ ∈ ]1, +∞[. It follows from (5.12), (5.13), and Proposition 3.1(v) that, for n ∈ N large enough,
In turn, for such an n, we derive from Lemma 5.16 that
Then (i) implies that, for n sufficiently large,
Moreover, thanks to Proposition 3.1(vi), the first condition in (5.50) is equivalent to
Thus, forn ∈ N sufficiently large, (5.53) and (5.54) yield n n P * Ω n,η 2 n n 1/n ξ < +∞, and hence it follows from the Borel-Cantelli lemma that P * k n n k Ω n,η = 0. This shows that F (u n,λn (Z n )) → F (u † ) P * -a.s. Next, let n ∈ N be sufficiently large so that
Using Lemma 5.16, upon setting τ 0 = ( ψ ρ (η − )λ n n 1/q /(2ς(4T q * +5)ζ ςρ ), we obtain ( ψ ρ ) ♮ α n,λn (τ 0 , ρ)+ ε 2 (λ n )/λ n < η. It then follows from (5.46) and (5.55) that for n sufficiently large,
56)
The conclusion follows by the Borel-Cantelli lemma.
Proof of Theorem 5.4. We first note that Proposition 5.14(ii) asserts that inf F (dom G) = inf R(C). Now fix τ ∈ R ++ and assume that sup n∈N ζ ςρn > 0. Since ζ m ςρn /(λ m/r n n 1/q ) → 0 and m 2, we have ζ ςρn /(λ m/r n n 1/q ) → 0. Moreover, since m/r 1, we have ζ ςρn /(λ n n 1/q ) → 0 and, therefore, since ρ n → +∞, there existsn ∈ N {0} such that, for every integer n n, τ ζ ςρn /(λ n n 1/q ) ηβρ r−1 n . Suppose that q > r and take an integer n n. Evaluating the maximum in (5.58), we obtain n n 1/q ) → 0 implies 1/(λ n n 1/q ) → 0. Moreover, since ρ n → +∞, there existsn ∈ N {0} such that, for every integer n n, τ /(λ n n 1/q ) ηβρ r−1 n . Suppose that q > r and take an integer n n. Evaluating the maximum in (5.58), we obtain 
A.2 Concentration inequalities in Banach spaces
This section provides fundamental concentration inequalities in probability theory in Banach spaces.
In the Hilbert space setting, these results are well known [55] .
The following result collects [55, Theorem 3.3.1], [46, Theorem 6.13] , and a fundamental inequality [34, Proposition 9.11] which is valid in Rademacher-type Banach spaces (see Section 2).
Lemma A.4 Let (Ω, A, P) be a probability space, let B be a separable real Banach space, let n ∈ N {0}, and let (U i ) 1 i n be a family of independent integrable random variables from Ω to B. Then, for every ε ∈ R ++ and every t ∈ R ++ ,
Moreover if B is of Rademacher type q ∈ ]1, 2] with Rademacher constant T q and if, for every i ∈ {1, . . . , n}, E P U i = 0, then Theorem A.5 Let (Ω, A, P) be a probability space and let B be a separable real Banach space of Rademacher type q ∈ ]1, 2] with Rademacher constant T q . Let (β, σ) ∈ R 2 ++ , let n ∈ N {0}, let (U i ) 1 i n be a family of independent random variables from Ω to B satisfying max 1 i n U i β P-a.s., and let τ ∈ R ++ . Then the following hold:
(i) (Hoeffding's inequality) 
(A.13)
Hence E P n i=1 U i 2T q σn 1/q . Now let t ∈ R + . Then
t m m! β m−q E P U i q nσ q β q e tβ − 1 − tβ (A.14)
and, using Lemma A. 4 , we obtain that, for every ε ∈ R ++ , P n i=1 U i nε exp − tεn + t2σT q n 1/q + nσ q β q e tβ − 1 − tβ .
(A.15)
For every ε ∈ R ++ such that εn − 2T q σn 1/q 0, the right-hand side of (A.15) reaches its minimum att so that α 2 = 2γ(α + 3) = 2β q τ (α + 3)/(3nσ q ). Thus, (A.15) and (A.17) yield .20) From (A.18), substituting the expression of γ into that of ε, we obtain ε = 2σ q τ β 2−q n + β 2 τ 2 9n 2 + τ β 3n + 2T q σ n 1−1/q 2τ β 3n + 2β 2−q σ q τ n + 2T q σ n 1−1/q , (A. 21) and (A.12) follows.
(i): For every i ∈ {1, . . . , n}, set V i = U i − E P U i , so that E P V i = 0, V i 2β P -a.s., and E P V i q (2β) q . Therefore the statement follows from (ii) with σ = 2β.
