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Segmentation of subcortical structures in the brain has become an increasingly
important topic in contemporary medicine. The ability to efficiently isolate dif-
ferent regions of the human brain has allowed doctors and technicians to become
more efficient in the diagnosis of mental disorders and the evaluation of the patient
conditions.
An area of the brain whose possible segmentation has received particular attention
is the Nucleus Accumbens, which is believed to play a central role in the reward
circuit. In fact, studies of volumetric brain magnetic resonance imaging (MRI)
have shown neuroanatomical abnormalities of this structure in adult attention-
deficit/hyperactivity disorder (ADHD), and specifically a smaller average volume
of the region.
The use of a reliable automated segmentation method would therefore represent
an extremely helpful and efficient tool for identifying this disorder, especially when
compared to manual volume labeling methods, which often turn out to be tedious
and extremely time-consuming.
However, automatic segmentation of the Accumbens is extremely difficult to ob-
tain, due to the lack of contrast with the surrounding structures. This means that
most conventional segmentation methods are useless for this purpose, and makes
the segmentation method selection a very delicate procedure.
Consequently, the main objective of the thesis is the implementation of a robust
algorithm for segmenting the Nucleus Accumbens structure.
The research project aims to apply pre-existing segmentation methods to the Nu-
cleus Accumbens, moving then to an evaluation of such methods and an estima-
tion of how effective they are. Different segmentation methods were used for this
purpose; firstly, the standard Atlas Segmentation Approach was used, showing
generally poor results paired with long computational times and high complexity.
Moreover, this method has shown potential problems in the individuation of the
correct region, leading, in some cases, to completely wrong segmentations.
In addition to the first method, Multi Atlas Segmentation and Adaptive Multi
Atlas Segmentation methods have been implemented.
The results have shown improved accuracy and better performance than the orig-
inal method.
Judging by the results, the segmentation of the Nucleus Accumbens has proven to
be an extremely complicated task, both for the dimension of the structure itself
and for the lack of contrast with the surrounding structures. In order to improve
detection accuracy, combination of multiple methods is necessary, as using a single
method for the segmentation process can lead to an incorrect labeling.
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1.1 Project Description in an Nutshell
As previously stated, the main objective of this project is the development of a ro-
bust algorithm for segmenting a brain structure called Nucleus Accumbens in MRI
scans. The Nucleus Accumbens is believed to play a central role in the reward cir-
cuit. Its operation is based chiefly on two essential neurotransmitters: dopamine,
which promotes desire, and serotonin, whose effects include satiety and inhibi-
tion. Previous studies of volumetric brain magnetic resonance imaging (MRI)
have shown neuroanatomical abnormalities of this structure in adult attention-
deficit/hyperactivity disorder (ADHD) [53, 54, 55]. ADHD is a developmental
disorder characterized by inattentiveness, motor hyperactivity and impulsiveness,
and it represents the most prevalent childhood psychiatric disorder. It is also es-
timated that half the children with ADHD will display the disorder in adulthood.
A difference in volume of the Nucleus Accumbens has often been observed in
ADHD affected subjects. The automatisation of the segmentation method would
represent a breakthrough in the fast identification of this and similar disorders.
From a technical perspective, the segmentation process of the Accumbens is gen-
erally quite challenging, mostly because of its small dimension and inexistent con-
trast with surrounding structures. Currently available automated segmentation
methods usually show poor results, with even worse outcomes when they are con-
trast based. This makes the development of an ad-hoc method a necessary step
to improve reliability and quality of the segmentation.
1.2 Overview of the Main Phases of the Project
During the past few months, we have focused our attention on four main tasks:
• Research phase, aimed at analyzing the state of the art methods currently
available for subcortical brain structures segmentation.
• Study of the manual segmentation method and assessment of inter-observer
variability.
• Acquisition of a suitable Database for algorithm testing.
• Definition and implementation of a new algorithm.
• Tests and analysis of the algorithm.
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The first step will be analyzed with more attention in Section 2. As far as Data sets
use and selection is concerned, we firstly used a set of MRI scans (which were man-
ually labeled under the supervision of a medical team headed by Oscar Villaroya)
as a tool to asses inter-observer variability in the manual Accumbens segmentation.
For this purpose, we used the MRIcron software package to manually identify the
Accumbens region of 12 different subjects. To measure the inter-observer variabil-
ity, the process has been carried out by two different teams, whose segmentation
results were then compared to analyze the differences in volume.
The manual segmentation procedure was based on simple geometric constraints
and visual clues, and had to be carried out several times to avoid excessive dis-
crepancies in the segmented volumes. However, in the implementation phase this
initial Database was discarded, and substituted with two other sets of MRI scans:
one coming from the 2008 Schizophrenia Bullettin [56], and the second being com-
posed by a set of forty-two children/adolescents with ADHD (ages 6–18), and 42
healthy control subjects matched on age, gender, and handedness (URNC dataset).
The original use of this set was the assessment of volume differences in Ventro-
Striatal region of the brain for ADHD affected subjects [57]
About the algorithm itself, our approach will be based on the use of an Atlas based
method and two Multi-Atlas based ones (MAS and AMAS respectively).
Mathematically speaking, an Atlas A is a mapping A : Rn → Λ from n-dimensional
spatial coordinates to labels from a set of classes Λ. It is conceptually very similar
to an image in the same coordinate space, which is a mapping from Rn to the
space of gray values, a subset of R. An Atlas can therefore itself be considered as
a special type of image, that is, a label image. In order to segment a new image R
using an Atlas A, we need to compute a coordinate mapping between them, that
is, we need to register one image to the other. The coordinate mapping must be
anatomically correct for the segmentation to be accurate.
Once the initial mapping has been carried out, the segmentation information avail-
able in the coordinate space is applied to the transformed image, which is finally
reverted back into the original space along with the segmented area.
While Atlas-based segmentation is a powerful generic technique for automatic
delineation of structures in volumetric images, several studies have shown that
Multi-Atlas segmentation methods outperform schemes that use only a single At-
las; however, running multiple registrations on volumetric data is time-consuming.
Moreover, for many scans or regions within scans, a large number of Atlases may
not be required to achieve good segmentation performance and may even deteri-
orate the results. It would therefore be worthwhile to engineer the algorithm by
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imposing which and how many Atlases to use for a particular target scan in the
segmentation process. To this end, we have decided to explore the capabilities of
two generally applicable Multi-Atlas segmentation methods: Multi-Atlas segmen-
tation (MAS) and adaptive Multi-Atlas segmentation (AMAS) [92]. MAS is an
algorithm which reverses the standard Atlas approach, by applying a registration
step to every subject in the database in order to obtain a transformation from the
subject to the Target. AMAS works in a very similar way, but instead of making
use of all the subjects, it is capable of automatically selecting the most appropriate
Atlases for a target image and automatically stopping the registration of Atlases
when no further improvement is expected. The method employs a computationally
cheap Atlas selection strategy, an automatic stopping criterion, and a technique to
inspect registration results and determine how much improvement can be expected
from further registrations.
The code has been developed in MatLab, along with the SPM8 and Elastix pack-
ages; the first is a toolbox for statistical parametric mapping, while the second
one is a set of functions focusing on fast and accurate image transformations and
registration. Our plan is to firstly asses the quality of the segmentation using At-
las and AMAS methods separately. The comparison of the segmentation quality
using the two different approaches will ultimately tell us if an hybrid approach has
to be preferred.
The final step consists in evaluating the performances of our algorithm and com-
paring the results of different segmentation approaches. This will be carried out
by comparing the segmentation results to the ground truth, using measures such
as Dice and Jaccard coefficients.
1.3 Target Group
To fully understand the implementation and results of the algorithms developed
in the thesis, some previous knowledge of Computer Vision and basic mathematics
may be required. We have tried to include sections explaining the most relevant
techniques used in the segmentation method, as well as chapters explaining how
the different softwares can interact and be used to reach the objective.
With regards to the physiological and anatomical aspects of the brain structures
considered in this work, no particular preparation is necessary. This for two main
reasons: the first one being the relatively low impact of a deep knowledge of
the brain on understanding the main features of the segmentation process, and
the second one being that we had little to no knowledge of those aspects before
starting to undertake this work.
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1.4 Personal Motivation
Part of the work described in this thesis was conducted using software and docu-
mentation provided by The University of Barcelona (UB) in Spain. The reasons
for choosing to develop a thesis on this particular subject were multiple: I come
from a year of specialization in Machine Learning and Image Analysis techniques,
so I was interested in finding a topic which could have been related to what I had
previously studied in my academic career. Moreover, the physiology and function-
ing of human body has always had a strong appeal to me. Particularly, I find it
extremely fascinating to try to understand how human brain works and what can
we infer from its pure structural analysis.
These two reasons were sufficient enough to make my choice easy: I would have
had the opportunity to expand my understanding of the functioning of the human
brain, using methods and knowledge coming from my past education. Moreover,
the fact that UB had previously worked on segmentation of subcortical structures
was a further confirmation that I would have found the help and support of ex-
tremely knowledgeable people and experts in the field.
During the development of the thesis, I also had the opportunity to work in
close contact with a medical team of experts in the field of Brain physiology and
anatomy, and I was able to get a glimpse at what working in such an environment
may be like. After these few months of work, I have to say I was extremely satisfied
with my topic choice, and I would definitely make the same decision again.
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1.5 Research Method in Brief
The Research Method will be discussed in great detail in section 3, with the aid
of graphic representations and code segments. To sum it up, the approach can be
described as follows:
• First experimental phase of manual brain segmentation using MRIcroN soft-
ware.
• Selection of the software environments for the project.
• Selection of suitable databases for the application of the algorithm.
• Selection of the methods to be used in the algorithm.
• Execution of the methods and evaluation of results.
Each part will be discussed and expanded in the appropriate sections, but the
previous subdivision should give the reader a general idea of the approach which
has been used.
1.6 Structure of the Report
The thesis has the structure of a standard scientific report; this chapter closes the
introductory section of the thesis.
The rest of the report is organized as follows:
• Literature Section: A description of the Nucleus Accumbens will be given,
along with an analysis of its main functions and how a variation of its size
can be an indicator of an underlaying pathology. We will then discuss the
most widely used manual segmentation method and the main limitations
it has. The chapter will then move to an overview of the current image
segmentation methods which are suitable for brain applications, analyzing
the strenghts and weaknesses of each one. Particular consideration will be
put in the description of those methods which currently represent the state of
the art for subcortical structures segmentation: Atlas based approaches and
the underlying mathematical justification will be analyzed thoroughly and
exhaustively, with a section describing the newest implementation of Multi
Atlas segmentation techniques.
• Methodological Aspects: the chapter firstly describes the software and pack-
ages used for the development of the algorithm. We then give an overview of
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the work done in collaboration with the Hospital del Mar medical team, an-
alyzing inter-observer variability for the Accumbens segmentation and com-
menting the results. We then move on to a detailed description of the de-
velopment of the algorithm, discussing the Single Atlas, MAS and AMAS
approaches and describing their MatLab implementation.
• The Results section comments the outcomes of the algorithm, comparing the
efficiency of the methods and discussing drawbacks and advantages of the
automated segmentation over the manual one.
• The conclusion section sums up what we have found during the development
of the project, and further explains in which ways the task of Accumbens
segmentation is still a very open problem.
• In the Future Work section, we present a prototype of graphical interface
currently in development, aimed at using the advantages of both automatic
and manual segmentation techniques to develop a semi supervised software
which may be used by medical teams to considerably speed up the Accum-
bens segmentation procedure.
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2 Literature and Previous Work
2.1 Nucleus Accumbens: Anatomy and Functions
The human Nucleus Accumbens (NA) belongs to the basal ganglia of the brain
and is the main part of the ventral striatum [68]. It is a round-shaped, dorsally
flattened structure, symmetrically placed anterior to the anterior commissure (AC)
and lies parallel to the midline [67]. It covers a large area of the basal forebrain
and is the region of continuity between the putamen and the head of the caudate
Nucleus [64]. NA is generally thought to be located underneath the anterior limb
of the internal capsule, laterally to the vertical part of the Broca’s diagonal band
and medially to the claustrum and piriform cortex. It extends then into the puta-
men and into the caudate Nucleus without a sharp demarcation [67] (Fig. 1). NA
is chemically divided into two parts: a shell, laterally and a core, medially [72].
The first is more related to the limbic system and the second to the extrapyramidal
motor system [67].
Figure 1: Coronal section of human formalin brain showing positions of Caudate,
Putamen and Accumbens. From http://mybrainnotes.com
The NA receives mainly glutamatergic projections from the amygdala, hippocam-
pus, thalamus and prefrontal cortex and a dopaminergic projection from the mes-
encephalon. i.e., ventral tegmental area and substantia nigra. The major efferent
projection from the NA terminates in the ventral pallidum. The ventral pallidum,
in turn, projects strongly to the substantia nigra pars compacta as well as to the
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limbic part of the subthalamic Nucleus and its extensions into the local hypothala-
mus. In addition, the NA provides a recurrent projection to the ventral tegmental
area and substantia nigra [71].
Specifically, the NA shell receives projections from the prefrontal cortex, amygdala,
hippocampus, thalamus and mesencephalon and projects to the mesencephalon,
lateral hypothalamus, extended amygdala, ventrolateral and ventromedial ventral
pallidum. The NA core receives projections from the prefrontal cortex, amygdala,
thalamus, mesencephalon and projects to the dorsolateral ventral pallidum and
mesencephalon. An important difference between NA core and shell is the efferent
projection from the NA shell to the lateral hypothalamus and the extended amyg-
dala, which does not exist in the NA core [71].
The NA, an integral and important part of limbic and prefrontal cortico-thalamic
circuits, seems to function as a limbic-motor interface and is involved in several
cognitive, emotional and psychomotor functions altered in some psychopathology
[67]. It is known that it belongs to the subcortical telencephalic structures that
play an important role in motivation and is involved in some of the most disabling
neurologic psychiatric disorders such as Alzheimer’s disease, Parkinson‘s disease,
depression, schizophrenia, obsessive-compulsive disorder, anxiety disorders, and
in drug abuse and addiction [67]. The NA, having dopamine as a major trans-
mitter [70], is a critical center for the experience of reward and pleasure [69] and
also, in the last few years, a psychosurgical target [67][69]. Nowadays, the main
stereotactic procedure applied to the human NA is the deep brain stimulation
(DBS) in some carefully selected patients suffering from refractory major depres-
sion, obsessive-compulsive disorder and Tourette syndrome [65][69]. Stereotactic
ablation of the human NA has also been reported in opiate addicts [61][63] and
alcoholics [73]. Moreover, the NA has been discussed in the literature as a poten-
tial target for neurosurgical intervention in obesity [62] and schizophrenia [66], as
well as being a region particularly affected by ADHD disorder [70].
2.1.1 Manual Segmentation Method
The medical community tends to have a general agreement on how to perform the
manual segmentation of the Accumbens.
As mentioned in [74] and [75], the thoughest part usually consists in delineating the
anterior and posterior borders of the Accumbens. In the anterior aspect, artifacts
of the lateral ventricles are seen at the inferior part of the caudate and are hard
to differentiate from the boundary of the Nucleus Accumbens. In the posterior
aspect, it is difficult to discriminate the boundary between the Nucleus Accumbens
and the substantia innominata because of their contiguity. The standard strategy
of Accumbens segmentation assumes a coronal view of the brain scan is provided
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(Fig. 2). The posterior boundary of the Nucleus Accumbens is defined as the slice
anterior to the caudate separated from the Nucleus Accumbens. Similarly, the
anterior boundary can be defined as the slice posterior to the separation, with the
additional constraint of having a non-connected anterior commissure in the first
selected slice. Therefore, the posterior boundary of the Nucleus Accumbens is de-
fined as the slice anterior to the caudate separated from the Nucleus Accumbens
(Figure 3).
Figure 2: Example of manual Accumbens segmentation in coronal view, starting
from an MRI scan. In this case, the Accumbens spans a total of 4 coronal slices.
Once the boundaries are set, the segmentation itself is pretty straightforward, and
can be summed up in the following steps (repeated for every slice and shown in
figure 4):
1. Draw the bisecant to the white matter located between the caudate and the
putamen (Fig. 4(a)).
2. Locate the bottom vertex of the Anterior Horn, and trace a line (roughly)
perpendicular to the first one (Fig. 4(b)).
3. The area of the Accumbens is the region of gray matter below the second
line (Fig. 4(c)).
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Figure 3: Delineation and contours of Caudate (green), putamen (red) and Nucleus
Accumbens (blue). From Altered White Matter/Gray Matter Proportions in the
Striatum of Patients With Schizophrenia: A Volumetric MRI Study
4. Check for consistency with previous slices (if any) and move to the following
slice.
Figure 4: Example of the three phases of the right Accumbens segmentation on a
sample MRI scan slice, in coronal view.
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2.1.2 A word on the difficulty of Nucleus Accumbens Segmentation
Before moving on with the analysis of segmentation techniques, it has to be un-
derlined how the NA itself is an extremely difficult region to accurately isolate.
Being an extremely small region, the Accumbens is usually one of the most critical
structures to automatically segment. Moreover, the contrast with the surrounding
areas is basically inexistent, making its localization even more difficult.
In each of the papers where Accumbens segmentation was analyzed ([74] [75]), this
structure came out as the most critical to segment, and the one whose automatic
segmentation results were the most distant from the ground truth.
The manual segmentation method itself is not reliable enough. As seen in [74] and
[71], the inter-observer variability averages at around 0.70 for the left Accumbens
and 0.60 for the right Accumbens.
2.2 Image Segmentation for MRI Scans
Volume segmentation is an important part of computer based medical applications
for diagnosis and analysis of anatomical data. With rapid advances in medical
imaging modalities and volume visualization techniques, computer based diagno-
sis is fast becoming a reality. These computer based tools allow scientists and
physicians to understand and study anatomical structures by virtually interacting
with them. Volume segmentation plays a critical role by facilitating automatic or
semiautomatic extraction of the anatomical organ or region of interest.
2.2.1 Image Formats Description - Intoduction to MRI
Since its introduction to clinical imaging nearly two decades ago, magnetic reso-
nance imaging (MRI) has radically modified the practice of medicine in general
and radiology in particular. MRI is a computer-based imaging modality, which
displays the body in thin tomographic slices (figure 5). Unlike computed tomog-
raphy (CT), which requires ionizing radiation, MRI is based on a safe interaction
between radio waves and hydrogen nuclei in the body in the presence of a strong
magnetic field. In addition to being generally safer than CT, MRI produces im-
ages [78], which are often better than those of CT. This reflects not only better
contrast between a region/lesion and its background but also the ability to display
the lesion in multiple planes of projection. In CT, one must scan in the plane of
the gantry, that is, axial or semi-coronal. In MRI, one is able to acquire images
directly in any plane, that is, the usual axial, sagittal, coronal, or any degree of
obliquity.
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Figure 5: Example of tomographic slices of two brains. From http://jnnp.bmj.com
In both CT and MRI, physical characteristics of a volume element or ”voxel” of
tissue are translated by the computer into a two dimensional image composed of
picture elements or ”pixels”. It is useful to compare the determinants of pixel
intensity in CT and MRI to demonstrate differences in the imaging methods. The
pixel intensity in CT reflects the electron density; in MRI it reflects the den-
sity of hydrogen, generally as water (H2O) or fat. To be more exact, MR signal
intensity reflects the density of mobile hydrogen nuclei modified by the chemical
environment, that is, by the magnetic relaxation times, T1 and T2, and by motion.
The hydrogen Nucleus is a single proton. Since it is charged (positively) and
since it spins, it generates a small magnetic field (a ”magnetic moment”). Like a
compass needle in the earth’s magnetic field, these magnetic moments align when
placed in a larger magnetic field. This allows them to display the phenomenon of
nuclear magnetic resonance (NMR). Chemists and physicists [76] [77] have used
NMR for over 50 years for chemical analysis. The equipment required to perform
NMR consists simply of a strong magnet and a radio transmitter and receiver.
When NMR is used for chemical analysis, the magnetic field across the test tube
sample must be very, very uniform, often to one part in 100 million (0.01 ppm).
When NMR is used for imaging it is called MRI and the magnetic field across the
body-sized sample is intentionally made non-uniform by superimposing additional
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magnetic field gradients that can be turned on and off rapidly. Activation of these
additional magnetic fields results in a net gradient in the strength of the magnetic
field across the body which is necessary for spatial localization and imaging. Thus,
the essential components of an MR imaging system include:
1. A large magnet which generates a uniform magnetic field
2. Smaller electromagnetic coils to generate magnetic field gradients for imaging
3. A radio transmitter and receiver and its associated transmitting and receiv-
ing antennae or coils.
4. A computer, to coordinate signal generation and acquisition and image for-
mation and display.
Very simply, this is how MRI works: When the body lies in a magnet, it be-
comes temporarily magnetized. This state is achieved when the hydrogen nuclei
in the body align with the magnetic field. When magnetized, the body responds
to exposure to radiowaves at a particular frequency by sending back a radiowave
signal called a ”spin echo”. This phenomenon (NMR) only occurs at one frequency
(the ”Larmor frequency”) corresponding to the specific strength of the magnetic
field. The spin echo signal is composed of multiple frequencies, reflecting different
positions along the magnetic field gradient. When the signal is broken into its
component frequencies (by a technique called a ”Fourier Transform”), the mag-
nitude of the signal at each frequency is proportional to the hydrogen density at
that location, thus allowing an image to be constructed. Thus, spatial information
in MRI is contained in the frequency of the signal.
2.2.2 Magnetization
Immediately after being placed in a magnetic field, there is an equal number of
protons pointing north and south or ”parallel” and ”anti-parallel” to the main
magnetic field. Thus, initially the individual magnetic moments cancel each other
out. Within a few seconds (in biological substances), a redistribution occurs such
that a slightly greater number of hydrogen nuclei (one in a million) align parallel
to the field and the body is said to be ”magnetized”. Following placement in the
magnet, magnetization increases exponentially with a first order exponential time
constant known as the Tl relaxation time (which is the time it takes to recover
63% of the equilibrium magnetization). The magnetization ultimately plateaus at
an equilibrium value that is dependent on the hydrogen density.
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Although at equilibrium the magnetization only points along the axis of the main
magnetic field (defined as the z-axis), in general it can point in any direction.
The magnetization is a vector quantity that can be represented by a ”longitudi-
nal” component along the z and by a second component perpendicular to the first
called the ”transverse magnetization”, which is in the xy-plane. Only transverse
magnetization produces signal.
Transverse magnetization results when an RF pulse tips the longitudinal magneti-
zation away from the z-axis toward the transverse (xy)-plane. A 90◦ RF pulse tips
the magnetization all the way into the xy plane; a 180◦ RF pulse (twice as strong
or twice as long as a 90◦ pulse), tips the magnetization so it’s pointing down,
along the z-axis. A 90◦ pulse converts all longitudinal magnetization to transverse
magnetization. However, unlike a 90◦ pulse, a 180◦ pulse cannot generate trans-
verse magnetization. The maximum transverse magnetization (and the maximum
signal) results from a 90◦ flip angle; flip angles less than 90◦ do not cause a loss
of all longitudinal magnetization, and therefore they also produce less transverse
magnetization per flip. However, since less time is needed for longitudinal recov-
ery, they can be repeated rapidly, and generate more transverse magnetization (i.e.
more signal per unit time). This is the basis for gradient echo imaging.
Whenever transverse magnetization is present, it rotates or ”precesses” like a top
about the z-axis at the resonance (Larmor) frequency, which is also the frequency
Figure 6: Precessing transverse magnetization produces a decaying signal called
free induction decay. From http://www.revisemri.com
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of the spin echo signal induced in the RF coil. Only the transverse component of
magnetization rotates and can be detected; longitudinal magnetization does not
rotate and cannot be detected directly.
Two types of MR signals can be produced by transverse magnetization. Immedi-
ately following an RF pulse, a signal is produced by the freely rotating, decaying
transverse magnetization. This signal is called a ”free induction decay” or ”FID”
(figure 6). Transverse magnetization decays rapidly due to non-uniformities in the
main magnetic field that cause protons to resonate at slightly different frequencies
at slightly different positions within the voxel. As these protons get out of phase
(i.e., ”lose phase coherence”) transverse magnetization (and induced signal) is lost
exponentially. The time constant of this decay is T2*.
When a 90◦ pulse and a 180◦ pulse are applied sequentially, a spin-echo signal is
generated. The purpose of the 180◦ pulse is to ”refocus” the phase of the protons,
causing them to regain coherence and thereby to recover transverse magnetization,
producing a spin echo. (Similar rephasing can be accomplished by symmetrically
reversing the gradient fields, producing a ”gradient” or ”field echo” [80].) Follow-
ing the spin echo, coherence is again lost as the protons continue to resonate at
slightly different frequencies due to non-uniformities in the main magnetic field.
If another 180◦ pulse is applied, coherence can again be established for a second
spin echo. In fact, multiple spin echo signals can be produced if the original 90◦
pulse is followed by multiple 180◦ pulses (or gradient reversals). This ”echo train”
is illustrated in figure 7.
Although the 180◦ pulses cause some rephasing to occur (that are due to fixed
non-uniformities in the main field), complete rephasing is not possible due to ran-
domly fluctuating magnetic fields within the substance itself. Thus, the maximum
intensity of the spin echo signals in the echo train is limited by an exponentially
decaying curve. The time constant of this decay curve is the second magnetic
relaxation time T2. T2* is always less than T2 because the former includes non-
uniformities in the magnet as well as randomly fluctuating internal fields in the
substance. T2 decay is only due to the fluctuating internal fields in the substance.
In general, one must be careful to distinguish terms used to describe MR signals
from those used to describe MR pulsing sequences because sometimes they are the
same. An FID signal results from a terminal 90◦ RF pulse. A conventional spin
echo signal results from a terminal 90◦ -180◦ RF pulse pair. An inversion recovery
(IR) sequence results from a 180◦ - 90◦ pulse pair. (Since the final RF pulse in
this IR sequence is a 90◦ pulse, an FID signal is produced. By adding a termi-
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Figure 7: Train of three spin echoes, all limited by the T2 decay curve. From
cloudfront.net
nal 180◦ pulse, i.e., 180◦ -90◦ -180◦ , an IR sequence can produce a spin echo signal.)
A traditional spin echo signal results from rephasing both temporally (by the 180◦
pulse) and spatially (by reversal of the readout gradient). The latter is accom-
plished by initially dephasing the spins along the readout axis and then rephasing
them, producing a ”gradient” or ”field” echo ??. In CT and MRI, the manufac-
turer fixes certain parameters, and other parameters are under operator control.
In MRI, the parameters that are determined by the manufacturer at the time of
purchase or upgrade include the field strength (in Tesla) and the gradient strength
(in milliTesla per meter: mT/m) and rise time (in µ sec). Factors under operator
control include choice of pulsing sequence, sequence parameter times, matrix size,
slice thickness and gap between slices, field-of-view (FOV), number of excitations,
orientation of imaging plane, type of receiver coil, use of cardiac gating, use of
contrast, etc.
Improved spatial resolution in CT is generally associated with increased radiation
dose. Spatial resolution in MRI can be calculated from the number of pixels along
the x and y axis (i.e. the ”acquisition matrix”) and the field-of-view. The field-of-
view, in turn, is determined by the strength of the gradients and the specific range
of frequencies (”bandwidth”) which is detected. For a given MR imaging system,
increased spatial resolution (at a given signal-to-noise ratio, S/N) requires longer
acquisition times but does not increase patient risk.
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2.2.3 Physical Basis for TI and T2
T1 is the longitudinal relaxation time. It indicates the time required for a sub-
stance to become magnetized (as shown in figure 8) after first being placed in a
magnetic field or, alternatively, the time required to regain longitudinal magneti-
zation following an RF pulse. T1 is determined by thermal interactions between
the resonating protons and other protons and other magnetic nuclei in the mag-
netic environment or ”lattice”. These interactions allow the energy absorbed by
the protons during resonance to be dispersed to other nuclei in the lattice.
All molecules have natural motions due to vibration, rotation, and translation.
Smaller molecules like water generally move more rapidly [84], thus they have
higher natural frequencies. Larger molecules like proteins move more slowly. When
water is held in hydration layers around a protein by hydrophilic side groups, its
rapid motion slows considerably.
The T1 relaxation time reflects the relationship between the frequency of these
molecular motions and the resonance (Larmor) frequency – which depends on the
main magnetic field of the MR scanner. When the two are similar, T1 is short and
Figure 8: T1 recovery occurs exponentially with first order time constant T1
(longitudinal relaxation time), for 2 different tissues. From cloudfront.net
21
recovery of magnetization is rapid; when they are different, T1 is long. The water
molecule is small and moves too rapidly for efficient T1 relaxation, whereas large
proteins move too slowly. Both have natural frequencies significantly different
from the Larmor frequency and thus have long T1 relaxation times. Cholesterol, a
medium-sized molecule, has natural frequencies close to those used for MR imag-
ing and has a short T1 when it is in the liquid state. Thus the liquid cholesterol
in craniopharyngiomas appears bright on T1-weighted images.
Water in the bulk phase (for example, CSF) has a long T1 relaxation time because
the frequency of its natural motions is much higher than the range of Larmor
frequencies used clinically. However, when this same CSF is forced out into the
periventricular white matter (as interstitial edema due to ventricular obstruction)
its T1 relaxation time is much shorter. The T1-shortening reflects the fact that
water is now in hydration layers around the myelin protein rather than in the
bulk phase. Proteinaceous solutions (such as abscesses and necrotic tumors) have
a higher percentage of water in the hydration layer environment and thus have a
shorter T1 when compared to ”pure” aqueous solutions like CSF.
Subacute hemorrhage has a shorter T1 than brain tissue. This reflects the param-
agnetic characteristics of the iron in methemoglobin. T1-shortening is produced by
a dipole-dipole interaction between unpaired electrons on the paramagnetic iron
and water protons in the solution. The short T1 allows subacute hemorrhage to
recover longitudinal magnetization very quickly relative to brain. Thus, subacute
hemorrhage will generally appear brighter than brain. The same dipole-dipole
mechanism accounts for T1-shortening that is seen with the MRI contrast agent,
gadolinium.
T2 is the ”transverse” relaxation time. It is a measure of how long transverse
magnetization would last in a perfectly uniform external magnetic field. Alter-
natively, it is a measure of how long the resonating protons remain coherent or
precess (rotate) ”in phase” following a 90◦ RF pulse. T2 decay is due to magnetic
interactions that occur between spinning protons. Unlike T1 interactions, T2 in-
teractions do not involve a transfer of energy but only a change in phase, which
leads to a loss of coherence.
T2 relaxation depends on the presence of static internal fields in the substance.
These are generally due to protons on larger molecules [81]. These stationary or
slowly fluctuating magnetic fields create local regions of increased or decreased
magnetic fields, depending on whether the protons align with or against the main
magnetic field (as discussed in Fundamentals of MRI – Part I). Local field non-
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uniformities cause the protons to precess (rotate) at slightly different frequencies.
Thus following the 90◦ pulse, the protons lose coherence and transverse magneti-
zation is lost. This results in both T2* and T2 relaxation.
When paramagnetic substances are compartmentalized, they cause rapid loss of
coherence and have a short T2* and T2 [81] citemri7. This compartmentalization
of substances with different degrees of induced magnetization leads to magnetic
non-uniformity with shortened T2*, causing the free induction decay (FID) to de-
cay more rapidly. Since gradient echo images are essentially rephased FID images,
this also leads to signal loss on gradient echo images. Thus acute and early suba-
cute hemorrhage (containing deoxy and intracellular methemoglobin, respectively)
appear dark on T2-weighted gradient echo images. The different magnetic field
inside and outside red cells results in rapid dephasing of water protons diffusing
across the red cell membrane in an acute hematoma with secondary T2-shortening
and loss of signal.
As the natural motional frequency of the protons increases, T2 relaxation becomes
less and less efficient and T2 prolongs. Rapidly fluctuating motions (such as in
liquids) average out so there are no significant internal fields and there is a more
uniform internal magnetic environment. The hydration-layer water in brain edema
has a shorter T1 than bulk phase water like CSF, yet the motion of the protons
in brain edema is not so slow that T2 relaxation is efficient, so T2 remains long.
This accounts for the intense appearance of the vasogenic edema associated with
brain tumors on T2-weighted MR images.
2.2.4 Spin Echo
An MR pulsing sequence involves acquisition of multiple spin echo signals. For a
256 × 192 image (pixels in the frequency direction x pixels in the phase direction)
with two excitations, 384 separate spin echoes are acquired. During the time be-
tween acquisitions, the longitudinal magnetization recovers or ”relaxes” along the
z-axis. Longitudinal recovery is identical to the process of initial magnetization
when the body was first placed in the magnet. When the body is in the magnet,
the ”equilibrium state” is that of full magnetization. Therefore, longitudinal re-
laxation represents the recovery of magnetization along the z-axis, which occurs
between spin echo acquisitions.
In the first step of a spin echo pulsing sequence, a 90◦ RF pulse flips the exist-
ing longitudinal magnetization from the z-axis 90◦ into the transverse xy-plane.
Whenever transverse magnetization is present, it rotates at the Larmor frequency
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and induces an oscillating MR signal in a receiver coil (as discussed in Fundamen-
tals of MRI – Part I). The magnitude of the transverse magnetization after the
90◦ pulse is essentially equal to the magnitude of the longitudinal magnetization
which had recovered during the interval between 900 pulses. This interval is called
the ”repetition time” (TR) and is one of the programmable sequence parameters.
In the process of flipping the longitudinal magnetization 90◦ into the transverse
orientation, the longitudinal component of magnetization is totally lost and must
be allowed to recover before another signal can be generated. The amount of lon-
gitudinal magnetization that is recovered depends on the rate of recovery (T1) and
the time allowed for recovery to occur, which is the TR.
The magnitude of the signal detected depends not only on longitudinal recovery
between repetitions but also on how well the signal persists, or alternatively, on
how slowly the transverse magnetization decays from its initial maximum value.
This decay depends on the T2 of the substance. The amount of time allowed for
decay to occur (the time between the initial 90◦ RF pulse and the detection of
the spin echo) is called the echo delay time (TE) and is another programmable
sequence parameter.
Mathematically the intensity (I) of the spin echo signal can be approximated [80]:
I = N(H)f(v)(1− e−TR/T1)e−TE/T2
where N(H) is the NMR-visible, mobile proton density and f(v) is an unspeci-
fied function of flow. This equation indicates that the intensity of the MR signal
increases as hydrogen density and T2 increase and as T1 decreases. It should
also be noted that T1 and T2 influences are both subject to TR and TE, the
programmable sequence parameters. Thus, the effect of the T1 and T2 relaxation
times of the substance on signal intensity is subject to the specific values of TR
and TE selected before the image is acquired. Only mobile protons, that is, those
associated with liquids, return an NMR signal. Solids have very short T2s and
thus have no significant NMR signal.
When considered in the most simplistic terms, the spin echo is a two-step pro-
cess. The first step (longitudinal recovery) determines the starting intensity for
the second step (transverse decay). The starting intensity reflects the relationship
between T1 and TR and is ultimately limited by the proton density. The subse-
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quent decay from this starting intensity reflects the relationship between T2 and
TE. At TR = 0.5 seconds, the CSF signal starts to decay from a markedly de-
creased initial value. Despite the longer T2 of CSF, the intensity remains less than
that of brain over the range of echo delay times shown. If the repetition time TR
is lengthened to 2.0 seconds, the CSF signal starts to decay from a greater initial
intensity and still decays more slowly than the signal from brain. Thus the two
signals will become isointense at a TE of approximately 50 msec. With a longer
TE, the CSF is more intense than brain.
The difference in T1 values between brain parenchyma (shorter T1) and CSF
(longer T1) can be used to enhance contrast between the two. This is important
when seeking abnormalities at the brain-CSF interface. A short TR time allows
a shorter T1 substance (such as brain) to recover signal between repetitions to
a much greater extent than a longer T1 substance (such as CSF). The contrast
in short TR/short TE sequences is based primarily on differences in T1 and are
called ”T1-weighted” images. Note that substances with low values of T1 have the
highest signal intensity on T1-weighted images.
As the TR is prolonged, all substances eventually recover full longitudinal magne-
tization between repetitions and the pixel intensity becomes dependent only upon
proton density and is independent of T1. With short TE’s, the effect of T2 decay
is minimized and one is left with an image that depends primarily on differences
in proton density, that is, a ”proton density-weighted” image.
Substances with longer T2 times will generate stronger signals than substances
with shorter T2 times, if both are acquired at the same TE and if proton den-
sity and T1 are comparable. When multiple spin echoes are acquired, the signal
strength generally decreases as TE is lengthened due to increasing T2 decay. In-
creasing the echo delay time (TE) increases the differences in the T2 decay curves
between substances, increasing the T2-weighting. Images obtained with a suffi-
ciently long TR and TE such that the CSF is more intense than brain tissue are
regarded as T2-weighted images.
A typical edematous or cystic lesion has a longer T1 and longer T2 than brain.
On T1-weighted images, these lesions will appear dark (i.e. will have negative
contrast). On T2-weighted images they appear bright and will thus have positive
contrast. If a short TR/long TE sequence is inadvertently chosen, the tendencies
towards positive and negative lesion contrast will cancel and the lesion may not
be detected. In general, the strongest signal is detected from those substances
with the highest proton densities (high water content), shortest T1 times (rapid
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recovery) and longest T2 times (slowest decay). The high signal from short T1
substances, such as liquid cholesterol, fat, subacute hemorrhage, and gadolinium
enhanced brain tumor is enhanced on short TR/short TE images. The high signal
from long T2 substances such as mucus, late subacute hemorrhage, and CSF is
enhanced on long TR/long TE spin echo images. The weakest MR signals come
from tissues with low proton density, long T1 values (slow recovery), short T2 val-
ues (rapid decay), and rapidly flowing blood. Air, dense calcification, and cortical
bone have low mobile hydrogen density. Short T2 substances such as acute hemor-
rhage and early subacute hemorrhage have low signal on long TR/long TE images.
To summarize: the spin echo MR signal is greatest when the T1 is short and the
T2 and proton density are high; it is decreased if the T1 is long and the T2 and
proton density are low. The differentiation of lesions from normal tissues can be
enhanced if one is aware of the differences in the relaxation times and selects the
TR and TE times accordingly.
2.2.5 Forming an MR Image
The generation of an MR image requires the combination of spatial and intensity
information. Spatial information is encoded in the frequencies that comprise the
spin echo signal. The frequency of resonance depends on the local value of the
magnetic field. Although the main magnetic field is designed to be quite uni-
form, additional magnetic fields can be temporarily superimposed on the main
static field. This creates spatial variation in the net magnetic field, resulting in a
magnetic field gradient. At each position along this gradient, there is a slightly
different resonant frequency. By knowing the exact value of the magnetic field at
each point, one can predict the local resonant frequency. Thus the various fre-
quencies in the spin echo indicate the position of the resonating protons, which
generated that signal. Since three coordinates (x, y, and z) must be specified to
localize a point in space, MR images require three separate gradient fields. In
practice these fields are generated by electromagnetic coils that can be turned on
and off rapidly.
An MR image is the result of a complicated interplay between RF pulses and
intermittently activated gradient fields, all of which are under computer control.
Depending on the programming, a signal can be acquired from the whole volume
simultaneously (three dimensional [3D] acquisition) or from slices or planes within
the volume (two dimensional [2D] acquisition). An efficient method of generating
images from multiple slices within the volume of interest involves sequential ac-
quisition of adjacent slices. Thus while protons in one slice are recovering during
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the repetition time between pulses, other slices can be imaged by selective expo-
sure to RF pulses containing different frequencies. Such selective pulses must be
applied in the presence of a slice-selecting gradient so that only protons within the
intended slice resonate.
Spatial resolution is determined by the number of frequency-encoded (or readout)
projections and phase-encoded projections for a given field-of-view (FOV).
The two axes in an image are thus the ”readout” axis and the ”phase-encode”
axis [82]. For a transaxial image in the traditional orientation (z-axis along the
main magnetic field), the z-gradient is used to select the slice. The y-gradient
may be used for ”phase-encoding” and the x-gradient for ”frequency-encoding” or
”readout” (or vice versa).
During readout, the spin echo signal is ”sampled” a certain number of times. This
changes the analog signal to a string of digits that can be processed by a digital
computer. The number of times the spin echo is sampled is equal to the number of
”projections” along the readout or frequency-encoded axis, for example, 256. The
total period of time the echo is sampled is called the ”echo sampling time” and is
on the order of 8 msec for a 1.5 T magnet. The interval between samplings of the
spin echo is called the ”dwell time”. Dwell times are typically of the order of 100
µ sec. (The inverse of the dwell time is called the ”bandwidth”. It is a primary
determinant of noise.) For 256 readout projections and an echo sampling time of
25.6 msec, the dwell time would be 100 µ sec (10−4 sec) and the bandwidth would
be 10 kHz (i.e. 1/10−4 sec−1).
An increase in spatial resolution along the phase encode axis requires an increase in
the number of phase-encoded projections, N, each with a different strength of the
phase encoding gradient. This increases the acquisition time. The only penalty for
increasing spatial resolution along the readout axis is that there are fewer protons
in the smaller voxels, which decreases the signal-to-noise ratio.
Like the sequence parameter times (TR and TE), spatial resolution must be set
prospectively. This is accomplished by specifying the size of the acquisition ma-
trix (Nf × Np) and the field-of-view (FOV). Larger matrices (covering the same
FOV) result in better spatial resolution, but not necessarily in greater lesion de-
tectability. In addition, larger matrices require longer acquisition times since the
acquisition time is equal to the product of TR×Nex×Np, where Nex is the number
of excitations. Spatial resolution can be increased along the readout axis without
increasing the acquisition time.
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Other considerations may influence the assignment of the phase encode and read-
out gradients to particular axes in addition to the image aspect ratio. Motion
artifacts in a 2DFT image occur along the phase encode axis, regardless of the
direction of motion. Using a sagittal image of the spine as an example, one might
assign the phase encode direction to the shorter anterior-posterior axis. However,
on heavily T2-weighted images, this might result in projection of motion artifacts
(from high intensity flowing CSF) onto the spinal cord itself. When such artifacts
are unacceptable, they can be eliminated by swapping the phase-encode and the
frequency-encode along the long axis of the spine rather than the FOV.
2.2.6 Final Remarks
Although the understanding of how brain imaging techniques work is not strictly
required in the following sections, we considered it useful to include a section
exlaining the main techniques underlying current MRI acquisition techniques, so
that the reader would be familiar with crucial terms such as T1 or T2 weighted
images, voxel definition, etc.
2.3 Introduction To Volume Segmentation
Rapid advances in the area of medical imaging are rapidly revolutionizing medicine.
Previously mentioned techniques such as computed tomography (CT), magnetic
resonance imaging (MRI), and other imaging modalities provide an effective means
of non-invasively mapping the anatomy of a subject. This allows scientists and
physicians to virtually interact with anatomical structures and learn potentially
life saving information. Today, the role of medical imaging is not limited to simple
visualization and inspection of anatomic structures, but goes beyond that to pa-
tient diagnosis, advanced surgical planning and simulation, radiotherapy planning,
etc. Although modern volume visualization techniques provide extremely accurate
and high quality 3D view of anatomical structures, their utilization for accurate
and efficient analysis is still limited.
One of the main reasons for this is the highly complex internal structure of animals
and humans with vast number of anatomical organs bunched together, hindering
the physicians view in more ways than one. Some visualization tricks like making
an object transparent do not work in such cases. To tackle this issue, the anatom-
ical structure or the region of interest needs to be delineated and separated out so
that it can be viewed individually. This technique is known as image segmentation
in the world of medical imaging. Since segmentation of organs or region of inter-
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est from single image is of hardly any significance for volume rendering, we only
concentrate on segmentation from 3D volumes (which are basically consecutive
images stacked together). We thus refer to this technique as volume segmentation.
Segmentation in medical imaging is generally considered a very difficult problem.
This difficulty mainly arises due to the sheer size of the datasets coupled with
the complexity and variability of the anatomic organs, and particularly human
brain. The situation is worsened by the shortcomings of imaging modalities, such
as sampling artifacts, noise, low contrast etc. which may cause the boundaries of
anatomical structures to be indistinct and disconnected, as it happens with the
Nucleus Accumbens. Thus the main challenge of segmentation algorithms is to
accurately extract the boundary of the organ or region of interest and separate it
out from the rest of the dataset (see Fig. 9).
There are many approaches for segmentation proposed in literature. These vary
widely depending on the specific application, imaging modality (CT, MRI, etc.),
and other factors. For example., the segmentation of lungs images can be easily
carried out using contrast techniques, while Accumbens segmentation would not
be possible using this method. The same algorithm which gives excellent results for
one application, might not even work for another. Besides these, general imaging
artifacts like noise, motion and partial volume effect can significantly affect the
outcome of a segmentation algorithm. For example., a segmentation algorithm
could be robust against noise, but at the same time, it might fail miserably in the
presence of partial volume effects. This variability is what makes segmentation a
very challenging problem.
Figure 9: Example of subcortical structures segmentation. Original brain scan
(left) and structures segmentation in different colors (right).
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There is currently no segmentation method that provides acceptable results for ev-
ery type of medical dataset. There are methods in existence which are generalized
and can be applied to a variety of data, but methods specialized for the particular
problem always give better results. A segmentation approach could often con-
sist of multiple segmentation algorithms applied one after the other. Selection of
an appropriate algorithm or approach for segmentation can therefore be a difficult
dilemma. We will now review various segmentation algorithms that have appeared
in the literature so far. We will try to understand the algorithms by giving a brief
overview of each of them and then we will discuss their merits and down-falls.
2.3.1 Segmentation Techniques - Overview
The number of segmentation algorithms found in the literature is very high. Due
to the nature of the problem of segmentation, most of these algorithms are specific
to a particular problem, thus, having little significance for most other problems.
We will try to cover all the algorithms that have a generalized scope and which
are the basis of most of the segmentation techniques today. In addition, we will
concentrate only on 3D volumes and thus present each algorithm with respect to
its application on 3D volumes.
There are many good papers in the literature reviewing the various segmentation
algorithms [15][27][29]. Every paper has a different structure of classifying the
segmentation algorithms. We try to classify the algorithms in the following way.




The classification is done based on the approach used for segmentation. Under
structural techniques, we will review those techniques which utilize some infor-
mation about the structure of the region in segmenting it. Stochastic techniques
are the ones that are applied on discrete voxels without any consideration for the
structure of the region. Localized information on a per-voxel basis is used to decide
whether or not the voxel belongs to the desired region. These include the tradi-
tional low-level segmentation algorithms. The final category is the hybrid methods
which include those techniques which posses characteristics of both structural and
stochastic techniques.
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2.3.2 Structural Segmentation Techniques
As already discussed, structural techniques try to find structural properties of the
region to be segmented. Structural properties such as intersecting surfaces (edges
in 2D) are detected in the volume and then combined to segment the region. In
some algorithms, structure information is saved and later retrieved to perform
segmentation on a similar dataset (e.g., segmenting lever from many abdominal
datasets.)
3D Edge-Detection Techniques
Edge detection techniques are those which aim at detecting edges or surfaces in
the volume to perform segmentation. Edges are formed at the intersection of two
regions with different intensities. They are one of the main cues for visual distinc-
tion of two regions [57]. Edge detection techniques in three dimensions work in
two stages:
1. Local edges are detected by using some form of differentiation.
2. These local edges are grouped together to form boundary contours that sep-
arate the desired region voxels from other voxels.
number of edge detecting operators have been proposed for this purpose. Liu
[23] proposed a 3D surface detection algorithm that extends the classical Robert’s
operator into 3D space. Herman and Liu [16] later extended this algorithm to
4D. Zucker and Hummel [51] [52] developed an optimal three dimensional edge
detection operator, which was essentially a Sobel operator.
One advantage of edge detection techniques is that they work very well on datasets
with good contrast between different regions. The edges are detected perfectly and
can be verified visually. On the down side, these algorithms detect all the edges. It
is very difficult to find the correlation between the edges and the region of interest.
In addition, these algorithms do not perform well on datasets with low contrast
between regions. These algorithms are also susceptible to noise. In most of the
cases, these algorithms are not used on their own for segmentation, but coupled
with other segmentation algorithms to solve a particular segmentation problem.
Morphological Techniques
Mathematical morphology uses set transformations for image analysis [33]. It
extracts the impact of a particular shape on images via the concept of structuring
elements (SE). The SE encodes the primitive shape information. The shape is
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described as a set of vectors referenced to a particular point, the center. Dur-
ing morphological operations, the center scans the whole image and the matching
shape information is used to define the transformation. The transformed image is
thus a function of the SE distribution in the whole image. The basic morphological
operations can be described on the basis of an arbitrary space E. Let P (E) be the
set of all subsets X ∈ E. With each point X of space E, a spatially varying set
B(X) called the SE is associated. The set X ∈ P (E) can be modified based on
set transformation of X by E. Let Bx denote the translation of B by the vector
x. The two most fundamental transforms in mathematical morphology are erosion
and dilation. These can be defined on the basis of the above assumptions as
• Erosion: {X : Bx ⊂ X} The eroded set of X is the locus of centers x of






• Dilation: Dilation is dual transform of erosion and can be expressed as
XC ⊕B = (XθB)C (2)
Morphological operations are generally simple to understand and implement. At
the same time, these are generally difficult to control. For example., it is difficult
to control the dilation operation unless you give the upper limit to the number of
times it dilates. Thus, these algorithms generally require some external criteria
to control them. These operations also have a risk of changing the morphology of
the input datasets. It is well known that a series of dilations followed by erode
operations leads to loss of high frequencies (for example, folds in a colon), and fills
holes. Similarly a series of erodes followed by dilations can introduce holes and high
frequencies. These algorithms should be avoided when accuracy is the primary
concern and there is a risk of loss of important data. As with edge detectors,
morphological operations are not segmentation algorithms by themselves but they
are generally an integral part of a segmentation pipeline.
Graph-Searching Algorithms
In these algorithms, edges and surfaces in a volume are represented as graphs
and the algorithm tries to find the lowest-cost path between two nodes of the
graph using a search algorithm such as A∗ [1] [11] or F ∗ [12]. These algorithms
are especially useful when the partitions between regions in the desired segmented
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volume are not well defined. The F ∗ algorithm [?] is used extensively in biomedical
imaging and hence we will discuss it here.
F ∗ boundary-forming algorithm
In principle, both the F ∗ and the A∗ are similar. In AL algorithm, a minimum-cost
path from the starting point (s) to the goal point (g) is iteratively constructed by
extending the best partial path available at each iteration. This is done by select-
ing the point v that has the minimum cost path from s to g via v where the cost
is the sum of lowest-cost paths found so far from s to v and the estimate of mini-
mum cost paths from v to g. For a simple implementation the algorithm requires
O(N2) operations. Similarly, the F ∗ algorithm finds the optimum path from s to
g using a cost array C by iteratively updating a path array P . This array (P ) is
initialized to infinity except at s, which is set to C(s). The first step in updating
consists of adjusting all the elements of the yth row from left to right using the rule,
P (x, y) = min{P (x− 1, y − 1) + C(x, y),
P (c, y − 1) + C(x, y),
P (x+ 1, y − 1) + C(x, y),
P (x− 1, y) + C(x, y), P (x, y)}
and then adjusting all the elements in the yth row from right to left, using
P (x, y) = min{P (x+ 1, y) + C(x, y), P (x, y)} (3)
Each additional pass involves a bottom-to-top pass followed by a top-to-bottom
pass using the above two rules. When all the changes in P are such that the new
value is greater than P (g), the algorithm terminates and the optimum path can
be found by backtracking from g and moving along the minimum value of P at
each neighborhood until s is reached. Since the number of iterations required is
the amber of ”row” index reversals along the optimal path, this algorithm per-
forms better than A∗ in general. The main advantage of this method is that it
can perform well even if the partitions between regions is broken. At the same
time, it also requires these surfaces to be represented as graphs, which could be
tricky. Another disadvantage (from volume visualization point of view) is that this
algorithm deals with surfaces. To get the voxel representation of these surfaces,
another pass is needed to convert the surfaces to voxels [?].
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Deformable Models
Deformable models are curves, surfaces or solids defined within an image or vol-
ume domain and they deform under the influence of external and internal forces.
In the physics-based modeling paradigm, the data apply forces (external forces)
to the deformable model and as a result the model moves towards the data, while
internal forces keep the model smooth during deformation. Deformable models
gained popularity after they were proposed to use in computer vision [40] and
computer graphics [42] by Terzopoulos and others in 1988. Mathematically, a de-
formable model moves according to its dynamic equations and seeks the minimum
of a given energy function. The deformation of a typical 2-D deformable model







= Fint + Fext (4)
where x(s, t) = (x(s, t), y(s, t)) is a parametric representation of the position of
the model at a given time t, and µt(s) and γ(s) are parameters representing the
mass density and damping density of the model, respectively. The model moves
according to the direction and magnitude of the forces on the right hand side. The














which represent internal stretching and blending forces. The most commonly used
external forces are computed as the gradient of an edge map. Physically based
deformable models can be divided into three categories: energy minimizing snakes,
dynamic deformable models, and probabilistic deformable models.
Energy minimizing snakes
Snakes [18] is the most popular form of deformable models. Snakes are planar
deformable contours that are useful in several image analysis tasks. Using en-
ergy minimization formulation, the goal of this approach is to find a parametric
model that minimizes the weighted sum of internal energy and potential energy.
The internal energy specifies the tension or the smoothness of the surface of the
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model. The potential energy is defined over the volume domain and typically pos-
sesses local minima at the edges occurring at object boundaries. Minimizing the
total energy yields internal and potential forces. As a result, these are attracted
to image features such as lines and edges. We will now represent this mathe-
matically. A snake embedded in the image plane (x, y) ∈ <2 is represented as
v(s) = (x(s), y(s))T , where x and y are the coordinate functions and s ∈ [0, 1] is
the parametric domain. The shape of the contour subject to an image I(x, y) is
dictated by the functional,
ξ(v) = ψ(v) + φ(v) (6)
The functional can be viewed as a representation of the energy of the contour and
the final shape of the contour corresponds to the minimum of this energy. The










is the internal deformation energy. It characterizes the deformation of a stretchy,
flexible contour. Two physical parameter functions dictate the simulated physi-
cal characteristics of the contour: ω1(s) controls the ’tension’ of the contour while






where P (x, y) denotes a scalar potential function defined on the image plane. To
apply snakes to images, external potentials are designed whose local minima coin-
cide with intensity extrema, edges and other image features of interest.
Dynamic deformable models
Although it is natural to think of energy minimization as a static problem, a potent
approach to computing the local minima of functional is to construct a dynamical
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system that is governed by the functional and allow the system to evolve to equi-
librium. Equilibrium is achieved when the internal and external forces balance and
the contour comes to rest. This leads to dynamic deformable models that unify
the description of shape and motion, making it possible to quantify not just static
shape, but also shape evolving through time.
Probabilistic deformable models
Deformable models can also be viewed as a model fitting process in a probabilistic
framework. This permits the incorporation of prior model and sensor model char-
acteristics in terms of probability distributions. The probabilistic framework also
provides a measure of the uncertainty of the estimated shape parameters after the
model is fitted to the image data [36]. Let u represent the deformable model shape
parameters with a prior probability p(u) on the parameters. Let p(I|u) be the





expresses the posterior probability p(u|I) of a model given the image, in terms of
the imaging model and the prior probabilities of model and image. The internal
energy measure of the deformable model is converted into a prior distribution over
expected shapes, with lower energy shapes given the highest probability. This is





where S(u) is the discretized version of ψ(v) in 7 and Zs is a normalizing constant
(called the partial function). This prior model is then combined with a simple





where P (u) is a discrete version of the potential φ(v) in 8, which is a function of
the image I(x, y). The fitting of the models is done by finding u which locally
maximizes p(u|I). This is known as the maximum a posteriori solution.
Deformable models in segmentation
Many researches have explored the use of deformable surface models for segmenta-
tion. Typically users initialized a deformable model near the region of interest and
allowed it to deform into place. Users could then manually fine-tune the fitting by
using interactive capabilities of the models. The first uses of deformable models in
medical images analysis was the application of deformable contour models, such
as snakes [18], to segment structures in 2D images [6]. To segment 3D medical
datasets, each 2D slice was segmented separately. Once a 2D slice was segmented,
the contour of that slice was used as a reference contour for neighboring slices.
This reference contour was then deformed into place in those slices. This process
was repeated for all the 2D slices. The resulting sequence of 2D contours was then
connected to form a continuous 3D surface model [6][7]. The 3D segmentation
process described above is both laborious and requires a post-processing step to
connect the sequence of 2D contours into a continuous surface. In addition, the
reconstructed surface can have various inconsistencies. A true 3D segmentation
technique could overcome all these shortcomings giving smooth 3D surfaces. In
one of the initial work on segmentation using 3D deformable surfaces, Miller [25]
in 1991 constructed a balloon by approximating a sphere using polygons. He then
geometrically deformed this balloon until its surface conformed to the object sur-
face in 3D CT data. The segmentation process is formulated as the minimization
of a cost function, which is a weighted sum of three terms : a deformation po-
tential that expands the model vertices towards the object boundary, an image
term that identifies features such as edges and opposes the balloon expansion,
and a term that maintains the topology of the model by constraining each vertex
to remain close to the centroid of its neighbors. Deformable superquadrics pro-
posed by Terzopoulos et al. [41] and deformable generalized cylinders, proposed
by O’Donnell and Gupta [37], incorporated global shape parameters of a super-
ellipsoid and generalized cylinder, respectively. Local degree of freedom was based
on elastic properties and action of external forces. These models can be used to
extract gross shape features from visual data, which can be used for indexing onto
a database of stored models to provide shape recognition. Local deformations
help in reconstructing the details of complex shapes to provide shape reconstruc-
tion. In related work, Cohen and Cohen [5][7] used finite-element techniques to
implement an elastically deformable cylinder. Later, McInerney and Terzopoulos
[24] used physicsbased techniques to implement an elastically deformable sphere.
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Whitaker[48], Tek and Kimia [38], Davatzikos and Bryan [10] and others have also
done notable work with 3D volumes. Deformable models have the advantage that
they offer a coherent and consistent mathematical description and are robust to
noise and boundary gaps due to their incorporation of a smoothness constraint.
Another advantage is that the offer sub-voxel accuracy for the boundary repre-
sentation that may be important to a number of applications. A very important
advantage of these models from the point of view of medical imaging is that these
models are capable of accommodating the often significant variability of biologi-
cal structures over time and across different individuals. A disadvantage is that
they require manual interaction to place an initial model in the dataset. Some
researchers have attempted to decrease sensitivity to insignificant edges and initial
model placement [31]. These algorithms also require the user to choose appropri-
ate initial parameters. Various methods have been proposed to reduce sensitivity
to initialization [7]. Another disadvantage from the point of view of volume visu-
alization is that these methods work only on surfaces. There is a lot of work being
done to extend this idea to volumetric solid models.
Isosurfaces and Level Sets
Isosurfaces are defined by connecting voxels with intensities equal to the iso-
value in a 3D volume. Level sets, introduced by Osher and Sethian in 1988 [26]
are, in short, moving fronts (curves). The underlying philosophy of this technique
is to use isosurfaces as a modeling technology that can serve as an alternative to
parameterized models.
Level-sets are numerical techniques designed to track the evolution of interfaces,
which in our case would be the isosurface. Other numerical techniques attempt to
Figure 10: Original front (left) and level set function (right). From
http://math.berkeley.edu
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Figure 11: A level set surface. From http://users.dimi.uniud.it
follow moving boundaries by putting a collection of marker points on the evolving
surface and then changing their position to correspond to the moving surface.
In contrast, level-set methods exploit a strong link between moving surfaces and
equations from computational fluid equations.
Rather than follow the interface itself, the level set approach instead takes the
original curve (red one in Figure 10), and build it into a surface. The cone-shaped
surface (shown also in Figure 11) has a great property; it intersects the xy plane
exactly where the curve sits. This surface is called the level-set function; it takes
as input any point on the plane and returns the height of that point. The red curve
(Figure 10) is called the zero level set, because it is the collection of all points that
are at height zero. Isosurface is an implicit surface model for a 3D volume. It can
be defined as a level set of scalar function:
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φ : Ux,y,zr 7→ Rk′ (12)
where U ⊂ R3 is the domain of the volume (and the range of the surface model).
Thus, a surface S is
S = {x|φ(x) = k} (13)
The choice of k is arbitrary, and φ is sometimes called the embedding. Notice
that the isosurface defined in this way divides U into a clear inside and outside -
thus, they are always closed whenever they do not intersect the boundary of the
domain.
Now the question comes, how to represent φ. In this approach, a large number of
local basis functions are defined. This is the principle behind using a volume as
an implicit model. A volume is a discrete sampling of the embedding φ. It is also
an implicit model with a very large number of basis functions, as show in Figure 12.
Figure 12: A volume can be considered as an implicit model with a large number
of local basis functions.
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The total number of basis functions, their positions (grid points), and extents are
fixed. The only change allowed to the basis function is its magnitude. Thus, each
basis function has only one degree of freedom. A typical volume of 256×256×256
will have over 16 million basis functions. The shape of each basis function depends
on how one interpolates the values between grid points. For example., a trilinear
interpolation implies a basis function that is piecewise cubic polynomial with a
value of one at the grid point and zero at neighboring grid points. The method of
level-sets, proposed by Osher and Sethian [26], provides a set of numerical meth-
ods that describe how to manipulate the grey-scale values in a volume, so that
the isosurfaces of φ move in a prescribed manner (Figure 13). To understand this,
we denote the movement of a point on a surface as it deforms as dx/dt, and we
assume that this motion can be expressed in terms of the position of x ∈ U and
the geometry of the surface at that point. In this case, there are generally two
options for representing such surface movements implicitly:
Static:
A single, static φ(x) contains a family of level sets corresponding to surfaces at
different times t. That is,






Figure 13: Level-set models represent curves and surfaces implicitly using 3D
volume (a slice is shown): a) an ellipse is represented as the level set of an image,
b) to change the shape, greyscale values at the voxels of the volume are modified.
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To solve this static method requires constructing a φ that satisfies equation 14.
This representation has some significant limitations, because by construction a
surface cannot pass back over itself over time, i.e., motions must be strictly mono-
tonic - inward or outward.
Dynamic:
This is a one-parameter family of embeddings, i.e., φ(x, t) changes over time, x
remains on the k level set of φ as it moves, and k remains constant. The behavior
of φ is obtained by setting the total derivative of φ(x(t), t) = k to zero. Thus,





This approach can accommodate models that move forward and backwards and
cross back over their own paths (over time). However, to solve this requires solving
the initial value problem (using finite forward differences) on φ(x, t) - a potentially
large computational burden. We will now only look at the dynamic case, because
of its superior flexibility. All surface movements depend on position and geometry,





= −∇φF(x,Dφ,D2φ, . . . ) (16)
where Dnφ is the set of order-n derivatives of φ evaluated at x. Because this
relationship applies to every level-set of φ, i.e. all values of k, this equation can
be applied to all of U , and therefore the movements of all the level-set surfaces
embedded in φ can be calculated from equation 16.
The level-set method has been shown to be effective for segmentation in medical
datasets. Whitekar et al. have shown [49] that level sets can be used to simulate
conventional deformable surface models, and demonstrated this by extracting skin
and tumors from thick-sliced (eg. clinical) MR data, and by reconstructing a fetal
face from 3D ultrasound. Recently, Sethian [34] presented several examples of
levelset curves and surface for segmenting CT and MR data.
The level-set representation has a number of practical and theoretical advantages
over conventional surface models, especially in the context of deformation and
segmentation. First, level-set models are topologically flexible, they can easily
represent complicated surface shapes that can, in turn, form holes, split to form
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Figure 14: Histogram of a volume with two thresholds T1 and T2 dividing the
histogram in three regions.
multiple objects, or merge with other objects to form a single structure. These
models can incorporate many (millions) of degrees of freedom, and therefore can
accommodate complex shapes. Thus, there is no need to re-parameterize the model
as it undergoes significant changes in shape.
2.3.3 Stochastic Segmentation Techniques
We will now look at algorithms which perform segmentation by statistical analysis
only. These algorithms do not take into account any structural information.
Thresholding Approaches
Thresholding is probably the simplest of the segmentation techniques for scalar
volumes [47]. In this technique a single value called threshold is used to create a
binary partition of voxel intensities. All voxels with intensities greater than the
threshold are grouped together into one class and those with intensities below the
threshold are grouped together into another class. Use of a single threshold thus
results in a binary segmented volume.
This technique can be extended to using multiple thresholds, where a region is
defined by two thresholds, a lower threshold and an upper threshold. Each voxel
of the input volume then belongs to one of the regions based on its intensity. This
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technique is known as multithresholding [32]. In Figure 14 we showed histogram
of a volume. To apply thresholding, we take two thresholds T1 and T2 as shown.
We then get three distinct regions as seen from the histogram.
Although simple, this technique is very effective in getting segmentation done in
volumes with a very good contrast between regions. This is generally used as the
first step towards segmentation of a volume.
The main drawback of this technique is that the results are too tightly coupled
with the thresholds used. Any change in the threshold values can give a different
segmented region. The thresholds are usually generated interactively by using
visual feedback. Some automatic methods do exist with varying degree of success
to automate the process of finding correct thresholds [17]. Another drawback
which is a direct consequence of the previous one is that the technique is very
sensitive to noise and intensity inhomogeneities. Thus it cannot be easily applied
to MRI and ultrasound volumes.
Classification Techniques
Classification techniques are pattern recognition techniques that seek to par-
tition a feature space derived from the volume using data with known labels [30].
A feature space is the range of an N-dimensional feature vector made from features
at each voxel. The features could include the voxel intensity, the gradient at the
voxel, the distance of the voxel from the volume boundary and so on. Mathe-
matically, a feature space can be the range space of any function of the volume.
Classifiers belong to the supervised category as they require training data that are
presegmented (either manually or by other method). The pre-segmented data is
then used as reference to carry out automatic segmentation on new data.
The simplest form of a classifier is the nearestneighbor classifier, where each pixel
or voxel is classified in the same class as the training datum with the closest inten-
sity. The k-nearestneighbor (kNN) classifier is the generalization of this approach,
where the pixel is classified according to the majority of the k closest training
data. Another example of a similar classifier is the Parzen window, where the
classification is made according to the majority vote within a predefined window
of the feature space centered at the unlabeled voxel (mapped to feature space).
Both these classifiers are non-parametric since they don’t make any assumption
about the statistical structure of the data. Another commonly used classifier is
the maximum likelihood (ML) or Bayes classifier. The basic assumption is that
the voxel intensities are independent samples from a mixture of probability distri-
butions, usually Gaussian. This mixture, called a finite mixture model, is given
by the probability density function
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where yj is the intensity of pixel j, fk is a component probability density function
parameterized by θk, and θ = [θ1, . . . , θK ]. The variables φk are mixing coefficients
that weight the contribution of each density function and φ = [φ1, . . . , φK ]. To col-
lect the training data, representative samples from each component of the mixture
model are obtained. Each φk is estimated from them. For Gaussian mixtures, this
means estimating K means, covariances, and mixing coefficients. Classification of
new data is obtained by assigning each voxel to the class with the highest posterior
probability. When the data truly follows a finite Gaussian mixture distribution,
the ML classifier can perform well and is capable of providing a soft segmentation
composed of the posterior probabilities.
Standard classifiers require that the structure to be segmented possess distinct
quantifiable features. Because training data can be labeled, classifiers can transfer
these labels to new data as long as the feature space sufficiently distinguishes each
label as well. Being non-iterative, they are relatively computationally efficient and
unlike thresholding, they can be applied to multi-channel volumes. A disadvan-
tage of classifiers is that they generally do not perform any spatial modeling. This
weakness has been addressed by a recent work which incorporated neighborhood
and geometric information. Another disadvantage is the manual interaction for
obtaining training data. Training sets can be acquired from each volume that re-
quires segmentation, but this can be time consuming and laborious. On the other
hand, use of the same training set for a large number of scans can lead to biased
results which do not take into account anatomical and physiological variability
between different subjects.
Clustering Algorithms
These are clustering-based techniques which use characteristics of the voxel and
its immediate neighborhood to do clustering. Clustering can be loosely defined as
the process of grouping objects into groups, whose members show similar prop-
erties. In our case these ”objects” are the data voxels and the ”groups” are the
segmented regions. ”Similar properties” could be any property the data voxel
posses, like the density, gradient, color (for a color dataset) etc.
Clustering-based segmentation is similar to the classifier methods with the excep-
tion that these do not use any training data. These techniques thus come under
the unsupervised class of algorithms for segmentation. These algorithms over-
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come the need for a training data by iterating between segmenting the volume and
characterizing the properties of each class. We could say that clustering-based
algorithms train themselves using the available data.
The various clustering algorithms available today can be grouped into two broad
categories:
1. Hierarchical methods These methods include those techniques where the in-
put data is not partitioned into clusters in a single step. A series of successive
fusions of data are performed until each cluster of size greater than one is
composed of smaller clusters.
2. Non-Hierarchical methods In these methods, the desired number of clusters
is known or assumed at the beginning of the clustering process. The end
result is such that each data voxel gets assigned to exactly one cluster in this
algorithm.
As in the case of classification, voxel properties such as intensity, gradient, neigh-
borhood information etc. are used to form an N -dimensional feature vector for
each voxel. Each class of the region is assumed to form a distinct cluster in the
N -dimensional feature space. A suitable clustering algorithm, (K-means cluster-
ing, leader clustering, spatial clustering, etc.) is then applied to each voxel in
the feature space. The resultant clusters in the feature space are then mapped to
spatial domains to give the desired regions. The most commonly used clustering
algorithms for segmentation are K-means clustering [8].
K-means clustering
This algorithm takes as input a set of N dimensional vectors without any prior
knowledge about the set. After processing, the algorithm formsK disjoint nonempty
subsets such that each subset minimizes some measure of dissimilarity. By min-
imizing dissimilarity of each subset locally, the algorithm will globally yield an
optimal dissimilarity of all subsets. The dissimilarity for a voxel is its distance
from the mean of each of the classes in the feature space. The mean for each class
is computed iteratively. The voxel is added to the cluster whose mean is the near-
est to the voxel (meaning least dissimilarity between the voxel and the cluster’s
mean). The algorithm has a time complexity O(RKN), where K is the number
of desired clusters, and R is the number of iterations until it converges.
Fuzzy clustering
The input to the algorithm is a finite data set X = x1, x2, . . . , xn, each xi ∈ X is a
feature vector; xi = (xi1, xi2, . . . , xis) where xij is the j
th feature of subset xi, and
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s is the dimensionality of xi. A function u : X → [0, 1] is defined, which assigns to
each xi in X its grade of membership in the fuzzy set u. The function u is called
a fuzzy subset of X. The goal is to partition X by means of fuzzy sets. A fuzzy
c-partition is defined as cxn matrix U such that
1. Each row Ui represents the i
th fuzzy subset of X.
2. Each column U j exhibits the membership grades of datum j in every fuzzy
subset.
3. The membership grades of each datum in all fuzzy subsets adds up to 1.
4. No fuzzy subset is empty.
5. No fuzzy subset is all of X.
Let Mfc denote the fuzzy c-partitions of X, then U ∈ Mfc. The fuzzy c-means










where v = (v1, v2, . . . , vc) with vi being the cluster center of class i; 1 ≤ i ≤ c and
d2ik = ‖xk − vi‖2.
Clustering using graph theory
Various graph-theoretic approaches have been proposed for data clustering [20][50]
We review an algorithm presented by Wu and Leahy [50] in 1993. In this algo-
rithm, the data to be clustered are represented by an undirected adjacency graph
G. Each vertex of G corresponds to a data point, and an arc links two vertices in G
if the corresponding data points are neighbors according to a given neighborhood
system. A flow capacity is then assigned to each arc in G. This is chosen to reflect
the feature similarity between the pair of linked vertices. The clustering is achieved
by removing arcs of G to form mutually exclusive subgraphs. For the case of an
unconstrained optimal K-subgraph partition of G, the arcs selected for removal
are those in a set of K−1 minimum cuts with the smallest K−1 values among all
possible minimum cuts separating all pairs of vertices. The method minimizes the
largest inter-subgraph maximum flow among all possible K partitions of G, hence
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minimizing the similarity between subgraphs, which in this case are clusters. The
reason for this method of minimization can be explained as follows.
The purpose of the clustering algorithm is to group together components into a
minimal number of clusters. This can be formulated in terms of the adjacency
graph G formed from the components. G can be divided into a number of un-
connected subgraphs by removal of the arcs connecting the subgraphs. The set
of vertices in each subgraph then represents a single cluster. Each of the remain-
ing subgraphs contains a set of connected vertices or components whose union
represents a spatially connected region of the volume. Since arc capacities are
a measure of the similarity between connected neighbors, partitioning a graph
G into two subgraphs with as dissimilar features as possible would involve min-
imizing the maximum flow between the two subgraphs [50]. Although clustering
algorithms do not require training data, they do require an initial segmentation (or
equivalently, initial parameters). The expectation-minimization (EM) algorithm
has demonstrated greater sensitivity to initialization than the K-means or fuzzy
c-means algorithms. Like classifier methods, clustering algorithms do not directly
incorporate spatial modeling and can therefore be sensitive to noise and intensity
inhomogeneities. This lack of spatial modeling, however, can provide significant
advantages for fast computation. Work on improving the robustness of clustering
algorithms to intensity inhomogeneities in MR images has demonstrated excellent
success [14][28]. Robustness to noise can be incorporated using Markov random
field modeling as we will see in the next section.
Markov Random Fields
Markov random field (MRF) modeling itself is not a segmentation method but
a statistical model which can be used within segmentation methods. MRFs model
spatial interaction between neighboring or nearby voxels. These local correlations
provide a mechanism for modeling a variety of image properties [22]. In medical
imaging, they are typically used to take into account the fact that most pixels
belong to the same class as their neighboring pixels. In physical terms, this im-
plies that any anatomical structure that consists of only one pixel has a very
low probability of occurring under a MRF assumption. MRFs are often incor-
porated into clustering segmentation algorithms such as the K-means algorithm
under a Bayesian prior model [14]. The segmentation is done by maximizing the
aposteriori probability of the segmentation given the volume data using iterative
methods such as iterated conditional modes [?] or simulated annealing [13].
A difficulty associated with MRF models is proper selection of the parameters
controlling the strength of spatial interactions[22]. Too high a setting can result
in an excessively smooth segmentation and a loss of important structure details.
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In addition, MRF methods usually require computationally intensive algorithms.
Despite these disadvantages, MRFs are widely used not only to model segmen-
tation classes, but also to model intensity inhomogeneities that can occur in MR
images and texture properties.
2.3.4 Hybrid Segmentation Techniques
The techniques discussed so far certainly represent a viable approach to medical
volume segmentation. However, many of them are based on structures’ features
that the Nucleus Accumbens does not posses. The application of methods relying
on any kind of contrast thresholding or edge detection would result in catastrophic
outcomes. Thus, more advanced techniques are required to perform an efficient
segmentation.
This class of algorithms combines features from both the previous two types of
approaches. For the purpose of this project, particular focus should be given to
the Atlas based techniques, as they represent the common background of all the
algorithms developed for the Accumbens segmentation.
Region Growing
This is probably the simplest among the hybrid techniques. Region growing
is a technique to extract a connected region from a 3D volume based on some pre-
defined connecting criterion. This criteria can be as simple as the voxel intensity
or could be the output of any other segmentation algorithm [15]. In the simplest
form, region growing requires a seed point to start with. From the seed point,
the algorithm grows till the connecting criteria is satisfied. As with thresholding,
region growing is simple, but not often used for segmentation by itself. More often
than not, region growing forms a part of a segmentation pipeline for a particular
approach. It is often used as the primary method to understand a 3D data before
more complex segmentation is applied to it. The primary disadvantage of this al-
gorithm is that it requires seed points which generally means manual interaction.
Thus for each region to be segmented, a seed point is needed. Region growing can
also be sensitive to noise and partial volume effect causing the extracted region to
have holes or disconnections. Some recent work has been reported which tries to
alleviate these problems. In another recent work, fuzzy analogies to region growing
have also been developed.
Split and Merge
This algorithm is similar to region growing we saw earlier. This algorithm
requires the input data to be organized into a pyramidal grid structure of regions,
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with each region organized in groups of eight (for 3D) [2]. Any region can be split
into eight subregions and the appropriate eight can be merged into a single larger
region. As in region growing, the criteria for merging (growing for region-growing)
could be anything. It could be as simple as voxel intensity or some condition
checking based on the output of some previous segmentation stage. Let us assume
that the criterion is C. The algorithm can be written down in two steps as follows:
1. Pick a region R in the grid structure. If C(R) is false, split the region into
eight subregions. If for eight regions R1, R2, . . . , R8, C(R1 ∪R2 ∪ · · · ∪R8) =
true, merge into single region. When no regions can be merged, stop.
2. If there are neighboring regions Ri and Rj such that C(Ri ∪ Rj) = true,
merge these regions.
The big advantage of this method over region growing is that no seed points
are needed and hence no manual interaction is needed. On the down side, it
requires the input to be organized into a pyramidal grid structure which could be
undesirable for the huge datasets in use today.
Atlas-Guided Approaches
An in-depth definition of Atlas approaches will be given in Sections 4.5 and
4.6; this section serves the purpose of outlining the main ideas of the method.
Atlas-guided approaches use a standard Atlas or template to perform segmen-
tation. The Atlas is generated by compiling information on the anatomy that
requires segmentation. This Atlas is then used to segment other images. The
standard Atlas-guided approach treats segmentation as a registration problem. It
first finds a one-to-one transformation that maps a pre-segmented Atlas image to
the target image that requires segmentation. This process is often referred to as
Atlas-warping. The warping can be performed using linear transformations. Atlas
guided approaches have been mainly applied in MR brain imaging. An advantage
of Atlas-guided approaches is that labels are transferred as well as the segmenta-
tion. The main shortcoming of this method is due to anatomical variability. To
overcome this problem, many researchers have tried to apply a sequence of linear
and non-linear transformations [3][9]. Even with this, accurate segmentation of
complex structures is very difficult. Thompson and Toga in 1997 [43] introduced
probabilistic Atlases to model anatomical variability, but their method required
additional time and interaction to accumulate data. Hence, these approaches are
best suited for segmenting structures which are stable over the population of study.
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Artificial Neural Networks
Conventional segmentation algorithms based on structural knowledge often re-
quire considerable user expertise. The Artificial neural networks (ANN) based
approaches tried to partially overcome these drawbacks. ANNs are massively par-
allel networks of processing elements or nodes that simulate biological learning.
Each node in an ANN is capable of performing elementary computation. Learning
is achieved through the adaptation of weights assigned to the connections between
nodes. A more detailed description of ANNs can be found in [4]. The main features
of ANNs which the segmentation algorithms try to use are :
1. Learning from examples and generalizing that knowledge
2. Noise rejection
3. Fault tolerance
4. Optimum seeking behavior
Valli [44] presented three architectures for medical image segmentation based on
ANNs. These architectures showed that ANNs can successfully exploit and in-
tegrate different kinds of a priori information contained in medical images. His
experiments demonstrated robustness and sensitivity of the approach, but at the
expense of generality. ANNs are widely used in segmentation as a classifier, where
the weights are determined using training data, and the ANN is then used to
segment new data. ANNs can also be used in an unsupervised fashion as a clus-
tering method, as well as for deformable models. Since the ANNs are tightly
interconnected, spatial information can be easily incorporated into its classifica-
tion procedures. Although ANNs are inherently parallel, their processing is usually
simulated on a standard serial computer, thus reducing this potential computa-
tional advantage.
LEGION Based
These segmentation methods are based on a biologically inspired oscillator net-
work, called the locally excitatory globally inhibitory oscillator network (LEGION)
[39]. LEGION was proposed by Terman and Wang [45] as a biologically plausible
computational framework for image analysis. The network was proposed based on
theoretical and experimental considerations that point to oscillatory correlation
as a representational scheme for the working of the brain.
The oscillatory correlation theory assumes that the brain groups and segregates vi-
sual features on the basis of correlation between neural oscillations [45]. It has been
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Figure 15: Diagram of a single oscillator in a LEGION. From http://www.cse.ohio-
state.edu
shown theoretically and later, by experiments that neural oscillations in the visual
cortex are a possible mechanism by which the brain detects and binds features in
a visual scene. LEGION is a network of relaxation oscillators, each constructed
from an excitatory unit x and an inhibitory unit y as shown in Figure 15. Unit
x sends excitation to unit y which responds by sending inhibition back. When
external input stimulus I is continuously applied to x, this feedback loop produces
oscillations. Neighboring oscillators are connected via mutual excitatory coupling,
as well as the global inhibitor. The formal definition of LEGION can be found in
[39]. The behavior of each oscillator, indexed by i in a network, is defined by the
following equations:
x˙i = 3xi − x3i + 2− yi + ρ+ IiH(pi + exp(−αt)− θ) + Si (19)










WikH(xk − θx)−WzH(z − θz) (22)
z˙ = φ(σo − z) (23)
The explanation of these equations can be found in [35]. To summarize , after a
number of oscillation cycles a block of oscillators corresponding to a major image
region will oscillate in synchrony, while any two oscillator blocks corresponding to
two different major regions will desynchronize from each other. For other voxels
which do not belong to any major region, the corresponding oscillator will stop
oscillating shortly after the system starts. Simulation of a LEGION network is
computationally expensive since it requires numerically integrating a huge number
of differential equations. This makes it almost impossible to segment large volume
datasets using this technique. To make it feasible, Wang and Terman [46] proposed
a simplified algorithm. Recently Shareef et al. [35] further simplified the Wang and
Terman algorithm for efficiency purposes, which are particularly important from
the point of view of volume segmentation. A few of the advantages of this method
are: requires less intervention compared to most of the structural techniques, initial
parameter setting can be fully automated, and can achieve good noise tolerance.
On the other hand, due to generality, domain-specific knowledge is not utilized to
the full compared to the structural techniques.
2.3.5 Considerations
We have reviewed and discussed most of the segmentation algorithms widely used
for segmenting 3D medical datasets [29] . We classified the approaches into three
categories [15]: structural techniques, stochastic techniques and hybrid techniques.
Under structural techniques, we reviewed algorithms which try to find structural
properties like edges and then segment the organ or region of interest. On the
other hand, stochastic techniques do not give any consideration to structural in-
formation. They aim at performing segmentation based on mathematical analysis
of data. Hybrid techniques are those which contain components from the previous
two. Specifically, we have pointed out that for the purpose of Accumbens seg-
mentation, Atlas based methods represent the best choice for obtaining accurate
results.
In conclusion, performing automated segmentation still remains one of the most
difficult problems in the world of segmentation. Although researchers have shown
success with automation in some cases, there is no generic algorithm which can
perform automatic segmentation on any given dataset. Moreover, in the case
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of Nucleus Accumbens segmentation, the choice of viable algorithms is extremely
limited, and more specific approaches mat be needed to grant an adequate precision
of the results.
2.4 Overview of Atlas Segmentation Method
This section sums up the main concepts underlying Atlas based techniques for
automatic segmentation. As discussed, Atlas guided approach represent the best
choice when trying to correctly isolate the Nucleus Accumbens. Therefore, a deeper
understanding of how they work could lead to a better definition of the parameters
in the implementation phase.
2.4.1 General Description
A brain Atlas is an anatomical Atlas of the brain, i.e. a reference work in which
brain structures are placed in a coordinate system that is standardized for a given
species or developmental stage. Several neuroimaging techniques can be used to
obtain the images for brain Atlas construction, e.g. from histology or — increas-
ingly common — from MRI scans of one or many or entire brains or cerebral
hemispheres.
Apart from providing a common coordinate system for imaging data obtained
from different sources (e.g. from a number of patients), brain Atlases can be par-
titioned and labeled, thus providing for Atlas-based segmentation of images and
for the construction of brain maps. Much like geographic maps can be populated
with information about physical, political, economic or environmental aspects of
a region of interest, brain maps may include information about genetic, develop-
mental, evolutionary or physiological or pathological aspects of the brain.
Given an Atlas, an image can be segmented by mapping its coordinate space to
that of the Atlas in an anatomically correct way, a process commonly referred
to as registration. Labeling an image by mapping it to an Atlas is consequently
known as Atlas-based segmentation, or registration-based segmentation. The idea
is that, given an accurate coordinate mapping from the image to the Atlas, the
label for each image voxel can be determined by looking up the structure at the
corresponding location in the Atlas under that mapping. Obviously, computing
the coordinate mapping between the image and Atlas is the critical step in any
such method.
A variety of Atlas-based segmentation methods have been described in the litera-
ture [75] [79]. The characterizing difference between most of these methods is the
registration algorithm that is used to map the image coordinates onto those of the
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Atlas. One important property, however, is shared among all registration meth-
ods applied for segmentation: as there are typically substantial shape differences
between different individuals, and therefore between an individual and an Atlas,
the registration must yield a non-rigid transformation capable of describing those
inter-subject deformations. In this chapter, we in particular take a closer look at
an often neglected aspect of Atlas-based segmentation, the selection of the Atlas.
We give an overview of different strategies for Atlas selection, and demonstrate
the influence of the selection method on the accuracy of the final segmentation.
2.4.2 Fundamental Mathematical Aspects
As briefly explained in the Introduction, an Atlas A is a mapping A : Rn → Λ from
n-dimensional spatial coordinates to labels from a set of classes Λ. It is concep-
tually very similar to an image in the same coordinate space, which is a mapping
from Rn to the space of gray values, a subset of R. An Atlas can therefore itself be
considered as a special type of image, that is, a label image. In order to segment a
new image R using an Atlas A, we need to compute a coordinate mapping between
them, that is, we need to register one image to the other. The coordinate mapping
must be anatomically correct for the segmentation to be accurate.
An Atlas is often generated by (manually) segmenting an actual image, say F .
Therefore, we typically have access not only to a spatial map of labels, the actual
Atlas, but also to a corresponding realization using at least one particular imaging
modality. In case multiple co-registered images from different modalities form the
basis of the Atlas, there may even be multiple instances of actual images. An ex-
ample of an Atlas and a corresponding microscopy image is shown in Fig. 16. This
dual character is relevant insofar as, while fundamentally possible, registration of
an image to the label representation of an Atlas is a much harder problem than
registration to the corresponding original image.
Let us consider two 3-D scalar images, R : R3 7→ R and F : R3 7→ R. We assume
that each point in one image has a corresponding equivalent in the other. For any
two images, this correspondence is mathematically represented as a coordinate
transformation T that maps the image coordinates of R onto those of F . For a
given location x in the domain of R, we find the corresponding location in the
domain of F as T(x). If F is associated with an Atlas A, then we can find the
correct label for any location x in R through the mapping
x 7→ A(T(x)) (24)
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The transformation T is parameterized by a p-dimensional parameter vector p ∈
Rp. The process of finding the vector p that describes the ”correct” transforma-
tion is known as image registration. One of the images, R, remains fixed during
registration, while the other, F , is transformed in space. The fixed image R is
commonly referred to as the ”reference image”, the transformed image F is called
the ”floating image”.
The terminology used in the remainder of this chapter is as follows. We refer to
the already segmented image as the Atlas image and the image to be segmented
as the raw image. The coordinates of the raw image are mapped by registration
onto those of the Atlas image and thereby provide a segmentation of the former.
In the context of nonrigid registration, the Atlas image is to be deformed while
the raw image remains fixed. The correspondence between the common terms for
both images in image registration and in the present context is such that the Atlas
image acts as the floating image during registration while the raw image acts as
the reference (or target) image.
2.4.3 Entropy-Based Image Similarity
It is not usually known a priori, what the correct mapping between the two im-
ages R and F is. Instead, the correctness of any given transformation is usually
quantified by a so-called similarity measure. This measure is a scalar function
S : Rp 7→ R designed so that higher values of S correspond to better matches.
That is, if for two parameter vectors, p1 and p2, we have S(p1) > S(p2), then
the mapping T1 parameterized byp1 is assumed to be ”more correct” than the
mapping T2 described by p2. Again, since the correct mapping is not known, S
can only be a more or less suitable approximation to the true correctness. The
registration is performed by finding the parameter vector p that maximizes S.
A similarity measure that has been empirically found to be particularly well-suited
for many registration applications is mutual information (MI) [86]. It is based on
the information-theoretic entropy concept and is defined as
SMI = HR +HF −HRF (25)
where HR is the entropy of image R, HF is the entropy of image F , and HRF is
the joint entropy of corresponding voxel pairs between the two images. A modifi-
cation proposed by Studholme et al. [88], normalized mutual information (NMI),
has been found to be slightly more robust
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Figure 16: Example of bee brain confocal microscopy (top) and corresponding
label image as defined by manual segmentation (bottom). Following radiological
convention for axial slices, the image is seen from the cranial direction. Every
gray level in the label image represents a different anatomical structure. From






There are many different implementations of both MI and NMI, using different
numerical methods to estimate the image entropies. While some use continu-
ous methods such as Parzen windowing [90], others estimate the entropies from
discrete twodimensional histograms [87]. The latter techniques are more easily
implemented and more common.
2.4.4 Rigid Registration
The first iteration of inter-subject registration, such as registration of an image
to an Atlas, usually aims at correcting for gross differences in position, orienta-
tion, and size between the individual images. Consequently, we initially apply
a 9 degree-of- freedom (DOF) affine registration algorithm that performs appro-
priate translation, rotation, and scaling. A technique described by Studholme et
al. [90] has been found to produce highly accurate (rigid) transformation in an
independent, blinded evaluation study [91].
2.4.5 Non-Rigid Registration
There is typically considerable inter-individual variability in the shapes of anatom-
ical structures in the brains of humans and animals. Figure 17 illustrates this for
the microscopy images of bee brains that we are using to demonstrate the methods
in this chapter. For MR images of human brains, Fig. 18 provides an analogous
illustration. Therefore, in order to be effective, any registration-based segmenta-
tion method requires a registration algorithm that can compensate not only for
different pose and size, but also for inter-individual shape differences between raw
image and Atlas (i.e., a non-rigid registration algorithm).
Many different non-rigid registration methods have been published [85]. Some of
these, such as methods based on optical flow [89] and most methods using elas-
tic or fluid models, typically require both images to be from the same imaging
modality to be able to identify corresponding features. Note that the motion
model, i.e., fluid or elastic, does not require single modality images. However,
most algorithms based in which fluid or elastic differential equations govern the
transformation combine these with image similarity terms that are equivalent to
the mean squared difference of image intensities.
Unfortunately, the particular nature of the microscopy images in our example ap-
plication prohibits the use of any such method. While strictly these images are all
generated by the same imaging process, they are subject to imaging artifacts that
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vary from acquisition to acquisition. Sources of these artifacts include individual
concentration differences of the chromophor, fluctuation of laser intensity, and in-
creasing location-dependent absorption with increasing tissue depth. We review
below a registration algorithm that has been successfully applied to microscopy
images of bee brains, as well as many other applications.
A non-rigid registration algorithm that inherently supports images originating
from multiple imaging modalities was described by Rueckert et al. [?]. It uses the
same NMI similarity measure as the affine algorithm mentioned above. The trans-
formation model is a free-form deformation that is defined on a data-independent,
uniformly spaced control point grid (CPG) Φ covering the reference image. The
CPG consists of discrete control points φi,j,k, where −1 ≤ i < nx − 1,−1 ≤ j <
ny − 1, and −1 ≤ k < nz − 1. Points withi, j, or k equal to either 0 or nx − 3
(ny − 3 and nz − 3 for j and k) are located on the edge of the image data. The
spacings between the control points in x, y, and z are denoted by δx, δy, and δz,
respectively. For any location (x, y, z) in the domain of ∆, the transformation T
is computed from the positions of the surrounding 4× 4× 4 control points:








Here, i, j, and k denote the index of the control point cell containing (x, y, z), and
u, v, and w are the relative positions of (x, y, z) inside that cell in the three spatial
dimensions:
i = b x
δx
c − 1, j = b y
δy


















The functions B0 throughB3 are the approximating third-order spline polynomials:
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B0(t) = (−t3 + 3t2 − 3t+ 1)/6
B1(t) = (3t
3 − 6t2 + 4)/6
B2(t) = (−3t3 + 3t2 + 3t+ 1)/6
B3(t) = t
3/6
The degrees of freedom of a B-spline based transformation T, and thus the ele-
ments of the parameter vector p, are the coordinates of the control points φi,j,k.
The optimum parameters of the non-rigid registration transformation T are de-
termined by a line search algorithm similar to the steepest descent method. The
target function of the optimization is the NMI similarity of the reference and the
transformed floating image. We start by computing a discrete approximation of
the gradient of the target function with respect to the parameters of the trans-
formation T. This is achieved by a simple finite difference scheme. Despite the
high-dimensional parameter space, gradient approximation can be performed very
efficiently; due to the compact support of the B-spline functions, each parame-
ter of T influences only a small volume in image space (i.e., the local 4 × 4 × 4
control point neighborhood). When moving any single control point, all voxels of
the floating image outside this area remain in the same location. Their contribu-
tion to the similarity measure can therefore be precomputed and reused. In order
to capture large deformations as well as small ones, the algorithm incorporates a
multiresolution deformation strategy based on multilevel B-splines. After finish-
ing optimization at one control point resolution, the spacing between the control
points is reduced by a factor of 2 before registration continues. The positions of the
control points in the refined grid are determined in a way that exactly preserves
the current deformation.
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Figure 17: Illustration of inter-subject differences between several individual bee
brains. Top: Central axial slice from a 3-D microscopy image used as the reference
image for this example. Second row: Corresponding slice from three other bee
brains after affine registration. Third row: Corresponding slices after non-rigid
registration. Fourth row: Deformed coordinate grids. Fifth row: Deformation
vector fields. Note that only the 2-D projection of the 3-D deformed coordinate
grid and vector field are shown. From Handbook of Medical Imaging, Rohlfing and
Etal 2005
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Figure 18: Illustration of inter-subject differences between several individual hu-
man brains. From Handbook of Medical Imaging, Rohlfing and Etal 2005
2.4.6 Regularization of the Non-Rigid Transformation
Confocal microscopy imaging is a substantially less controlled image formation
process than typical medical imaging modalities. Varying concentrations of the
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Figure 19: Example of the importance of constraining non-rigid registration. In
the reference image (a), the lobula appears substantially darker on the lateral
side (ellipse). In the rigidly registered floating image (b) from another individual
the lobula has a more homogeneous intensity. Without smoothness constraint,
intensity-based non-rigid registration (c) computes a grossly incorrect deformation
(arrows). A constrained non-rigid registration (d) does not have this problem.
From Handbook of Medical Imaging, Rohlfing and Etal 2005
chromophor within one structure, laser power fluctuations, tiling artifacts, and
absorption of emitted light from deep structures lead to substantial imaging ar-
tifacts. As illustrated in Fig. 19, these artifacts can cause severe problems for
the non-rigid registration, leading to grossly incorrect coordinate transformations.
These can to some extent be prevented by regularizing the image similarity cost
function with an additional constraint term that controls the geometric proper-
ties of the coordinate mapping. The total optimization function thus becomes a
weighted sum of the data-dependent image similarity and the regularization con-
straint term:
Etotal = (1− w)ENMI + wEconstraint (27)
In detail, we constrain the deformation to be smooth by adding a biharmonic
penalty term, which is based on the energy of a thin plate of metal that is sub-
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jected to bending deformations. The penalty term is composed of second-order
derivatives of the deformation, integrated over the domain D of the transforma-



































Since the 3-D spline is the tensor product of independent 1-D polynomial functions,



















Computation of the derivatives of T is in fact very similar to computing T it-
self. Depending on the derivation variable, the spline polynomials B0 through B3
in the respective dimension are simply replaced by their respective derivatives.
These derivatives are easily computed analytically. Mixed second-order deriva-
tives with respect to two different variables are computed by substituting two
spline polynomials with their respective first-order derivatives, e.g.,
∂2
∂x∂y




















Using the above derivative terms, the continuous integral in Eq. 28 is approximated
as a discretely sampled sum over a set of points, for example the ND = nx×ny×nz
voxels in the reference image.
2.4.7 Overview of Atlas Selection Strategies
This section will briefly explain the most common possible choices for Atlases
in Atlas-based segmentation. Usually, this aspect of Atlas-based segmentation
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receives little attention. Yet, the decision what Atlas to use has a substantial im-
pact on the segmentation accuracy, and simple methods are not always the best
as we will see below. The importance of Atlas Selection will come in handy when
describing the AMAS ans MAS approaches in the following section. We quickly
describe and compare here four different Atlas-based segmentation strategies with
different Atlas selections: segmentation with one single individual Atlas, segmen-
tation with varying single individual Atlases, segmentation with an average shape
Atlas, and simultaneous segmentation with multiple Atlases. These four strategies
can be categorized according to the number of Atlases used per raw image (one
or multiple), the type of Atlas used (individual or average), and the assignment of
Atlases to raw images (fixed, i.e., same Atlas(es) for all raw images, or variable,
i.e., different Atlas image selected for each raw image). A schematic graphical
comparison of the four methods is given in Fig. 20.
• Segmentation with a Fixed, Single Individual Atlas: The most straight
forward strategy for selection of an Atlas is to use one individual segmented
image. The selection can be random, or based on heuristic criteria such as
image quality, lack of artifacts, or normality of the imaged subject. This
strategy is by far the most commonly used method for creating and using an
Atlas[90]. It requires only one Atlas, which greatly reduces the preparation
effort as compared to the more complex methods described below.
• Segmentation with the Best Atlas for an Image: Suppose that instead
of a single Atlas, we have several Atlases that originate from several different
subjects. For each image that we are segmenting, there is one Atlas that will
produce the best segmentation accuracy among all available Atlases. It is
obviously desirable to use this optimum Atlas, which is most likely a different
Atlas for each image. The problem is that we do not know what the correct
segmentation for an unsegmented image is. Therefore, we can only hope to
find a more or less successful heuristic for selecting the best Atlas for a given
image. There are at least two easily accessible characteristic numbers that
describe the similarity between an image and an Atlas. One is the final value
of the registration criterion, or image similarity measure, after either affine
or non-rigid registration. The other is the magnitude of the deformation
(i.e., non-rigid transformation) that is required to map the coordinates of
the image onto that of the Atlas. Based on these two concepts, we can use
Image Similarity criteria for selecting the single Atlas that is most likely to
produce the best segmentation of a given raw image.
• Segmentation with an Average Shape Atlas: Atlas-based segmentation
is an easier task if the Atlas is similar to the image that is to be segmented.
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Smaller magnitudes of the deformation between image and Atlas that the
non-rigid registration algorithm has to determine typically result in a higher
accuracy of the matching. If the Atlas is itself derived from an individual
subject, then the risk is high that this individual is an outlier.
In such a case segmenting other subjects using the Atlas becomes a more
difficult problem. A better Atlas would be one that is as similar to as many
individuals as possible. Such an Atlas can be generated by creating an aver-
age over many individuals.
• Multi-Atlas Segmentation: A Classifier Approach: This is the ap-
proach on which the MAS and AMAS methods (discussed in the following
chapter) are based.
Shortly, we can look at an Atlas combined with a coordinate mapping from
a raw image as a special type of classifier. The input of the classifier is a
coordinate within the domain of the raw image. The classifier output, deter-
mined internally by transforming that coordinate and looking up the label in
the Atlas at the transformed location, is the label that the classifier assigns
to the given raw image coordinate.
Using a different Atlas leads to a different segmentation of a given raw image.
From a classifier perspective, we can therefore say that different Atlases gen-
erate different classifiers for the same raw image. In the pattern recognition
community, it has been well-known for some time that multiple independent
classifiers can be combined, and together consistently achieve classification
accuracies, which are superior to that of any of the original classifiers [87].
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Figure 20: Depiction of the Atlas selection strategies discussed in this chapter.
The strategies are also categorized in Table 11.2. Note that the basic Atlas-based
segmentation with a single Atlas (IND, gray box) occurs in different stages in the
other three strategies, in the MUL case replicated for each Atlas. From Handbook
of Medical Imaging, Rohlfing and Etal 2005
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2.5 Description of MAS/AMAS Approaches
This section describes two Atlas based automatic segmentation methods: Multi-
Atlas Segmentation (MAS) and Adaptive Multi-Atlas Segmentation (AMAS). The
goal of these methods is to produce a segmentation S for a given target image T
that accurately defines the object to be segmented. All methods are capable of
producing probabilistic segmentations that can be thresholded to produce binary
segmentations (1 inside the object, 0 in the background).
The advantage of using these methods over the standard single Atlas one is the
overall increased flexibility (for AMAS in particular). The ability not to rely
on predefined Atlases could result in better segmentation performances for those
structures whose position varies greatly in different subjects, as it is the case
with the Nucleus Accumbens. For all methods it is assumed that a set of n
Atlases Ai, i = 1, . . . , n with corresponding manually segmented binary images Si
is available.
2.5.1 Registration
In registration, an Atlas image is transformed to the target image. The methods
we propose are generally applicable and any registration method can be plugged in.
AMAS requires two registration methods to be available: a fast (computationally
cheap) method which is used in Atlas selection, and an accurate (computationally
expensive) method which transforms an Atlas image to a target image with high
accuracy. Throughout this section we will refer to these two registration methods
as ‘fast registration’ and ‘accurate registration’.
2.5.2 Multi-Atlas segmentation (MAS)
We first formulate standard Multi-Atlas segmentation (MAS) as a reference method.
This method was used in e.g. [59] [60]. In MAS, all n Atlases are registered to T
using the accurate registration resulting in n transformations ui from Ai to T . ui
is used to transform Si to T . We denote the transformed image as ui(Si). As a re-
sult, for each voxel in T , n opinions exist about its label. The labels are combined








To obtain a binary segmentation S is thresholded, typically at 0.5.
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2.5.3 Atlas Selection
As quickly mentioned in the previous section, Atlas selection is needed for AMAS.
During the registration, a spatial mapping is determined which transforms the
Atlas image to the target image. In the ideal case the transformed Atlas image
would be equal to the target image and the difference between them would be a
zero image. In reality, registration does not perfectly align the two images and
local misalignment occurs. Based on this observation, we propose to employ dif-
ference images to decide which Atlas image is most similar to the target image.
The rationale behind our approach for Atlas selection is that the Atlas image that
is most similar to the target image is expected to provide the best segmentation
accuracy. The optimal way to determine this is after applying the accurate reg-
istration. However, this would lead to a framework that has computation times
comparable to MAS. Therefore we quantify the similarity between each Atlas im-
age and the target image by the difference image after fast registration. The Atlas
image selected to be most similar is the image with the lowest mean absolute dif-
ference to the target image.
Formally the Atlas selection is described as follows. Let ωi be the transformation
from the fast registration between Ai and T . We define D(ωi(Ai), T ) as the abso-
lute voxelwise difference image between ωi(Ai) and T . The Atlas selection function
f is defined as:
f = arg min
i/∈Ω
mean(D(ωi(Ai), T )) (32)
where Ω indicates the set of previously selected Atlases.
2.5.4 Stopping criterion
As shortly mentioned before, avoiding unnecessary registrations speeds up Multi-
Atlas segmentation and may increase performance. However, it is not obvious
when the optimal performance has been achieved for a certain image. Therefore
we use a replacement criterion: we quantify, per voxel, the disagreement between
the available propagated labels. After every accurate registration, we compute the
percentage p of voxels that may change segmentation label when one additional
set of propagated labels were available. When p is low, the segmentation result
will not change substantially by adding additional information and therefore no
further improvement is expected. Although this approach does not guarantee that
the best possible segmentation result is obtained, previous work has shown that
when plotting segmentation accuracy as a function of the number of Atlases, this
curve tends to be flat around the optimum. So, a stable segmentation (low p)
equals a flat curve, which typically indicates an optimal accuracy. This complies
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with the intuitive notion that when experts disagree, it makes sense to obtain ad-
vice from additional experts; when experts agree this is not necessary.
We define voxels for which disagreement exists as voxels where m/2 out of m prop-
agated labels agree. If m is odd we average the number of voxels where floor(m/2)
and ceil(m/2) labels agree.
For example, if the number of available labels is five, m/2 equals 2.5, therefore, we
average the number of voxels where two and three labels agree. For these voxels
adding one more opinion can change the segmentation label, assuming a threshold
of 0.5 to convert probabilities into binary labels. The stopping criterion is now
defined as a threshold θ on p. For a multi-label segmentation problem, p is de-
fined as a threshold on the percentages of voxels that can flip label, either to the
background or to another structure.
2.5.5 Adaptive Multi-Atlas-based segmentation (AMAS)
Based on the Atlas selection and stopping criterion as defined above an adaptive
Multi-Atlas segmentation strategy (AMAS) can be defined. In AMAS, instead
of registering all available Atlases as in MAS, only the most similar Atlases are
registered until the stopping criterion is reached. This results in fewer Atlases be-
ing registered, and therefore a decrease in computational complexity. In addition,
by automatically selecting the most appropriate Atlases from a database better
segmentation accuracy can be obtained. Let m be a counter for the number of
accurate registrations that have been performed, and let Sm indicate the segmen-
tation after m registrations. AMAS can now be stated as follows:
Input: T ,Ai, Si for i = 1, . . . , n
Parameter: θ
For i = 1, . . . , n calculate ω i. Set p = 1, m = 0.
While (p > θ and m < n) {
Select A i using f
Compute ui
Increment m, update Sm with ui(Si)
Compute p
}
S is now given by Sm
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3 Methodological Aspects
3.1 Outline of the Approach
The following section of the thesis present the implementation of the Accumbens
segmentation algorithms. Our approach consisted mainly in the comparison of the
results of three of the currently availabe state of the art methods:
1. Single Atlas segmentation, performed with the use of Matlab and SPM8.
2. Multi Atlas segmentation, whose registration steps were done through the
Elastix Package.
3. Adaptive Multi Atlas segmentation, using again the Elastix package for the
registration of the MRI images.
We will firstly outline the main features of the software packages used for the
project. An up to date and more exhaustive documentation can be found on the
corresponding websites.
The steps for the selection of the MRI Databases will then be discussed in detail,
pointing out the advantages and drawbacks the selection of dataset hides.
The main sections of the remaining part present the Implementation Methods and
the Results of the project. To aid with the comprehension, code extracts of the
most relevant parts of the algorithm will be shown and discussed.
3.2 Software and Packages
We will firstly introduce the MRIcron environment, used for the manual segmenta-
tion of MRI scans and, in general, for visualization of the segmentation results and
corresponding registered images. The SPM8 package will then be analyzed, giving
an overview of its capabilities and explanation of the main options the user can fine
tune for the segmentation of Brain images. Lastly, the Elastix MatLab package
will be presented, and its use for image registration in the context of AMAS and
MAS techniques will be analyzed.
3.2.1 MRIcron Software
MRIcron is a cross-platform NIfTi format image viewer. It can load multiple
layers of images, generate volume renderings and draw volumes of interest. It also
provides dcm2nii for converting DICOM images to NIfTi format and NPM for
statistics. The NIfTi file format is among the most used for storing the results of
MRI scans. NIfTi is adapted from the widely used ANALYZE 7.5 file format.
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Figure 21: NIfTi file structure. The underlying structure is independent of the
format used. From nifti.nimh.nih.gov
NIfTi can store data with different meanings. Imaging data, statistical values and
other data (any vector, matrix, label set or mesh). can be saved in a nifti *.nii
or *.hdr/*.img file. Once a data intent is chosen, the use of the NIfTi format is
unambiguous since the use of particular fields for a certain intent is predetermined
(see figure 21).
In MRIcron, NIfTi files can be easily loaded and edited, and Volume of Interest
(VOI) tools can be used to manually segment brain regions, saving the results as
*.voi files.
A sample window is shown in figure 22. Such a view can be easily obtained by
launching the software and loading a brain image with a corresponding VOI file.
the controls on the tool bar offer quick access to the main tools for brain imaging.
The X/Y/Z numbers set the slice to view (X refers to Left/Right, Y to anteri-
or/posterior and Z to superior/inferior). Adjusting these values will change the
sagittal, coronal and axial slice displayed. The next item is the zoom-factor. Here
images are scaled ’to fit’ - e.g. each view of the brain is stretched to fill its panel
optimally. Alternatively, you could choose x1 (100%), x2 (200%) or x3 (300%)
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zoom factors. The next series of buttons refer to the active layer. In figure 22,
the currently active layer is image ’attention’, and this image is being shown as a
red gradient with a minimum value of 1.96 to 4. In this example, attention is a
statistical Z-score map that has been placed on top of the background image of a
brain. Statistical values less than 1.96 are not shown, with the darkest value set
to 4.
3.2.2 SPM8 Package
SPM8, released April 2009, is a major update to the SPM software, containing
substantial theoretical, algorithmic, structural and interface enhancements over
previous versions.
The SPM achronym stands for Statistical Parametric Mapping, and refers to the
construction and assessment of spatially extended statistical processes used to test
hypotheses about functional imaging data. These ideas have been instantiated in
the SPM MatLab software package.
The SPM software package has been designed for the analysis of brain imaging
data sequences. The sequences can be a series of images from different cohorts, or
time-series from the same subject. The current release is designed for the analysis
of fMRI, MRI, PET, SPECT, EEG and MEG.
SPM is made freely available to the [neuro]imaging community, to promote collabo-
Figure 22: Sample MRIcron brain rendering. In red, the volume of interest.
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ration and a common analysis scheme across laboratories. The software represents
the implementation of the theoretical concepts of Statistical Parametric Mapping
in a complete analysis package, as a suite of MATLAB (The MathWorks, Inc)
functions and subroutines with some externally compiled C routines.
SPM is a very complex package, with multiple functions for statistical, temporal
and spatial handling of input files. For the scope of this project, the Normalisation
and Segmentation options were used
3.2.3 Elastix Package
Elastix is a MatLab toolbox for rigid and nonrigid registration of images. It has
often been used in the literature for the implementation of algorithms requiring
fast and reliable registration of images.
Its key features include:
• open source, freely available from http://Elastix.isi.uu.nl;
• based on the ITK, so the code base is thoroughly tested. Quite some modifi-
cations/additions are made to the original ITK code though, such as the use
of samplers, a transformation class that combines multiple transformation
using composition or addition, and more.
• suitable for many image formats. The use of ITK implies that all image
formats supported by ITK are supported by Elastix. Some often used (med-
ical) image formats are: .mhd (MetaIO), .hdr (Analyze/ NIfTi), .gipl, .dcm
(DICOM slices). DICOM directories are not directly supported by Elastix;
• multi-platform (at least Windows, Linux and Mac OS), multi-compiler (at
least Visual C++ 2008, 2010, gcc 4.1.2, 4.2.1, 4.4.3), and supports 32 and
64 bit systems. The underlying ITK code builds on many more platforms,
see www.itk.org/Wiki/ITK_Prerequisites. So, it is highly portable to the
platform of the user’s choice;
• highly configurable: there is a lot of choice for all the registration compo-
nents. Choosing the configuration that suits your needs is easy thanks to
human readable and editable parameter file;
• easy to use for large amounts of data, since Elastix can be called easily in a
script;
• fast, thanks to stochastic subsampling, if desired;
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• relatively easy to extend, i.e. to add new components, so it is very suited for
research also.
3.3 Manual Segmentation: Assessing Inter Observer Variability
As mentioned earlier in the introduction, the very first step of the project consisted
in the assessment of inter-observer variability between two trained technical teams.
We were part of Team 1, while Team 2 was composed by a single technician.
We used the MRIcron software, along with the Manual Segmentation method dis-
cussed in Section 2.1.1, to carry out the segmentation procedure.
3.3.1 The Dataset
The Original Dataset includes several subjects whose MRI scans were produced by
the medical team at Hospital del Mar. For assessing the inter-observer variability,
we chose 11+1 subjects out of the original set (subject 1 for testing purposes).
The MRI scans were codenamed with two or three letters of the latin alphabet.
All of them were analyzed independently by the two teams to assure maximum
consistence of the results. An important thing to mention is the relatively low
quality of some of the MRI scans provided. Motion artifacts, lack of contrast and
low resolution often led to inaccuracies in the segmentation process, worsened by
the relative lack of precision of the VOI tool of MRIcron provides.
3.3.2 Results
After both segmentation ”runs” were completed, we obtained to the results shown
in Table 1
As can be seen, the discrepancies in some of the subjects are extremely relevant.
The inter-observer variability for the left Accumbens is 0.71, while for the right
Accumbens a value of 0.59 was found. Specifically, subjects GC and ITT show
large differencies in both the left and right Accumbens volumes, while subjects
ATC, ECQ, IN, JCM and SPM are inadequate in either the left or right Accum-
bens results.
3.3.3 Considerations
After having completed the manual segmentation on all subjects, we learned a few
valuable things which have been proven useful for the following work.
Firstly, the Nucleus Accumbens is an extremely tricky structure to segment, even
when using human experts and a standardized segmentation method. The main
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Right Acc. Right Acc. Left Acc. Left Acc.
Team 1 Team 2 Team 1 Team 2
ACP 0,15 0,11 0,17 0,12
AMD 0,15 0,14 0,14 0,13
ATC 0,13 0,09 0,12 0,08
ECQ 0,11 0,09 0,12 0,12
GC 0,13 0,09 0,13 0,10
GID 0,14 0,14 0,15 0,13
IN 0,14 0,14 0,14 0,12
ITT 0,14 0,09 0,13 0,11
JCM 0,13 0,12 0,14 0,12
RSS 0,08 0,08 0,10 0,10
SPM 0,09 0,07 0,08 0,07
Table 1: Segmentation results in volume units, for all 11 subjects and by both
participants. The values represent the volumes.
source of variability in the results is the correct selection of the first and list coro-
nal slices of the segmentation.
Secondly, professionally labeled datasets are more useful for the purposes of al-
gorithm testing, as they are usually composed by many subjects, and the quality
of the MRI scans is usually higher. Lastly, the task of manually segmenting the
Accumbens gave us some clues on why the segmentation procedure is such a com-
plicated task to perform: low contrast with surrounding structures, small dimen-
sions and variable location make the isolation of the Nucleus Accumbens region
an extremely delicate task.
However, once the boundaries of the NA are found, we have observed that the
shape of the structure is fairly regular. The explanation is that the Accumbens is
not a physically isolated region; it does not have hard boundaries and its mainly
an ”artificial” structure, defined mainly for medical purposes, not for anatomic
ones.
3.4 Final Datasets Description
For the purpose of this project we have decided to use the Schizophrenia Bullet-




The SchizBull2008 Dataset can be downloaded from the NITRIC website (http:
//www.nitrc.org). It contains 4 subsections of scans: 3 of them are made of
subjects affected by Schizophrenic disorders, while the last one includes healthy
controls subjects, prefixed with HC, for a total number of 24 MRI scans.
The Database also comes with an Atlas of the Human Brain (Fig. 23), one of the
few containing segmentation information for the Nucleus Accumbens. The original
Atlas had to be modified to be compatible with the MatLab implementation of
the algorithms. Specifically, a new labels file had to be created using the following
structure for region labeling:
# seg_fill_values.txt
# Version 1.1 (Notes: added 29, 61, 72, 77, 85 12/4/2011))




Figure 23: A composite view of the Atlas in MRIcron. Gray intensity variations






































For the purpose of this project, the only notable structures are Right-Accumbens-
area (58) and Left-Accumbens-area (26).
3.4.2 URNC Database
This is a relatively new database, which includes a total of 42 subjects affected by
ADHD disorder, together with 42 control subjects recruited from the community.
The 1.5-T system was used to acquire brain MRI scans. The resolution of the
scans is 256×256×60 pixels with 2-mm thick slices.
For lack of ground truth information on some of the subjects, only 33 scans were
actually used.
Moreover, the initial MRI scans were provided in .img/.hdr format, and they had
to be converted into .nii file format before being processed.
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3.5 Implementation Method
This section will present an insight on the inner working of the algorithm, with
discussion of the main code fragments. See the appendices for the whole code
documentation.
3.5.1 Single Atlas Segmentation
The Single Atlas segmentation procedure was carried out through the use of SPM8
in the MatLab environment.
The segment function in the toolbox carries out bias correction and spatial nor-
malisation - all in the same model. This function can be used for bias correcting,
spatially normalising or segmenting your data. This module needs the images to
be roughly aligned with the tissue probability maps before you begin. The option
windows looks as in Figure 24
Figure 24: The SPM8 Segmentation parameters window.
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The arguments used for the application of the segmentation procedure are as
follows (a short description is provided as well):
• Number of Gaussians: [2 2 2 4]
The number of Gaussians used to represent the intensity distribution for each
tissue class can be greater than one. In other words, a tissue probability map
may be shared by several clusters. The assumption of a single Gaussian dis-
tribution for each class does not hold for a number of reasons. In particular,
a voxel may not be purely of one tissue type, and instead contain signal from
a number of different tissues (partial volume effects). Some partial volume
voxels could fall at the interface between dfferent classes, or they may fall
in the middle of structures such as the thalamus, which may be considered
as being either grey or white matter. Various other image segmentation ap-
proaches use additional clusters to model such partial volume effects. These
generally assume that a pure tissue class has a Gaussian intensity distribu-
tion, whereas intensity distributions for partial volume voxels are broader,
falling between the intensities of the pure classes. Unlike these partial vol-
ume segmentation approaches, the model adopted here simply assumes that
the intensity distribution of each class may not be Gaussian, and assigns be-
longing probabilities according to these non-Gaussian distributions. Typical
numbers of Gaussians could be two for grey matter, two for white matter,
two for CSF, and four for everything else.
• Type of Affine Regularisation: mni (European Brains)
The procedure is a local optimisation, so it needs reasonable initial starting
estimates. Images should be placed in approximate alignment using the
Display function of SPM before beginning. A Mutual Information affine
registration with the tissue probability maps is used to achieve approximate
alignment. Note that this step does not include any model for intensity
non-uniformity. This means that if the procedure is to be initialised with
the affine registration, then the data should not be too corrupted with this
artifact.If there is a lot of intensity non-uniformity, then manually position
your image in order to achieve closer starting estimates, and turn off the
affine registration. Affine registration into a standard space can be made
more robust by regularisation (penalising excessive stretching or shrinking).
The best solutions can be obtained by knowing the approximate amount
of stretching that is needed (e.g. ICBM templates are slightly bigger than
typical brains, so greater zooms are likely to be needed). For example, if
registering to an image in ICBM/MNI space, then choose this option. If
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registering to a template that is close in size, then select the appropriate
option for this.
• Warping Regularisation: 0.01
The objective function for registering the tissue probability maps to the
image to process, involves minimising the sum of two terms. One term gives
a function of how probable the data is given the warping parameters. The
other is a function of how probable the parameters are, and provides a penalty
for unlikely deformations. Smoother deformations are deemed to be more
probable. The amount of regularisation determines the tradeoff between the
terms. Pick a value around one. However, if your normalised images appear
distorted, then it may be an idea to increase the amount of regularisation (by
an order of magnitude). More regularisation gives smoother deformations,
where the smoothness measure is determined by the bending energy of the
deformations.
• Warp Frequency Cutoff: 20
Cutoff of DCT bases. Only DCT bases of periods longer than the Cutoff are
used to describe the warps. The number actually used will depend on the
Cutoff and the field of view of your image. A smaller Cutoff frequency will
allow more detailed deformations to be modeled, but unfortunately comes
at a cost of greatly increasing the amount of memory needed, and the time
taken.
• Bias FWHM: 75mm
FWHM of Gaussian smoothness of bias. If your intensity non-uniformity is
very smooth, then choose a large FWHM. This will prevent the algorithm
from trying to model out intensity variation due to different tissue types.
The model for intensity non-uniformity is one of i.i.d. Gaussian noise that
has been smoothed by some amount, before taking the exponential. Note
also that smoother bias fields need fewer parameters to describe them. This
means that the algorithm is faster for smoother intensity non-uniformities.
• Bias Regularisation: Default
MR images are usually corrupted by a smooth, spatially varying artifact
that modulates the intensity of the image (bias). These artifacts, although
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not usually a problem for visual inspection, can impede automated process-
ing of the images. An important issue relates to the distinction between
intensity variations that arise because of bias artifact due to the physics of
MR scanning, and those that arise due to different tissue properties. The
objective is to model the latter by different tissue classes, while modeling
the former with a bias field. We know a priori that intensity variations due
to MR physics tend to be spatially smooth, whereas those due to different
tissue types tend to contain more high frequency information. A more ac-
curate estimate of a bias field can be obtained by including prior knowledge
about the distribution of the fields likely to be encountered by the correction
algorithm. For example, if it is known that there is little or no intensity
non-uniformity, then it would be wise to penalise large values for the inten-
sity non-uniformity parameters. This regularisation can be placed within a
Bayesian context, whereby the penalty incurred is the negative logarithm of
a prior probability for any particular pattern of non-uniformity.
• Sampling Distance: 3
The approximate distance between sampled points when estimating the model
parameters. Smaller values use more of the data, but the procedure is slower.
• Masking Image: none
The segmentation can be masked by an image that conforms to the same
space as the images to be segmented. If an image is selected, then it must
match the image(s) voxel-for voxel, and have the same voxel-to-world map-
ping. Regions containing a value of zero in this image do not contribute
when estimating the various parameters.
• Tissue Probability Files: default SPM templates
Select the tissue probability images. These should be maps of grey matter,
white matter and cerebro-spinal uid probability. A nonlinear deformation
field is estimated that best overlays the tissue probability maps on the in-
dividual subjects’ image. The default tissue probability maps are modified
versions of the ICBM Tissue Probabilistic Atlases. These tissue probability
maps are provided by the International Consortium for Brain Mapping, John
C. Mazziotta and Arthur W. Toga. http://www.loni.ucla.edu/ICBM/
ICBMTissueProb.html. The original data are derived from 452 T1-weighted
scans, which were aligned with an Atlas space, corrected for scan inhomo-
geneities, and classified into grey matter, white matter and cerebrospinal
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fluid. These data were then affne registered to the MNI space and downsam-
pled to 2mm resolution. Rather than assuming stationary prior probabilities
based upon mixing proportions, additional information is used, based on
other subjects’ brain images. Priors are usually generated by registering a
large number of subjects together, assigning voxels to different tissue types
and averaging tissue classes over subjects. Three tissue classes are used: grey
matter, white matter and cerebro-spinal fluid. A fourth class is also used,
which is simply one minus the sum of the first three. These maps give the
prior probability of any voxel in a registered image being of any of the tissue
classes - irrespective of its intensity.
The produced MR image files are bias corrected. This because MR images are usu-
ally corrupted by a smooth, spatially varying artifact that modulates the intensity
of the image (bias). These artifacts, although not usually a problem for visual
inspection, can impede automated processing of the images. The bias corrected
version should have more uniform intensities within the different types of tissues.
The following code extract shows how the options are set in the final code.
1
2 % Segmentation and normalisation options.
3 [dir,nam,ext] = fileparts(which(mfilename));





9 opts.ngaus = [2 2 2 4];
10 opts.warpreg = 0.01;:
11 opts.warpco = 20;
12 opts.biasreg = 0.0001;
13 opts.biasfwhm = 75;
14 opts.regtype = 'mni';
15 opts.fudge = 5;
16 opts.samp = 3;
17 opts.msk{:} = '';
18 output = struct('biascor',0,'GM',[0 0 1],'WM',[0 0 ...
1],'CSF',[0 0 1],'cleanup',0);
19 job.data = P(g,1);
20 job.opts = opts;
21 job.output = output;
The segmentation procedure also includes a Normalisation Estimation step, whose
graphic window appears as in 25
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Figure 25: The SPM8 Normalization parameters window.
The Template and Moving images are provided to the routine by the segmentation
job, the remaining options are set manually.
A short description of the options:
• Source Image Smoothing: 4
Smoothing to apply to a copy of the source image. The template and source
images should have approximately the same smoothness. Remember that
the templates supplied with SPM have been smoothed by 8mm, and that
smoothnesses combine by Pythagoras’ rule.
• Template Image Smoothing: 0
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Smoothing to apply to a copy of the template image, set to 0 as they are
already smoothed
• Affine Regularisation: ICBM space template
Affine registration into a standard space can be made more robust by regu-
larisation (penalising excessive stretching or shrinking). The best solutions
can be obtained by knowing the approximate amount of stretching that is
needed (e.g. ICBM templates are slightly bigger than typical brains, so
greater zooms are likely to be needed). If registering to an image in ICB-
M/MNI space, then choose the first option. If registering to a template that
is close in size, then select the second option.
• Nonlinear Frequency Cutoff
Cutoff of DCT bases. Only DCT bases of periods longer than the cutoff are
used to describe the warps. The number used will depend on the cutoff and
the field of view of the template image(s).
• Nonlinear Iterations
Number of iterations of nonlinear warping performed.
• Nonlinear Regularisaztion
The amount of regularisation for the nonlinear part of the spatial normali-
sation. Pick a value around one. However, if your normalised images appear
distorted, then it may be an idea to increase the amount of regularisation
(by an order of magnitude) - or even just use an affine normalisation. The
regularisation influences the smoothness of the deformation fields.
When the procedure is run, the program firstly asks the user where the image to
segment are located (Fig. 26). Secondly, the path of the Atlas files needs to be
selected (Fig. 27). The third step (Fig. 28) deals with the optional selection of a
manual mask (not used in this case).
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Figure 26: Selection of images to be segmented.
Figure 27: Atlas files path specification window.
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Figure 28: Optional manual mask path.
Finally, the program asks for the structure to segment (Left and Right Accumbens
in our case, segmented with two different runs) and for additional parameters such
as transformation files and refining masks (again, not used in our case).
The console output can be seen in Figure 29.
Figure 29: Console output at the end of parameters selection. The segmentation
is now being computed.
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Figure 30: MRI scan of a subject of the SchizBull 2008 Database.
At the end of single Atlas segmentation process (Fig. 30 shows the MRI scan of a
sample subject), for each subject multiple NIfTi files are created:
• The binary segmentation file, with voxels set to 1 for the Accumbens area
(Fig. 31)
• The transformation files, which include the parameters of the normalization
step for each subject.
• The White Matter, Gray Matter and CNF files for each subject (Fig. 32)
• The transformation mask for each subject (Fig. 33)
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Figure 31: Example of result of Accumbens segmentation (binary).
Figure 32: In order, white matter, gray ,atter and CNF.
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Figure 33: Image transformation mask for the Sample subject.
3.5.2 Multi-Atlas Segmentation
For Multi-Atlas segmentation, we used a combination of custom written code and
pre-existing image registration libraries provided by the Elastix Package.
Elastix specifications
The image registration step makes use of an Elastix parameter file which sets the
options of the transformation. The parameter file used for this application is a
variation on the standard B-Spline interpolator, and has the following form (with
comment breaks for readability):
1
2 // Example parameter file for B−spline registration










The preamble section deals with global variables for the transformation. The first
two options set the pixel type for internal computations (left as float in general).
This is not the type of the input images. The pixel type of the input images is
automatically read from the images themselves.
This setting can be changed to ”short” to save some memory in case of very large
3D images.
The 3rd and 4th options specify the dimensions of the fixed and moving image.
This has to be specified by the userr as the dimension of the images is currently
not read from the images themselves.
The last option specifies whether we want to take into account the so-called direc-
tion cosines of the images.
1 // **************** Main Components **************************
2











The most important parameters of this section are the Transform and Metric used.
Elastix has many options for both of them.
For metrics, we have:
• Sum of Squared Differences - (AdvancedMeanSquares)
• Normalised Correlation Coefficient - (AdvancedNormalizedCorrelation)
• Mutual Information - (AdvancedMattesMutualInformation)
• Normalized Mutual Information - (NormalizedMutualInformation)
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• Kappa Statistic - (AdvancedKappaStatistic)
The SSD measure is a measure that is only suited for two images with an equal
intensity distribution, i.e. for images from the same modality. NCC is less strict, it
assumes a linear relation between the intensity values of the fixed and moving im-
age, and can therefore be used more often. The MI measure is even more general:
only a relation between the probability distributions of the intensities of the fixed
and moving image is assumed. For MI it is well-known that it is suited not only for
mono-modal, but also for multi-modal image pairs. This measure is often a good
choice for image registration. The NMI measure is, just like MI, suitable for mono-
and multi-modality registration. The KS measure is specifically meant to regis-
ter binary images (segmentations). It measures the “overlap” of the segmentations.
As far as transforms are concerned, we have the following options:
• Translation: (TranslationTransform)
• Rigid: (EulerTransform)
The image is treated as a rigid body, which can translate and rotate, but
cannot be scaled/stretched.
• Similarity: (SimilarityTransform)
The image is treated as an object, which can translate, rotate, and scale
isotropically.
• Affine: (AffineTransform)
The image can be translated, rotated, scaled, and sheared.
• B-splines: (BSplineTransform)
Based on a control point grid which maximizes local transformations and is
beneficial for fast computations.
• B-splines: (Thin-plate splines: (SplineKernelTransform)
Another well-known representation for nonrigid transformations, the thin-
plate spline is an instance of the more general class of kernelbased transforms
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1 // ***************** Transformation **************************
2
3 (FinalGridSpacingInPhysicalUnits 4 4 4)
4
5
6 (GridSpacingSchedule 8.0 8.0 8.0 4.0 4.0 4.0)





These option defines he control point spacing of the bspline transformation in the
finest resolution level. It can be specified for each dimension differently. The
lower this value, the more flexible the deformation. Low values may improve the
accuracy, but may also cause unrealistic deformations. This is a very important
setting, and fine tuning is required for every specific application.
By default the grid spacing is halved after every resolution, such that the final grid
spacing is obtained in the last resolution level.
This section also specifies whether transforms are combined by composition or by
addition. In generally, Compose is the best option in most cases. It does not
influence the results considerably.





Specifies the number of grey level bins in each resolution level, for the mutual
information. 16 or 32 usually works fine.




5 (ImagePyramidSchedule 8 8 8 4 4 4)
6 // Make sure that the number of elements equals the number
7 // of resolutions times the image dimension.
Settings for the number of resolutions - 1 is only enough if the expected deforma-
tions are small. 3 or 4 mostly works fine - and downsampling/blurring factors for
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the image pyramids.
1 // ******************* Optimizer ****************************
2




Specification of the maximum number of iterations in each resolution level and
step size of the optimizer, in mm. By default the voxel size is used. which usually
works well.






Number of spatial samples used to compute the mutual information (and its deriva-
tive) in each iteration. With an AdaptiveStochasticGradientDescent optimizer,
in combination with the two options below, around 2000 samples may already suf-
fice.












Order of B-Spline interpolation used during registration/optimisation, as well as
interpolation parameters used for applying the final transformation. This section
also specifies to save the results in NIfTi format.
MatLab MAS code
The results of Elastix segmentation on the database subjects were used by a set
of MatLab functions implementing the MAS approach. The main steps of the
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procedure will be discussed in this section, making use of code snippets for clarity.
Tha main function to be analyzed is named accumbensMAS_Elastix; it requires 6
parameters:
1. targetPath: The path containing the subjects to be segmented.
2. atlasPath: the path with the Atlas files.
3. segmPathL: Path of the ground truth of Left Accumbens Segmentation.
4. segmPathR: Path of the ground truth of Right Accumbens Segmentation.
5. outPath: Output files directory.
6. pfile: path of the Elastix parameter file.
The function outputs both the NIfti binary segmentation files and a MatLab struc-
ture containing the transformation files, as well as all the intermediate transfor-
mation results.




4 curTarget = strcat(targetPath, targetFiles(i).name);
5
6 singleTargetMAS = struct(); % initialize struct; elements ...




10 % for each target, cycle Atlases and apply ...
registration to them
11 curAtlas = strcat(atlasPath, atlasFiles(j).name);
12
13 [out ims,transFile]=run Elastix(curTarget, curAtlas , ...
outPath , pfile, [] ,[] ,[] ,[], []);
14
15 % use current transformation to warp the corresponding
16 % segmentations (L & R)
17
18 [wimL,wpsL] = run transformix( strcat(segmPathL, ...
segmFilesL(j).name ), [], transFile, outPath, '');
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19 [wimR,wpsR] = run transformix( strcat(segmPathR, ...
segmFilesR(j).name ), [], transFile, outPath, '');
20
21 % save Registration results to struct
22
23 singleTargetMAS.(strcat( 'regAccumbensSegm Atlas', ...
int2str(j) )).elastixL = wimL;
24 singleTargetMAS.(strcat( 'regAccumbensSegm Atlas', ...
int2str(j) )).elastixR = wimR;
25
26 end








Firstly, a probabilistic segmentation is computed:
1 % Compute MAS
2
3 % struct size (number of segmentation registrations), ...
divided by 2
4 % because of the presence of both L/R Accumbens
5 structSize=size( fieldnames(singleTargetMAS),1 );
6
7 tmpElastixL = load nii(singleTargetMAS.(strcat( ...
'regAccumbensSegm Atlas', int2str(1) )).elastixL);
8 tmpElastixR = load nii(singleTargetMAS.(strcat( ...
'regAccumbensSegm Atlas', int2str(1) )).elastixR);
9
10 curElastixL = tmpElastixL.img;




15 % sum all the segmentation results
16
17 tmpElastixL = load nii( singleTargetMAS.(strcat( ...
'regAccumbensSegm Atlas', int2str(k) ) ).elastixL );
18 tmpElastixR = load nii( singleTargetMAS.(strcat( ...
'regAccumbensSegm Atlas', int2str(k) ) ).elastixR );
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19
20 curElastixL = curElastixL + tmpElastixL.img;




25 % divide by number of Atlases to get probabilistic ...
segmentation
26
27 probAccumbensElastixL = curElastixL/structSize;
28 probAccumbensElastixR = curElastixR/structSize;
Then, a simple thresholding method is used to get a binary segmentation starting:




5 binAccumbensElastixL = probAccumbensElastixL;
6 binAccumbensElastixL(binAccumbensElastixL ≤ threshold) = 0;
7 binAccumbensElastixL(binAccumbensElastixL > threshold) = 1;
8
9 binAccumbensElastixR = probAccumbensElastixR;
10 binAccumbensElastixR(binAccumbensElastixR ≤ threshold) = 0;
11 binAccumbensElastixR(binAccumbensElastixR > threshold) = 1;
3.5.3 Adaptive Multi-Atlas Segmentation
The Elastix components for the AMAS approach has been left untouched, as only
the Multi Atlas segmentation code needed reworking.
Remember that we are trying to implement the algorithm described in Section
4.6.5:
Input: T ,Ai, Si for i = 1, . . . , n
Parameter: θ
For i = 1, . . . , n calculate ω i. Set p = 1, m = 0.
While (p > θ and m < n) {
Select A i using f
Compute ui




S is now given by Sm
The first step is the computation if image similarity between Atlas files and Target












• H,W,L are the dimensions of the input images.
• xi,j,k represent voxel at position i, j, k in the Target Image.
• x′i,j,k represent voxel at position i, j, k in the Atlas Image.
In Matlab code, this can be done efficiently with the following lines of code:
1 %MSE computation
2 [H W L] = size(curTargetFile.img);
3 error=curTargetFile.img−curAtlasFile.img;
4 MSE=sum(sum(sum(error .* error))) / (H*W*L);
The threshold p on the percentage of disagreeing voxels was set as p = 0.10, while
the θ threshold for the binary segmentation was left at a value of 0.5.
The following code extract shows the steps for the computation of p values at each
step of label propagation, as well as the registration computation.
1 for k=1:size(atlasFiles,1)
2
3 if (k≤1 | | pR>threshold | | pL>threshold)
4
5 %Find best Atlas and remove value from array
6 indexBest = find(MSEarray==min(MSEarray));
7 MSEarray(indexBest)=NaN;
8
9 bestAtlas = strcat(atlasPath, atlasFiles(indexBest).name);
10
11
12 [out ims,transFile]=run Elastix(curTarget, bestAtlas , ...
outPath , pfile, [] ,[] ,[] ,[], []);
13
14 % use current transformation to warp the corresponding ...
segmentations (L & R)
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15
16 [wimL,wpsL] = run transformix( strcat(segmPathL, ...
segmFilesL(k).name ), [], transFile, outPath, '');
17 [wimR,wpsR] = run transformix( strcat(segmPathR, ...
segmFilesR(k).name ), [], transFile, outPath, '');
18
19 % save Registration results to struct
20
21 singleTargetMAS.(strcat( 'regAccumbensSegm Atlas', ...
int2str(k) )).elastixL = wimL;
22 singleTargetMAS.(strcat( 'regAccumbensSegm Atlas', ...







29 %compute disagreeing voxels
30 curSegmL=curSegmL + wimL;













42 pR = (voxelDisagreeR*100) / (H*W*L);














The Elastix parameter file is the same as the one used for the MAS approach, so
no further analysis is required.
4 Results
This section will present the results of the different algorithms on the selected
Data sets. The outcomes will be presented for each method separately, then jointly
analyzed in the conclusion.
4.1 Validation Strategy and Quality Measures
As far as the validation strategy is concerned, the classic leave-one-out cross vali-
dation technique was used on both datasets. For the metrics to assess the quality
of the results, we have chosen to use Union Overlap (also known as Jaccard Index)
and Mean Overlap (Dice Coefficient), giving more importance to the second as it
is often the case in the literature.
Supposing G and S are, respectively, the volumes of the ground truth and the








4.2 Single Atlas Segmentation
Single Atlas segmentation with SPM showed generally good results. Table 2 shows
the Mean and Union Overlaps for each of the subjects in the SchizBull dataset.
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Left Accumbens Left Accumbens Right Accumbens Right Accumbens
Union Overlap Mean Overlap Union Overlap Mean Overlap
HC1 0.5390 0.7005 0.4587 0.5835
HC2 0.6163 0.7626 0.3847 0.6592
HC3 0.3074 0.4703 0.4444 0.5435
HC4 0 0 0 0
HC5 0 0 0 0
HC6 0.5477 0.7077 0.4265 0.6312
HC7 0.5147 0.6796 0.4660 0.5846
HC8 0.5451 0.7056 0.4402 0.5833
HC9 0.5123 0.6775 0.4741 0.6964
HC10 0.5123 0.6775 0.4380 0.6174
HC11 0.5469 0.7071 0.4816 0.6108
HC12 0.5171 0.6817 0.4916 0.7081
HC13 0.4444 0.6154 0.5305 0.5407
HC14 0.4291 0.6005 0.4542 0.6458
HC15 0.5801 0.7343 0.3765 0.6555
HC16 0.5543 0.7132 0.4284 0.5799
HC17 0.5213 0.6853 0.5162 0.6121
HC18 0 0 0 0
HC19 0.4588 0.6290 0.5004 0.5166
HC20 0.5644 0.7215 0.4670 0.6043
HC21 0.4779 0.6468 0.5195 0.6476
HC22 0.5714 0.7273 0.3836 0.7780
HC23 0.4527 0.6232 0.4541 0.5503
HC24 0.3840 0.5549 0.4137 0.6101
Mean: 0.4416 0.5842 0.3979 0.5400
Table 2: Overview of the Mean and Union Overlaps measures of the segmentation
using SPM8 single Atlas approach. HC stands for Healthy Case subject. The ’0’
values evidence problematic subjects.
The values of the Mean Overlap are 0.58 and 0.54 for the left and right accumbens
respectively. Recalling the inter-observer variability values for the manual segmen-
tation (0.71 left, 0.59 right), this does not appear as a satisfactory result. More so
if we consider the presence of subjects whose segmentation accuracy was 0 (HC4,
HC5, HC18). For the URNC database, the values in Table 3 were obtained.
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Left Accumbens Left Accumbens Right Accumbens Right Accumbens
Union Overlap Mean Overlap Union Overlap Mean Overlap
URNC1 0.3816 0.5309 0.3243 0.4822
URNC2 0.2962 0.6143 0.3543 0.5876
URNC3 0.4715 0.6053 0.3415 0.5185
URNC4 0 0 0 0
URNC5 0.3838 0.5407 0.3594 0.5322
URNC6 0.4688 0.6391 0.4139 0.5661
URNC7 0.3455 0.6080 0.3763 0.5300
URNC8 0.4099 0.5820 0.4195 0.5736
URNC9 0.4043 0.5949 0.3534 0.5836
URNC10 0.4268 0.5835 0.3279 0.6225
URNC11 0.4265 0.5240 0.3271 0.5462
URNC12 0.3794 0.5826 0.4035 0.4685
URNC13 0 0 0 0
URNC14 0.4074 0.5548 0.3762 0.6082
URNC15 0.4391 0.5477 0.4408 0.5111
URNC16 0.4577 0.5727 0.3957 0.5924
URNC17 0.4584 0.5139 0.3919 0.5590
URNC18 0.3795 0.6326 0.4475 0.6115
URNC19 0.4171 0.6148 0.3518 0.4756
URNC20 0.3654 0.5932 0.4119 0.5461
URNC21 0.3695 0.5926 0.4174 0.5057
URNC22 0.4137 0.5621 0.3743 0.6703
URNC23 0.4753 0.6347 0.3926 0.5870
URNC24 0 0 0 0
URNC25 0 0 0 0
URNC26 0.4050 0.6481 0.3882 0.5353
URNC27 0.4587 0.5850 0.4129 0.5431
URNC28 0 0 0 0
URNC29 0.4153 0.5822 0.3573 0.5429
URNC30 0.4361 0.5601 0.3915 0.5821
URNC31 0.4580 0.5492 0.3807 0.4719
URNC32 0.4758 0.6950 0.3067 0.5398
URNC33 0.4174 0.6602 0.3664 0.5211
Mean: 0.3528 0.5001 0.3214 0.4671
Table 3: Mean and Union Overlaps measures for the URNC dataset using single
Atlas approach. Again, the ’0’ values identify problematic subjects.
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The Mean Overlap for the URNC database is considerably lower than the one
found for the SchizBull database. The main reason for this probably comes from
the fact that this database did not include an Atlas of the Brain. Therefore, we
had to use the one included in the SchizBull database, which is built upon MRI
scans with different spatial properties. Another possible reason for the inaccuracy
may be linked to the more evident noise in the NIftI files of the dataset, when
compared to the SchizBull database.
In conclusion, we can say that the single Atlas method comes with some draw-
backs that need to be taken into account when trying to segment the Accumbens.
Firstly, the use of SPM makes the implementation of custom procedures extremely
complicated. SPM is thought as a stand alone tool, mainly geared towards graph-
ical interface uses. The unavailability of a comprehensive developers guide makes
its use in custom algorithms problematic, and at times frustrating.
Moreover, the method is very sensitive to ”outliers” in the dataset. As can be
seen by the results, some of the subjects were so different from the avarage shape
that the image registration produced excessively warped results, which ultimately
lead to a completely wrong segmentation. This is a huge drawback of automatic
segmentation techniques in general: the inability to correctly identify and treat
special cases. In particular, since the Accumbens location in the brain varies so
much, a less constrained approach has to be preferred. From this point of view,
manual segmentation methods are vastly superior, due to the flexibility of human
experts.
4.3 Multi-Atlas Segmentation
Multi Atlas segmentation yielded a noticeable increment over the single Atlas
method, as it is basically the same concept of single Atlas segmentation, with the
difference that no actual Atlas is used; instead, every scan in the dataset acts as
an Atlas, and the results are averaged.
The results of the segmentation when using MAS on the SchizBull dataset are
shown in Table 4
In this case, the Mean Overlaps for the left and Right accumbens are 0.65 and
0.63 respectively. The improvement over single Atlas method is evident. In ad-
dition, the MAS method has shortened the distance to the manual segmentation
results, performing even better in the case of right accumbens. As can be seen, the
subjects who had proven to be critical using the single Atlas method are handled
without problems by the algorithm.
The imporved flexibility given by the lack of an actual Atlas to perform the segmen-
tation is obviously an advantage when trying to isolate the Accumbens. Moreover,
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Left Accumbens Left Accumbens Right Accumbens Right Accumbens
Union Overlap Mean Overlap Union Overlap Mean Overlap
HC1 0.4023 0.5738 0.5182 0.6826
HC2 0.4932 0.6606 0.5000 0.6667
HC3 0.3929 0.5642 0.4604 0.6306
HC4 0.5309 0.6936 0.4378 0.6089
HC5 0.5335 0.6958 0.5149 0.6798
HC6 0.5255 0.6889 0.3942 0.5655
HC7 0.4608 0.6309 0.5731 0.7286
HC8 0.4812 0.5520 0.4225 0.5940
HC9 0.5000 0.6667 0.5809 0.7349
HC10 0.5995 0.7496 0.5218 0.6631
HC11 0.4288 0.6002 0.3790 0.5497
HC12 0.4463 0.6172 0.3213 0.5863
HC13 0.5366 0.6985 0.4233 0.5948
HC14 0.4275 0.5989 0.4605 0.6306
HC15 0.4359 0.6818 0.4479 0.6187
HC16 0.4973 0.6642 0.3667 0.5366
HC17 0.5527 0.7119 0.4376 0.6088
HC18 0.2601 0.7128 0.3221 0.4873
HC19 0.4795 0.6481 0.4295 0.6009
HC20 0.4058 0.5774 0.5620 0.7152
HC21 0.4625 0.6324 0.3814 0.5522
HC22 0.6166 0.7628 0.6264 0.7703
HC23 0.6711 0.7136 0.6131 0.7601
HC24 0.5955 0.7059 0.5536 0.7126
Mean: 0.4890 0.6585 0.4687 0.6366
Table 4: The table shows the Mean and Union Overlaps measures of the segmen-
tation using MAS, when compared to the ground truth, for all the 24 Healthy
Cases.
the customization options of the Elastix package and the total control over the
options make the fine tuning of parameters almost effortless.
For the URNC dataset, we obtained the results shown in Table 5.
Again, the URNC dataset shows lower accuracy in segmentation. However, the
gap between the two databases is greatly reduced, since no Atlas is used in the
MAS approach.
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Left Accumbens Left Accumbens Right Accumbens Right Accumbens
Union Overlap Mean Overlap Union Overlap Mean Overlap
URNC1 0.4563 0.5814 0.4209 0.5947
URNC2 0.3937 0.6315 0.3372 0.4005
URNC3 0.4094 0.6050 0.4229 0.3917
URNC4 0.4369 0.5322 0.3555 0.5596
URNC5 0.4757 0.6510 0.4066 0.4876
URNC6 0.3907 0.6124 0.4301 0.5828
URNC7 0.3508 0.6021 0.4171 0.6014
URNC8 0.3860 0.6249 0.4473 0.6140
URNC9 0.4573 0.6097 0.4442 0.5056
URNC10 0.4597 0.5375 0.3780 0.5855
URNC11 0.4621 0.5843 0.4143 0.5610
URNC12 0.4388 0.5852 0.3662 0.6118
URNC13 0.4513 0.5621 0.3511 0.5915
URNC14 0.4250 0.6949 0.4410 0.6169
URNC15 0.4785 0.5415 0.4040 0.5448
URNC16 0.3895 0.5650 0.4018 0.5437
URNC17 0.4622 0.5513 0.4404 0.6245
URNC18 0.4101 0.5235 0.4278 0.4053
URNC19 0.4306 0.5825 0.4180 0.5187
URNC20 0.4661 0.5776 0.4540 0.4651
URNC21 0.4856 0.6858 0.4412 0.5272
URNC22 0.3993 0.5791 0.4136 0.5994
URNC23 0.4944 0.5301 0.3764 0.6118
URNC24 0.4704 0.6902 0.3779 0.4830
URNC25 0.4413 0.6681 0.4517 0.5210
URNC26 0.4362 0.5802 0.3395 0.5636
URNC27 0.4353 0.5036 0.4030 0.5336
URNC28 0.4319 0.5673 0.3260 0.5751
URNC29 0.4449 0.5846 0.4448 0.5820
URNC30 0.4461 0.6106 0.4385 0.4889
URNC13 0.4770 0.5783 0.4040 0.5416
URNC32 0.5051 0.6206 0.4012 0.4048
URNC33 0.4627 0.6175 0.3045 0.6342
Mean: 0.4412 0.5931 0.4031 0.5416
Table 5: Mean and Union Overlaps measures for the URNC dataset when MAS
algorithm is used.
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4.4 Adaptive Multi-Atlas Segmentation
The AMAS method further improves the flexibility of the MAS approach by us-
ing only the most similar brains to perform the segmentation. As we have said,
Accumbens segmentation should definitely benefit from this added flexibility.
Table 6 shows the results for the SchizBull database.
AMAS is clearly the best performing method for Accumbens segmentation. The
Mean Overlap for left Accumbens averages at 0.73, while for the right Accum-
Left Accumbens Left Accumbens Right Accumbens Right Accumbens
Union Overlap Mean Overlap Union Overlap Mean Overlap
HC1 0.5842 0.7975 0.4233 0.7045
HC2 0.5089 0.6990 0.4436 0.7078
HC3 0.5740 0.7509 0.5229 0.6195
HC4 0.6057 0.8450 0.5865 0.7360
HC5 0.5567 0.8666 0.5313 0.7196
HC6 0.5840 0.6818 0.4909 0.7813
HC7 0.5474 0.8647 0.5106 0.6634
HC8 0.5418 0.6968 0.5169 0.6936
HC9 0.5374 0.6588 0.6109 0.6625
HC10 0.4913 0.7474 0.5094 0.7371
HC11 0.5036 0.7045 0.5599 0.7593
HC12 0.5395 0.7895 0.5090 0.7240
HC13 0.5904 0.7541 0.4730 0.8603
HC14 0.5110 0.5995 0.5285 0.6844
HC15 0.6148 0.4960 0.5656 0.7198
HC16 0.5003 0.7458 0.4298 0.5760
HC17 0.5733 0.6374 0.4585 0.6612
HC18 0.4755 0.7716 0.5034 0.5807
HC19 0.4976 0.8188 0.5362 0.6875
HC20 0.5173 0.6395 0.4668 0.6150
HC21 0.5521 0.7786 0.4805 0.6536
HC22 0.6346 0.7191 0.5441 0.6399
HC23 0.5465 0.6669 0.4462 0.6847
HC24 0.5204 0.8182 0.5654 0.7508
Mean: 0.5462 0.7312 0.5089 0.6926
Table 6: Mean and Union Overlap measures of the AMAS segmentation when
compared to the ground truth, for all the 24 Healthy Cases.
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bens a result of 0.69 is obtained. The accuracy reaches and surpasses the results
obtained with the manual segmentation strategy, showing consistent results and
insensitivity to outliers. Results for the URNC database are shown in Table 7.
The gap between the two datasets is still evident, but it is considerably smaller
than the ones found for the MAS and in particular single Atlas approaches.
The reason behind the success of this method is, again, extreme flexibility. By
using only those MRI scans whose brain structure is the most similar to the target
image, the AMAS aproach is able to overcome the obstacle posed by two exces-
sively dissimilar brain images: if an image is not close enough to the target, it is
put at the bottom of the propagation pyramid, and used only when disagreement
between the previous labels is higher than the predefined threshold. In this rare
case, the performance is identical to the MAS approach. The consistent improve-
ment in accuracy confirms the idea that too dissimilar brain shapes should be
avoided when trying to segment structures using Atlas based methods.
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Left Accumbens Left Accumbens Right Accumbens Right Accumbens
Union Overlap Mean Overlap Union Overlap Mean Overlap
URNC1 0.4563 0.5814 0.4209 0.5947
URNC2 0.3937 0.6315 0.3372 0.4005
URNC3 0.4094 0.6050 0.4229 0.3917
URNC4 0.4369 0.5322 0.3555 0.5596
URNC5 0.4757 0.6510 0.4066 0.4876
URNC6 0.3907 0.6124 0.4301 0.5828
URNC7 0.3508 0.6021 0.4171 0.6014
URNC8 0.3860 0.6249 0.4473 0.6140
URNC9 0.4573 0.6097 0.4442 0.5056
URNC10 0.4597 0.5375 0.3780 0.5855
URNC11 0.4621 0.5843 0.4143 0.5610
URNC12 0.4388 0.5852 0.3662 0.6118
URNC13 0.4513 0.5621 0.3511 0.5915
URNC14 0.4250 0.6949 0.4410 0.6169
URNC15 0.4785 0.5415 0.4040 0.5448
URNC16 0.3895 0.5650 0.4018 0.5437
URNC17 0.4622 0.5513 0.4404 0.6245
URNC18 0.4101 0.5235 0.4278 0.4053
URNC19 0.4306 0.5825 0.4180 0.5187
URNC20 0.4661 0.5776 0.4540 0.4651
URNC21 0.4856 0.6858 0.4412 0.5272
URNC22 0.3993 0.5791 0.4136 0.5994
URNC23 0.4944 0.5301 0.3764 0.6118
URNC24 0.4704 0.6902 0.3779 0.4830
URNC25 0.4413 0.6681 0.4517 0.5210
URNC26 0.4362 0.5802 0.3395 0.5636
URNC27 0.4353 0.5036 0.4030 0.5336
URNC28 0.4319 0.5673 0.3260 0.5751
URNC29 0.4449 0.5846 0.4448 0.5820
URNC30 0.4461 0.6106 0.4385 0.4889
URNC13 0.4770 0.5783 0.4040 0.5416
URNC32 0.5051 0.6206 0.4012 0.4048
URNC33 0.4627 0.6175 0.3045 0.6342
Mean: 0.5024 0.6798 0.4804 0.6579
Table 7: Mean and Union Overlaps measures for the URNC dataset using AMAS
method.
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4.5 Comparison of the Results
The outcomes of the previous section have shown notable differences between the
three methods. Tables 8 and 9 sum up the main findings for the left and right
Accumbens respectively.
Union Overlap Mean Overlap Union Overlap Mean Overlap
SchizBull SchizBull URNC URNC
Single Atlas 0.4416 0.5842 0.3528 0.5001
MAS 0.4890 0.6585 0.4412 0.5931
AMAS 0.5462 0.7312 0.5024 0.6798
Table 8: Overview of the left Accumbens segmentation accuracy for both
databases.
Union Overlap Mean Overlap Union Overlap Mean Overlap
SchizBull SchizBull URNC URNC
Single Atlas 0.3979 0.5400 0.3214 0.4671
MAS 0.4687 0.6366 0.4031 0.5416
AMAS 0.5089 0.6926 0.4804 0.6579
Table 9: Overview of the right Accumbens segmentation accuracy for both
databases.
To better understand and visualize the difference between the methods, we have
chosen to show the results in a qualitative way, by visually comparing the Accum-
bens segmentation with the three methods for the HC24 subject in the SchizBull
database. The results are shown in Figure 34 and 35.
MAS and AMAS approach show better consistency in the correct individuation
of the Accumbens boundaries. Particularly, single Atlas method fails to correctly
identify the anterior boundary of the Accumbens: the result spans across a total of
9 coronal slices. Both Multi Atlas approaches comprise 10 slices, showing perfect
correspondence with the ground truth. Shape-wise, the AMAS approach gives the
most similar results to the ground truth.
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Figure 34: Qualitative comparison of the single Atlas, MAS and AMAS segmentation for subject HC24 in the
SchizBull dataset. The left Accumbens (red area) spans across a total of 10 coronal slices. Slices 1-5 are shown
here.
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Figure 35: Qualitative comparison of the single Atlas, MAS and AMAS segmentation for subject HC24 in the




The task of Accumbens segmentation is undeniably complicated. We have started
this discussion by analyzing the general techniques used for medical imaging and
anatomical structures segmentation, and in which conditions these methods can
be used. We have discovered that the Nucleus Accumbens is a difficult structure
to isolate, due to the lack of contrast with the surrounding subcortical structures.
This feature makes it impossible to use most of the segmentation techniques cur-
rently developed, and forces us to rely on Hybrid methods, of which Atlas based
segmentation is the most notable example.
We have described the Atlas approach in detail, specifying the differences between
single Atlas, Multi Atlas and Adaptive Multi Atlas methods.
The results showed what has been found in other segmentation applications using
the currently available methods. Single Atlas segmentation is definitely a solid
approach in medical imaging, but its use when trying to segment the Nucleus Ac-
cumbens should be avoided, especially in combination with the SPM8 package.
The inability to correctly treat combined with the variable position of the Accum-
bens makes this method relatively unreliable. Moreover, the requirement of an
actual Atlas, with relative labeling, may pose a problem for those who do not have
easy access to medical resources.
The underlying idea is similar to the single Atlas segmentation method, but the
fact of not using a predefined Atlas for the registration of images greatly improves
the flexibility. Consequently, the segmentation of the Accumbens becomes more
accurate and reliable. In addition, the fact of using the brain scans of an unpro-
cessed dataset make this method more suitable for some applications. Consider,
for example, the problem of using an Atlas for a segmenting a set of subjects with
a condition which greatly changes the shape of some brain structures. Finding a
suitable Atlas could be difficult in this case, and the construction of an ad hoc Atlas
may require time and additional efforts; the MAS method could help solving the
problem, by treating each subject as a possible Atlas for the registration procedure.
Finally, Adaptive Multi Atlas Segmentation is clearly the best approach for Ac-
cumbens segmentation. The main reason is the ability to select only the most
suitable ”Atlases” ( it is more correct to define them as simple MRI scans), mean-
ing only the most similar brain shapes are selected for the segmentation, thus
maximizing the flexibility.
However, it is important to mention that Accumbens segmentation is still unreli-
able when compared to the other cortical structures individuation. The isolation
of the Nucleus Accumbens is still a very open problem. Its individuation is chal-
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lenging both for humans experts and automated algorithms. Future research in
this area should be targeted at developing novel and specific methods suited for
this peculiar structure. Additionally, currently available methods could be com-
bined to obtain an experts system with majority voting on each voxel, as the use of
many ”average” methods could yield, in this case, much better results than those
provided by a single, state of the art approach.
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6 Future Work
The outcomes of the experiments carried out in this project have shown some lim-
its in both the manual and automated versions of Accumbens segmentation.
Using automated methods, the structure is so small and its location varies so
much that Atlas based techniques often fail to find an efficient image transfor-
mation. Similarly, manual segmentation procedures lack the ”knowledge” of the
structure’s shape that only Atlas models can provide.
For this reason, we think that future work should be addressed at finding a tradeoff
between automated methods consistency and human experts’ better understand-
ing of the Accumbens location in a specific MRI scan.
In this section, we briefly describe the prototype of a graphical interface aimed at
merging the strengths of both approaches to create a semi supervised segmentation
method, targeted to medical use.
The first step carried out by the interface is the automated segmentation of the
Accumbens in a selected NIfTi file. The user has the ability to select one of the
methods proposed in this report (AMAS is obviously suggested). Ideally, the inter-
Figure 36: Panel 1 of the GUI. It contains method selection options and basic
image exploration functions.
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face should also be able to preview the selected scan using three windows showing
the axial, coronal and sagittal views, with the ability to navigate through slices
and perform basic zooming operations (think at it as a basic version of the MRI-
cron software). Figure 36 shows a prototype of this specific panel.
The next step would consist in showing the user the result of the segmentation,
presented in coronal view as it is usual for the Accumbens. In addition, a second
window with an editable scan would be presented. The purpose of this window
is to let the user refine the automated segmentation by being able to manually
select the first and last slices (the boundaries of the Accumbens region), as well as
defining the bisecant of the white matter between the Caudate and the Putamen.
The aim would be using the segmentation information provided by the automatic
method along with the user experience in the boundaries individuation (the main
source of error in Accumbens segmentation).
After the user selection, the segmentation would be refined by adding/removing
slices according to the selection, using the bisecant as reference for the spatial
positioning and the segmentation results as shape information. A prototype of
this panel is shown in Figure 37.
Figure 37: Panel 2 of the GUI showing the segmentation results and allowing the
user to manually define the constraints for the automation of the manual method.
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Finally, the last panel (Fig 38) would show the final results, with the option to edit
the segmentation voxelwise and to save the results as a ROI (Region of Interest)
file.
Figure 38: Panel 3 of the GUI. The final segmentation is shown. The user can
choose to edit it voxelwise before saving the result as a ROI file.
This graphical interface is currently under development. The main elements of
the GUI have been defined, and the command are being linked to the relative
segmentation functions. What is missing is the automation of the manual method
using the segmentation results. Ideally, this tool should provide medical e´quipes
with a fast and easy way to reliably segment the Nucleus Accumbens, combining
the advantages of the manual and automated approaches.
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