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Abstract
After discussing the peculiarities of quantum systems on noncommutative (NC)
spaces with nontrivial topology and the operator representation of the ⋆-product on
them, we consider the Aharonov-Bohm and Casimir effects for such spaces. For the case
of the Aharonov-Bohm effect, we have obtained an explicit expression for the shift of the
phase, which is gauge invariant in the NC sense. The Casimir energy of a field theory
on a NC cylinder is divergent, but it becomes finite on a torus, when the dimensionless
parameter of noncommutativity is a rational number. The latter corresponds to a
well-defined physical picture. Certain distinctions from other treatments based on a
different way of taking the noncommutativity into account are also discussed.
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1 Introduction
The noncommutative geometry was formulated originally on noncommutative analogs of
Euclidean spaces, without a distinguished notion of a physical time; a survey can be found
in the books [1]-[3]. The Euclidean field theories on a noncommutative sphere (and also
plane and cylinder) have been investigated in refs. [4].
However, from the point of view of physical applications, it is desirable to consider models
with a physical time. The noncommutative analog of a Minkowski plane was originally
introduced in [5] and investigated in the context of noncommutative geometry in [6]. In this
approach, the space-time coordinates satisfy non-trivial commutation relations:
[xˆµ, xˆν ] = iθµν , (1.1)
were θµν is a constant anti-symmetric tensor, in a suitable representation. Recently, it was
found that (1.1) follows naturally as a particular low-energy limit of string theories [7]-[10],
with θµν directly related to a constant antisymmetric background field Bµν in the presence
of a D-brane. The explicit presence of the constant θµν in (1.1) violates Lorentz invariance
(if the dimension of space-time is greater than two).
Later, it was found that in such noncommutative Minkowski spaces, the ultraviolate
divergences of quantum field theory (QFT) persist [11],[12]. Moreover, if the time is non-
commutative, such field theories violate unitarity and causality [13]-[15].
On the contrary, models on a noncommutative space but with a commutative time do
not encounter such difficulties. Similarly, no principal problems arise in quantum mechanics
defined on noncommutative spaces with a standard (commutative) time evolution. Some
phenomenological consequences within such an approach for the Lamb shift have been re-
cently calculated (see [16] and refs. therein).
Recently it was discussed that the effective noncommutative field theories, in particular
noncommutative Chern-Simons theory, can serve as a natural description for the (fractional)
quantum Hall effect [17]. This may shed more light on the Wigner crystal-quantum Hall
fluid phase transition. Then the noncommutative Aharonov-Bohm, being a 2+1 dimensional
effect on the noncommutative plane (or punctured plane), is of great importance. In fact
the Aharonov-Bohm phase is the phase which appears in front of the wave-function of two
charged particles upon their exchange (for a review, see [18]). Here we try to study this
problem, both semi-classically (and in first order in θ, where θ is the dimensionful scale of
the tensor θµν) and analytically.
The noncommutative models specified by (1.1) can be realized in terms of a ⋆-product:
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the commutative algebra A0 of functions with the usual product (fg)(x) = f(x)g(x) is
replaced by the ⋆-product Moyal algebra:
(f ∗ g)(x) = exp
{
i
2
θµν∂xµ∂yν
}
f(x)g(y)
∣∣∣
x=y
= f(x)g(x) +
i
2
{f, g}(x) +O
(
θ2
)
, (1.2)
where {f, g} = θµν(∂µf)(∂νg) is the Poisson bracket associated with θµν . Such associative ⋆-
products have been proved to exist as a formal power series for any Poisson bracket {f, g} =
θµν(x)(∂µf)(∂νg), with a most general x-dependent θµν(x) [19]. However, in general, the
problems of the summability and unitarizability (realization in terms of operators in a Hilbert
space) remain open.
The point is that the formal power series expansion (1.2) does not take into account the
global topological properties and/or boundary conditions which are essential for the operator
realization. Here, we shall analyze four simple cases: the plane IR2, the cylinder C = IR×S1,
the torus T 2 = S1× S1 and the punctured plane IR20 = IR2 \ {0}. They all are related to the
same Poisson bracket {f, g} generated from the elementary bracket {x1, x2} = 1.
In section 2, we investigate the Aharonov-Bohm effect, first on the whole NC-plane
and then on a punctured plane, together with a non-trivial problem of implementation of
the gauge invariance. The punctured plane is topologically equivalent to the cylinder, but
geometrically different from it. The next two sections 3 and 4 are devoted to the Casimir
energies for a scalar field theory on a noncommutative cylinder and torus, respectively. The
usual Casimir effect concerns the vacuum energy between two plates (lines, in our 2D setting).
However, it is a delicate problem to introduce well-defined lines in noncommutative spaces
with Dirichlet or Neumann boundary conditions. We shall not discuss such noncommutative
effects in the present paper. Section 5 contains conclusions and discussion.
2 Aharonov-Bohm effect on a noncommutative plane
The Aharonov-Bohm effect concerns the shift of the interference pattern in the double-slit
experiment, due to the presence of a thin long solenoid placed just between the two slits
[20, 21]. Although the magnetic field B is present only inside the solenoid, the corresponding
Schroedinger equation depends explicitly on the magnetic potential A (non-vanishing outside
the solenoid). Therefore, the wave function depends on A and consequently the interference
pattern shifts. However, due to the gauge invariance, the shift in the phase of the particles
propagator, δφ0, is gauge invariant itself and can be expressed in non-local terms of B. In the
3
quasi-classical approximation, δφ0 =
e
2πh¯c
Φ, where Φ = Bπρ2 is the magnetic flux through
the solenoid of radius ρ. This effect has been confirmed experimentally [22].
In this section, first we present the quasi-classical approach to the Aharonov-Bohm effect
on a NC-plane for a thin, but of finite radius, solenoid. In particular, we give the modifica-
tions to the phase shift, δφ0, due to noncommutativity up to the first order in θ. A short
version of this part was reported previously in [23]. Then in the next subsection using the
algebraic method, we analyze the effect for an infinitesimally thin solenoid, on a punctured
NC-plane, for all orders in θ.
2.1 Path integral approach and quasi-classical approximation
In this section, we shall first describe the Moyal ⋆-product on a two dimensional plane IR2.
On IR2, a Poisson bracket can be generated from the elementary bracket
{x1, x2} = 1 . (2.1)
The commutative algebra A0 of functions on IR2 is formed by functions of the form:
f(x) =
1
2π
∫
d2k f˜(k)eikx , kx = k1x1 + k2x2 . (2.2)
Then, the Moyal product can be expressed as
(f ⋆ g)(x) =
1
(2π)2
∫
d2k1d
2k2f˜(k1)g˜(k2)e
− i
2
θµνk
µ
1
kν
2 ei(k1+k2)x , (2.3)
where θµν = θǫµν , θ-constant, ǫµν-anti-symmetric. This defines the corresponding noncom-
mutative algebra of functions A on IR2.
In A, we can introduce the scalar product as:
(f, g) =
∫
d2xf¯(x) ⋆ g(x) =
∫
d2xf¯(x)g(x)
=
∫
d2k ¯˜f(k)g˜(k) . (2.4)
Here, we have used the well-known fact that in the integrals containing as integrand a ⋆-
product of two functions, their ⋆-product can be replaced by a standard one.
Alternatively, one can start from an operator algebra generated by the hermitian opera-
tors xˆ1 and xˆ2, satisfying the commutation relation
[xˆ1, xˆ2] = iθ. (2.5)
The corresponding noncommutative algebra A can be given as the algebra of operators of
the form
f(xˆ) =
1
2π
∫
d2k f˜(k)eikxˆ , kxˆ = k1xˆ1 + k2xˆ2 . (2.6)
4
It can be seen easily that the product in the operator algebra (2.6) possesses an expansion
in powers of θ, exactly corresponding to the Moyal product.
The Hilbert space H of quantum mechanics on a noncommutative plane is formed by
the normalizable functions Ψ(x) ∈ A, with finite norm. The wave function is an element
from H, normalized to unity. We should remind that in the noncommutative case, the usual
physical meaning of wave functions as probability amplitudes fails, and wave functions are
just symbols [12]. The operators Pi and Qi acting in H and satisfying Heisenberg canonical
commutation relations are defined by:
PiΨ(x) = −i∂iΨ(x) , XiΨ(x) = xi ⋆Ψ(x) . (2.7)
The problem of a particle moving in an external magnetic field on a noncommutative
plane is specified by the Hamiltonian:
H =
1
2
(Pi + Ai)
2
⋆ =
1
2
(Pi + Ai) ⋆ (Pi + Ai) . (2.8)
We now define the noncommutative analog of gauge transformations by ∗:
Ψ(x) → eiλ(x) ⋆Ψ(x) , λ(x)− real
Ai(x) → eiλ(x) ⋆ Ai(x) ⋆ e−iλ(x) − ieiλ(x) ⋆ (∂ie−iλ(x)) . (2.9)
We point out the non-Abelian character of (2.9), due to the noncommutativity of the plane.
Consequently, the field strength is given by a non-Abelian formula, too:
F (x) = ǫij(∂iAj(x) + Ai(x) ⋆ Aj(x)) . (2.10)
One can easily see that
Pi + Ai → eiλ(x) ⋆ (Pi + Ai) ⋆ e−iλ(x) , (2.11)
just like in a usual commutative case. Hence, the transition amplitude (Ψf , e
−iHtΨi) is gauge
invariant:
(Ψf , e
−iHtΨi)→ (eiλ ⋆Ψf , eiλ ⋆ e−iHt ⋆ e−iλ ⋆ eiλ ⋆Ψi) = (Ψf , e−iHtΨi) . (2.12)
In quantum mechanics, the exponents of the operators (e.g., e−iHt) often do not corre-
spond to local operators. However, they can be conveniently represented by bi-local kernels.
∗In the present paper, our exponentials are defined by the Taylor series with the ⋆-product, i.e. eiλ(x) =
1 + iλ− 12λ ⋆ λ+ · · ·.
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This is true in the noncommutative frame, also. It can be easily seen that to any opera-
tor K = K(Pi, Xi) = K(−i∂i, xi⋆), cf. (2.7), we can assign a kernel (a bi-local symbol)
K(x, y) ∈ A⊗A, defined by:
K(x, y) = 1
2π
∫
d2q(Keiqx)e−iqy (2.13)
(we omit the symbol ⊗ for the direct product). The action of K in terms of the kernel is
(KΦ)(x) =
∫
d2yK(x, y) ⋆ Φ(y) =
∫
d2yK(x, y)Φ(y) . (2.14)
where we have used the fact that the ⋆-product in the quadratic terms under the integral
can be removed. Thus, the matrix elements of K are given as
(Ψ, KΦ) =
∫
d2xd2yΨ¯(x)K(x, y)Φ(y) . (2.15)
For a product of two operators, one can use the standard formula for the kernel composition
(GK)(x, y) =
∫
d2zG(x, z) ⋆K(z, y)
=
∫
d2zG(x, z)K(z, y) . (2.16)
Alternatively, one can use the formula
(GK)(x, y) =
∫ d2q
2π
(Geiqx)(K†eiqy) . (2.17)
The proof of (2.17) is straightforward.
The kernel corresponding to the operator e−iHt will be denoted by Kt(x, y) and called
propagator:
Kt(x, y) =
∫
d2q
2π
(e−iHteiqx)e−iqy . (2.18)
From the product formula (2.16) and the identity e−iHt1e−iHt2 = e−iH(t1+t2), the usual com-
position law follows:
Kt1+t2(x, y) =
∫
d2zKt1(x, z)Kt2(z, y) .
Iterating this formula N times and taking the limit N → ∞, by standard arguments we
arrive at the path integral representation of the propagator:
Kt(x, y) = lim
N→∞
∫
d2xN−1 · · · d2x1Kǫ(x, xN−1) · · ·Kǫ(x2, x1)Kǫ(x1, y) , (2.19)
with ǫ = t/N . We stress that, due to the iterative procedure used to derive (2.19), there is
no need to use ⋆-product between the Kǫ’s, since in each step the ⋆-product can be removed
(see (2.14)).
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The formula for the gauge transformation of the propagator follows directly from eq.
(2.11). In fact, (2.11) implies:
e−iHt → e−iλ ⋆ e−iHt ⋆ eiλ (2.20)
(as operators), so that
Kt(x, y) → (eiλ ⋆ e−iHt ⋆ e−iλ)(x, y)
=
∫
dq(eiλe−iHteiqx)eiλeiqy
=
∫
dqeiλ(x) ⋆ (e−iHteiqx)eiλ(y) ⋆ eiqy
= eiλ(x) ⋆Kt(x, y) ⋆ e−iλ(y) . (2.21)
This is exactly the expected formula (here, the ⋆-product cannot be omitted).
As the next step, we shall calculate the short-time propagator Kǫ(x, y) entering (2.19) to
the first orders in ǫ and θ. Using
Kǫ(x, y) =
∫
d2p
2π
[1− iǫ
2
(Pi + Ai)
2 + · · ·]eipxe−ipy
=
∫
d2p
2π
[eipxe−ipy − iǫ
2
(Pi + Ai)e
ipx(Pi + Ai)eipy + · · ·]
=
∫
d2p
2π
[eipxe−ipy − iǫ
2
(pie
ipx + Ai(x) ⋆ e
ipx)(pieipy + Ai(y) ⋆ eipy) + · · ·](2.22)
we write this in the form:
Kǫ(x, y) =
∫ d2p
2π
eip(x−y)−iǫHe(p,x¯) , x¯ =
1
2
(x+ y) , (2.23)
where the effective Hamiltonian, He, is given as:
He ∼= 1
2
(Πi + Ai(x¯))
2 , Πi = pi − 1
2
θjk(∂jAi(x¯))pk . (2.24)
The symbol ∼= means equality in the first order in ǫ and θ. Performing the d2p integration,
we obtain the effective Lagrangian:
L ∼= 1
2
ViVi − ViAi(x¯) Vi = vi + 1
2
θjk∂jAi(x¯)vk . (2.25)
The formula for Kǫ(x, y) then reads: Kǫ(x, y) ∼= ei
∫
dtL(x¯(t), ˙¯x(t)) , where the effective action
is calculated for a linear path, starting at xi(0) = xi and terminating at xi(ǫ) = yi, i.e.,
vi = (yi − xi)/ǫ and Ai(x¯) = Ai(x+y2 ). Up to terms linear in θ, the Lagrangian, with all
physical constants included, becomes:
L = m
2
~v2 − e
c
~v · ~A− em
4h¯c
~θ · [vi(~v × ~∇Ai)− e
mc
vi( ~A× ~∇Ai)], (2.26)
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where ~θ = θ zˆ and zˆ is the unit vector normal to the (x1, x2) plane and the cross product
is the usual three dimensional one. Thus, the total shift of phase for the Aharonov-Bohm
effect, including the contribution due to noncommutativity, will be:
δφtotal = δφ0 + δφ
NC
θ , (2.27)
where δφ0 =
e
h¯c
∮
d~r · ~A = e
h¯c
∫ ~B · d~S = e
h¯c
Φ (Φ being the magnetic flux through the surface
bounded by the closed path) is the usual (commutative) phase shift and
δφNCθ =
em
4h¯2c
~θ ·
∮
dxi[(~v × ~∇Ai)− e
mc
( ~A× ~∇Ai)] (2.28)
represents the noncommutative corrections. For a finite-radius solenoid, the vector potential
~A entering (2.26)-(2.28) is given by:
~A =
1
2
B
ρ2
r
~n , r > ρ , (2.29)
where B is the constant magnetic field inside the solenoid, ρ is the radius of the solenoid
and ~n is the unit vector orthogonal to ~r.
The expression for the correction δφNCθ to the usual Aharonov-Bohm phase due to non-
commutativity can be explicitly obtained from (2.28) and (2.29). In an analogous way as
in the usual Aharonov-Bohm case [20, 21], the calculation can be done by taking the closed
classical path (what is valid according to the experimental setup), which starts from the
source and reaches the point on the screen by passing through one of the two slits and
returns to the source point through the other slit.
2.2 Exact treatment of the Aharonov-Bohm effect on a punctured
plane
In the following, we describe the noncommutative version of this quantum mechanical prob-
lem on a punctured plane IR20, specified by the following Hamiltonian:
Ĥ =
1
2
(−i∂j + Asj)2 , Asj = µǫjk
xk
r2
, (2.30)
with x = (x1, x2) ∈ IR20 and r2 = x21 + x22; Asj represents the magnetic field generated by a
thin solenoid located at the origin, perpendicular to the plane. The Hamiltonian itself acts
on a suitable domain in the Hilbert space H = L2(IR2, d2x) with the scalar product
(Ψ,Φ) =
∫
d2xΨ¯(x)Φ(x) . (2.31)
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It is worth noting that the punctured plane is a relevant one in the physical situations.
The reason is that, in the case of the solenoid (and also in the exchange phase problem in
the anyonic system [18]), the location of the thin solenoid (and the anyonic magnetic flux)
should be excluded from the physically available space.
In order to define a noncommutative generalization of the configuration space IR20, one
can not start with an ad hoc Poisson structure generated by:
{x1, x2}0 = 1 , (x1, x2) ∈ IR20 , (2.32)
since the Darboux pair (x1, x2) does not take into account the topological properties of IR
2
0.
Therefore, we map IR20 on a cylinder C = IR× S1: η = 12 ln (x2i /ρ2), φ = 12 arctan (x1/x2)
(ρ is a constant of the dimension [length] which will be put equal to 1 below). The cylinder
(as a E(2) co-adjoint orbit) possesses the natural Poisson bracket given by {η, φ} = 1, or
equivalently by
{η, U} = iU , η ∈ IR, U = eiφ ∈ S1 . (2.33)
This generates the Poisson structure in the space of periodic functions in the polar angle φ.
In what follows, we shall use this Poisson structure and not the one given by (2.32).
Let us rewrite first the commutative version of our problem in the variables {η, φ} = 1.
Expanding the wave functions as
Ψ =
∑
k∈ZZ
ak(η)e
ikφ , Φ =
∑
k∈ZZ
bk(η)e
ikφ , (2.34)
the scalar product in H = L2(IR20, e2ηdηdφ) reads:
(Ψ,Φ) =
∫
dηdφ e2η Ψ¯(η, φ)Φ(η, φ) = 2π
∑
k
∫
IR
dη e2ηa¯k(η)bk(η) . (2.35)
The Hamiltonian in the new variables can be rewritten as:
Ĥ =
1
2
p2η +
1
2
(pφ + A
s
φ)
2 − 1
8
e−2η , Asφ = µe
−η , (2.36)
in terms of the self-adjoint first order operators
pφ = −ie−η∂φ , pη = −ie−η(∂η + 1/2) . (2.37)
The noncommutative version is obtained via quantization of the Poisson structure (2.33).
The operator realization of (2.33), determined by the commutation relations:
[ηˆ, Uˆ ] = ξUˆ , ηˆ = −iξ∂φ , Uˆ = eiφ , (2.38)
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can be achieved in an auxiliary Hilbert space F = L2(S1, dφ); the dimensionless parameter ξ
is related to the parameters θ and ρ by ξ = θ/ρ2. The derivative ∂φ is specified by assuming
ηˆfn(φ) = ξnfn(φ), where fn(φ) = (2π)
−1/2einφ, n ∈ ZZ.
The wave functions will be operators of the form
Ψ(ηˆ, Uˆ) =
∑
k∈ZZ
ak(ηˆ)Uˆ
k , (2.39)
acting in F as: Ψ(ηˆ, Uˆ)fn(φ) = ∑k ak(nξ)fn+k(φ). For the operators (2.39), we define the
scalar product as follows:
(Ψ,Φ) = 2πξTr [e2ηˆΨ¯Φ] , (2.40)
where the Tr and the bar are the trace and the hermitian conjugation in F , respectively.
Inserting here the expansion (2.39) for Ψ and analogously for Φ, with bk(ηˆ), we obtain:
(Ψ,Φ) = 2πξ
∑
k
∑
n
e2ξna¯k(nξ)bk(nξ) . (2.41)
Thus, in the noncommutative case, the integral is replaced by its Riemann sum.
Our next task is to define a noncommutative analog of the Hamiltonian (2.36), i.e., we
need noncommutative analogs pˆφ and pˆη of the operators (2.37). The operators pˆφ and pˆη
are defined by
pˆφΨ = −i∂ˆφΨ(ηˆ, Uˆ) = 1
ξ
[ηˆ,Ψ(ηˆ, eiφ)] = −i(∂φΨ)(ηˆ, eiφ) ,
pˆηΨ =
i
4 sinh(ξ/2)
[e−ξ/2UˆΨ(ηˆ, Uˆ) ˆ¯U − eξ/2 ˆ¯UΨ(ηˆ, Uˆ)Uˆ ]
=
i
4 sinh(ξ/2)
[e−ξ/2Ψ(ηˆ − ξ, Uˆ)− eξ/2Ψ(ηˆ + ξ, Uˆ)] . (2.42)
It is readily seen that the operator pˆφ is self-adjoint with respect to (2.41). As for the
operator pˆη, it is a first order difference operator (in accordance with the spectrum of ηˆ)
such that pˆη is self-adjoint with respect to (2.41). Moreover, in the limit ξ → 0, we obtain
pˆη → −i(∂η + 12).
The noncommutative analog of the Hamiltonian is then given as
ĤΨ =
1
2
pˆ2ηΨ+
1
2
(pˆφ + Aˆ
s
φ)
2Ψ− 1
8
Ψe−2ηˆ , (2.43)
with AˆsφΨ = µΨe
−η representing the solenoid magnetic field. Explicitly,
ĤΨ(ηˆ) = −1
2
Ψ(ηˆ + 2ξ)− 2Ψ(ηˆ) + Ψ(ηˆ − 2ξ)
(4 sinh(ξ/2))2
e−2ηˆ +
1
2
(i∂φ + µ)
2Ψ(ηˆ)e−2ηˆ , (2.44)
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where we have suppressed the explicit U = eiφ dependence of Ψ. We note that the appearance
of the factor e−2ηˆ on the right-hand side is essential, as it cancels with the weight factor e2ηˆ
in the scalar product. Inserting the mode expansion (2.39) into the Schroedinger equation
Hˆψˆ = Eψˆ, we obtain a difference equation for the spectral coefficients ak(nξ):
− 1
2
[ak(nξ + 2ξ)− 2ak(nξ) + ak(nξ − 2ξ)]
(4 sinh(ξ/2))2
+
1
2
(µ+ k)2ak(nξ) = Eak(nξ)e
2nξ . (2.45)
Its solution can be easily obtained in terms of q-Bessel functions, with q = eξ.
Let us discuss now the issue of gauge invariance. In the commutative case, the gauge
transformations
Ψ(x) → ω(x)Ψ(x) , Ψ¯(x)→ Ψ¯(x)ω¯(x)
Aj(x) → Aj(x)− iω(x)∂jω¯(x) (2.46)
are generated by an x-dependent phase factor ω(x) = ω¯−1(x). This leads to the covariance
of a momentum operator
pj = −i∂j + Aj → ω(x)(−i∂j + Aj)ω¯(x) = ω(x)pjω¯(x) , (2.47)
and guarantees the gauge invariance of the Hamiltonian matrix elements. On IR20, the gauge
field consists in general of two pieces:
Aj(x) = A
s
j(x) + A
r
j(x) , (2.48)
where the singular (solenoid) part Asj(x) is given in (2.30) and A
r
j(x) represents a magnetic
field regular on the whole plane IR2. Any gauge transformation on IR20 is a composition of a
singular gauge transformation ωκ(x) = e
2πiκφ, κ ∈ ZZ and a regular one, ωλ(x) = eiλ(x), with
λ(x) = λ¯(x) regular on IR2. The singular gauge transformation shifts the solenoid magnetic
flux from µ to µ+ κ, whereas ωλ(x) changes A
r
j(x) to A
r
j(x) + ∂jλ(x).
These topological aspects of the gauge transformations should not be violated in the
noncommutative case. The gauge transformation of the wave function Ψ(xˆ) reads:
Ψ(xˆ)→ ω(xˆ)Ψ(xˆ) , Ψ¯(xˆ)→ Ψ¯(xˆ)ω¯(xˆ) , (2.49)
where ω(xˆ) = ω¯−1(xˆ) is a unitary operator in H. We stress that now the order of factors in
(2.49) is important. Let us now put
Pˆj = pˆj + Aj(xˆ) , pˆj = (pˆη, pˆφ) , (2.50)
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with pˆη and pˆφ given in (2.42). The covariance of Pˆj , Pˆj → ω(xˆ)Pˆjω¯(xˆ) is guaranteed
provided the gauge field Aj(xˆ) transforms as:
Aj(xˆ)→ ω(xˆ)Aj(xˆ)ω¯(xˆ)− ω(xˆ)[pˆj , ω¯(xˆ)] . (2.51)
We point out that Aj(xˆ) = aj(xˆ)e
−ηˆ is an operator multiplying Ψ(xˆ) from the left by aj(xˆ)
and simultaneously from the right by e−ηˆ:
Aj(xˆ)Ψ(xˆ) = aj(xˆ)Ψ(xˆ)e
−ηˆ . (2.52)
Again, ordering matters, and only with this ordering, (2.52) represents a self-adjoint operator.
The gauge potential Aj(xˆ) can be separated into a regular part A
r
j(xˆ) and the singular
solenoid part given by:
Asη(xˆ)Ψ(xˆ) = 0 , A
s
φ(xˆ)Ψ(xˆ) = µΨ(xˆ)e
−2ηˆ . (2.53)
The transformations are again a composition of a regular gauge transformation ωλ(xˆ), chang-
ing Arj(xˆ), and a singular one ωκ(xˆ) = e
2πiκφ, κ ∈ ZZ. Using eqs. (2.51)-(2.53), it follows
straightforwardly that under ωκ(xˆ) the solenoid magnetic flux µ changes to µ + κ. The
gauge invariance of all Hamiltonian matrix elements is obviously guaranteed. We would like
to stress the non-Abelian form of the transformation law (2.51). Consequently, the field
strength B(xˆ) is given by a non-Abelian formula, too:
B(xˆ) = ǫij([pˆi, Aj(xˆ)] + Ai(xˆ)Aj(xˆ)) . (2.54)
It can be easily seen that the field strength transforms covariantly: B(xˆ)→ ω(xˆ)B(xˆ)ω¯(xˆ).
3 Casimir energy on a noncommutative cylinder
In this section we calculate the vacuum energy in the free scalar field theory in a (2+1)-
dimensional noncommutative space-time with two noncommutative space coordinates and
commutative time, one coordinate being compactified on a circle. In other words, we consider
field theories on a noncommutative space-like cylinder and with commutative time. As we
have already mentioned, the commutativity of time guarantees that the unitarity condition
in NC-QFT is satisfied [14].
3.1 Field theory on a noncommutative cylinder
The points on a commutative cylinder C = {(φ, x) ∈ [0, 2π] × IR; φ = 0 and φ = 2π
identified} = S1 × IR can be specified through a real parameter x ∈ IR and two complex pa-
rameters x± = ρe±iφ, where ρ is basically the cylinder radius and the x± in the commutative
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case are not independent and both correspond to one coordinate, φ. The fields on C × IR
possess the following expansion:
Φ(t, x, φ) =
∞∑
k=−∞
∫ ∞
−∞
dω dp
(2π)2
Φ˜(ω, k, p)ei(px+kφ−ωt) . (3.1)
On a cylinder, the corresponding commutator relations (2.5) can not be realized in terms
of self-adjoint operators on L2(S1, dφ). It is known that the problem has to be formulated
not via a Heisenberg-like relation (2.5), but in the corresponding exponential Weyl form, or
as E(2) Lie algebra relations. Thus, in the noncommutative case, the parameters x, x± are
replaced (see also [12, 15]) by the operators xˆ, xˆ±, satisfying the commutation relations
[xˆ, xˆ±] = ±λxˆ± , [xˆ+, xˆ−] = 0 , (3.2)
and the same constraint equation as in the commutative case: xˆ+xˆ− = ρ2. The dimensionful
(with the dimension of length) parameter λ is an analog of the tensor θ in the case of the
Heisenberg-like commutation relation in the flat Minkowski space. However, in the present
case, the actual parameter of the noncommutativity is the dimensionless parameter ξ = λ/ρ.
In analogy with the commutative case, we take the fields to be operators in H =
L2(S1, dφ), with the operator Fourier expansion as
Φ(t, xˆ, φˆ) =
∞∑
k=−∞
∫ +π/λ
−π/λ
dp
2π
∫ ∞
−∞
dω
2π
Φ˜(ω, k, p)ei(pxˆ+kφˆ)−iωt . (3.3)
For simplicity, we consider a real scalar field theory which corresponds to the condition
Φ†(t, xˆ, φˆ) = Φ(t, xˆ, φˆ). It is important to note that since the spectrum of xˆ is discrete:
x = λn, n ∈ ZZ, the integration over dp goes only over a finite interval [−π/λ,+π/λ]. We
point out that the operator Fourier expansion (3.3) is invertible:
Φ˜(ω, k, p) =
∫ ∞
−∞
dt
1
2π
Tr
[
e−ikφˆ+iωtΦ(t, xˆ, φˆ)
]
. (3.4)
Then, straightforwardly from the above formula, it follows that
1
2π
Tr [e−ik
′φˆ−ip′xˆeikφˆ+ipxˆ] = δk′kδ
(S)(λp′ − λp) , (3.5)
where δ(S)(ϕ) denotes the δ-function on a circle. The usual inverse Fourier transform of
Φ˜(ω, k, p) yields an analog of the Weyl symbol Φ(t, nλ, φ) on the cylinder:
Φ(t, nλ, φ) =
∫ ∞
−∞
dt
∞∑
k=−∞
∫ +π/λ
−π/λ
dp
2π
Φ˜(ω, k, p)ei(kφ+λnp−ωt) . (3.6)
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The star-product for the fields Φ(t, nλ, φ) has a form which is very close to that appearing
in the noncommutative plane:
Φ1(t, nλ, φ) ⋆ Φ2(t, nλ, φ) = e
iλ
2
(
∂
∂y1
∂
∂ϕ2
− ∂
∂y2
∂
∂ϕ1
)
× Φ1(t, nλ+ y1, φ+ ϕ1)Φ2(t, nλ+ y2, φ+ ϕ2)
∣∣∣∣∣ y1=y2=0
ϕ1=ϕ2=0
,(3.7)
where y1, y2, ϕ1, ϕ2 are auxiliary continuous variables.
The free action for the scalar fields on the noncommutative space C(NC) × IR has the
following form (cf. [12, 15]):
S
(NCcyl)
0 [Φˆ] = πλρTr
∫ ∞
−∞
dt
{
(∂tΦˆ)
2 +
1
λ2
[x̂+, Φˆ][x̂−, Φˆ] +
1
λ2
[x̂, Φˆ]2 −m2Φˆ2
}
=
λρ
2
∞∑
n=−∞
∫ ∞
−∞
dt
∫ π
−π
dφ
[
(∂tΦ(t, n, φ))
2 − (δxΦ(t, n, φ))2
− 1
ρ2
(∂φΦ(t, n, φ))
2 −m2Φ2(t, n, φ)
]
. (3.8)
In the last expression, we have used the Weyl symbols (3.6) and the lattice derivative
δxΦ(t, n, φ) =
1
λ
[
Φ(t, n+ 1, φ)− Φ(t, n, φ)
]
(we have simplified the notation for the field: Φ(t, nλ, φ) → Φ(t, n, φ)). As usual for the
Weyl symbol, the ⋆-product disappears from the trace for a product of any two operators.
In the case of a field theory on a flat space, this leads to the free action which formally
looks as the one on the commutative space. In the case of cylinder, we have the trace of
noncommutativity even in the free action: it reveals itself in the appearance of the discrete
derivatives. We stress that this is an intrinsic property of field theories on noncommutative
manifolds with compact space-like dimensions.
3.2 Vacuum energy of the quantum scalar fields on C(NC) × IR
In what follows, for simplicity, we consider the massless case, m = 0.
After the second quantization, the fields (the Weyl symbols) Φ(t, n, φ) can be presented
in the usual form:
Φ(t, n, φ) = λ
∞∑
k=−∞
∫ +π/λ
−π/λ
dp
2π
[
âp,kup,k(t, n, φ) + â
†
p,ku¯p,k(t, n, φ)
]
, (3.9)
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where âp,k, â
†
p,k are the creation and annihilation operators, respectively, and up,k(t, n, φ) are
the solutions of the equation of motion corresponding to the action (3.8):
up,k(t, n, φ) =
1
2π
√
2ρλωp,k
ei(λpn+kφ−ωp,kt) ,
ωp,k =
√
k2
ρ2
+
4
λ2
sin2
λp
2
, (3.10)
normalized with respect to the Klein-Gordon scalar product:(
up,k, up′,k′
)
≡ iλρ
∞∑
k=−∞
∫ π
−π
dφ u¯p,k(t, n, φ)
↔
∂t up′,k′(t, n, φ) = δ
(S)(λp− λp′)δk,k′ .
The operators âp,k, â
†
p,k satisfy the standard commutation relations:
[âp,k, â
†
p,k] = δ
(S)(λp− λp′)δk,k′ .
Since the time variable is a commutative one, the energy density in this field model has
the usual form:
Ttt =
1
2
[
(∂tΦ(t, n, φ))
2 + (δxΦ(t, n, φ))
2 +
1
ρ2
(∂φΦ(t, n, φ))
2
]
. (3.11)
The calculation of the vacuum expectation value gives (see [24], formula 2.576.2)
〈0|Ttt |0〉 = 1
2(2π)2ρ
∞∑
k=−∞
∫ π/λ
−π/λ
dp
2π
√
k2
ρ2
+
4
λ2
sin2
λp
2
=
4
(2π)3ρλ2
+
8
(2π)3ρλ2
∞∑
k=1
√
(kξ/2)2 + 1E
 1√
(kξ/2)2 + 1
 , (3.12)
where E(x) is the complete elliptic integral, and ξ = λ
ρ
. This sum is obviously divergent and
should be regularized (however, the power of divergence here is equal to two, while in the
case of a commutative cylinder it is equal to three). The regularization can be achieved by
introducing the cutoff factors exp
{
−ε
√
(kξ/2)2 + 1
}
(cf. [28]):
∞∑
k=1
y E
(
1
y
)
→
∞∑
k=1
yE
(
1
y
)
e−εy
= − ∂
∂ε
∞∑
k=1
E
(
1
y
)
e−εy , (3.13)
with
y =
√
(kξ/2)2 + 1 .
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For small values of the parameter ξ ≪ 1, the sum can be well approximated by the corre-
sponding integral with the correction term of the order O (ξ2):
∞∑
k=1
ξ
2
E
 1√
(kξ/2)2 + 1
 e−ε√(kξ/2)2+1 = ∫ ∞
0
dxE
(
1√
x2 + 1
)
e−ε
√
x2+1 − ξ
2
e−ε +O
(
ξ2
)
.
(3.14)
Now we notice that E(1/
√
x2 + 1) is a smooth very slowly varying function: on the half-
line [0,∞] it monotonically increases from 1 at x = 0 to π/2 at infinity. Thus the integral
can be estimated as follows:∫ ∞
0
dxE
(
1√
x2 + 1
)
e−ε
√
x2+1 = c
∫ ∞
0
dx e−ε
√
x2+1 = cK1(ε) ,
where c is a factor of the order of unity and K1(ε) is the modified Bessel function (see [24],
formula 3.365.2). Finally, expanding the Bessel function, we obtain the expression for the
vacuum expectation value of the energy:
〈0|Ttt |0〉 = − 4
(2π)3ρλ2
+
2c
π3λ3
[
1
ε2
− 1
2
ln
ε
2
− 1
4
− 1
2
C +O
(
ε2
)]
. (3.15)
It is seen that the second term does not depend on the cylinder radius, so that the Casimir
energy density (i.e., the difference between energy densities in compactified and decompact-
ified cases) for a noncommutative cylinder proves to be the following:
〈0|Ttt |0〉 − 〈0|Ttt |0〉
∣∣∣∣
ρ→∞
= − 1
4(π)3ρλ2
. (3.16)
Thus, the Casimir energy on a noncommutative cylinder depends on the radius much
slower than in the commutative case (where a simple dimensional reasoning gives 〈0|Ttt |0〉 ∼
1/ρ3). However, we note that we have performed the above calculations for the ξ = λ
ρ
≪ 1
case and consequently the Casimir energy in the noncommutative case, in the leading order,
is much larger than the commutative counter-part. Also we recall the λ dependence of the
Casimir energy (3.16). As we see, the λ → 0 limit is not a smooth one which is physically
originating from the fact that xˆ has a discrete spectrum.
4 Casimir energy on a noncommutative torus
A noncommutative two-torus is defined by the operators Ûi which satisfy [1, 25]
ÛiXˆjÛ
−1
i = Xˆj + δij2πRj1 , i, j = 1, 2
ÛiÛj = e
2πΘij ÛjÛi , Θij = Θǫij , (4.1)
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where Xˆi are the coordinate operators and 1 is the unity in the algebra representing these
coordinates, while Ri are the corresponding compactification radii. Θ is the noncommuta-
tivity parameter; of course, one should note that compared to the noncommutative plane
case, it represents the noncommutativity in the unit volume of the torus (and hence it is
dimensionless). In the following, we assume both radii to be equal and denote them by ρ,
so that the volume of the torus is (2πρ)2. It is more convenient to use the “dimensionless
coordinates”
αˆi =
Xˆi
ρ
. (4.2)
Then, one can show that the eqs. (4.1) have the solutions
Ûi = e
iΘij αˆj , [αˆi, αˆj] =
2π
Θ
ǫij . (4.3)
In general the above solution can be represented by (infinite) matrices.
However, for rational Θ, i.e. Θ = M
N
where M and N are mutually prime integers, this
algebra possesses only finite-dimensional representations [26, 27]. A field theory on such a
torus proves to be lattice-like [29, 30] and M defines the number of windings after which one
returns to the same lattice site. Though this is not essential, we put M = 1, for simplicity.
Similarly to the case of the noncommutative cylinder, considered in the previous section,
scalar fields on the noncommutative torus are defined via the operator Fourier transform
Φˆ(t, αˆ, βˆ) =
∫ ∞
−∞
dω
∞∑
k,p=−∞
Φ˜(ω, k, p)Ûk1 Û
p
2 e
−iωt , (4.4)
which again is invertible and allows to define the Weyl symbols:
Φ(t, x, y) =
∫ ∞
−∞
dω
∞∑
k,p=−∞
Φ˜(ω, k, p)ei(kx+py−ωt) , (4.5)
and the corresponding ⋆-product. We also note that in the rational Θ case, the arguments
of the Weyl symbols are discrete, more precisely:
Φ(t, n,m) =
∫ ∞
−∞
dω
∞∑
k,p=−∞
Φ˜(ω, k, p)ei
2pi
N
(kn+pm−ωt) , n,m = 0, 1, ..., N − 1 .
Let us now restrict the consideration to the rational case. In the rational case, the free
scalar massless field action reads
S(NCT )[Φˆ] =
(2πρ)2
2
Tr
∫ ∞
−∞
dt
{
(∂tΦˆ)
2 − 1
(2πρΘ)2
[(
Û1ΦˆÛ
−1
1 − Φˆ
)2
+
(
Û2ΦˆÛ
−1
2 − Φˆ
)2]}
.
(4.6)
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The Tr in the above action is normalized as Tr 1 = 1
Θ
= N . The operator Û1ΦˆÛ
−1
1 shifts
the argument n of the Weyl symbol Φ(t, n,m) by 1, and similarly Û2ΦˆÛ
−1
2 shifts m.
Note: For the irrational case, the Ûi operators cannot serve as translation operators, and
besides them we should define the usual momentum operators.
In terms of the Weyl symbols, the formula (4.6) for the action reads
S(NCT )[Φ] =
(2πρ)2
2
N−1∑
n,m=0
∫ ∞
−∞
dt
{
(∂tΦ)
2 − 1
(2πρΘ)2
(
δnΦ
)2 − 1
(2πρΘ)2
(
δmΦ
)2}
, (4.7)
where δnΦ(t, n,m) = Φ(t, n+1, m)−Φ(t, n,m) and δmΦ(t, n,m) = Φ(t, n,m+1)−Φ(t, n,m).
Thus the free action on T 2(NC) × IR (noncommutative torus with rational noncommutativity
parameter and commutative time) is equivalent to the Hamiltonian lattice theory (see, e.g.,
[31]).
After the decomposition of the fields into the creation and annihilation operators,
Φ(t, n,m) =
N−1∑
p,k=0
[
âp,kup,k(t, n,m) + â
†
p,ku¯p,k(t, n,m)
]
, (4.8)
where the modes
up,k(t, n,m) =
1
2πρ
√
2ωp,k
ei(2π/N)(pn+km)−iωp,kt ,
ωp,k =
N
πρ
√
sin2
πp
N
+ sin2
πk
N
are orthonormal with respect to the scalar product
(up,k, up′,k′) ≡ i
(
2πρ
N
)2 N−1∑
m,n=0
u¯p,k(t, n,m)
↔
∂t up′,k′(t, n,m) = δk,k′δp,p′ ,
we are ready to calculate the vacuum expectation 〈0|Ttt |0〉 of the energy density. Here, Ttt
is given by the expression:
Ttt =
1
2
{
(∂tΦ(t, n,m))
2 +
1
(2πρΘ)2
[
(δnΦ(t, n,m))
2 + (δmΦ(t, n,m))
2
]}
.
Due to the finiteness of all summations, the expectation value can be easily found to be
the following:
〈0| Ttt |0〉 = N
16π3ρ3
N−1∑
k,p=0
√
sin2
πp
N
+ sin2
πk
N
. (4.9)
For any given N (which is, in fact, the inverse of the noncommutativity parameter) the last
sum can be easily evaluated numerically. Thus, on the noncommutative torus with a rational
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noncommutativity parameter, the Casimir energy is finite and can be obtained without any
regularization.
For the case of large N (small noncommutativity), eq. (4.9) can be replaced with the
corresponding integral:
〈0|Ttt |0〉 = + N
3
16π4ρ3
∫ π
0
dxdy
√
sin2 x+ sin2 y ≃ + N
3
16π3ρ3
. (4.10)
Finally we would like to summarize our results on the noncommutative torus Casimir
energy:
1) As we see from (4.10), the Casimir energy in the noncommutative torus case is cubic in
N = 1
Θ
− this is the same behaviour as in the commutative case with the momentum cut-off
equal to N . Also we note that the Θ→ 0 limit (while the volume, and hence ρ, is fixed), is
not a smooth one.
2) The Casimir energy is positive and hence leads to a repulsive force on the torus.
3) As it is expected, its ρ dependence is like 1
ρ3
.
5 Conclusion
In this paper, we have investigated various topological and metric aspects of the ⋆-product
approach to the field theories on noncommutative spaces. We have compared four simple
cases: plane, cylinder, punctured plane and torus.
Although they differ in topological and metric properties, they possess the same Poisson
bracket and this leads to the same formal Moyal ⋆-product. We have shown that:
i) In order to take into account various global properties, we have to choose properly
the relevant Darboux pair (elementary bracket) and restrict the ⋆-algebra to the sub-algebra
of field modes on a particular manifold. In the operator approach, this is equivalent to a
unitary realization in the Hilbert space of the ⋆-algebra in question.
ii) On a noncommutative punctured plane, we investigated the Aharonov-Bohm effect.
This space, being topologically equivalent to a cylinder, possesses a different Riemann metric.
Although the proper Darboux pair is identical to the one on cylinder, still the noncommu-
tative generalization of the self-adjoint translation generators (with respect to the corre-
sponding scalar product) has to be found. We defined them and, consequently, we gauged
the noncommutative version of the model. The resulting model is gauge invariant, with
the gauge transformations classified by a (topological) magnetic flux number: the singular
finite transformations change the flux by an integer (in suitable units), whereas the regular
small ones do not influence the flux. These properties, reflecting the topology, are exactly
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analogous to those of the commutative case. Thus, the noncommutativity of the underlying
manifold does not influence the effect in question. We note that the Aharonov-Bohm phase,
besides being important for 2+1 dimensional physics (e.g. quantum Hall effect), can also
shed light on the noncommutative formulation of the Wilson loops.
iii) Finally, we would like to stress that on a noncommutative (punctured) plane, the
notion of trajectory is lost, and there is no way to describe the change of the wave function
along a given path. In other words, the functions entering the noncommutative ⋆-algebra
A are Weyl symbols and have no direct physical meaning. However, the propagator is a
well-defined element of A ⊗ A and on a punctured plane possesses all the basic proper-
ties, e.g., it respects the basic topological and metric properties and the symmetry of the
noncommutative version of the model we started with.
We have shown that the space noncommutativity has an essential impact on the Casimir
energy: in the case of a cylinder, its dependence on the radius becomes much slower in
comparison with the commutative space, while on the torus (with a rational parameter
of noncommutativity) the Casimir energy proves to be finite without any regularization.
Moreover, we have found that in the case of the NC-torus, the Casimir energy is positive, in
contrast to the case of a usual commutative space. This can be very important in the large
extra-dimensional models [32]: The repulsive Casimir force can compensate for the attractive
forces originating from the Kaluza-Klein modes and hence this can provide a stabilization
of the compactification radius for extra dimensions.
We would like to point out the fact that due to the “Morita equivalence” [1, 25], which is
an equivalence between gauge bundles (sections of the corresponding C∗-algebra) on various
tori, the rational noncommutativity is naturally related to a non-zero magnetic flux. There-
fore, it is plausible to interpret the Casimir energy we have found (4.9) as the energy stored
in this constant magnetic flux (replacing the noncommutativity).
It is worth noting that in many papers (see, e.g., [33, 34]) devoted to the Casimir effect in
the field theories on noncommutative torus, one started from a noncommutative plane and
after writing the action in terms of the Weyl symbols, compactify the coordinates to a torus.
In that analysis, an interacting noncommutative φ3 in six dimensions is considered. Then
the Casimir energy appears as the finite contributions to the mass of particles coming from
the non-planar diagrams at one loop level [33]. This corrections have unusual dependence
on the radius of the torus (they are proportional to the radius) and may, in general, stabilize
a size of the torus, considered as an extra subspace in a six-dimensional space-time with
commutative usual four-dimensional subspace [34]. Though, it seems more natural to start
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the quantization (noncommutative deformation) directly in the space under consideration.
However, the approach in the above mentioned papers is, evidently, equivalent to the direct
quantization on torus with irrational parameter of noncommutativity (in this case all the
representations of the coordinate algebra are infinite-dimensional). We notice that this
occurs only due to the infinite summations over (discrete) momentum variables. On the
contrary, the finite summation, in the case of a rational parameter of noncommutativity,
cannot change the convergence properties of the four-dimensional momentum integrals, and
as a result this phenomenon disappears.
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