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Abstract
During the past two decades, the magnetotelluric (MT) method has been become an important tool in the 
exploration geophysics world. It is a versatile and powerful tool that allow us to obtain images of the ground 
that represent the distribution of resistivities. MT sounding is specially efficient to determinate geological  
structures such as diapirs, faults, dikes, etc. In mining, it is broadly used to find mineralization deposits and 
to estimate the mining potential of an area.
Australia is internationally known for its natural resources, specially Western Australia (WA), where several 
large deposits can be found, and it is in constant production and exploration. However, there are still places 
that need to be further explored. Although, being located in a largely explored area (some of the largest  
deposits in Australia), the Byro Sub-basin lacks proper research of its potential. MT sounding is probably one 
of the most suitable methods of exploration for this area, providing that it is a fast, cheap and reliable, and it 
is capable of determining, with a small error, location and in some cases volume of the ores. 
In this work a MT dataset was analysed in order to find possible structures in the Byro Sub-basin and Yilgarn 
Craton. The dataset is formed by 20 stations of MT transfer functions, although the tipper was not recorded  
acquired in March of 2009. The dataset represents an east-west profile some 26 Km long. The study is a  
comprehensive analysis of the data and interpretations of 1D, 2D and 3D models.
The profile is located to the east of the Byro Sub-basin, on the boundary with the Yilgarn Craton. The Byro 
Sub-basin is conformed by sedimentary rocks of the Late Permian age. While the Yilgarn Craton represents 
the  igneous-metamorphic  basement  for  most  of  WA.  On  the  vicinity  of  the  area  the  Meeberie  Fault 
represents one of the major structural settings, being parallel to the direction of the geology (mostly  north
oriented, with a westerly component). 
To carry  out  this  project  several  algorithms were employed,  all  of  them  freely  available,  developed in 
different computer languages like Matlab, FORTRAN and Perl. The output was adapted and plotted, mostly 
using Generic Mapping Tools software (GMT. Wessel and Smith, 1988) or Matlab.
The dataset was received already processed, which is why the first step was to carry out a quality control of  
it. .
Basic analysis led us to identify noisy stations, such as station BYR005A which presented high levels of  
noise attributed to acquisition problems. In addition,  stations BYR018A to  BYR021A presented negative  
values in the phases for short periods, which were associated to the presence of 3D structures. 
A consistency test of the responses was carried out on the dataset using the rhoplus algorithm (Parker and 
Booker, 1996).  Using this, those ill-fitted parts from the data can be flagged and also not used in further 
analysis.
The 1D models were realized to obtain a preview of the data, as well as to determine anomalies and strong  
changes on the data.  1D profiles were done using  occam algorithm  (Constable et  al.,  1987).   For  the 
inversion a 40 layered medium was used, with a minimum depth calculated as a third of the skin depth. The 
models were quite consistent. One thing to note was the neighbouring sites show similar models, although 
the resistivities were different. This is caused by static shift caused by shallow structures.
Before continuing with the 2D models a strike analysis of the data was carried out, to estimate the electrical  
strike of the structures, using the  strike algorithm developed by McNeice and Jones (2001), which is an 
adaptation of the  Groom and Bailey decomposition (Groom and Bailey, 1989). As a result of the analysis two 
major strike angles were identified, 15º for the whole dataset (related to shallow and deep structures) and 
60º for stations BYR014A to BYR021A (related to deeper structures). 2D models were obtained for both 
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electric strike angles.
The 2D models were obtained using the  rebocc algorithm (Siripunvanraporn and Egbert, 2000). Phases 
from the TM and TE mode(s) were inverted initially to identify the best fit model to use it as an input for final 
inversion, were resistivities were added to the inversion too. Error floor (RMS) analysis of the responses of 
the model as well as geological correspondence were carried out  to determine the best models. 
In both cases, TE and TM modes inversion models with a electric strike of 15º, shows a conductive zone (1-
10 ohm) beneath stations BYR001A to BYR003A at the west, with a maximum depth of ~2.5 km. Further 
west, in both cases was located a resistive area (500-5000 ohm). However, in the TE mode this structure is 
almost continuous, with a decay in the resistivity under station BYR008A, and reach the maximum depth of  
the model. While the TM mode presents conductive areas (10-100 ohm-m) underneath stations BYR007A 
and BYR012A, related to faults present in the area. As the TM mode was more effective to determine the  
presence of conductive structures than the TE mode was. The TM mode model was determined as the input 
for the 2D model with inversion of resistivities.
The 2D inversion of both TM and TE mode including resistivities gave us, as a result, a similar situation to 
that  observed  in  the  TE  and  TM mode  inversions.  Stations  from BYR001A to  BYR003A,  presented  a 
conductive layer with values smaller than 5 ohm-m, reaching a maximum depth of 2 km. The zone was more 
resistive while going to the east with around 500 to 5000 ohm-m and a maximum depth of 4 Km. However, a  
conductive  zone  (10  -100  ohm-m)  was  noticed  under  stations  BYR009A –  BYR010A,  BYR013A and 
BYR019A. The rest of the profile was dominated by high values in resistivity, at least until 4 Km where a  
conductive body could be found. These areas were correlated with the geology of the area determining that,  
the conductive area at the west is the sedimentary rock of Byro Sub-basin (BYR001A to BYR003A), the 
resistive ones represent the Yilgarn Craton (BYR004A to BYR021A),  and the other conductive structure 
underneath station BYR013A is the Meeberie Fault. While, anomalies underneath stations  BYR009A and 
BYR019A, could be projections of structures outside the profile (Jones and Garcia, 2005)
Data set inverted with a electric strike of 60º presented some differences. TE and TM inversions showed 
resistive bodies that dominated the whole area and reached the maximum depth of the study. Following a 
reasoning as in the previous case TM mode was use to the 2D inversion. Nevertheless, model seems to be  
accurate its results were discarded, showing the same trend than in the TE and TM modes with a resistive 
body which occupy the whole area, even though there was a fault in the vicinity. That showed us that the 
model had not enough sensibility to notice conductive structures and the strike of 60º, was not the most  
appropriated.
We have also undertaken some preliminary 3D inversion of the raw data. Major noisy sections in the data 
were  discarded  before  performing  the  inversion.  The  3D  models  were  carried  out  using  wsinv3d 
(Siripunvanraporn et al, 2005 ) an extended version of rebocc. Results were consistent with the 2D models 
identifying  similar  structures,  but  with  a  higher  smoothness.  A conductive  body  with  about  10  ohm-m 
(sedimentary rocks) was found at west side of the profile (stations BYR001A to BYR003A), going further east  
the area became more resistive (from 100 ohm-m to 5000 ohm-m) entering in the Yilgarn Craton. However, 
its continuity was cut by a conductive structure about 50 ohm-m (Meeberie Fault) in this case under station 
BYR012A.
From the study major geological structures can be identified, such as the contact between the Byro Sub-
basin and the Yilgarn Craton, and more importantly the Meeberie Fault. No other evident structures have  
been found. The economical or energetic potential of the area is still to be determined. The MT method, as  
showed in this study, is a well fitted tool to explore the area, define structures, and identify possible ores 
presence.
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1. Introduction
The magnetotelluric  (MT) method is  a prospective,  non-invasive exploration technique used to map the 
resistivity of the Earth from the surface up to hundreds of km, depending on the acquisition parameters. The 
MT method is recognized for its particular characteristic to define geological features in both exploration and 
research. Being also a cheap and reliable way to determine conductive anomalies in the subsurface. 
This project presents an analysis of an exploratory profile in Western Australia, in order to determinate the 
potential for ore mining on the Byro Sub-basin. However, more research has to be done before making any 
conclusion. It is important to stress that this area potential has not been locally studied yet, which make it 
interesting for research, giving the opportunity to run integrated studies based on the economical potential of  
the sub-basins in the vicinity, such as Gayscone Sub-basin or Perth Basin, with a well  known reservoir  
potential, and currently under explotation. 
Data for this project was acquired and processed by Moombarriga Pty Ltd. (Perth, Australia) on late march of 
2009, as a personal project and was trusted to Xavier Garcia in the CMIMA for further research. The main  
goal was to analyze and interpret the data from the profile, and gain as much understanding of the MT data  
analysis process as possible while doing so. At the end, 2D profiles and a 3D model will be the results trying 
not just to find the possible mineralization but to have a broad view of the area's sub-surface.
The structure of the work would be first to explain the basis of the MT method, focusing in the most relevant  
aspects related to this project, but also in general ideas about the principles of the method, its sources,  
related properties of Earth materials that can be identified through MT studies, and some other features that 
may work as a introduction to the MT.
The following chapter will deal with the geological background of Western Australia and specifically the Byro  
Sub-basin, going from its regional features to its local geology and its evolution, giving some background for 
the structures that may be found in the models. 
The  third  chapter  explains  the  geophysical  tools  used  to  process  the  data,  as  well  as  to  analyze  and 
generate the models. The programs as well as the fundamentals of their use will be briefly commented,  
emphasizing its importance related to the project.
Fourth part is to discuss the results and analyze the possible reasons for a different distributions, pointing out 
the limitations of them, identified problems related to the programs and to find plausible explanations for the 
trend of the models.
Finally, the summary with the conclusions from the work done as part of this project, as recommendations for  
future work.
1
2. Theory
2.1. MT theory
The magnetotelluric (MT) method is a geophysical technique that determines the distribution of the electrical  
conductivity  on  the  Earth,  from measurements of  electric  transient  waves and magnetic  on  the  Earth's 
surface. It is defined as a passive exploration technique that uses a broad spectrum of naturally occurring 
geomagnetic variations as a power source for electromagnetic induction in the Earth. The firsts development 
on the technique were done by Schuster (1889). They applied a mathematical technique, invented by Gauss 
(1839) for separating magnetovariational fields originating internal to the Earth from those of external origin,  
to geomagnetic observatory data and detected a significant internal  component.  In the 1950s, Tikhonov 
(1950)  and  Cagniard  (1953)  realised  that  if  electric  and  magnetic  field  variations  are  measured 
simultaneously  then  complex  ratios  (impedances)  can  be  derived  that  describe  the  penetration  of 
electromagnetic  fields  into  the  Earth.  The  penetration  depths  of  electromagnetic  fields  within  the  Earth 
depend on the electromagnetic sounding period, and on the Earth’s conductivity structure. This is the basis 
of the MT technique. 
The results provides the distribution of the conductivity on the Earth. Under certain assumptions conductivity  
can be related to other physical properties of rocks such as porosity, permeability and even salinity content . 
As well as resistivity values (conductivity reciprocal) combined with geological information can help to define 
lithologies.
2.2. MT sources
Natural electromagnetic (EM) signals are generated from different sources from the core  of the Earth to 
distant  galaxies  and  they  are  produced by  a  large  number  of  different  processes.  At  the  MT range of 
operating  frequencies,  the  important  source  of  primary  signal  is  the  ionosphere.  The ionosphere  is  the 
boundary between the neutral atmosphere and the magnetosphere and it contains gases, especially oxygen 
and  nitrogen,  which  are  ionized  by  ultraviolet  and  other  solar  radiation.  Interaction  between  the 
magnetosphere and the ionosphere, and the constant incidence of solar winds provide the source of the  
long-periodic signal (>1 s), which penetrates deep (100km or more) into the Earth.
The short period signals (>8 Hz) have their origin in meteorological activity; thunderstorm worldwide activity 
and specifically their associated lightning discharges, which radiate EM fields propagating to great distances. 
These signals are known as sferics and contain a broad range of EM frequencies. The most significant 
source of this type of signals are the equatorial regions. These sferics propagate around the world within the  
wave  guide bounded by the ionosphere and the Earth’s surface (Garcia and Jones,  2002a; Simpson and 
Bahr, 2005). In the transition between the meteorological and the solar caused source processes (at about 1 
Hz) the signal amplitude is very low and is referred to as the MT dead-band. 
The dependence of the MT method on natural fields is both its major attraction and its greatest weakness 
(Vozoff,1991). In comparison with MT, a controlled source EM method of the same investigation depth would 
required massive - probably truck-mounted - installations, which restrict the access in many circumstances or 
cause  undesirable  environmental  damage.  As  well  as the  source  -  receptor  geometry,  which make the 
interpretation of control source data more complicated, than the MT, because in the near field the planar 
wave assumption (see MT assumptions) is not fulfilled. On the other hand, natural source do not provide  
equally  strong signals at all time.
2.3. Electromagnetic properties of the Earth
Since MT is an electromagnetic method, the rock properties of interest are those related with the electric and 
magnetic properties that describe the behaviour of the medium in relation to a penetrating electromagnetic  
field.
2.3.1. Electrical properties of rocks 
The electrical properties are basically the conductivity  s (or its reciprocal parameter resistivity  r) and the 
electrical permittivity e. 
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2.3.1.1. Electrical conductivity.
The  conductivity  is  the  capacity  of  a  material  to  conduct  an  electrical  current.  The  conductivity  is  a  
fundamental physical property of minerals and rocks that varies according to conditions of the medium. For  
example, at high temperatures the conductivity of the metals decrease, while moisture environments are 
more conductive than dry ones. Figure 1, shows resistivity values for different types of rocks on diverse  
conditions, information publish by multiple author based on both laboratory test and field work (see Simpson 
and Bahr, 2005. page 11).
The electrical conductivity is also affected by porosity and permeability of rocks, so that factors increase the 
capacity of the materials to conduct electrical currents.
The  first  constitutive  equation,  the  Ohm's  law,  relates  the  electrical  flow  with  the  field,  through  the 
conductivity as it follows,
j= E (2.1)
2.3.1.2. Electrical Permittivity
The electrical permittivity is a describe  the ability of a material to affect and to be affected by an electrical  
current, being used also a way to measure the ability of this material to be polarized by an external electrical  
field.
The second constitutive  equation  which  relates  the electrical  displacement  with  the  field  employing the 
electrical permittivity is given by,
D=E (2.2)
Where the permittivity e comes by e0 which is the electrical permittivity in vacuum ( e0=8.854*10-12 As/Vm) 
and the relative electrical permittivity eT, which has no units. Related using this equation, 
=T×0 (2.3)
3
Figure 2.1: Electrical resistivity of the Earth's most common materials. Taken from Simpson and Bahr (2005) 
Material Electrical permittivity eT
Vacuum 1
Air ~1
Peridotite 8.6
Biotite 4.7 – 9.3
Muscovite 6.19 – 8.0
Quartz 4.2 – 5.0
Granite (dry) 4.8 – 18.9
Gabbro 8.5 – 40.0
Gneiss 8.5
Basalt 12
Dolomite 6.8 – 8.0
Sandstone (dry to moist) 4.7 – 12.0
Plagioclase feldspar 5.4 – 7.1
Water (20 OC) 80.36
Table  2.1: Electrical permittivity of Earth's most common material (taken from Telford et al., 1990)
2.3.2. Magnetic properties of rocks
2.3.2.1. Magntic prmability
Magnetic permeability  define the magnetization of a given material which is expose to a induced magnetic  
field. The third constitutive equation describe the relation between magnetic induction B, magnetic intensity  
and H and magnetic permeability
B=H (2.4)
Magnetic permeability  is a combination of the magnetic permeability in vacuum (0=4p*10
-7 As/Am) and the 
relative magnetic ermeability  T , which has no units and if secific for each material,
=T×0 (2.5)
Earth's most common materials has a ermeability in value close to the ermeability in vacuum (0), excet 
for those with high concentrations of iron. Take for instance, the relative ermeability of basalts, that contains 
2% of  magnetite  (Fe3O4),  is  T=1.08,  while  a  basalt  with  5% of  magnetite  is  T =1.18.  Gabbros  and 
eridotites, that tyically contains magnetite, have similar values of relative ermeability (Carmichael, 1989).  
So in the resence of layers with high concentrations of magnetic mineral the assumtion that =0,  could 
difficult the interretation of MT data.
2.4. MT assumptions
Considering electromagnetic induction on the Earth, some assumtions has to be considered in order to  
simlify  the calculations,  those  were  develoed based on the research  of   Cagniard,  1953;  Keller  and 
Frischknecht, 1966, among others.
i. Maxwell's electromagnetic equations are obeyed.
ii. The Earth do no generate electromagnetic energy, only absorb or dissiate it.
iii. Away  from  their  source,  all  fields  can  be  resumed  to  be  conservative  and  analytic  .
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iv. The EM source fields utilised by the MT method may be treated as being uniform, lane-olarised  
EM waves, which are generated at a relatively distant (from the Earth surface) source and have 
near-vertical  angle  of  incidence  to  the  Earths  surface.  This  lane-wave  aroximation  may  be 
violated if measurements were made in the olar or equatorial regions or, if for other reasons, the 
source is considered to be too close.
v. No accumulation of free charges is exected to be sustained within a  layered Earth. In a multi-
dimensional Earth, charges can accumulate along discontinuities. This generates a non-inductive 
henomenon known as static shift.
vi. The charges are conserved, in fact the Earth is similar to an ohmic conductor, following the equation:
j= E , (2.6)
where  j is the current density (in A m-2),  is the conductivity of the medium (Sm-1), and E is the 
electric field (en Vm-1).
vii. The  electric  dislacement  field  is  quasi-static  for  MT sounding  eriods.  Therefore,  time-varying 
dislacement currents (arising from olarisation effects) are negligible comared with time-varying 
conduction currents, which romotes the treatment of electromagnetic induction in the Earth urely 
as a diffusion rocess.
viii. Any variations in  the electrical  ermittivity  and magnetic  ermeability  of  rocks and minerals  are 
negligible comared with variations in the bulk rock conductivities 
2.5. Fundamental Equations
The fundamental equations of MT method are the Maxwell' s equations, which describe the behaviour of an  
electromagnetic wave at any given frequency, within a magnetic olarized medium, and are describe as it  
follow:
i. Gauss Law for the electric field: The electric field (or the electric displacement D = 0 E) is a field  
with  the charge density  as its  source.  The electric  displacement  through a closed surface of  a  
volume is equal to the electric charges inside the volume, 
Ñ×E=q
0
(2.7)
ii. Faradays Law: Any time variation of the magnetic field causes an electric vortex field. Or, in other 
words, time variations of the magnetic field induce corresponding changes in the electric field flowing 
in a closed loop with the axis oriented in the direction of the inducing field, 
ÑE=-¶B
¶ t
(2.8)
iii. Ampère-Maxwells Law: The magnetic field depends on the electrical current density of free charges 
and the time variation of the electric displacement. The magnetic field along the edges of a surface is  
equal to the sum of the electric currents and the time variations of the current displacement through 
the surface, 
ÑH= j f
¶D
¶ t
(2.9)
iv. Gauss Law for the magnetic field: The magnetic field is source free. There are no free magnetic 
charges, i. e., magnetic monopoles do not exist, 
Ñ×B=0 (2.10)
In an EM problem, each of the fields must satisfy Maxwells Equations, and equations derived therefrom. In 
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addition,  appropriate  conditions  need  to  be  applied  at  boundaries  between  the  homogeneous  regions 
involved in the problem, e.g., at the air-Earth interface.  
2.6. MT transfer equations
The MT transfer equations are defined as a function which relates electromagnetic fields measure at a given 
frequency. Depending only on the electromagnetic properties of the materials through the electromagnetic  
waves travels and not on the EM source.
2.6.1. Impedance tensor
The impedance tensor Z is a complex matrix of second rank frequency depended. Describe the orthogonal 
relation between the horizontal components of the electric field (Ex, Ey) and the component of the magnetic 
field (Hx, Hy) at any given frequency, the impedance tensor is defined:
E=Z H , ExEy  = 
Z xx Z xy
Z yx Z yy H xH y  (2.11)
The impedance tensor (Z) is complex, so each matrix element is a complex number that holds both real and 
imaginary parts, and has not just a magnitude but also a phase.
2.6.2. Geomagnetic transfer function
The geomagnetic transfer function T describes the relation between horizontal and vertical components of 
the magnetic field as it follows:
H z=T x ,T y  HxH y (2.12)
The geomagnetic transfer function is a complex vector frequency dependent. A common simplification is the 
induction  arrow  (Parkinson  (1959,  1962)  y  Wiese  (1962)).  The  induction  arrows  are  real  vector 
dimensionless,
TÂ=ÂT x ,ÂT y  (2.13),
T Á=ÁT x ,ÁT y (2.14),
The induction arrows represent the real and imaginary parts of the geomagnetic transfer function on the xy  
planes. They can be utilised to indicate the presence or absent of lateral variations in conductivity, provide  
the vertical magnetic field are generated by lateral conductivity gradients (Jones y Pierce , 1970; Jones,  
1986; Simpsom y Bahr, 2005). There are two ways to plot induction arrows:
i. The Parkison method  (Parkinson,  1959),  where vectors generally  point  towards the direction of 
anomaly  current  concentration  (i.e,  a  good conductor).  The  real  arrow or  in  phase  is  given  by
-ÂT x i-ÂT y j  and the imaginary or quadrature arrow ÁT x iÁT y j  , where I and j 
are unitary cartesians vectors which point magnetic North and East, respectively (Jones, 1986).
ii. The Wiese method (Wiese, 1962), where the vectors point on the opposite direction of the anomaly 
current concentration. The magnitude of real induction arrow is given by ÂT x2ÂT y2 and the 
angle arctg  ÂT yÂT x  , while the magnitude for the imaginary induction arrow is ÁT x2ÁT y2
and the angle is arctg  ÁT yÁT x  .
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2.7. Electromagnetic propagation
In  a  uniform or  horizontally  layered  earth  all  currents,  electric  fields  and  magnetic  field  are  practically  
horizontal, regardless of the direction from which these fields enter the earth. This comes about because of 
the high conductivity of the earth compared to the air (Vozzoff, 1972). In terms of Snell's law, could be similar  
to say that  the velocity  in  the earth is  orders of  magnitude smaller than that  outside.  Furthermore,  the 
currents and electric fields are at right angles to the associated magnetic field at each point. If E is positive to 
the north, H must be positive to the east.  The mathematical description of the perpendicular field is:
H=H 0 e-iwt- i-1z (2.15)
E=E0 e-iwt- i-1z  (2.16)
E
0=1-i 
H
0
2
(2.17)
The superscript 0, indicates the value at the surface, w is the angular moment and   magnetic permeability 
and the radio is:
E
0
H
0
=
1-i 
2
[] (2.18)
E
0
H
0
=1-i 1 /2 (2.19)
As E and H are calculated at frequencies that can be measure and   do not vary too much on different 
materials, conductivity can be expresses in function of the radio as:
1 /2=1-i /21/2
H
0
E
0
(2.20)
To calculate the resistivity , hich is the reciprocal of conductivity, the equation is
=
1
	
E
H	
2
(2.21)
This is knon as apparent resistivity  a , it is differentiate from real resistivity because is a parameter 
hich vary depending on ho it is measured, hile the other is an intrinsic characteristic of a material. Using  
a  and the ratio the impedance Z  (Z=E/H) can be calculated at any frequency, as E and H are not in 
phase Z ill alays be an imaginary number.
Other important relation is given by the penetration of the incident energy, hoever most of the incident  
energy on the Earth is reflected, one small portion is transmitted to the surface and then to the ground. This  
energy travels sloly donards on a vertical angle, toards conductive rocks, here magnetic fields are  
induced therefore telluric currents hich flos completely analogous to the electrical currents.
The depth of penetration of the fields is reciprocally related to the conductivity of the layers. On a uniform 
Earth the fields, E and H are eakened exponentially ith depth, the depth here the values of the field  
have reduced by 1/e is knon as skin depth  and is calculated as it follos,
=
 2 [m ]  »503
f [m ]  »0.5
T  [Km ]  (2.22)
here  f is the frequency,  r the resistivity of the medium, T the period,  w the angular momentum,  the 
magnetic permeability and s the conductivity.
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Finally in a homogeneous Earth the magnetic field and the electric field are in-phase by 45º, and a has 
to remain the same at all frequencies. Hoever in a layered or non-homogeneous Earth, the phase varies as 
a response to differences beteen the electric and magnetic fields. With values commonly beteen 0º and 
90º for isotropic 1D or 2D models, in a general sense can be calculated as is follo
ij=tan
-1 ÁZ ijÂZij  (2.23)
2.8. Dimensionality
2.8.1. Unidimensional Earth
In the unidimensional, several approximations had been done, reducing the complexity of the models and 
simplifying equations, among those approximations uniforms half-spaces and multi-layered models can be 
found,  this examples ill be explained ith more details bello.
2.8.1.1. Uniform half-space
In  the  uniform half-space  present  an  homogeneous zone,  ithout  contacts,  base  on  the  equations  for 
perpendicular fields propagation in a uniform space (eq. 2.16, eq. 2.17), the complex value of the impedance 
can be determined as:
Z1D=
Ex 
H y 
=
-Ey 
H x
= i (2.24)
In the 1D case the impedance tensor has to be of the form,
Z
1D
= ( 0 Z-Z 0 ) (2.25)
Whilst joining eq. 2.26 and eq. 2.23, resistivity can be calculated, resulting in,
a , 1D=
1
	i	
2
=
1

= (2.26)
As can be seen resistivity is not frequency dependent. By similar means phase can be determined as not  
frequency dependent ans its value is equal to 45º (Jones, 2002).
2.8.1.2. Multi-layered model
In  a  multi-layered  model  each  layer  impedance  is  a  function  of  its  conductivity  and  the  parameters  
(conductivity and thickness) of the layers in the vicinity (above and bello).
The ratios of any to components in the frequency domain, can be defined as a complex impedance,  Z1D(w), 
varying in function of the radial frequency w, beteen to perpendicular electric field  E(w) and  magnetic 
field  H(w), as:
Z1D=
Ex 
H y 
=
-Ey 
H x
(2.27)
In S.I units Z is ohms. Folloing the same process as ith the impedance and the ratios, apparent resistivity 
can be calculated, giving the folloing equation,
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a , 1D=
1
	ExH y	
2
=
1
	-EyHx 	
2
(2.28)
Finally the phase  beteen the fields is determined by,
1D=tan
-1 ExHy  =tan-1
-Ey 
Hx   (2.29)
2.8.2. Multi-dimensional Earth
Since the mid-1960s methods have been developed for treating a more complex Earth in hich the electrical 
conductivity  varies  horizontally  as  ell  as  vertically.  When  the  geological  structures  are  relatively  long 
compared to their idth, then to-dimensional (2-D) approaches  can be used. In 2-D then the equations 
decouple into to different modes of propagation. In one mode, electric currents are floing parallel to the 
strike of the structures, and is termed the transverse-electric (TE) mode (also E-polarization and E-parallel is  
used). The other mode  describes currents crossing the structures, and is called the transverse-magnetic 
(TM) mode (also  B-polarization, H-polarization, and E-perpendicular). The appropriate MT methods are still 
being developed in areas here the complexity is fully three-dimensional (3D). In some cases  restricted 2D 
interpretation of the 3D data may be valid (Jones, 2002; Ledo, 2006).  
Where  discontinuities  in  electrical  conductivity  exist  there  ill  be  charges  formed  on  its  boundaries. 
According to the Ohm's la (Jn  =sEn) on the contact beteen to mediums ith different conductivities s1 
and s2, in order to keep the electrical flux Jn continuous, the normal electric field En must be discontinuous. 
This is accomplished through charges on the surface hich deflect electric field aay. 
2.9. Distortion effects
The physical principles governing electromagnetic distortions associated to inhomogeneities in the surface 
and topography, has been studied for a fe decades. Berdichevsky et al (1973) propose a classification of 
EM distortion fields in inductive and galvanic effects.  
In the most general case electric and magnetic fields can be represented as a vectorial sum of primary and 
secondary (or distorted) fields. Electrical secondary fields causes by accumulation of electrical charges can 
even  affect  long  periods.  While  secondary  electric  and  magnetic  fields  caused  by  inductive  currents 
disappear rapidly.
2.9.1. Galvanic effect 
The galvanic distortion is caused hen the primary electric field produce electric charges here variations in 
conductivity occur, i.e., at distinct boundaries or at continuous transitions. These excess charges result in  
secondary  electric  fields  hich  add  vectorially  to  the  primary  electric  field.  The  lo frequency  galvanic  
secondary electric  field is a Coulombian field hich can be calculated directly as the gradient of a scalar 
potential (Menvielle, 1988).
The galvanic effect is shon in figure 2.2 here the spatial relationship beteen primary electric field E p, the 
surface charges, the associated secondary field, and the final total current are represented. The polarity of  
the charges result in a secondary field opposing or attracting the primary field, to maintain the continuity of  
the current density normal to the boundaries.
2.9.2. Static shift
Jiracek (1990) stated the effects of boundary charge build-up are a reduction or an enhancement of the total  
electric fields at  different  locations.  Therefore,  MT sounding curves are shifted upard hen measuring 
directly  over  superficial  resistive  bodies  (Figure 2.2b)  and they  are depressed  over  conductive  patches 
(Figure 2.2a). Along the side of a conductive  body a sounding curve is shifted donard; it is shifted upard 
off the ends of the body, and so forth. 
2.9.3. Adjustment distance
Also knon as horizontal skin depth is a calculation of ho vertical current distortion can be affected by 
galvanic effects. In this case resistive layer bodies or layers could be hidden by conductive layers or bodies  
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close to the surface and much more conductive ones bello.
2.9.4. Inductive effects
The inductive effect follos Faraday's la, hereby the time derivative of the primary magnetic field induces 
excessive currents. These vortex currents floing in closed loops produce secondary magnetic fields hich 
add vectorially to the primary magnetic fields. Secondary electric fields corresponding to self and mutual  
induction may be expressed as a time derivative of a vector potential (Menvielle, 1988). 
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Figure  2.2: Galvanic effect. Charges formed on the boundaries of a surface  (a) conductive (b)  
resistive  creating  a  secondary  electrical  field  Es  (dashed  line).  Primary  field  Ep  and  the  
secondary  vectorially  sum producing a total  electrical  field  E,  which  results  in   (c)  currents  
channelling (b) current deviations. Taken from Jiracek (1990)
Figure 2.3: Inductive effect. Induced current vortex on a vertical layer producing  bipolar  
secondary magnetic  fields  Hs. Showed charges are due to galvanic effects.  Taken from  
Jiracek (1990)
3. Geological Background
The Byro sub-basin is located in an area ith a high oil potential, hoever, it has not been ell explored and  
there  is  limited information  available  about  it.  There  is  also  gas  fields  and exploratory  profiles  data  on 
subbasins on its vicinity, besides some regional airbone gravity and magnetic maps and seismic surveys, but  
not close enough to be of interest for this project, hich is hy the area is mostly unexplored and its potential  
is pending on further research. For the above mentioned reasons it is complicated to find local studies and 
detailed descriptions. In the folloing pages a briefly description of the geologic settings from regional to  
local characteristics is intended, to facilitate further interpretation of geophysical data.
3.1. Regional framework
The  area  in  formed  for  several  basins  and  subbasins,  dated  mostly  Late  Carboniferous,  though  no 
paleontological support has been yet provided (Hocking et al., 1987). Some of the most important settings 
are represented by the Merlinleigh sub-basin, Cooccalalaya sub-basin and Gascoyne sub-basin. Located en 
estern Australia (figure 3.1), these are elongated basins oriented to the north, ith mayor east or est  
component depending on the sub-basin and the adjacent fault system. Most of the geological structures are 
also part  of  the Southern Carnavon Basin,  hich is  the mayor geological  feature in  the area, and had 
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Figure  3.1: Index map showing the belt of Permian depositswithin the  
Merlinleigh, Byro, and CoolcalalayaSub-basins and the Perth Basin.  
Black box shows the position of the study area (after Costrella, 1995)
influence in the formation of all the above mentioned.
To the north, the Merlinleigh Sub- basin is separated from the Peedamullah Shelf by the ill- defined Marrilla  
High.  To  the  east,  the  depositional  boundary  of  the  donarp  is  marked  by  the  transgression  of  Late 
Carboniferous to Early  Permian sedimentary rocks either  over  Devonian deposits,  in  the north,  or  over  
Precambrian rocks of the Gascoyne Complex, south of the Lyons River. In outcrop, the Devonian and Early 
Carboniferous  deposits  overlie  Precambrian  rocks.  To  the  south,  Permian  sedimentary  rocks  of  the 
Merlinleigh Sub- basin are either separated from rocks of the same age and facies in the Byro Sub-basin by  
the  Madeline  Fault  System or  they  unconformably  overlie  Precambrian  rocks  of  the  Carrandibby  Inlier 
(Costrella, 1995). This features are shon in figure 3.2, as a map of the tectonic elements of the Southern  
Carnavaron Basin.
The Byro Sub-basin trends northeast in its northern segment, and changes gradually to a northerly trend in 
the southern segment. Magnetic and gravity images suggest that there is no clear boundary beteen the 
Byro and the Coolcalalaya Sub-basins. The separation of the to sub-basins is based on historical reasons,  
but the division cannot be justified on the sparse outcrop in the to areas. The eastern boundary of the Byro 
and Coolcalalaya Sub-basins is marked by the Meeberrie Fault to the north and the Darling Fault to the 
south. To the est,  the boundary of the Byro and Coolcalalaya Sub-basins is controlled from south to north  
by the Northampton Complex, the Yandi Fault, and the Ajana Ridge. 
The estern boundary of the Merlinleigh Sub-basin is represented by the Ajana Fault System in the south,  
hereas further to the north basal Late Carboniferous to Early Permian sedimentary rocks of the Lyons 
Group  transgress the Devonian to Early Carboniferous sequence of the Gascoyne Platform. In a limited  
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Figure  3.2:  Tectonic  elements of  the Southern Carnarvon Basin  
and adjoining basins , blue line indicates the approximate position  
of the profile (after Mory et al. 2003)
Fig. 3.3
area in the northest the loermost sedimentary rocks are Silurian. Further north, the Permian sequence is  
depositionally continuous ith the Permian of the Remarkable Hill area (northestern Gascoyne Sub-basin),  
and ith the estern section of the Peedamullah Shelf, here sedimentation continued into the Mesozoic. 
The Wandagee Ridge partially interrupts the continuity beteen the to regions, and probably represents an 
old high here Carboniferous to Permian sediments ere probably never deposited or ere very thin. 
The Merlinleigh ‘downwarp’ is filled primarily by Late Carboniferous to Early Permian sedimentary rocks that  
overlie  Devonian  to  Early  Carboniferous  sedimentary  rocks  in  the  northern  half  of  the  sub-basin  and 
Precambrian rocks in the southern half. In the Byro Sub-basin, including part of the area historically referred  
to as the Coolcalalaya Sub-basin, the Carboniferous to Early Permian sequence directly transgressed the 
Precambrian  basement  .  The  substratum  of  the  almost  entirely  concealed  Coolcalalaya  Sub-basin  is 
considered to consist of Silurian and Devonian rocks in its western part (Hocking et al., 1987). 
A major eustatic fall in sea level occurred at the end of the Devonian – Early Carboniferous cycle. The fall  
was possibly caused by a world-wide decrease in temperature  and the resulting formation of extensive  
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Figure 3.3: Palaeozoic palaeogeographic evolution of the Southern Carnarvon Basin: a) Late Ordovician –  
Early Silurian,b) Early Carboniferous, c) mid-Carboniferous, d) Tastubian (Early Permian), e) Aktastinian  
(Early  Permian),f)  Baigendzhinian  (Early  Permian).  O  =  Ordovician,  S  =  Silurian,  D  =  Devonian,  C  =  
Carboniferous, P = Permian,Pc = Callytharra Formation, Pw = Wooramel Group. Not to scale; approximate  
area covered is indicated in Figure 3.2 (after Mory et al, 2003)
glaciers. The subsequent emergence may be related to this episode, although it has also been considered 
that tectonic movements at this time may suggest a period of folding (Hocking et al., 1985a, 1987). Warris 
(1994) correlated this movements with the Alice Springs Orogen.
Sedimentation resumed in the Late Carboniferous, probably coinciding with the melting of glaciers and a rise  
in sea level. The transgression of the Lyons Group is locally marked by a basal sandy unit: namely, the 
Harris  Sandstone.  The  distribution  of  the  Harris  Sandstone  appears  to  be  controlled  by  basement 
topography; its age could be Carboniferous or Permian and its depositional environment is considered to  
range from fluvial to lacustrine to marine. Glacial episodes followed, inter- fingering with the predominantly 
marine, shaly sequence to form the Lyons Group. 
A final episode of marine transgression over the area occurred during the Middle–Late Eocene, when the 
coarse-  grained Merlinleigh Sandstone and its time and facies equivalent,  the Pindilya Formation,  were 
deposited.  In  the sub-basins to  the west  the Tertiary  series  lies conformably  over  the Mesozoic  series, 
indicating that, onshore, only epeirogenic movements occurred between the deposition of the Cretaceous 
and Eocene units. The Eocene units indicate a near-shore to coastal setting and on average  are 10 m thick.  
The Eocene sedimentary rocks over-  step Cretaceous sedimentary rocks to  the east  and are therefore 
locally  unconformably  transgressive  on Permian  sedimentary rocks.  The  Eocene sequence  is  critical  in 
establishing  the  structural  history  of  the  area,  since  it  offers  a  direct  indication  of  the  age  of  the  last  
tectonism, which post-dates its deposition.  A diagram of the evolution of the southern Carnavon Basin, 
showing a summary of all the above details can be found in figure 3.3.
3.2. Byro Sub-basin
3.2.1. Estructural and geological evolution
The Byro Sub-basin, as was previously mentioned, show a northeasterly trend on its north side while its  
south flank is more north directed. As seen on figure 3.2, Byro Sub-basin border at North with the Madeline 
fault and the Carrandibby Inlier, to the west and southwest with the Madeline fault and Coolcalalaya Sub-
basin and the Ajana ridge, while to the south and east with the Yilgarn craton and the Gascoyne complex.
Generally, strata in the Byro Sub-basins have steeper dips than strata in the Gascoyne Platform to the west, 
and folds and faults are more common. This may be a function of the basement fabric east of the Wandagee  
and Ajana Ridges, which has acted as the loci  for mid-Carboniferous – Permian rifting and subsequent 
reactivation of faults. Since the orientation of these sub-basins does not match structural orientations in the  
Gascoyne Complex to the east, or the Carrandibby Inlier, basement below most of the Byro  Sub-basins may 
belong to the Pinjarra Orogen (Mory et al. 2003). 
Isopach maps for the Lower Permian section (Iasky et al., 2003, figs 7–9; Eyles et al., 2003) indicate down-
warping along the west of the sub-basin during or just prior to deposition of the Lyons Group in the Late 
Carboniferous  to  Early  Permian  (Mory  et  al.  2003).  They  also  indicate  that  the  overlying  Callytharra  
Formation was deposited in a period of quiescence. The deltaic Wooramel Group represents a period of 
sediment oversupply during which the rate of deposition was considerably less than that for the overlying 
Byro Group (greater than 300 m/m.y.; Mory and Backhouse, 1997), implying associated tectonism in the late  
Early Permian. 
As there is no record of Kungurian (early Late Permian) to Valanginian (Early Cretaceous) deposition, the 
major uplift and erosion of the Byro Sub-basins  cannot be dated directly. The major event along the entire 
western margin of Australia is the Late Jurassic – Early  Cretaceous separation of Australia  from Greater  
India, so significant tectonism should have affected the Southern  Carnarvon Basin at this time. The structure 
of the region was also probably influenced by Late Permian deformation as seen in the northern Perth Basin 
(Iasky  et al., 2003). The main structures formed by transtensional  movements attributed to breakup are 
northerly oriented  anticlines along the western margin of the sub-basin, such  as  the Quail Anticline, and 
northwesterly oriented faults,  such as the Cardabia Transfer Fault (Costrella and Iasky, 1997). Figure 3.4 
show the geological features around Byro Sub-basin as well as major formations and two stratigraphycal  
profiles, passing through its middle.
With the convergence of Australia with the Eurasian Plate along the Banda Arc in the mid-Cretaceous, the 
tectonic  regime  of  the  Australian  Plate  switched  from  extensional  to  compressional  (Veevers,  1991).  
Maximum compression over the Australian Plate has remained mostly in a north–south direction since then 
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(Harris, 1994), although changes to this direction may have resulted from the rotation of the Australian Plate.  
During this  period the prevailing north–south  maximum shortening  direction implies significant dextral 
strike-slip movement along northeasterly orientated faults, as in the Giralia area, and predominantly normal  
movement along northerly oriented faults (Iasky et al., 1998a). Miocene deformation in the Byro  Sub-basin is 
difficult to demonstrate as Cretaceous strata are restricted to the western margin of the Merlinleigh  Sub-
basin and are  absent in the Byro Sub-basin. Minor  Quaternary movements in the area were possibly 
associated with the  Meeberrie Fault on the eastern side  of the Byro Sub-basin, as shown by the Meeberrie  
earthquake in 1941  (Everingham, 1968). 
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Figure  3.4: Diagrammatic cross-sections and palaeogeographic reconstructions of  
the Carnavon Basin, emphazising Byro Sub-basin settings and profiles. Black box  
highligths the area of study and the stations location. Green and red lines idicates P  
and L profiles respectively (modified from GSWA, bulletin 133, plate 3, 1985)
Figure 3.4. Continuation. 
3.2.2. Local Geology
Geology of the Byro Sub-basin is well related with its neibouring basins, however the lack of deposition after 
the Early Permian make one of its unique features, figure 3.5 shows Byro Sub-basin stratigraphy. The Yilgarn  
Craton  represent  both  the  west  boundary  and  the  igneo-metamorphic  basement  of  the  Sub-Basin  and 
constitutes the bulk of the WA land mass. Most of the following information was taken from the Geological 
Survey of Western Australia web site (www.bdforms.ga.gov.au)
Lyons Group (without differentiation)
Knows previously as Lyons formation and Lyons conglomarate. It groups the Austin Formation, Carrandibby 
Formation,  Cayango  Graywacke,  Dumbardo  Siltstone,  Harris  Sandstone,  Koomberan  Graywacke  and 
Weedarra Shale. 
Lyons group is  mainly compose from immature  sandstone,  wacke, siltstone,  shale and tillite;  numerous 
glacial erratics. The maximun thickness is 1478 meters, aged Late Carboniferous to Early Permian 320 to 
270  My.  Overlies  the  Munabia  Sandstone  contact  type  disconform,  the  Badgeradda  Group  and  the 
Williambury  Formation  both  with  unconform  contact.  Underlies  the  Wooramel  Group  with  contact  type 
unconfoming and the Callythara Formation, contact type conforming.
Callythara Formation
Used to be clasified as part of the Lyons Group in some 2003 Gelogic survey of Western Australia (GSWA)  
publications but was changed by 2008. Is aged Early Permian.
Callythara  Formation  is  mostly  compose  of  calcareous  siltstone  and  hard  calcarenite,  limestone, 
conglomerate; very fossiliferous; from evironments glacigene and marine, the maximun thickness is about 
265 meters. Underlies the Coralia Sandstone, the Wooramel Group and the Moogooloo Sandstone, with not  
specified  contacts  for  the  first  two  and  a  disconformity  for  the  third  one;  and  overlies  the  Carrandibby 
Formation and the Lyons Group, both conform contact.
Ballythanna Member 
It  is  part  of  the Callythara Formation,  aged Early  Permian.  Type secction is  located in  Byro Sub-basin 
Ballythana well, between the 65 and 298 meters, and maximun thickness about 233 meters. Its geological 
description includes fine- to medium-grained sandstone, minor carbonaceous siltstone, locally bioturbated. 
Keogh Formation
This Formation  belongs to Wooramel Group, it is compose of f ine and medium quartz sandstone, lesser 
clayey siltstone, pebble conglomerate and black shale. Holds a maximun thickness of 74 meters and is aged 
Artiskian, period of the Cisuralian, part of the Permian, between 284.4 to 275.6 My. It is in conform contact 
with Madeleine Formation and One Gum Formation, unrlying and overlaying, respectively. 
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Wooramel Group (without differentiation)
Previously  known  as  Wooramel  Sandstone,  it  groups  Bilindiee  Formation,  Congo  Formation,  Curbur 
Formation,  Jimba Jimba Calcarenite,  Keogh Formation,  Moogooloo Sandstone, Nunnery Sandstone and 
One Gun Formation.
Wooramel Group is composed of sandstone, sitlstone and shale. Its maximun thickness is about 500 meters, 
aged Artiskian, period of the Cisuralian and part of the Permian, between 284.4 – 275.6 My. Undelies  Byro 
Group contact conform; and overlies Callytharra Formation and Lyons Group, disconformity and unknown 
contact respectively.
Byro Group
Used to be a known as Byro Formation, but its definition changed to groups Narker Formation, Bulgadoo 
Shale, Cundlego Formation, Madeleine Formation, Mellens Sandstone, Nalbia Sandstone, Quinnanie Shale, 
Coyrie Formation,  Wandagee Formation. 
It  is  mainly  composed of  siltstone,  quartz  wacke,  shale,  sandstone,  claystone;  locally  fossiliferous shelf 
sequence. Aged Artiskian, period of the Cisuralian and part of the Permian, between 284.4 – 275.6 My.  
Ovelies Woomarel Group with a not specified contact; and underlies Chinty Formation and Kennedy Group 
with unconform and disconform contact, respectively.
Yilgarn Craton
The Yilgarn Craton is composed of Archaean rocks, predominantly granitoids, that are crossed by north-
northwest-trending belts of greenstones. The Yilgarn Craton appears to have been assembled between 2.94 
and 2.63 Ga by the accretion of a multitude of formerly present blocks or terranes of existing continental  
crust, most of which formed between 3.2 Ga and 2.8 Ga.
This accretion event is recorded by widespread granite and granodiorite intrusions, which comprise over 
70% of the Yilgarn craton; voluminous tholeiitic basalt and komatiite volcanism; regional metamorphism and 
deformation as well as the emplacement of the vast majority of the craton's endowment in gold 
mineralisation. These accretion events occurred in several phases, probably by accretion of continental 
fragments separated by pauses in subduction, with renewed activity occurring episodically.
The craton is primarily composed of approximately 2.8 billion year old granite-gneiss metamorphic terrain , 
and three granite-greenstone terrains.
17
3.3. Previous works
Even though the area has not been well  explored yet,  its natural  potential  is  well  known. Based in the 
surroundings and in regional studies some of its mayor features has been defined. Specially important are  
the  gravity  and  magnetic  maps,  develop  from  the  Australian  Geologic  Survey  Organization's  (AGSO) 
database, those were generated in order to identify structures in the area of Mairlinleigh and Byro Sub-
Basins,  for  a  report  for  the  Geological  Survey  of  Western  Australia  about  Structural  evolution  and 
Hydrocarbon potential of the above mentioned Sub-Basins, by Angelo Costrella in 1995. Based on those 
maps some interpretations have been made, for example, in the gravity map no limit between Byro and 
Coolcalalaya  sub-basins  can  be  drawn  (figure  3.6)  they  are  divided  for  historical  reasons  rather  than 
geological. 
Through the analysis of the magnetic and gravity anomaly maps, the distributions of the structures were 
defined. The gravity image (Fig. 3.7) of the Merlinleigh Sub-basinnnnn shows a north-northwesterly trending 
lineament  subparallel to the surface of the Wandagee Fault, a subparallel trough to the east, and several  
northeasterly trending lineaments. The gravity image also illustrates that the Byro Sub-basin is characterized 
in its northern section by southwesterly trending lineaments, which become more southerly trending to the  
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Figure  3.5:  Stratigraphy  zonation  for  the  Carnarvon  Basin,  making  
special  emphazis  in  Byro  Sub-basin  (modified  from  Mory  and  
Backhouse, 1997) 
west and extend into the Coolcalalaya Sub-basin as lineaments trending north–south (Costrella, 1995). 
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Figure  3.6:  gravity  map  Merlinleigh  and  Byro  Sub-basins,  
interpreted (left) and without interpretation (right), showing limits  
and distribution of the structures present in the area (taken from  
Costella, 1995)
Figure 3.7: magnetic map Merlinleigh and Byro Sub-basins,  
interpreted (left) and without interpretation (right), showing limits  
and distribution of the structures present in the area (taken from 
Costella, 1995)
Although, other mayor structures were interpreted using the maps, those will not be mentioned because are 
not in the area of interest.
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4. Methodology
The main goal of this project is to carry out a Magnetotelluric (MT) data interpretation going through each 
stage of analysis, inversion, modelling and interpretation of a dataset from Australia. The procedure followed 
in this work is as follows:
1. Consistency analysis, 
2. 1D modelling, 
3. Dimensionality, strike and galvanic distortions analysis, 
4. 2D inversion models. 
5. Preliminary 3D inversion
6. Interpretation
In order to do so, we have use a wide variety of freely available software on a Linux environment. The major  
problem was the constant change of data formats, according to the data input for each program. To solve this 
situation, we have use a large selection of programs to convert the data into the appropriate input format for  
each algorithm. The same is true for plotting tools. The output needs to be adapted and plotted, mostly using 
Generic Mapping Tools (GMT. Wessel and Smith, 1988) and/or Matlab.
The programs used has been developed on different computer languages like Matlab, FORTRAN or Perl,  
and have been developed by Barcelona Center for Surface Imagining (BCSI) personnel. Nevertheless, the 
complete access to the root code, allowed us to adapt the programs according to our project needs.
4.1. Data Acquisition
The  data  was  acquired  in  march  2009,  using  a  phoenix  MT  equipment  MTU  series,  from  Phoenix 
Geophysics, with 4 channels (2 magnetic and 2 electric) and a frequency range of 1kHz to 0.00002Hz (50 
000s). the vertical magnetic field was not recorded leading to no tipper data. Data was processed with the 
program provided by the equipment manufacture company, which is the SSMT 2000.
The acquisition parameters were a east – west profile of about 26 Km with stations every 1.5 Km (fig.4.1)with  
20 stations identified by the codes BYR001A to  BYR021A,  station  BYR011A was not  available  for  this 
project.  Two electrical  channels  and 2 magnetic were recorded, with a maximum period range of  3000 
seconds.
4.2. Software
4.2.1. rhoplus
This software was originally  written by Robert  Parker and his  group at  the Institute of  Geophysics and 
Planetary Physics at University of California San Diego with substantial modifications by John Booker from 
University of Washington, it is written in Fortran (Parker and Booker, 1996).
Rhoplus find the best fitting 1D model and  tests consistency of MT data at a single site. The rational behind  
the algorithm is that criteria for consistency of a collection of MT impedance measurements at a single site is  
the same for B-polarization as is for one dimensional MT sounding (Kaikkonen, 1994). This mean that data  
can be tested for consistency assuming that they are B-polarized and applying a 1D test.
Models used for testing consistency for complex admittance data with the assumption of one-dimensionality 
are those to be said class D+, and are solved in terms of a finite number of infinitely thin, infinitely conducting  
layers. The input of the algorithm are apparent resistivities and phases. 
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Figure 4.1: Profile indicating the position of the stations
Once data is uploaded, the program runs an inversion and gives the best fit  approximation of the data, 
allowing to determine uncertainty points and misadjusted data either for a given frequency range or a single 
one. This kind of test provides a mayor degree of certainty on the data and can be use as a semi-statistical  
analysis (Parker and Booker, 1996). 
4.2.2. Occam1D
Occam1D is  an algorithm that  performs a  1D inversion of  MT data.  Developed by  Steven  Constable, 
Catherine Constable and Bob Parker (Constable et al., 1987) at SCRIPPS, the version used for this project 
has been 2.01 and is written in FORTRAN 77.
The rational behind the algorithm is to create a smooth 1D solution to a MT dataset. Regardless that a 
unique solution is not possible when working with real data, the goal is to find the smoothest model which fits  
data to a prescribed tolerance. Least-squares inversion is the method used in this program. However, the  
models are the simplest models that can explain the data within the tolerance level set by the user, being that 
the main purpose of the inversion and where the name occam comes from.  
The input data are resistivities and phases. There is a j2occam FORTRAN77 routine that allow us to create 
the necessary input files for Occam1D. The user must determine general parameters of the model such as 
number of iterations or layers per decade as well as total number of layer to create the model. The main 
drawback of Occam1D is that it is highly sensitive to noisy data, to overcome this problem data must be 
carefully selected. 
4.2.3. Strike
Strike is a data decomposition program develop by Gary McNeice and Alan Jones at the Geophysical Survey  
of Canada, the version used is the 6.0 is written in FORTRAN and can be use in any system (McNeice and 
Jones, 2001).
The program is based in the Groom and Bailey decomposition (GB decomposition). Who proposed a tensor 
decomposition based on a factorization of the telluric distortion tensor C in Pauli matrices, 
C=gTSA (Eq. 4.1)
where g is a scalar term known as “site gain” and T, S and A are the tensor factors termed twist, shear and 
anisotropy (Groom and Bailey, 1989). g and A are non-resolvable parameters, while T and S can be obtained 
using a least-squares technique. G can be obtained from direct inversion of data. A is usually corrected prior 
to inversion joining both modes (TE and TM) at the higher frequencies.
This algorithm propose an extension in which all the physical constraints implicit to the decomposition model  
are imposed simultaneously on the data set and a global minimum misfit solution sought. This procedure 
derives an estimate of regional  strike that is most consistent with the data set in some statistical manner,  
and provides the interpreter with information on the degree to which the whole dataset, or data subset, fit the 
model of regional 2-D with galvanic 3-D distortions (McNeice and Jones, 2001). The objective of this analysis 
is  to  remove  the  first-order  effects  of  galvanic  distortions  produced  by  small-scale,  near-surface 
inhomogeneities in conductivity, and to determine the impedances and strike of the regional 2-D geoelectric  
structure(s) (McNeice and Jones, 2001).
4.2.4. Rebocc
Rebocc is a 2D inversion program created by Weerachai  Siripunvanraporn and Gary Egbert  at Oregon 
University (Siripunvanraporn and Egbert, 2000). Version 1.0, used in this work, was written in FORTRAN95 
by colleagues at Uppsala University based on the original FORTRAN77 program. Rebocc stand for Reduced 
Basic Occam's inversion, as its name suggests is based on the occam procedure, and at the same time is 
also based on on the Gauss-Newton (GN) inversion method, linearising the fit  of  the theoretical  model 
responses to the observational data, with the peculiarity of the use of a parameter used in each iteration of  
the as a step length control and a smoothing parameter.
This parameter is also used for the linear problem of the inversion, finding a particular value in which the 
condition of true misfit and desired misfit are equal, however with real data this condition can not be meet the 
occam process use the model with the minimum misfit as a basis for the next iteration. The variation in 
rebooc is given by moving the inverse problem from model space into the data space, reducing the site 
number of equations to be solved and leading to a more simple approximation resulting in computational 
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resource saving. The main idea is to have a smooth and statistically accurate model, and as fast as possible.
In order to run the program, it is necessary to have an initial model, the data file or files, the sensitivity file,  
distortion matrix and a startup file in which the use of the previous mentioned files will be set to use or not.  
For each data used in the inversion (TE mode, TM mode, determinant or Tipper) there must be a data file, a  
sensitivity  matrix  file  indicating which frequencies to be used, and an optional  distortion matrix  used to  
indicate at which station static shift has to be corrected for and at which frequencies will be estimated. There  
is  an additional  startup file  to  set  up general  inversion parameters  such as initial  model,  desired error,  
maximum number of iterations, etc.
4.2.5. WSINV3DMT 
WSINV3DMT  was  developed  by  Weerachai  Siripunvanraporn,  Gary  Egbert  and  Makoto  Uyeshida 
(Siripunvanraporn et al, 2005) the fundamentals are the same used as in rebocc. This algorithm performs a 
full 3D MT data inversion, using an extended version of the 2D data space Occam's inversion. The main 
objective is to find the smoothest model which fits the data. The approach is data space, which means that 
the matrix dimensions depend on the data set size. Looking to reduce the computational cost and improve  
the stability at the same time that simple and characterizable models are obtained.
As  rebocc,  WSINV3DMT  works  in  any  system  and  was  developed  in  FORTRAN77,  however  the 
computational requirements are important, which is why a bigger hardware has to be used. In this case the  
computer cluster of the Barcelona Center for Surface Imagining was used, its specifications are Computing 
cluster Atlantico one master node Sun Fire X4200 (2 x AMD Opteron 2218 dual core, 2.6 GHz, 8Gb RAM), 6 
computation nodes Sun Fire X2200 (2 x AMD Opteron 2222 dual core, 3.0 GHz, 16Gb RAM) with Infiniband. 
connections Rockscluster  operating system. The server  works with  Linux operating system and has as 
storage modules 2 Disks storedge cabins Sun StorageTek 2540 and 3511 (3Tb and 3Tb).
4.2.6. Data Format converters
Although there is an International recognized standard format for MT data, EDI, it is fairly common that as 
mentioned earlier  programs have their  own data and model  input and output formats.  The difference in 
formats  come  from  the  limitations  of  each  programming  language  used  to  create the  program or  the 
limitations of the program itself to retrieve specific parts of the files containing the data.  Those changes that 
need to be made to work with the files are not usually dramatic ones but simple reorganization based on the 
most popular formats, while in other cases imply restructuring the files and certain calculations. The J format 
was the standard used at the Geological Survey of Canada in Ottawa during the 90's, and has been kept as 
an input format in some codes.
The converters used for this project, take the data from J or EDI format and change it into the particular 
format of any of the programs. These programs are developed in both FORTRAN and Pearl programming  
languages. The script used were:
 edi2edi: converts data from the power spectra to apparent resistivity, phase and impedances
 edi2j: converts edi files to J files
 j2oc1d: converts J files to occam1D files
 j2rhoplus: converts J files to rhoplus files
 j2rebocc: converts J files to rebocc files, creating at the same time the basic files necessary to run  
the 2D models
 rm2wsinv3d: converts data and models used by Randy Mackie's 3D inversion code into WS3DINV
4.2.7. Data plotters
In order to visualize the data and analyze it, several plotting programs had been used. The scripts were also 
developed in FORTRAN and/or perl language and they call GMT routines for plotting allowing the user to 
modify the settings. The scripts can graph the final output or just parts of it depending in the function of the  
data  and  the  nature  of  the  analysis  that  had  to  be  carried  out,  a  list  of  the  programs used  and their  
applications is shown below:
 plotedi: plots resistivity, phase, impedances and tipper from a edi format file
 plotj: plots resistivity, phase, impedances and tipper from a J format file
 plotrho+: plots resistivity, phase and 1D model, from a rhoplus inversion
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 plotoccam1d: plots resistivity, phase and 1D model, from a occam1D inversion
 plotdcmp: plots strike's output, for each station
 plotsazm: plots the decomposition for a single station from a strike calculation and the frequencies
 plotroseazm: plots the decomposition for a group of stations from a strike calculation, and shows it  
as a rose of distribution
 plotazm:  plots the decomposition for a group of stations from a strike calculation as a profile for 
different periods
 plotmdl: plots 2D models generated from rebocc
 plotrespm: plots the responces from the 2D models generated from rebocc
 plotfit: plots resistivity models from 2D models  generated with rebocc 
 plotinvwinv3d: plots the fit from WS3DINV
4.3. Processing
Data for this project was received already processed. The output from the acquisition equipment, the time 
series, was already transformed into its spectra and the MT responses calculated. As mentioned earlier, the 
data was received in EDI spectra format and that caused some problems with some of the converters and  
graphing programs, so we decided to convert them into apparent resistivity and impedance EDI. To do so, a 
format converter was used, in this case edi2edi.
Once in EDI format, next step was to graph the data, to have an idea of data quality, identify problematic 
frequencies and to know in a very general sense what to expect for the next steps in the processing. Figure 
4.2 shows one on the outputs of the data on its early stage.
Next step was to create the 1D models, in order to so occam1D software was used. However, previous to the 
models, data format had to be changed again, provided occam1D works with J format data (.dat), all the 
stations had to be changed from EDI format to J, using edi2j program, as an analogy to the use of edi2edi 
program data was again converted and graph in order to check consistency, basically the idea was test that  
no  major  problems  could  arise  in  the  conversion.  Furthermore  stations  were  checked  for  major 
inconsistencies, using the rhoplus algorithm (Parker and Booker, 1996).
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Figure 4.2: Visualization of data in EDI format, showing resistivity and phase, for each  
component of the impedance matrix
4.3.1. Consistency check
Consistency check was a vital step to improve the quality of the data in this project. It gave us a tool to 
discard parts of the data with the minimum degree of uncertainty. As stated previously  rhoplus was the 
program used to check consistency and was designed to, through 1D inversion calculate the consistency of  
the responces, and providing as an output a really robust model, consisting on a  finite number of infinitely 
thin infinitely conducting layers (figure 4.3). The final fit of the (rhoplus) modelled responces to the field data  
provide the tools to define which parts of the data are affecting the sensitivity of the models. Using this, those 
ill-fitted parts from the data can be flagged and also not used in later uses of the rhoplus program, obtaining  
better fitter 1D models. As a important point, through the rhoplus analysis was easier to identify problems in 
the stations, as in station BYR005A (figure 4.4) which was highly noisy specially in the TM mode, probably 
related to acquisition problems, making extremely difficult to use the long periods, however after a thorough  
revision it was determined that parts of the responses could be used in the next steps of this project.
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Figure 4.3: rhoplus consistency check for the xy component of the station BYR003A.
4.3.2. 1D Inversion
After identifying those noisy sections in the data, 1D inversion models were carried out for every single 
station in the study. The idea was to have a general overview of each station situation, resistivity distribution,  
possible anomalies, maximum and minimum penetration depth, and static shift, as a preparation for the 2D 
models. After the data were inverted using  occam1d (Constable et al., 1987) the output  was graph using 
plotocam1d. Figure 4.5 shows an example of the occam1d output showing the apparent resistivity and phase 
fits, along the inversion model. For the inversion a 40 layered medium was used, with a minimum depth 
calculated as a third of the skin depth (see eq. 2.24). Several test were carried out to determinate the layered  
medium, being a 20 layered and 40 layered medium the ones which best fit the data. However, some minor 
variations were completely flagged by the first one, finding then that 40 layer was the more suitable number 
of layers to represent the variations of the medium presented in the dataset.
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Figure 4.4: xy component  from station BYR005A, the noisiest one in the dataset.  
Note that the most outliers occurs at long periods.
The models were quite consistent, especially after the previous data selection using rhoplus. One thing to 
note was that neighbouring sites show similar models, although the resistivities were different. This is caused 
by static shift caused by shallow structures. Although it is normal that values change within one place to  
another,  it  is also important to be sure that those changes are related to geological features and not to 
problems with the acquisition or poor data modelling. Figure 4.6a shows a problematic station, in this case  
data were not revised and noisy sections were used in the inversion process. While figure 4.6b  shows the 
inversion results when noisy sections are not used.
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Figure 4.5: Component yx of the station BYR012A, with a 40 layers model and  
skin depth of 320 m, great adjust and smoothness.
4.3.3. Strike analysis
The decomposition of the data is a way to obtain the electrical strike of the structures. The main idea is 
based on GB strike decomposition (Groom and Bailey, 1989) and particularly McNeice and Jones (2001) 
adapted algorithm, a 2D medium distorted by 3D structures is assumed. Through the separation of  the 
distortion matrix (eq. 4.1) in three Pauli matrices, the physics fundamentals for each one of the components 
of the matrix is found. Specially shear and twist, which distort the electric field changing its direction. 
As the directions of the fields or the perception of those by the acquisition equipment can be altered by the 
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Figure 4.6: comparison between two 1D models of the same station (BYR001A) (a) on top  
has all the data for that station (b) bottom has inconsistent data removed.
presence of  inhomogeneities  or  anomalies close to  the surface,  the direction  of  the fields  can  be also 
miscalculated, phenomena known as galvanic effect (see galvanic effect page 9), that phenomena is also 
corrected when the real direction or strike of the structures and the fields is calculated and applied to the 
data. 
The strike correction is  a vital  step to  improve the 2D models,  because otherwise the structures being 
calculated will be out of proportion or position, in other words, the structures being plotted will be a projection  
of the real ones, which could result in miscalculations when using nit corrected data.
The strike of the structures after calculated was plotted, utilizing the programs plotsazm, plotroseazm and 
plotazm  (figure  4.7  and  4.8),  from  the  analysis  of  the  strike  of  the  stations,  a  general  trend  can  be 
determined. That trend is the strike of the structures, however it could be more than one depending on the  
length of the profile or the study area. Also the strike could vary from one station to another or between 
periods of the same station, even though his could be related to geologic effects or the anisotropy of the 
area, major structures should dominate the strike directions. In order to find those structures and not to  
wrongly push the limits  of  the resolution of  the method it  is  better  to find a common strike that  shows 
domination over the most periods and make a better adjustment.
On this case, two main strike were determined, a general of 15º and 60º for the lasts stations (from BYR014A 
until BYR021A), figure 4.7, shows the difference between two stations one with a strike of 15º and the other  
one 60º, those changes on the strike could be attributed to structural geologic changes, such as faults, 
intrusions, dikes, etc.
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Figure 4.7: strike distribution for two stations (BYR003A up; BYR014A bottom). As can be  
seen it displays different overall strike directions which change also at different periods, in  
this case decades. It has been decided that there are two dominating angles 15º  
(probably shallow structures) and 60º (probably deeper structures). Arrow size indicates fit  
to the model, the largest the arrow the better the fit.
4.3.4. 2D inversion
2D models as mentioned before, were carried out using the rebocc ( Siripunvanraporn and Egbert, 1999) 
program  as  modified  by  the  Geophysics  group  of  the  University  of  Uppsala.  These  2D  models  show 
variations of  the resistivity  on the earth  below the stations.  Through the analysis  of  the stations,  some 
anisotropy or 3D features were identified making difficult, in certain zones of the profile, to find the best fit.  
Because it was considered that two main strikes were necessary to interpret the data using 2D models, two 
sets of inversion were developed, one with a strike of 15º for the whole profile and the other with a 60º strike  
for stations 14 to 21. 
Finding the best model was a tedious task. The first step was to do the inversion of the TM mode phase 
only,starting from an initial model represented by a homogeneous half space with a resistivity of 100 ohm-m. 
After reaching a reasonable fit, a second set of inversions were started using the previous model as starting 
model, but including this time the TE phases. 
To determine the best model from this step, several factors were analyzed as misfit value (RMS), geological  
coherency, resistivity distribution and fit of the modelled responses to the measure ones. Once determined 
the best model was used to, that one is used as an input model in the next step.
On the final  step apparent  resistivities are  included in  the  inversion.  As we appreciated during the  1D 
inversions,  it  is necessary to correct  for static shift,  which could be done automatically by the inversion 
algorithm. However the stations to correct and the frequencies at which the correction take place have to be 
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Figure 4.8: different presentations of the data distribution for the whole set of data at a 50  
second period, (a) and (c) are rose distributions while (b) shows the most determinant value  
for each station. The length of the arrows is inversely proportional to the RMS (root mean  
square) misfit
determined by the user. 
The process to run the inversion is simple and does not vary for one or two modes. Starting from an initial  
model, it has been chosen that the the algorithm realizes twenty iterations. From those the model with the 
smallest RMS is taken as the next initial model and the program is ran again. Analysing the results, as was  
mentioned before, the best model from all the runs is taken, although it does not have to be the one with the  
smallest RMS.
At  the  end  two  joint  inversion  models  were  picked  up  as  definitive,  as  well  as  two  more  for  each 
correspondent to the TE and TM modes. The models developed with the complete set of data with a strike 
rotation of 15º and another one enclosing the stations with strike equal to 60º. The results were a really good 
adjust for the whole profile and a less adjusted model. A thorough description of the models will be shown in  
the results section.
4.3.5. 3D inversion
3D modelling is being carried out using an extended version of rebocc, called wsinv3d (Siripunvanraporn et 
al, 2005 ). Although being in a preliminary phase, promising results has been obtained, bringing out some of  
the limitations of the 2D models for this dataset. Further research has to be done to successfully model the  
area, though a step stone may have been set. 
Data used had a 15º strike for the whole profile and the use of the program is very similar to the 2D version,  
however the computational time is fairly bigger. Two modes were inverted and and homogeneous model was 
selected as a initial one, again following an analogous procedure than the used for 2D inversion. 
Data used was in its original format. Just highly noisy and anomalous data was discarded,  rhoplus analysis 
was not carried out. Due to time issues, provided that 3D inversion is an slow process, dataset has to be 
used directly and inversion process started almost at the same time that data analysis did. Finally, inversion 
process followed an analogous procedure than the used for 2D inversion. 
Future models should also include datasets analyzed properly in order to use the data with the best quality  
and improve at the same time the model reliability.
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5. Results and interpretations
Every step in the processing roadmap had its own results which were analyzed separately in preparation for 
the next step. The idea was to clean or filter the data while advancing in order to obtain the best models. 
However, every part offers its own insight of the data giving evidence of the strong and weak points, also 
showing different approach to the identification of anomalies.
Although, in some cases the steps taken were not dependent from each other, data analysis from different 
angles help to reduce the uncertainty degree and provide a sort of comparison for both inversion methods 
and data visualization. 
5.1. EDI formats
First steps in the data analysis are fundamental to determine possible problematic areas or to identify errors  
in processing or importing files. Those small mistakes can accumulate from step to step representing a major 
problem on inversion or interpretation of the models. 
In  order  to  determine  those  anomalies,  data  was  plotted  (figure  5.1  and  5.2)  and  thoroughly  analyze. 
Common patterns in the data were identified. Apparent resistivity values of the XY and YX modes are almost  
identical for most of the frequencies measured. However, between 5 to 50 s  marks change in the trend of  
the data. At this point apparent resistivity curves splits, with YX mode increasing and XY decreasing. That 
behaviour is similar for the phases too, with the difference that the change in trend happens earlier, between 
1 and 10 seconds and, as expected, opposite to the observed in the resistivity, with YX decreasing and XY 
increasing. 
Another detail to point out is the fact that apparent resistivity values increase from the firsts stations of the 
profile to the last ones, as can be noticed in figure 5.1 (top left), where station BYR004A present values  
significantly higher than the others stations, also in figure  5.2, resistivity can be seen at least a decade  
greater than those in figure 5.1. 
Finally figure 5.2 (bottom left) shows that at periods smaller than 10-1 seconds, phase values are negative, 
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Figure 5.1: Responses (apparent resistivity and phase) for stations BYR001A to BYR004A
effect that can be attributed to the presence of 3D anomalies in the area.  
5.2. Consistency Analysis
The consistency analysis showed that in a general sense, the data are good, smooth up to 1000 s.  At this 
point the data started to be more disperse, effect that can be attributed to longer periods needing more 
recording time to be statistically accurate. So, it is normal to lose consistency while getting closer to the  
upper limit (figure 5.3, blue boxes). However, the period range of the affected zone covers a broad quantity  
of data (in some cases even from 100 seconds), showing possible problems (i.e. lack of solar activity) with 
the signal at those points and not just statistical errors are present.
On the other hand, at some stations anomalous points in the middle of the recording (figure 5.3, red box)  
were identified and dismissed, provided that these points strongly affect the resulting models, adding more 
noise than signal to the calculations. 
In a general sense, the XY model was less consistent than the YX data. We could affirm that XY resulted 
more affected by anomalous data than the YX, that could be for the presence of more conductive bodies, for 
whose the XY impedance seems to be more sensible, and also related to the position of the structures  
referent to the profile and the station. Nevertheless, consistency check improve the quality of the data for the 
1D models, while for 2D models its objective is to identify those periods that are not 2D, which can be 
eliminated before the inversion.
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Figure 5.2: Responses (apparent resistivity and phase) for stations BYR019A to BYR021A
Through, consistency analysis, mayor problems in station BYR005A were recognized (as showed in the 
previous chapter, fig. 4.3), the best solution found was use just the short periods and totally dismiss part of  
the data for the 2D models.
It has also been observed that the phase was more sensible to the anomalous data than the resistivity, for  
both cases XY and YX. What gives as a result that phase is faster in noticing anomalies and is a good way to  
distinguish those point that need to be carefully analyze or have to be rejected.
5.3. 1D models
The 1D models shows distribution under the stations comparable with well information, being a useful tool to 
have a quick view of the area. Across the stations difference in resistivity and structures depth can be seen, 
this differences are attributed to galvanic effects. However, the adjustment of the models were quite good,  
with a tolerance of approximately 1.0000 and a roughness below 0.85 for most of the models.  
Figure 5.4 show some examples of the OCCAM models, as they are presented by the program, comparing 
XY inversion with YX for the same station. Some major differences can be seen, for example the distribution 
of the layers or structures. XY for stations 02 and 08 shows 4 layers  while the in same stations YX presents 
one or two, showing a strong variation in the distribution of the conductive and resistive layers depending of 
the direction in which the fields are measure. Variations in resistivity can also be seen, as noticed in the 
previous analysis,  structures are more resistive to the East.  That variations is easily observed between 
stations 02 and 08, being evident that those stations are over different lithology. 
Models created by OCCAM, were put together in two charts in order to easily appreciate the variations  
between them (figure 5.5, 5.6, 5.7 and 5.8).  Those charts were developed in MATLAB. 
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Figure 5.3: RHOPLUS output for three different stations, at the beginning, middle and end of the profile,  
showing resistivity and phase for xy (up) and yx (down) components. Also pointing out inconsistency zones
In the case of the YX models some main details to notice are, the variation of the resistivity, which presents  
smaller values at the beginning of the profile (West) between 10 and 100 ohm-m  while closer to the middle  
(station 06) values get bigger over 100 and 1000 ohm-m, until the end of the profile (East). On the other  
hand, although the curves present mostly the same trend, the depth of the first layer, increase gradually from 
the beginning up to half of the profile and decreasing from the middle to the end. Specifically from station 01 
to 09 values vary between 20 meters to 100 meters of depth, while stations 10 and 12 have values of around  
600 and 300 meters respectively; and from station 13 until the end situation is similar to the firsts part of the 
profile. The variations on the depth of the first layer can be result of the presence of a conductive layer or 
body, making necessary to have longer periods to get deeper, provide that first layer depth is calculated  
through the skin depth.
For the XY models, for stations 01 and 02 the curves shows a four layers distribution, while the rest of the  
profile shows one or two. In the same way that the YX models resistivity values grows from the beginning 
until the end of the profile. Stations 01 to 03 have resistivity values smaller than 100 ohm-m while the rest of  
the profile goes from 100 until 5000 ohm-m. In the case of the depth of the first layer, stations 06, 10 and 12,  
have approximately 250, 350 and 250 meters, respectively, when the other stations show values between 20 
and 100 meters. The reason may be the same that in the YX models, the presence of conductive structures  
alter the skin depth for those stations specifically.
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Figure 5.4: Occam output for two stations, comparing the XY and YX 1D inversion for each one
Figure 5.5: YX component for stations BYR001 to BYR010 on a log-log graph
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Figure 5.6: YX component for stations BYR012 to BYR021 on a log-log graph
Figure 5.7: XY component for stations BYR001 to BYR010 on a log-log graph
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Figure 5.8: XY component for stations BYR012 to BYR021 on a log-log graph
5.4. Galvanic Decomposition
Determinate the electric strike of the main structures is a vital step to obtain the best 2D models, without the  
proper  angle  the  data  might  be  reflecting  just  a  projection  of  the  real  structures  leading  to  a  false 
interpretations. In order to obtain the best approximation, decompose data was visualized in different layouts, 
determining the angles that represent the electrical strike of the structures.
Obtaining the best strike angle which approximates the structures in the area is a process that involves both  
individual and group analysis of the data, identifying tendencies or particular features, that lead to a a better  
definition of the study area. Figure 5.9 shows group data for different periods ranges, from shorter periods 
(top left) to the larger ones (bottom right).     
As can be seen at a frequency of 500 Hz there is not a single direction but different trends varying from one  
station to another one, that could be related to the presence of more reworked material on the superficial  
layers, commonly associated to quaternary units. For longer periods, groups of directions can be identify, in  
cases (b) and (c) almost half of the stations has a straight direction, between 10 and 15 degrees, while the  
other half show variations between 35 to 70 degrees. Case (d) despite of some local effects in stations 06 to 
09, 15 and 18, again two dominant directions may be determined, being 15-20 degrees and 35-45 degrees,  
respectively; local effects could be associated with conductive bodies that create anomalous currents, to  
opposite  directions.  Periods of  50 and 500 seconds are more uniform with  angles between 10 and 15 
degrees.
A main strike  of  about  15 degrees  was taken  as an average for  the whole  set  of  data,  that  could  be  
interpreted as the electric strike of shallow and deep structures. However, from the individual analysis and 
some periods of the group one, such as 50 Hz, 5 Hz and 5 s, showed that a strike angle of 60 degrees 
related to  deeper structures,  could  be applicable.  An important  aspect  to  stress is  that  the error  of  the  
decomposition for stations was never over 3.5 %, which was the error floor value (appendix 8.1). From this 
point data was worked in two parts, one gathering the whole data set with a strike of 15 degrees and the 
other one the data from station 14 to 21 with a strike of 60 degrees. 
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Figure 5.9: strike calculated for every station for different periods (a) 500 Hz (b) 50 Hz (c) 5Hz (d) 5 s (e) 50 s  
(f) 500 s. Note that there is a 90 degrees uncertainty in the angle estimation.
5.5. 2D models
Inversion process leads to different of results in every step. As explained in a previous chapter, TE and TM 
modes were inverted separately to find the best model using it to the inversion of the two modes including  
phases and resistivities. The process was carried out for strikes of 15 and 60 degrees. Besides analytical 
interpretation and floor error analysis was done to determinate those final models.
The analytical interpretations consisted on comparison of the models after each run, looking for variations 
and distributions of the resistivity in order to identify structures or distributions geologically possible, based 
on prior information and comparison with previous stages of the data processing.
As the profile is located in the contact between Byro Sub-basin and the igneous-metamorphic basement, the 
models  should have the sensibility  to notice the transition between the lithology and have resolution to 
appreciate the structures present in the area, even though the high resistivity of the basement hid some 
other major features.
5.5.1. TE and TM modes with strike 15
Error floor analysis of the inversion run process was carried out, determining the best misfit of the data as  
well as analysing the convergence. In others words, decrease and stabilization of the misfit of the models 
was observed to determine the point when it was not varying anymore, which could mean that the algorithm 
has reached is best fit for the data. Which do not necessarily mean that is the best model or the one which 
best fits the geology of the area. However, a minimum error level is expected for the models and necessary 
for further interpretations, the models has to be good enough to fit both geology and data.
Figure 5.10 and 5.11, shows the distribution of the root mean square (RMS) error for each iteration of the 
program, for each model. Algorithm was programmed to run 20 iteration per model, at the end of each 20 
iterations the model with the best fit was taken and used as a initial model for the next run of the algorithm. 
The idea was to find a certain point of stability or convergence in the RMS, as explained before. For the TE 
mode that point was reached on the third run of the program in the eighteenth iteration with a RMS of  
2.1497. While, the TM mode was determined in the fifth run, iteration number eight with a RMS of 1.8205.
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Figure 5.10: RMS distribution for TE mode model with strike 15º. Each colour shows a different run of  
the program and the best model is enhanced with a green square
Figure 5.11: RMS distribution for TM mode model with strike 15º. Each colour shows a different run of the  
program and the best model is enhanced with a green square
Once determined the best model for each mode the resistivity distribution was analyzed as well  as the  
responses of each model to determine no just the best fit of the data but of the study area. Figure 5.12 and  
5.13, show the best models for the TE and TM mode separate inversions. 
Two-dimensional inversion model of the phase of the TE mode (fig. 5.12), shows a conductive zone (from 0-
10 ohm-m) at the beginning of the profile (east side), with a maximum depth of about 3 km, this conductive 
structure goes from station 01 to 03. Underlying structures are more resistive reaching a maximum at 12 Km 
with about 1000 ohm-m. Going further in the profile more resistive zones dominate the area, with values of  
1000 ohm-m and higher, from the surface until 18 km of depth. There is also some conductive anomalies 
underneath stations 08, 14 to 17 and again 20. These conductive  zones may be related to the presence of  
quaternary sediments close to the surface. Nevertheless is important to notice that in the case of the of  
station 8, this conductive zone goes as deeper as 4 km.
The TM mode phase inversion (fig. 5.13) has some similarities but also major differences with the TE mode. 
The conductive body (1 – 10 ohm-m) observed at the beginning of the profile in the TE mode between 
stations 01 -03 is again noticed in the TM. The difference is that goes deeper in this case, reaching about 5.5  
km, being also more disperse. Below this body more resistive layer can be found with a maximum resistivity 
of about 1000 ohm-m at 18 km. Stations 04 to 06 have more resistive values in the surface which get 
conductive with depth. From station 07 until the eastern end of the profile a resistive body (1000 to 5000 
ohm-m) is present, just interrupted for some superficial conductive bodies in stations 07 and 12 and a thin  
conductive layer from station 16 to 21, with a maximum depth of about 8 km, overlying more conductive  
zones (50 to 200 ohm-m) to the end of the vertical resolution. 
Underneath station 7 there is an interesting feature that resembles the one found under station 8 for the TE 
mode inversion, that seems to cut the continuity of the resistive structure. This feature seems to mark the 
presence  of  a  fault,  however  the  variation  on the  sensibility  of  the  modes (TE and  TM)  its  position  is 
displaced. Nevertheless, the similarities in the models remarks some consistency in the structures. 
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Although,  to  decide  which  model  will  be  used  as  an  initial  input  for  the  2D  inversion  of  phases  and 
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Figure 5.12: 2D model for the TE mode of data with strike 15º
Figure 5.13:  2D model for the TM mode of data with strike 15º
resistivities for  both modes,  the responses have to  be checked,  as well  as error  (RMS) and structures 
distribution.
TM mode is  more effective to determine the presence of  conductive structures while TE mode is more 
sensitive  to  more  resistive  structures,  the  later  is  a  general  assumption  that  can  vary  depending  on 
distribution of 3D geological structures (Ledo, 2006), yet regarding the mainly north directed structures (Byro 
Sub-basin,  Meeberrie  fault  system  and  Yilgarn  Craton)  and  that  the  objective  of  the  acquisition  is  to 
determine structures, according to geological maps, north oriented. TM mode seems to be more sensitive,  
because is related to currents crossing the strike. While TE mode to currents flowing parallel to the strike, as  
the profile  has been rotated to be perpendicular to the structures, galvanic and inductive effects will  be 
greater parallel to the structure due to accumulation of charges affecting the TE mode while the TM mode will 
be affected just by galvanic effects (Ledo, 2006).  
The responses of the models shows a good adjustment for both cases, specifically for stations from 01 to 12.  
In the TE case long periods are not used  for stations from 14 to 21 due to the great dispersion presented, for  
short periods the adjustment are quite good. While TM mode shows a good fit of the data in the whole set,  
nevertheless short periods of stations 18 to 21 were neglected for showing negative values in the phase.  
Responses are shown in Appendix 8.2.
5.5.2. 2D model joint inversion of the TE and TM modes with  a strike of 15º
Using the only TM mode best fit as a initial model a 2D joint inversion of TE and TM modes was developed. 
Following the process previously explained, the program was ran several times in order to estimate the  best 
fit  possible for both the data and the geology of the area. As an analogy to the earlier step, error floor  
analysis of the iterations of the program were carried out, to find the best model that approximate the data. At  
every step, models with the best RMS fit were compared with each other and correlated with the geological 
data available.
Figure 5.14: RMS distribution for 2D joint inversion. Each colour shows a different run of the  
program and the best model is enhanced with a green square
After analysing models with the minimum RMS, results that the model that best fit the data was decided to be 
used to interpretate the structures. As can be seen in figure 5.14, the model with the best fit resulted from the 
44
sixth run in the third iteration with a RMS of 3.9826, higher than expected.
The 2D model in figure 5.15 is consistent with the previous models for TE and TM mode only inversions.  
Towards the western side of the profile, underneath sites 01, 02 and 03, there is a conductive layer with  
values smaller than 5 ohm-m, reaching a maximum depth of 2 km, which overlies more resistive units,  
according with the geological map these stations are located over sedimentary rocks of the Byro Group  
composed mainly of siltstone and shales, with resistivity common to sedimentary rocks (see figure 2.1), and 
the Wooramel Group with sandstone and siltstone.
Around station 04 and 05, there is an increase of the resistivity, with values between 200 ohm-m and 5000 
ohm-m, marking the contact between the conductive sedimentary units of Byro Sub-basin and the resistive 
units  of  the  Yilgarn  Craton.  The  Yilgarn  Craton  is  composed  of  Archaean  igneous-metamorphic  rocks 
(resistivity vary from 103 to 107 ohm-m). This resistive zone goes as depth as 5 Km, overlying a conductive 
zone which extends under stations 05 to 14.
Between stations 09 and 10 an anomalous conductive structure was present,  which connects the more 
conductive upper units with the conductive middle crust below 5 km. This structure could be related the 
Meeberrie fault system according with figure 3.4, the P profile crosses two faults which possibly cut the  
profile used in this work. The presence of a conductive contact between two mayor resistive bodies indicates 
the presence of a fault in the area. This enhancement of conductivity has been imaged before by Jones et al.  
(1992),  Unsworth et  al.  (1997) and Jones and Garcia (2005).  Although plausible,  could not  be the only 
explanation. From station 12 until the end of the profile, a resistive structure (200 ohm-m to 5000 ) dominate 
the zone between the surface and 4 to 5 Km depth, in this case the resolution was not good enough to 
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Figure 5.15: 2D model resulting of the inversion of data with a strike of 15º
correlate this zone. Underlying this structure from station 14 to the end of the profile a less resistive zone is  
found. 
Under station 13 a conductive area with values about 50 – 100 ohm-m is present with a maximum depth of  
~2 Km. There is also a conductive structure with about 5 to 10 ohm-m that goes from almost 1Km to 8 Km, 
under station 19. Either case, could be related to the presence of a fault system or and intrusion. However, 
referencing to the structural profile P in figure 3.4, the structure in underneath station 19 could be related to  
another fault. However from the strike analysis of the data, this area presented another angle to rotate the  
stations, giving as a result that data from this site can not be totally trusted.  On the edges of the profile  
conductive structures are found, is important to remember that, these points do not have enough data or 
lateral  correlation  to  be  accurate,  so  boundary  effects  and  extrapolation  shows  structures  that  are  not 
necessarily real.  
The model responses appear in appendix 8.2, the fit between model and data was good despite of the RMS, 
lateral anomalies in the area may be affecting the models, being a sort of indetermination that can not be 
solve through 2D analysis.
5.5.3. Inversion of the TE and TM modes using a strike of 60º
As mentioned before some anomalies present in the data, could be related to anisotropy and/or 3D effects, 
to determine a better approximation of the data stations from 14 to 21 were recalculated and modelled with a  
different strike, conforming a profile of about 10 km. The idea was to define the structures in the best way 
possible. 
Models for TE and TM mode were calculated, finding through several iterations the more suitable ones and 
determining the best to make the 2D model. Following a similar procedure and analysis than in the TE and 
TM modes for data with strike 15º, TM mode was indeed used to calculate the joint inversion model. Even 
though, statistics and models for both modes were done and these results are shown in the following pages.
Figure 5.16 and 5.17, shows the distribution of the RMS for all the models calculations in modes TE and TM 
respectively.  TE mode best fit was determine on the fifth run of the program on the second iteration with a  
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Figure 5.16: RMS distribution for TE mode model with strike 60º. Each colour shows a  
different run of the program and the best model is enhanced with a green square
RMS equal to 2.8525. Whilst TM mode resulted also in the fifth run but in the eighth iterations with a RMS of 
2.3979.
Figure 5.18, represent the model with the best fit for the TE mode, as can be seen the models shows a  
massive resistive body going almost from the surface until 18 Km, showing a maximum value of about 104 
ohm-m at 4 Km depth. 
On the other hand, model for TM mode (fig. 5.19), shows also a resistive body with a less resistive zone 
between stations 17 and 18. Values for the resistivity structure are over 1000 ohm-m, reaching a maximum 
depth of 6 km, and underlying zones although less resistive still with high values (approx. 50 – 500 ohm-m). 
While the less resistive body has 300 ohm-m maximum, and 1.5 km depth.
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Figure 5.17: RMS distribution for TM mode model with strike 60º. Each colour shows a different  
run of the program and the best model is enhanced with a green square
48
Figure 5.18: 2D model for the TE mode of data with strike 60º
Figure 5.19: 2D model for the TM mode of data with strike 60º
5.5.4. 2D inversion of joint TE and TM modes for data with a strike of 60º
Following the same procedure than in the previous joint inversion (data with strike 15º), the initial model for  
the inversion was taken from the model that best fits the TM mode data and structures. Through a repetitive 
process and intense interaction with the inversion program a series of model were developed. After statistical  
analysis  and comparison with geological data, no conclusive models were found. 
The area is affected by anomaly effects, which lead to poor approximations of the data, with high RMS for  
such a short profile, models did not fit the data. A previous hypothesis of the presence of 3D structures close 
to or under the profile was confirmed, giving as a necessary step to run 3D inversions to find the best fit for  
the whole profile.
Although not conclusive results of the error floor analysis (fig. 5.20) and one of the models with the minor  
RMS (fig. 5.21) will be shown to illustrate the effects noted.
Figure 5.20 shows the distribution of the RMS error for each iterations for the different runs of the program 
that were carried on. Most of the models have RMS values around six (6) and none goes smaller than 4.7.  
Another point to stress is that values do not converge into a smooth trend but present clouds of data, that  
can be interpreted as through different iterations models do not completely fit the data. Showing that 60 
degrees may have not been an appropriate strike angle.
On the other hand figure 5.21, present one of the models for the 2D join inversion of the data. With a RMS of 
4.8432 model  number  16 of  the third  run of  the program is  dominated by a  highly  resistive  zone with  
maximum values of more than 104 ohm-m around 4 Km depth. Less resistive layers underlies until the 20 Km 
depth with  values of  about  800 to  3000 ohm-m. The model  is  consistent  with  the geology in  the area 
dominated by the Yilgarn Craton, and besides the resistive structures no other features can be seen.
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Figure 5.20: RMS distribution for joint inversion model with strike 60º. Each colour shows a different  
run of the program and the best model is enhanced with a green square
Responses of the model are not as accurate as were for the data with strike 15º, supporting the idea that  
data was not fit by the model. However, these responses are highly affected by anomalous data on the short  
periods from stations 18 to 21 were, as mentioned earlier, phases took negative values.
5.6. 3D inversion model
3D models were carried out with to define the structures, that for its nature 2D models could not. Although in  
a  preliminary  stage,  the  results  are  promising.  Pointing  out  the  presence  of  3D  structures  that  were  
suspected through the different analysis done already. Another important point to stress is that data set used  
for the inversion as mentioned in a previous chapter did not follow the same analytical procedure than data  
for 2D inversion, due to time issues. As 3D algorithm is more complicated than the 2D one, it takes also more 
computing time to generate results.
3D inversion seems to be a natural step in the data analysis road map. However, the difficulties related to the 
3D algorithm make it a slow process, allowing us to present the preliminary models, of different data slices. 
In both horizontal and vertical direction. In this case, the model that better fits the data, in other words, with  
the minimum RMS was chosen to be show.
Final result is a model that represent resistivity variations in every direction, being possible to define major  
structures, observer in the 2D models. In this part three of the most important figures will be show, while  
appendix 8.3 will content a wider distribution of the model slices, however interpretations regarding the whole  
cube will be made on this section.
Figure 5.22, allow us see the distribution of resistive structures bellow the stations profile, emulating the 2D 
profile. Inside the data bounds, similarities with previous inversions can easily be seen. From stations 01 to  
03, a conductive zone domain the superficial layers with values of about 10 to 40 ohm-m as depth as 4 Km  
(A). Stations 04 and 05 (D), are located probably in a transition area with higher values in resistivity of about 
300 ohm-m, a thin layer of similar resistivity value to the material found under stations 01-03 is found close to  
the surface, though. Stations 06 to 21 are located over really resistive materials (B1 and B2), about 6.000 to 
10.000 ohm-m reaching a maximum depth of about 10 Km, however a layer of less resistive material is found 
close to the surface. A structure with resistivity values about 300 ohm-m under stations 12 and 13 at about 2 
Km (C), cuts the continuity of the resistive body, coinciding with the one found in the 2D models. Underlying 
all the structures mentioned above the area is dominated by a homogeneous zone with a resistivity about  
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Figure 5.21: 2D model for the join inversion of data with strike 60º
300 ohm-m (D),  structure under stations 04 and 05 belongs to this structure, and it is in contact in a minor  
degree with the one under stations 12 and 13. 
Further North structures keeps its distribution but B1 and B2 are more evidently split by C, which tends more  
to the west and reach the surface. While on Southern profiles C disappear under 3 Km and become tends  
more to the East reaching the surface as well, while B1 and B2 get in contact. Resistivity values stills similar 
though. 
A North-South profile over station 12 (fig. 5.23), shows the North and South extension of the B1 and B2 as 
well as C. Can be also noted that the C become superficial to the South and deeper to the North. While the  
B1 and B2 has an opposite dip. Going far West, the zone is dominated by high resistivity as well as to the 
East, fact that can be check on fig. 5.22. A has also lateral continuation (North and South) with its maximum  
extension present under station 01.
In figure 5.24 a plain view at about 3 km depth of the 3D model is presented. Lateral extension of structures  
previously mentioned can be appreciated. Special attention has to be brought over B, at this point that could 
be correlated with the Meeberrie Fault present in the area, which according with the geological map pass  
through the middle of the profile, as well as B1 and B2 could, as interpreted in the 2D models, the Yilgarn  
Craton and A sedimentary structures that belong to Byro Sub-basin. On reference to D according to the 
structural model should be part of the igneous-metamorphic basement represented also by Yilgarn Craton 
with high values that confirms it.
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Figure 5.22: 3D model East-West profile over the stations. Resistivity values range from 10 (red) to 10.000  
(purple) ohm-m. Black line represent the approximate position of the plain view in figure 5.24. Major features are  
identified with letters
A
B1 B2C
D
Conductive structures that could be correlated with a copper mineralization were not found. However, it could 
be hidden by other major structures identified. The zone potential has yet need to be studied and further 
research should provide information enough to completely confirm or discard Byro Sub-basins mining 
potential.
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Figure 5.23: 3D model North-South slice over station 12. Resistivity values range from 10 (red) to  
10.000 (purple) ohm-m
SN
Figure 5.24: Plain view of the 3D model at about 3 Km depth. Showing the position of the stations.  
Resistivity values range from 10 (red) to 10.000 (purple) ohm-m
S
N
5.7. Comparison between 2D and 3D models
As has been seen there was major differences between the 3D model and the 2D model with a strike of 15º, 
2D model with a strike of 60º were discarded regarding to the lack of comparable information provided by it. 
As stated previously, three major features could be appreciated in both models. Sediments of Byro Sub-
basin at the west underneath stations 01, 02 and 03, the Yilgarn Craton occupying almost the rest of the 
profile eastern side between stations 04 to 21, and the Meeberiee Fault under stations 10 and 12 (3D model) 
and 13 (2D model). However in the 2D model other features were observed that did not appear in the 3D 
model, i.e. conductive structures under stations 9 and 19. 
These structures were probably the result of anomalies outside the profile that affect the measures, provided 
that 2D inversion confine into a profile data measured in all directions. Throug this process anomalies not 
exactly located underneath the profile were projected under it. These kind of situations could lead to 
mistakes in the interpretations.
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6. Conclusions and future work
• As was proven through the  different  analyzes carried out  on the dataset,  consistency check  is 
important to improve accuracy of the models, either 1D or 2D. The main reason is that data was 
discarded based on its statistical misfit. Without the help of the consistency check part of the dataset  
could have been completely  discarded, because it  seems impossible to adjust  the models,  i.  e.  
station BYR005A.
• In order to have information in advance, increase the prior information and to determinate anomalies 
and directions of the structures, 1D models are recommended. It gives a broad vision of the stations 
that is helpful to prepare oneself for further steps in the interpretation process.
• Decomposition analysis of the dataset was a vital step to determinate the distribution of the electrical  
strike  of  the structures present  in  the area.  Through this  analysis,  two major  tendencies in  the  
electric strike could be determine, 15º for the whole dataset more related to shallow structures while 
60º for stations 14 to 21, probably  representing the deeper structures. The analysis and posterior 
rotation  of  the  stations  correct  also  galvanic  effects,  necessary  step  to  obtain  2D models  that  
accurately represent the electrical resistivity distribution in the surface.
• TE and TM modes inversion resulted in a quite accurate identification of the structures, setting the 
ground for 2D and 3D join inversion and interpretations. More specifically TM mode, proved to reflect 
the majority of the structures specially the contacts between resistive and conductive zones, as the 
Meeberiee Fault located below stations BYR008A and BYR009A. While TE mode, determined the 
resistive bodies, as the Yilgarn Craton, but was not sensible enough to notice the fault. However, 
both modes noticed the change of lithology while going from the sedimentary rocks of Byro Sub-
basin  (stations  BYR001A,  BYR002A  and  BYR003A)  to   the  igneous-metamorphic  Basement 
represented for Yilgarn Craton (rest of the profile).
• From 2D inversion and models with electric strike 15º interpretation, the distribution of the structures 
could be determined. Finding a conductive zone at the west side of the profile under stations 01 to 
03 (previously seen in the TE and TM inversion models), with a maximum depth of about 2 Km. On 
the east a more resistive area domains. However, a conductive structure divides this area under 
stations 09 and 10 (not  present in the 3D model).  Under station 13 another conductive zone is 
identified, but not so important as the previous one (but existing on the 3D model),  while under 
station 19 a conductive structure intrusionate the resistive zone. The structures mentioned before 
correspond to sediments of the Byro Sub-basin, the Yilgarn Craton, Meeberiee Fault, and a possible 
candidate  for  mineralization,  respectively.  However,  the  structure  under  station  19  could  not  be 
correlated  with  any  known geological  feature.  In  addition,  underlying  structures  of  the  igneous-
metamorphic basement from Yilgarn Craton should be appreciated,  the resolution of the model does 
not permit to fully noticed it.
• Interpretations  over  the  2D  inversion  models  of  dataset  with  an  electric  strike  of  60º,  were 
inconclusive.  Major  variations  could  not  been observed.  TE mode inversion  showed a  resistive 
structures that dominates the whole area. TM mode showed more details, such as a conductive 
body within a resistive zone close to the surface, while more resistive structures underlies. On the 
other hand, the model for the join inversion, tended to be more related to the TE mode, without 
reflecting variations but a resistive zone. 
• Although effective 2D inversion do not give an absolute answer, use of prior data (geological and  
geophysical) is necessary to improve the results and decrease the level of uncertainties. What is 
more, some structures observed in the 2D model were not seen in the 3D one, being probably 
extrapolation of the 2D model and not real structures (Jones and Garcia, 2003). Another important  
point is that, models with the minor error or best adjustment of the dataset do not lead to more 
geologically accurate models but just to the best fit of the data. 
• From analysis  carried out (1D and 2D inversion) could be seen that  3D structures effects were 
present in the area,  leading to the necessity of a 3D inversion. The idea was, to determinate the 
distributions of the structures which creates the anomalies, provide that 2D analysis proven not to be 
enough. 3D Models showed a conductive zone to the west with a maximum depth of about 3 Km, 
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belonging to sedimentary rocks of  the Byro Sub-basin,  a highly resistive zone spare by a more 
conducive  one,  correlated  with  the  Yilgran  Craton  and  the  Meeberiee  Fault,  and  a  basement 
outcropping in stations 04 and 05. However, any anomaly that could be correlated with the presence  
of a sort of mineralization was not found.
• The smoothness and homogeneity of the 3D models and the structures observed, confirm that the 
limitations of the 2D model were due to 3D effects in the area. 
Future work:
• To make different test with data inversions of the TE and TM mode, in order to determinate which 
one offers the best fit  of the geology of the area of study.  Comparing the resulting models and 
focusing on the particular characteristics of the exploring zone, i.e. lithology.
• In order to determine the mineral potential of the area, several exploratory profiles should be done in  
the vicinity of the area of study. It is specially important to extent the profile further east and west as 
well as do parallel ones, to have more information over the conductive zones found.
• 3D inversion should be repeated using in this case data properly analyzed, which already pass 
through the consistency analysis. Improving its quality and discarding some uncertainties product of  
the misfit in the dataset.
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8. Appendices
8.1. Decomposition analysis errors
Appendix 8.1, shows the distribution of the errors for the decomposition analysis. This error comes represent 
by the misfit RMS of the algorithm. Derivation of confidence intervals on the estimated regional impedances  
is complicated by two factors: (1) the transformation between measured and 2-D regional impedances is 
non- linear and therefore the parameters do not have a linear dependence on the noise; (2) the distribution of 
the  measured  impedance  elements  is  unknown.  This  lack  of  knowledge  about  the  distribution  of  the 
impedance  elements prevents the use of parametric techniques to estimate confidence limits (McNeice and 
Jones, 2001). 
Figure 8.1: Errors calculated for the decomposition of the dataset. Stations BYR001 to  
BYR013. 
Figure 8.2: Errors calculated for the decomposition of the dataset. Stations BYR014 to  
BYR021. 
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8.2. Responses of the 2D and 3D models
Responses for 2D and 3D models are presented in this part. This responses could be correlated with the fit  
between the model and the dataset. In other words is comparison between de real data and the calculated 
by the mathematical model.
The responses of the model are a good way to determine its closeness to the reality, however, they do not 
indicate the fit of the model with the geological structures but just the dataset.
8.2.1. Responses for dataset with electric strike 15º
TE mode
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Figure 8.3: Responses of the 2D model for the TE mode with strike 15º. Stations  
BYR001 to BYR013. Data was inverted using just the phases.
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Figure 8.4: Responses of the 2D model for the TE mode with strike 15º. Stations BYR014 to  
BYR021. Data was inverted using just the phases.
TM mode
62
Figure 8.5: Responses of the 2D model for the TM mode with strike 15º. Stations  
BYR001 to BYR013. Data was inverted using just the phases.
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Figure 8.6: Responses of the 2D model for the TM mode with strike 15º. Stations BYR014 to  
BYR021. Data was inverted using just the phases.
2D model 
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Figure 8.7: Responses of the 2D model with strike 15º. Stations BYR001 to BYR013. 
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Figure 8.8: Responses of the 2D model with strike 15º. Stations BYR014 to BYR021. 
8.2.2. Responses for dataset with electric strike 60º
TE mode
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Figure 8.9: Responses of the 2D model for the TE mode with strike 60º. Stations  
BYR014 to BYR021. Data was inverted using just the phases.
TM mode
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Figure 8.10: Responses of the 2D model for the TM mode with strike 60º.  
Stations BYR014 to BYR021. Data was inverted using just the phases.
2D model
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Figure 8.11: Responses of the 2D model  with strike 60º. Stations BYR014 to BYR021
8.2.3. 3D responses
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Figure 8.12: Responses of the 3D model, stations BYR001 to BYR013. 
Figure 8.13: Responses of the 3D model, stations  
BYR014 to BYR021. 
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8.3. 3D model
Models from 3D inversion are shown in several slices in order to present the lateral variations of the data. 
The models  presented here represent West-East,  North-South and vertical  profiles.  Stressing the areas 
close to the dataset and discarding the part of the models to far from it, as these area are the result of 
extrapolation of the algorithm.
West-East profile
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Figure 8.15: West-East profile. North to the dataset
Figure 8.14: West-East profile. Far North to the dataset
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Figure 8.18: West-East profile. Far South to the dataset
Figure 8.17: West-East profile. South to the dataset
Figure 8.16: West-East profile over the dataset
North-South profile
Figure 8.19: North-South profile over station BYR002.
Figure 8.20: North-South profile over station BYR006
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Figure 8.21: North-South profile over station BYR012
Figure 8.22: North-South profile over station BYR017
Vertical profiles
Figure 8.23: Vertical view at about 500 meters depth
Figure 8.24: Vertical view at about 1000 meters depth
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Figure 8.25: Vertical view at about 2 Km depth
Figure 8.26: Vertical view at about 3.5 Km depth
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