Solutions of nonlinear delay and advanced partial difference equations in the space lN×N1  by Petropoulou, E.N. & Siafarikas, P.D.
An Intemaliml Journal 
computers & 
mathematics 
with applkations 
PERGAMON Computers and Mathematics with Applications 45 (2003) 905-934 
www.elsevier.nl/locate/carnwa 
Solutions of 
Nonlinear Delay and Advanced 
Partial Difference Equations in the Space &, 
E. N. PETROPOULOU* AND P. D. SIAFARIKAS 
Department of Mathematics 
University of Patras, Patras, Greece 
panostiath. upatras . gr 
Abstract-A functional analytic method is used to prove a general theorem which establishes the 
existence and the uniqueness of a solution of a clans of nonlinear delay and advanced partial difference 
equations in the Banach space l&n. The proof of the theorem has a constructive character, which 
enables us to obtain a bound of the solution and a region, depending on the initial conditions and the 
parameters of the equation under consideration, where this solution holds. Some known nonlinear 
partial difference equations, which appear in applications, are studied ss particular cases of the 
theorem. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we study a class of nonlinear, nonhomogeneous, partial difference equations of the 
form 
+Ccg(i,j)u(i - nk3,j + Tk3) + Cdl(i,j)ll(i + m4rj - 714) (1.1) 
k=l i=l 
= p(i,j) + -&(i, j)[U(i + U,j + T)]” + &t(i, j)U(i + Q5,j + TtS)‘u(i + ‘=thj + Tt6), 
‘9-2 t=1 
where i = m%,k{%l, bk3)tlr.. . ,j = rna%,l{Tnl,T14}+1,. . . , N, M, K, h, T are positive finite 
integers, ur 7, %l, Tnlj h2r 7m2r (Tk3, Tk3, Ul4, 714, $5, TtSr bt6, Tt& 1 5 72 5 N, 1 < ?77. < M, 
1 5 k 5 K, 1 < 1 5 A, 1 5 t 5 T are nonnegative finite integers. 
Under suitableassumptionsonthecomplexsequencescY,(i,j), b,(i,j), ck(i,j), dl(i,j), fS(i,j), 
gt (i, j>, 1 I n 5 N, 1 I no S M, 1 I k I K, 1 I 1 5 A, s = 2,3, . . . , 1 5 t 5 T, and also under 
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the assumption that p(i, j) E lixN, where 
I’ NxN = u(i,j):NxN+@ 
/ 
, 
i=l j=l 
0.2) 
we prove that there exists a unique solution of (1.1) in an open ball B(0, &) of Zixn. 
Partial difference equations of the form (1.1) appear often in problems of population dynamics. 
Also, such partial difference equations arise by discretising nonlinear partial differential equations, 
in order to solve them numerically. Therefore, qualitative properties of (1.1) may yield useful 
information for its companion partial differential equation. 
The motivation for seeking solutions of nonlinear partial difference equations in the space lkxn 
defined by (1.2) arise from various problems, such as problems of population dynamics, physi- 
cal problems involving perturbation methods, and mathematical problems, concerning boundary 
value problems of partial differential equations, integral equations, partial integrodifferential equa- 
tions, generating analytic functions, Laurent or z-transforms, and numerical schemes. For more 
details, see [l]. 
The fact that the solution u(i, j) of (1.1) belongs to the ball B(O,&) implies that the solu- 
tion of (1.1) is bounded and its upper bound is Rs. This information is very important when 
approximating differential equations by finite-difference (or other) schemes, since in such cases, 
it is by no means assured that the solutions obtained using the discrete numerical scheme under 
consideration will remain bounded (for more details, see [2] and the references therein). 
Also, the fact that the solution ‘~l(i, j) of (1.1) belongs in i&d,, means that limi,i+oo u(i, j) = 0. 
Thus, zero is a locally asymptotically stable equilibrium point of (1.1). Moreover, we can find 
its region of attraction and see how this depends on the parameters of equation (l.l), the non- 
homogeneous term p(i, j), and the initial data. Finally, we should mention that the conditions 
which give the region of attraction can be easily checked, especially when i = 1,2,. . , I < +oo 
and j=l,2,..., J < +oo (see Examples l-5). 
The method we use, and which will be presented in Section 2, is a functional-analytic method 
based on the representation of the space lkxN y b means of two shift operators defined in an 
abstract Banach space. This method was developed for the first time by the authors in [l], 
for the study of linear delay and advanced partial difference equations and is an extension of a 
functional-analytic method, introduced by Ifantis in [3] and used also recently by the authors 
in (4,5] for the study of ordinary nonlinear difference equations in the Banach space 
(1.3) 
with norm 
IlfWIIi:, = 2 If(n ?I=1 
Using this method, equation (1.1) is reduced equivalently to an operator equation on an abstract 
Banach space Hr. For our approach, we also need the following result of Earle and Hamilton [6]. 
If f : X --t X is holomoFphic, i.e., its Frkchet derivative exists, and f(X) lies strictly inside X, 
then f has a unique jked point in X, where X is a bounded, connected and open subset of a Banach 
space E. 
By saying that a subset X’ of X lies strictly inside X, we mean that there exists an el > 0 
such that ]]z’ - y]] > ~1 for all z’ E X’ and y E E - X. 
In Section 3, we formulate and prove a theorem which establishes the existence and the unique- 
ness of the solution of equation (1.1) in the Banach space lhxN. Finally, in Section 4, we apply this 
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theorem for some nonlinear partial difference equations that can be deduced from equation (1.1) 
and that arise in various applications. 
2. PRELIMINARIES-REPRESENTATION OF THE SPACE lixlar 
The space Z,?,xN defined by (1.2) is a Banach space, with norm defined as follows: 
l14idll~,N = g 2 I46Al. (2.1) 
kl j=l 
In the following, H is used to denote an abstract separable Hilbert space with the orthonormal 
baseei,j,i,j=1,2,3 ,..., and elements u E H which have the form u = CE1 Cj”,i(zl, ei,j)eij, 
with norm 11~11~ = Cz”=, Cjp”=i I(u, ei,j)( 2. Also, by Hi, we mean the Banach space consisting 
of those elements u E H which satisfy the condition Cz”=, CE”=, l(u, ei,j)l < +oo. The norm 
in Hi is denoted by l)~l(i = Cz-, Cj”=, I( U, ei,j)J. By u(i, j), we mean an element of the Banach 
space lixN, and by u = Cz”=, C,“=,( U, ei,j)ei,j, we mean that element in Hi generated by u(i, j) E 
lkxn. Finally, we define in H the shift operators Vi, V2 as follows: 
Keij = ei+ij and Vzei,j = ei,j+l, i,j = 1,2 ,.... 
One can easily prove that the shift operators VI, V2 are linear and isometric, i.e., IlVlfll = [IfI\, 
IlV2fll = Ilfll, but not unitary, i.e., their range domain is not all H. Indeed, the range domain 
of VI is 
R(V1) = H 8 {elj, j = 1,2,3,. . .}, 
and the range domain of V2 is 
R(G) = H 8 {ei,l, i = 1,2,3,. . .}. 
Also, it can be easily proved that the adjoint operators VT and V; of VI and V2 are defined as 
follows: 
V;ei,j = Q-l,j, i=2,3 ,..., j=1,2 ,..., V;el,j = 0, j = 1,2,. . . , 
Vz*Qj = Q,j-1, i=1,2 ,..., j=2,3 ,..., Vz*ei,l = 0, i = 1,2,. . . . 
Finally, the following relations hold between VI, V; and VZ, Vg : 
ViVl = I and VI&” = PI, 
V,‘V2 = I and V2VT = P2, 
where PI, P2 are projective operators and 
IlviII = Ilhll = 13 IlV27l = IIWI = 1. 
The following proposition is of fundamental importance in our approach. 
PROPOSITION 2.1. (See (I].) The function 
4 : HI + hq, 
which is defined as follows: 
4(u) = (U, ei,j) = U(i,A, 
is an isomorphism from HI onto lixN. 
(2.2) 
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We call the element u defined by (2.2), the abstract form of u(i, j). In general, if G is a mapping 
in lkxn and N is a mapping in H or HI, we call N(u) the abstract form of G(u(i, j)) if 
G(u(i,j)) = (N(u), ei,j>. (2.3) 
It follows easily [l] that V,‘V;‘u = V;V,‘u is the abstract form of u(i + 1, j + l), V2Vlu = VlVzu 
is the abstract form of u(i - 1, j - l), V{Vlu = VlVg*‘ll is the abstract form of u(i - 1, j + l), 
V2Vcu = V;*V,u is the abstract form of u(i + 1, j - l), and Au is the abstract form of cr(i, j)u(i, j) 1 
where A is the diagonal operator 
Aei,j = ~y(i,j)ei,j, i,j=1,2 ,.... 
We shall state now and prove two lemmas concerning the abstract forms of the nonlinear terms 
that appear in (1.1). More specifically, in the first lemma, we will define the abstract forms of 
CZ”=, fs(i,j)b(i + c,j + ~>l’ and ETA, qt(i,j)u(i + qt5,j + ~~5)21(i + ct6, j + 7t6), and in the 
second lemma, we will prove that the nonlinear operators defined in the first lemma are F’rkhet 
differentiable. Moreover, we will find the FSchet derivative for each one of them. 
LEMMA 2.1. 
(i) Consider the nonlinear operators NoS, which are defined on HI as follows: 
Nos(u) = 2 2 ( 21, ei+0,j+7js ei,j = 2 f&i + o,j + T)Yei,j, s 2 2. (2.4) 
i=l j=l i=l j=l 
Assume that the series Go(w) = Cz”,, q5 *ws is an entire function or has a sufficiently large 
radius of convergence R. Then the nonlinear operator 
NO : NO(U) = 5 fs(~,j)Nd~), (2.5) 
e=2 
for which SUP~,~ If,(i, j)l 5 4, < +oo is defined in the open hall B(0, R) of HI and is the 
abstract form of the operator 
F(u(i + 6, j + T)) = C f,(i, j)[u(i + u, j + T)]‘, (2.6) 
s=2 
in lAxpI. 
(ii) Consider the nonlinear operators Nt which are defined on all HI as follows: 
4(u) = qt(G j)(u, e~+~ls,~+~ts)(~~ ei+~ts,j+~te h,j, l<t<T. (2.7) 
Assume that supif Iqt(i, j)l 5 & < +oo, 1 5 t 5 T. Then Nt(u) are the abstract forms of 
the operators 
(i) From (2.4), we have 
IlNos(~)ll~ = 2 2 IWd4,er,~N = 2 2 2 2 I(2C,ei+o,j+7)s(ei,j,er,J)I 
I=1 J=l 1~1 J=l i=l j=l 
=+ IINos(‘~~)lll = 2 g I( Wei+e+7YI = fJ ~I(~,ei+o,j+~)ld-ll(~,ei+o.j+r)l, s 2 2. 
i=l j=l i=l j=l 
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Thus, for IIuIjr 5 R < I-i, by using Schwartz inequality and taking into consideration 
that R is sufficiently large, we obtain 
ll~os(4Ill 5 RS-lllull~ I R". (2.8) 
Since suPi,j Ifs(n) I 5 A, we obtain from (2.5) and (2.8) 
Thus, the nonlinear 
we see that 
IINo(‘1~)lll L f$R’ < 00. 
s=2 
operator (2.5) is defined in the open ball B(0, Ri) of Hr. Moreover, 
(No(u), ei,j) = 
( 
Ff.443 e fj4i + g,j + T)Yei,j, ei,j 
a-2 i=l j=l ) 
00 
* Vo(u),ei,j) = Cfs(i,j)[u(i + o,j + 7))’ = F(u(i + a,j + T)), 
s=2 
which means that NO(V) is the abstract form of F(u(i + ~,j + r)) 
(ii) We have 
* IlW4ll1 = g fJ I qt(i,d((~, ei+ots,j+Tt5) . (u, ei+a,6,j+Tt6) ei,j, el,J>I 
I=1 J=l 
=b- IIW4lll I IEt (wei+,,,,j++,,)l . I(~,ei+~re,j+sta)l I &llu112 -c +oo, lIt<T. 
Thus, the nonlinear operators N,(u) are defined in all Hr. Moreover, we see that 
(N(u), ei,j) = (qt(i,j)4i + Q5,j + 7t5) . u(i -?- gt6,j + n6)ei,j,ei,j) 
* (j%(U), e&j> = u(i + Q5,j + 7t5) ’ u(i + %6,j + Tt6), 
which means that N,(u) are the abstract forms of u(i + crts,j -I- Tts) . u(i + cts,j -t- Tt6). 
LEMMA 2.2. 
(i) The nonlinear operator (2.4) is Fkbchet differentiable in the open ball B(0, ii) of HI, and 
its Fkechet derivative at the point ua E B(0, a) is 
Ao(uo)~ = 2 fs(i,j) 5 2 s(m, et+o,j++)s-l(u, ei+,,j+,)qj. 
s=2 i=l j=l 
w-9 
(ii) The nonlinear operators (2.7) are Fkkhet differentiable on all HI, and their FEchet deriva- 
tives at the point ug E HI are 
At(%)u = Qt(i,j)[(21,ei+ats,j++ts)(Uo,ei+ots,j+~te) 
+ (uo7 ei+ot5,j+Tts)(U, ei+0te,j+7t6)]ei,j, l<t<T. 
(2.10) 
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PROOF. 
(i) We shall first prove that the linear operators 
Aos(uob = 2 2 ( s ~0, ei+o,j+T)s-l(u, ei+,,j+T)ei,j 
i=l j=l 
are the F’rkchet derivatives of the nonlinear operators (2.4) at the point ug E B(0, fi). 
Indeed, AoS(uo)u are bounded operators for uo E B(0, ii), since 
IIAo~(uo)~I~ = 2 g IWdwdu,e~,~)l 
I=1 J=l 
* llA0s(‘~1o)411 = g e 2 2 ( s u0,ei+c,j+~)9-1 (U, ei+o,j+r) ei,j, eI,J 
I=1 J=l i=l j=l 
* llA~~(uO)411 = 2 2s I(UO, ei+0,j+7)'-ll l(U, f%+o,j+7)l 
i=l j=l 
3 Il~os(~o)4l1 5 drl 2 2 I( ~,ei++j+~)l 5 ~R”-~lbll~. 
i=l j=l 
Also, 
llNos(uo + h) - Nos(uo) - Aos(uo)W 
= 5 2 I(No~(uo + h) - NON - Aos(uo)h, eI,J)I 
I=1 J=l 
= 2 2 J[uo(i + u,j + T) + h(i + u,j + T)y - [uo(i + u,j + 7)y 
ix1 j=l 
= c c Ih(i + u,j + T)I ([uo(i + u,j + T)y-’ + * 1. + [uo(i + u,j -I- T) + h(i + u,j + T)]“-l 
+l j=l 
- s[uo(~,~)ls-‘l 
= 5 2 Ih(i + u,j + T)I (s[uo(i + u,j + 7)y-l + [uo(i + u,j + Ty2h(i + u,j + 7) +. ‘. 
;=1 j=l 
+h(i+a,j+T)[(u0(i+u,j+T)+h(i+a,j+T))8-2+~~~ 
+ (uo(i + u,j + 7y2] - s[uo(i + u,j + T)]“-‘l 
5-g 2 Ih(i + u,j + T)12[(Uo(i + u,j + T)y-2] +. . . +[luo(i + u,j + T) + h(i + u,j + 7y2 
i=l j=1 
+ . . . -t- lUo(i + U,j + .)I’-‘1 . 
But uo E B(O,ii),so luo(i+o,j+T)l = I( UO, ei+o,j+7)l 5 lluoll1 5 R < R, and for h such that 
11~0 + hII1 _< R < R, we have in the same way that (uo(i + o,j + T) + h(i + ,,j + T)I 5 R < I?. 
Thus, 
IINos(uo + h) - Noa - Aos(uo)hll~ 5 2 2 lh(i + u,j + T)I” 
i-1 j=l 
x [R8-2 + ... +(s -2)RS-2 +(s - 1)RS-2] 
* lll\r,s(uo + h) - JJos(uo) - Aos(‘~lo)hlll I y Rs-211M; 
j IPoduo + h) - Noduo) - Aos(~oPlll < 4s - 1) 
llhlll - 2 R”-211hll~ + 0, 
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for llhlll + 0. Thus, the linear operators AO~(UO)U are the Frkchet derivatives of the nonlinear 
operators (2.4) at the point uo E B(0, ii). Nay we can prove that the linear operator (2.9) is the 
Frkchet derivative of the nonlinear operator (2.5) at the point uo E B(O,@. Indeed, the linear 
operator (2.10) is bounded for ~0 E B(0, RI), since 
llAo(‘1~0)411 L 2 If~~~,~)lll~os~~o)‘1~ll~ 
s-2 
and Cr=“=, SC#J,R+~ < +co, since CF=“=, q&R’ < +CO. Also, 
(INo(uo + h) - No(u) - Ao(uo)hlll I ~lf,(~,~)llNo.(~o + h) - JJos(a) - Aos(~oY4ll . 
s=2 . 
* IINo(uo + h) - No(u) - Ao( I -&L v R”-211hll: 
s=2 
j IINo(uo + h) - No(u) - Ao(~o)hll~ < MI M 
llhlll 
_ 2 ~&s(s - 1)RS-2 + 0, 
a=2 
for llhlll + 0. Thus, the linear operator AO(UO)U is the Frkchet derivative of the nonlinear 
operator (2.5) at the point UC, E B(0, ii). 
. 
(ii) First of all, A ( t uo ) u are bounded operators for ~0 E HI, since 
llM~0)41 = 2 2 l(At(Uo)% er,J)l 
-I=1 J=l 
= 2 2 Int(6~)ll(( u, el+ots,j+TtsNU~r ei+uta,j+7te ) 
i=l j=l 
+ b, ei+gt5,j+7t5)(~01 ei+~dtTts)l 
5 RtI(%ei+~t5,j+~~s)l + Rtl(%ei+~,~,j+~,~)l 
* II&(~o)4ll 5 2Wtll4~. < +m l<tsT, 
for IJuII~ < +oo. Also, for ~0 E HI and h E HI, we have 
. 
* IlWuo + h) - K(uo) - At(~ = 2 2 l(Nt(uo + h) - N(uo) - At(uo)h, er,J)I 
I=1 J=l 
= ldi,j)l[l(~o + h ei+ats,j+rts)(uo + h, ei+OtG,j+Tt6) 
-( ~~~ei+~~~,j+~~~)(~~~,ei+~~~,j+~*~) 
- (h, ei+gt5,j+,, )( wh ei+ot.%j+Tt6 ) 
-( uo7 ei+ors,j+7t5)(hT ei+g,,,j+T,,) I 
= IG?t(i,~)l I[‘1Lo(i + n5,j + 4 + h(i + n5,j + ns)] 
x [Uo(i i- (Tt6,j + Tt6) + h(i + 0t6,j + 7 + I)] 
- 'LLO(i + at5,j + 7i5)uO(i + (7t6,j + 7t6) 
- h(i + ot5,j + 7t5)uo(i + '7t6,j + ~6) 
- uo(i + ot5,j + ns)h(i + gt6,j + 7t6)1] 
* IIW~o + h) - Wuo) - At(uo) = lqt(i,j)l Ih(i + ot57.i + 7%5)1 . lh(i + ct6,j + 7i6)( 
* IINt(uo + h) - Nt(uo) - At(uo) = Iqt(i,j)l l(h, ei+orsrj+TtS)l . l(h,ei+,,,,j+,,)l I <tIlhll~ 
+ IINdu’J + h, - %(d - At(~o) < Etl,hlll 3 o 
llhlll , 
lIt<T, 
for [IhIll -+ 0. Thus, the linear operator At(w)u is the Fr&het derivative of the nonlinear 
operators (2.7) at the point UC, E HI. 
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3. MAIN RESULT 
In this section, we formulate and prove our main result in the form of Theorem 3.1, which 
establishes the existence and the uniqueness of the solution of equation (1.1) in the Banach 
space lkxN. 
THEOREM 3.1. Consider the following nonlinear, nonhomogeneous partial difference equation: 
~an(i,j)zl(i - Cnl,j - m) + 5 brx(i,j)‘lL(i + h2,j + 7m2) 
n=l Tll=l 
K A 
+ CCk(i,M - Q3,j + 7k3) + C4(i,j)u(i + Ql4,j - 714) (3.1) 
k=l l=l 
= p(i,j) + &, j)[u(i + u,j +T)]’ + &t(i, j)u(i + gt5,j + 7tS)u(i + ut6rj + 7t6), 
9=2 t=1 
When? unlr Tnl, ‘Jm2, 7m2, g&3, r&3, 014, 714, ‘Jt6, rt6, ut6, Tt6, 1 < m 5 M, 1 5 k 5 K, 1 5 1 5 A, 
1 5 t 5 ?‘, and u, T are nonnegative finite integers andp(i,j), (~~(i,j), b,(i,j), c&(i,j), &(i,j), 
fs(i,j), qt(i,j), 1 5 n 5 N, 1 5 m 5 M, 1 5 k 5 K, 1 5 1 5 A, s = 2,3,. . . , 1 5 t 5 T are in 
general complex sequences. Let 
(1) P(i,j) 65 l&N; 
(2) su~i,~Iqt(i,j)I 5 6 < +m, 1 5 t I T, su~i,~If&.i)l 5 4s < +w s = 2,3,..., and 
the function GO(W) = Cz2 4, ws is an entire function or has a sufficiently large radius of 
convergence ii; 
(3) SUP&j I%(i,9l 5 an < +oo, 1 5 n 5 N (n # V, if (3.2) holds), supij Ibm(i,j)l 5 ,& < 
+m, 1 I m 5 A4 (m # ~1, if (3.4) holds), supij Ic&(i,j)l < “(k < +oo, 1 5 k i K (k # &, 
if (3.7) holds), supi,j Idl(i,j)l 5 61 < +OO, 1 5 1 2 A (1 # A, if (3.10) holds). 
Then there exist positive numbers PO and & such that if one of the following conditions holds: 
1 
sup 
I I 
- 5crv<+oo, 
i,j av(i7 j> 
for a u, 1 5 V 5 N, UVl = TV1 = 0, (3.2) 
and 
or 
(3ii) 
and 
ifr,3 # 0 or 
if 7,3 = 0, or 
(3iii) 
and 
1 
- I%<++oo, 
“*Y” %(&A I I for a K, 1 2 K. 5 K, u,3 = 0, (3.4) 
(3.5) 
t=1 i=l 
1 
sup - I I < 6x i j dA(i3.i) -. < +m, for aX, 1 5 x I A, 7x4 = 0, (3.7) 
c ~lW)l + m+Alr~,, < PO, 
s=l j=l 
(3.8) 
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if q4 = 0; or 
(3iv) 
1 
sup - i,j b&j) 5 4 < +m I I for a CL, llPIM, (3.10) 
and 
(3.11) 
s=l j=l t=1 i=l 
if ff,2 # 0, rF2 # 0, or 
(3.12) 
t=1 i=l 
if a,2 = 0, rrt2 # 0, or 
(3.13) 
if ~7~2 # 0, rM2 = 0, or 
(3.14) 
if ~~2 = rP2 = 0, equation (3.1) has a unique solution in lAxN. Moreover, 
2 fy I44j)l < &I. (3.15) 
i=l j=l 
PROOF. According to the representation presented in Section 2, the abstract form of (3.1) in HI 
is 
N M K 
c A,J~‘V27”‘u + c B,,,(V;)um2(V;)7m2u + c CkV;L3(V.)7c3u 
n=l n&=1 k=l 
+ 5 Dl (v;)“14 v27’*u = p + No(u) + 2 N,(u), 
l=l t=1 
(3.16) 
where p is the abstract form of p(i, j) in HI, A,,, B,,,, ck, Dl are the diagonal operators 
A,ei,j = an (i, j)ei,j, l<nSN, 
Bmet,j = h(i,j)ei,j, l<m<M, 
C/&j = Ck(i,j)ei,j, lsk<K, 
Dlei,j = h(i,j)et,j, lSZ<h, 
and NO(U), Nt(u), 1 5 t 5 T are the nonlinear operators defined by (2.5) and (2.7), respectively. 
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We distinguish the following cases. 
(i) Let (~“1 = ~~1 = 0 for a v, 1 5 v < N. Then (3.16) becomes 
A,u + 2 AnVp1V27”% + 5 Bm(V;)um2(V;)rmzu 
n=l,n#v m=l 
K A 
k=l 1=1 
t=1 
+u=A,~ p+~,,(u)+f:Nt(zt)- 
[ 
2 A,V~lV;“lu 
t=1 n=l,n#v 
_ E B, (v;)““2 (v;)- u - 5 ckv,“L3 (v;)7k3 t‘ - 2 Dl (v;)“‘4 vc4?. = @l(u). 
m=l k=l l=l I 
Then for llulll 5 R < 8, we obtain 
* Il%(~h I QY, 11~111 + R2 g,.R’-’ + R2 &t 
s=2 t=1 
t=1 
(3.17) 
+Lc ( a,+ j&%a+&k+&l R2 , Il=l,n#v m=l k=l I=1 ) I 
since l? is sufficiently large. Also for the same reason, there exists RI E (0, E) such that 
where Ml(R) = Cz”=, VRss2 + CL, 6 + Cfzl,,+ “n C,M==1P,+C~(=l~k++CI\=l61. Thus, 
the function 
P(R) = 1 - a,Rkf~(R) 
has a first zero R2 between 0 and RI since 
P(0) = 1 > 0, P(R1) = 1 - cr,RIM(R1) < 0. 
Thus, the continuous function 
I+(R) =, -$ RP(R) 
” 
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satisfies Pi(O) = Pi(&) = 0 and Pi(O) > 0, Pf(R2) < 0, and therefore, attains a maximum at a 
point Rc E (0, R2). Now for every E > 0, R = Rc, and 
we obtain from (3.17) 
for JJulIi < &. This means that for 
lIPIll < q(Ro) = PO, 
@i is a holomorphic map from B(O,&) strictly inside B(0, RQ). Indeed, it is obvious that 
@i(B(O, &)) c B(O,&) and @i(B(O, &)) lies strictly inside B(O,&), since if w E Hi - 
WW * llwlll 2 Ro and g E %(W,Ro)), i.e., there exists an f E B(0,R.c) + ljfjll < Ro 
such that @i(f) = g, then we find easily that 119 - wlli > E > e/2 = ~1. Thus, applying the 
fixed-point theorem of Earle and Hamilton [6], we iind that equation @i(u) = u has a unique 
hxed point in Hi. This means equivalently that equation (3.1) has a unique solution in lr$XpI. 
(ii) Let ~~3 = 0 for a IE, 1 5 K. 5 K. Then (3.16) becomes 
c, (v;p3 u + g AnVP”‘V2r,lu + 5 B, (v;p2 (vgTm2 u 
n=l m=l 
K A 
+ c CkVluL3(V;)Tk3u + c Dl (V;)“14 VT;‘% 
’ k=l,k#n l=l 
= p + No(u) + 5 N,(u) =s (v;)T”3 21 
t=1 
=c;l P+No(u)+~Nt(u)-~A,v~~v~‘u 
[ t=1 n=l 
- 5 &, (v;)Om2 (v,*)“2 11 - 5 ,vpk3 (v;)Tk3 ?i 
m=l k=l, k#n 
- 2 DI (VJbi4 Vz’“u + u 
l=l 1 
(3.18) 
7x3 00 
= Fxu(i,t)ei,t +Vp c,-’ p+JJo(u) +&G(u) 
t=1 i=l [ t=1 
N M 
- c AnVplVJ’% - c B,,, (VJb”’ (V;)T”‘2 u 
n=l m=l 
- 5 ckvF3 (v-)“” u - 2 Dl (V;)“14 vzT'% 
k=l, k#tc l=l 1 = @2(u). 
Then for (lulli 5 R < ii, we obtain 
11@2(41 5 F j&(i,t)l +^(n llplll + R2e@Rs-2 + R2& +&xnR 
t=1 i=l s=2 t=1 n=l 
K 
+ -&nR+ c 
A 
‘y/cR+~6lR . 
m=l k=l, k+n l=l I 
(3.19) 
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The rest of the proof follows as before, but now the functions P(R) and Pi(R) are defined as 
follows: 
P(R) = 1 - %me?(R), Pi(R) = WR), 
where k&(R) = c,“=, @R*-’ + CL, [t + c,“=, an + c,“=i & + ELI, k+ Yk + c;‘=i 6~. Then, 
for every E > 0, R = Rc, (the point at which PI(R) attains a maximum), and 
we obtain from (3.19) 
lI@z(~)ll1 5 Ro - 6 < &I, 
for llulli < &. This means that for 
E 2 lu(i,t)l + %JlPlll < S&l) = POT (3.20) 
t=1 i=l 
the fixed-point theorem of Earle and Hamilton [S] can be applied to equation @Z(U) = u. Thus, 
equation (3.1) has a unique solution in ljrxpl. 
If 7,s = 0, equation (3.18) becomes 
1 M K 
- c &, (v;)- (v,*)- u - c ,,p’ (v;)Tk3 t‘ - & Dl (v;)“‘4 VT* t‘ 
m=l k=l, k#n l=l J 
, 
and condition (3.20) takes the form 
%llPlll < Pl(Ro) = PO. 
(iii) Let 7x4 = 0 for a A, 1 5 A < A. Then (3.16) becomes 
= D;l + No(u) -I- 5 N,(u) - 5 A,VplVplu 
kl n=l 
- 2 Dl(V;)“‘4v,“‘u S-U 
I=l, I#X I 
(3.21) 
= c c u(s, j)es,j + VluA4 OX1 
s=l j=l 
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k=l 
_ 5 Dl (vJ-4 vpu 1 = @3(4. 
1=1,1#X 1 
Then, for /ulji 5 R < ii, we obtain 
lblll+ R2 2 @R’-’ + R2 2 Et + 2 cr,R 
s=2 t=1 n=l 
(3.22) 
M 
+ m~lbR+&kRt 2 6lR 1 . 
k=l 1=1,1#X 
(3.21)(cont.) 
The rest of the proof follows as in (i), but now the functions P(R) and 9 (R) are defined as 
follows: 
P(R) = 1- 6xRA&(R), PI (RI = WR), 
where A&(R) = Cr=“=, @Rss2 + CT=, tt + c,“=, a, + c,“=, &I •t cf=‘=, +N + C~I, 1+x 61. Then~ 
for every E > 0, R = Rc (the point at which PI(R) attains a maximum), and 
’ E g lu(s,j>l + SXllPlll I Ruw - G 
s=l j=l 
we obtain from (3.22) 
II~3(~)lllI&l--~<~, 
for llulji < RQ. This means that for 
c c I4s,Al + ~xllPll1 < q(Ro) = PO, (3.23) 
s-1 j=l 
the fixed-point theorem of Earle and Hamilton [S] can be applied to equation @s(u) = u. Thus, 
equation (3.1) has a unique solution in lkxN. 
If 0x4 = 0, equation (3.21) becomes 
u=Dx’ 
i 
P+No(u)+~Nt(u)-~A,VP.lv~.lU 
t=1 n=l 
- 2 B, (V;)- (V;)- u - 5 CkVpk3 (V.)Tk3 I/, - 5 D1 (V;)“L4 V2”*u , 
m=l k=l 1=1,1#X 1 
and condition (3.23) takes the form 
blIPIll < Pl@o) = PO- 
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(iv) Let a,2 # 0, rP2 # 0 for a p, 1 5 p I M. Then (3.16) becomes 
B, (V;)“p2 (V;)T“2 u + 5 A,Vp’V27”‘u 
n=l 
+ 2 B, (V;)““2 (V;)“2 u + &VP3 (lQTk3 u 
m=l, m#/.h k=l 
+ 2 Ill (vyt4 lq4u = p + NJ(u) + 5 ivt(u) * (v;)“‘” (v;p” u 
1=1 t=1 
=B;’ P+No(zl)+~Nt(u)-~Anl/P”lli;..llL 
[ t=1 n=l 
M 
- c B, (V;)““2 (I’;)“’ 21 
n=l, m#ll 
(3.24) 
s=l j=l t=1 i=l 
+ VyVpB;;l +-&l$(u) - ~A,v~‘vp~U 
t=1 n=l 
M 
- c B, (V;)““=2 (V;)Tm2 u 
m=l, m#j& 
u=~~u(i,t)e~,t+~~u(s,j)e,j+,2+V~~V~2B~’ 
t=1 i=l s=l j=l 
- -&4nvypu - 5 B, (VJum2 (V;)“‘u 
n=l m=l, nap/A 
- &vyk~ (V-J”” u - 2 Dl (vyi4 vph = @5(u). 
k=l 1=1 I 
Then for ll~lll < R < ii, we obtain 
t=1 
(3.25) 
ll@4(~)ll1,lI@5(~L)lI1 5 E 2 Ms,dl + 2 2 l44t)l + Pp IIPIII + R2 gVRs-’ 
s=l j=l t=1 i=l s=2 
+R2&+&r,R+ 2 P,R+&R+&lR . 
(3.26) 
t=1 n=l m=l, m#jI k=l kl I 
The rest of the proof follows as in (i), but now the functions P(R) and s(R) are defined as 
follows: 
P(R) = 1 - P,RWR), S CR) = RJ’W, 
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where Ma(R) = CrCO=2#SRS-2 +cT=i &+~~=i cu,+C,M_,,mf~~~+C~l^lk+C:=l 61. ‘Then 
for every E > 0, R = R,, (the point at which PI(R) attains a,m=imum), and 
2 2 ,u(s,j), + 2 g ,u(i,t)l + P,,IIPIII i J’l(Ro) - G 
s=l j=l t=1 i=l 
we obtain from (3.26) 
llQ4(U)llI, ll@5(~NI 5 &I - c < Ro, 
for 11~11~ < &. This means that for 
E 2 lu(s,j)l + 2 2 lu(i,t)l + PpIbII~ < 9&o) = PO, (3.27) 
s=l j=l kl i=l 
the fixed-point theorem of Earle and Hamilton [6] can be applied to equation Q~(u) = u or 
@5(u) = u. Thus, equation (3.1) has a unique solution in ZkxN. 
If (~~2 = 0, rP2 # 0, equation (3.24) or (3.25) becomes 
u = 5 2 u(i, t)ei,t + VP Bil + No(U) + 5 D&(U) - 5 A,Vla,Yg-% 
kl i=l t=1 n=l 
A 
- 5 B, (V;)g”a (IL;)“’ u - k=l 5 &V.3 (v,)“’ ‘LL - c Dl (v;)“‘4 v2”% , 
m=l, mfp l=l I 
and condition (3.27) takes the form 
E 2 lu(i, t)l + P,IlPIIl < A(&) = PO. 
t=1 i=l 
If T+ = 0, crc12 # 0, equa,tion (3.24) or (3.25) becomes 
. 
u = 2 Fu(s, j)es,j + Vy Bil p + No(u) + 2 l%(u) - 5 -&V~1V27”1u 
SC1 j=l [ 
t=1 . n=l 
- 5 B, (V;)““a (V;)“’ u - k=l 5 &v;” (v;)5k3 ‘,‘ - 5 Dl (v;)- vC+ , 
m==l,m#p 1=1 I 
and condition (3.27) takes the form 
E 2 lu(s, j)l + P,llPll~ < pi(h) = PO, 
SC1 j=l 
If uP2 = rP2 =‘O, equation (3.24) or (3.25) becomes 
u = B;l 
[ 
p + No(u) + 2 I&(u) - 2 &,VplVplu 
t=1 ?a=1 
- 5 B, (V;)“-’ (V#“” ‘1~ - k=l 5 &v;k3 (v;)7k3 u - 5 Dl (v#‘* v27’% , 
m=l,m#/A l=l 1 
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and condition (3.27) takes the form 
P,IIPIIl < J3(Ro) = PO. 
All the remarks after Theorem 3.1 of [5], concerning ordinary nonlinear partial difference 
equations, can be suitably applied to Theorem 3.1 of this paper. We mention only those remarks 
that are useful for the applications studied in Section 4. 
REMARK 3.1. From (3.15), it follows that 
This means that the solution that is predicted by Theorem 3.1 is a bounded solution of (3.1), 
and & is an upper bound of it. 
REMARK 3.2. Theorem 3.1 predicts a unique solution ~(i,j) of (1.1) in lkxN. This means that 
limi,j+oo u(i, j) = 0. 
REMARK 3.3. Theorem 3.1 holds also in the case where i,j = 0, 1,2,, . . . In this case, the shift 
operators and their adjoints are defined as follows: 
VI : Vleij = ei+l,j, i,j = 0,1,2,. . . , VZ : Vzeij = ei,j+l, i,j = 0, 1,2,. , 
VT : V1*ei,j = ei-l,j, i=1,2 )“., j=0,1,..., V;eo,j = 0, j=O,l ,“‘, 
V,* : V,*ei,j = Qj-1, i=O,l,..., j=1,2 ,.“, V,*ei,o = 0, i=O,l,.... 
Also, all the series of i and j that appear start from 0 and not from 1. 
REMARK 3.4. In the case when i = 1,. . . ,I < +oo and j = 1,. . . , J < +co, Theorem 3.1 
establishes a unique solution of (3.1) in the space l& xNJ, where NI = { 1,. . , I} and NJ = 
(1, . . , J}. Also in this case, all the series of i and j that appear become finite sums from 1 to I 
and J, respectively. 
REMARK 3.5. When no conditions are given regarding the initial conditions, these are assumed 
to be in the space lh. 
4. APPLICATIONS 
4.1. A Numerical Scheme for the Study of 
Two-Dimensional Laminar Boundary Layer Incompressible Flow 
Consider the following nonlinear partial difference equation: 
& f(i + 3,j + 1) - -$ f(i + 2, j + 1) - & f(i - 1, j + 1) + & f(i,j + 1) 
=-~f(i+l,j+l)f(i+2,j+l)+&f(i+l,j+l)f(i,j+l) 
+ & [f(i + 2, j + l)f(i + 2, j + 2) + f(i + 2, j + l)f(i, j) + f(i, j + l)f(i + 2, j) 
+ f(i, j + lU(6.i + 31 - & [j(i + 2,j + l)f(i + 2,j) + f(i + 2,j + l)f(i,j + 2) (4.1) 
+ f(i, j + l)f(i + 2,j + 2) + f(i,j + l)f(i,j)] - & [f(i + 2,j + l)f(i + 1,j + 2) 
+ f(i,j + l)f(i + 1,j + 2)] + & [f(i -I- 2,j + l)f(i + l,j) + f(i,j + l)f(i + l,dl 
+ f& f(i + 1, j + l)f(i + 1,j + 2) - z f(i + 1, j + l)f(i + l,j), 
where i = 2,. . . , I < +oo, j = 1,2,. . . , J < +oo, and h, k, xj are positive real constants. 
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Equation (4.1) is obtained by discretising, using central differences with steplengths h = l/I, 
k = l/J, the following nonlinear partial differential equation, which appears in the study of 
laminar, incompressible boundary layer flow of a perfect gas, in the absence of pressure gradient 
and heat and mass transfer 
(4.2) 
with boundary and initial conditions 
( ) 
a.fb-44 = o f(O,z) = f&), 
( ) 
afw = 1 - an 1 an 1 (4.3) n=O Tl=TZ. 
where the subscript e refers to the edge of the boundary layer. 
This problem is a particular case of the two-dimensional laminar compressible boundary layer 
flow, with an adverse pressure gradient in the presence of heat and mass transfer. For more 
details about this problem, see [7]. In [7], this problem was numerically studied using a backward 
difference modification to the Keller’s-box method. The authors of [7] find a numerical solution 
of this problem, but they do not give any conditions concerning the uniqueness of the numerical 
solution that they find. 
Equation (4.1) can be deduced from equation (3.1) for 
a,(& j) G 0, Vn, dl(i,j) f 0, Vl, P(i,$ = 0, fs(i, j) = 0, 
M = 3, dl(i,j) = &, 
3 
&(i,j) = --) 
4h3 b3(itj) = &> 
012 = 3, 622 = 2, 712 = 722 = 732 = CT13 = 713 = 1, 032 = 0, 
K = 1, Cl(i,j) = -&, CT13 = 713 = 1, 
T = 16, a(i9.i) = --$ QP(irj) = -$ m(i,j) = Ql2(i,d = -&9 
4’3(i,j) = q4(6j) = q5(i,j) = qG(i,j) = &Y %3(&j) = q14(i,d = &Y 
q7(i,j) = qEi(i,j) = 49(i,j) = ao(i,A = -$p 415(i,j) = ST qlS(i,j) = -2, 
0is = 2, i = 3,5,7,9,13, 7ie = 2, i = 3,6,8,9,11,12,15, ui5 = 2, i = 7,8,11,13, 
Ti5 = 1, i = 3,4,. . . ,16, 0i‘3 = 1, i = 11,12,13,15, t7i5 = 1, i = 15,16, 
7i,j = 0, i = 4,5,7,10,13,14,16, gi,3 = 0, i = 4,6,8,10,13, ui5 = 0, i = 5,6,9,10,14. 
It can be easily seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied. Also, 
1 I I 8h3 J y: h(i,j) - =3<+cq 
Then the corresponding function PI(R) of Theorem 3.1 is found to be 
PI,l(R) = R - $ (4h2k + 40hlqj + 15k), for p= 1, 
PI,2(R) = P1,3(R) = R - $f (2h2k + 20hJsjl+ 6k), for p = 2,3. 
The point at which P,,,(R) attains a maximum and its corresponding maximum is 
Ro,l = 
3k 
PO,1 = 
3k 
8h2k + 80hlql + 30k’ 16h2k + 160h]zj] + 90k ’ 
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Also, the point at which Q(R) = Pr,s(R) = P(R) attains a maximum and its corresponding 
maximum is 
Ro,z = 
3k 3k 
4h2k + 40hlq I+ 9k ’ 
PO,2 = 8h2k + 80hlzjl + 18k’ 
Thus, from Theorem 3.1 and (3.11) or (3.12), it follows that if 
(4.4) 
or 
or 
& If&j)1 + 2 If(‘7.dl + 2 Ifti, ‘)I < ‘&‘Jk + 8;;,,, + 18k 
j=l j=l i=2 3 
(4.5) 
3k 8h2k + 80hlXj I + 18k ’ (4.6) 
equation (4.1) has a unique solution in liIxNJ. Also f(i, j) is bounded, and in particular the 
following bounds hold: 
if (4.4) holds, or 
If(Gdl < 
3k 
8h2k + 80hlzj I + 30k ’ 
If(4.a < 
3k 
4h2k + 40hlzjl+ 12k’ 
(4.7) 
(4.8) 
if (4.5) or (4.6) holds. 
REMARK 4.1. Note that if (4.6) holds, then (4.5) might also hold, but (4.6) is easier to be checked 
than (4.5), since (4.6) involves only the initial data f(i, l), i = 2,. . . , I, whereas in (4.5) the initial 
data f(l, j), f(2,j), j = 1,2,. . . , J, are also involved. 
REMARK 4.2. From (4.7) or (4.8), we obtain the following bounds: 
f(i,j + 1) - f(i,j - 1) 3k 
2h < h (8h2k + 80hlZjcjl + 30k) ’ 
f(i7.i + 1) - f(i,j - 1) 3k 
2h < h (4h2k + 40hlzjlt 12k) ’ 
(4.7a) 
(4.8a) 
where (f(i,j + 1) - f(i,j - 1))/2h is the approximation, using central differences of w. The 
function * is of great interest in this problem, since it represents the dimensionless velocity 
of the fluid. 
For xj = 0.3 and h = k = 0.05, we obtain from (4.7a) 
f(i, j + 1) - f(C j - 1) 
2h 
< 1 11;6gg741 
Also for xj = 0.3 and h = k = 0.1, we obtain from (4.8a) 
f(i7.i + 1) - f(i,j - 1) 
2h 
< 1 247g20133 
These results are in accordance with the numerical results found in [7], where it was shown 
numerically that ]~]l=c,s < 1. 
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4.2. A Nonstandard Finite Difference Scheme for the 
Numerical Solution of a Reaction-Diffusion Equation 
Consider the following nonlinear partial difference equation: 
& u(i,j + 2) - & u(i,j + 1) - U(i + 1,j + 1) = -U(i + l,j + l)U(i,j) 
+( eA.11)*x[~(i+l,j+l),(i,j+2) (4.9) 
- 24i + l,j + l)u(i,j + 1) + U(i + 1,j + l)U(i,j)], 
wherei=1,2,... ,1<+oO,j=1,2 )... , J < +oo, and Ax, At are positive real constants. 
Equation (4.9) is obtained by discretising, with steplengths h = l/1, k = l/J, the following 
reaction-diffusion, nonlinear partial differential equation: 
y+ = u(x, q a2;Jl t) + vx, w - U(x, t)l, (4.10) 
which is used to model diverse physical phenomena, particularly in mathematical biology (see [2] 
and the references therein). 
Equation (4.9) can be deduced from equation (3.1) for 
c~~(i,j) E 0, Vn, ck(irj) E 0, Vk, dl(i,j) = 0, Vl, p(i,j) = 0, fs(i,j) = 0, v’s, 
M = 3, 
1 
h(i,j) = -1 At bz(i,ei) = -& 
b8(i,j) = -1, 
7-12 = 2, 722 = 032 = 732 = 1, (r12 = rJ22 = 0, 
T = 4, a(i,j) = -1, 42(i,j) = q3(irj) = l 
. 2 
(eA= - 1) Ax ’ d2, 3) = - (eAz _ 1) Ax 1 
726 = 2, di5 = 1, i=1,...,4, q5 = 1, i= 1,...,4, 
746 = 1, cii3 = 0, i=1,...,4, 7$j = 0, i = 1,3. 
We distinguish the following cases. 
(i) For p = 1 or h = 2, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are 
satisfied and also 
4”YI&l=Y&jl=At<+“. 
Then the corresponding function PI(R) of Theorem 3.1 is found to be 
PI(R) = R - R2At 
4 1 
(eAZ - 1) Ax +at+2, > 
for which the point at which a maximum is attained is 
R” = 
1 
2At(4/( eAz-l)Az+l/At+2)’ 
and its maximum is 
PO = 4At (4/ ( 
1 
eAZ-l)Ax+l/At+2)’ 
Thus, from Theorem 3.1 and (3.12), it follows that if 
1 
4At (4/ (ear - 1) Ax + l/At + 2) 
(4.11) 
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Or 
1 
i=l 4At (4/ (eAz - 1) Ax + l/At + 2) ’ 
(4.12) 
equation (4.9) has a unique solution in lr$rXNJ. Also, u(i,j) is bounded, and in particular the 
following holds: _I 
bdiYdi < ‘j& (4, ( en.-l;Ax+l/At+2)’ 
(ii) For p = 3, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also 
1 
sup - I I i,j b3(i7 j) =1<+oo. 
Then the corresponding function S(R) of Theorem 3.1 is found to be 
Pl(R)=R-R2 
4 
(eAz - 1) Ax 
for which the point at which a maximum is attained is 
2 
+,t+11 
> 
R” = 2 (4/ ( 
1 
eAz-l)Ax+2/At+l)’ 
and its maximum is 1 
po = 4 (4/ ( eAz-l)ix+2/At+l)’ 
Thus, from Theorem 3.1 and (3.1 l), it follows that if 
1 
i=l 
4 (4/ (ear - 1) Ax + 2/At + 1) ’ 
equation (4.9) has a unique solution in l&Xn,. Also u(i, j) is bounded, and in particular the 
following holds: 
‘( 
lu(Cdl < 2(4,( eAz - 1) ix + 12/At + 1) ’ 
REMARK 4.3. Note that if (4.12) holds, then (4.11) might also hold, but (4.12) is easier to be 
checked than (4.11), since (4.12) involves only the initial data u(i, l), i = 1,2,. . , I, whereas 
in (4.11) the initial data u(i, 2), i = 1,2,. . . , I, are also involved. 
4.3. A Nonstandard Finite Difference Scheme for the 
Numerical Solution of a Korteweg deVries Equation 
Consider the following nonlinear partial difference equation: 
& u(i + 1, j) - & u(i, j) = --& u(i + 1, j)u(i, j + 1) + k u(i + 1, j)u(i, j) 
-& [u(i + 1, j)u(i, j + 3) - 3u(i -I- 1, j)u(i, j + 2) 
+3u(i + 1, j)u(i, j + 1) - u(i + 1, j)u(i, j)], 
(4.14) 
where i = 1,2,, . . ,I<+m, j=1,2 ,..., J < +oo, e is a real constant, and Ax, At are positive 
real constants. 
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Equation (4.14) is obtained by discretising, with steplengths h = l/1, k = l/J, the following 
Korteweg de Vries equation: 
auk, t) -+U(x,tpg at + EU(xTt) ax3 
a3wd = o > (4.15) 
which describes various physical phenomena, particularly weakly nonlinear wave propagation at 
long wavelength (see [2] and the references therein). 
Equation (4.14) can be deduced from equation (3.1) for 
cYn(i,j) E 0, Vn, ck(i,j) z 0, Vk, dl(i,j) = 0, vz, P(i,d = 0, fs(i,j) = 0, V% 
A4 = 2, h(i,d = A, b2(irj) = --$ 812 = 1, 3-12 = 02.2 = T-22 = 0, 
T = 6, 
q4(C.i) = (;;J3, !75(ird = - (;;j3 7 qS(i,.i) = &W3, 
736 = 3, 746 = 2, oi5 = 1, i = l,..., 6, 7&j = 1, i = 1,5, l-i5 = 0, i=1,...,6, 
0itj = 0, i=l , ’ ’ . 1 6, 7i6 = 0, i = 2,6. 
It can easily be seen that qssumptions (l)-(3) of Theorem 3.1 are satisfied and also SUP,,~ il/ 
bz(i,j)l = At < +oo. Then the corresponding function PI(R) of Theorem 3.1 is found to be 
PI(R) = R- R2At (;Ljs + & + & , 
> 
for which the point at which a maximum is attained is 
1 
R” = 2At @]~[/(Ax)~ + l/At + 2/Ax) 
and its maximum is 
1 
PO = 4At (~[~I/(Ax)~ + l/At + ~/AX). 
Then condition (3.14) is satisfied, and thus from Theorem 3.1 it follows that equation (4.14) has 
a unique solution in IA, XNJ. Also ~(i, j) is bounded, and in particular the following holds: 
1 
‘“(i7d’ < 2At (8(el/(Ax)3 + l/At + ~/AX) 
(4.16) 
4.4. Two Finite Difference Schemes for the Numerical Solution of a 
Nonlinear Partial Differential Equation Describing a Single Conservation Law 
Consider the following nonlinear partial difference equ&tions: 
u(i + 1,j + 1) - U(i + 1,j - 1) = -& [u2(i + 2,j) - U2(i,j)] ) (4.17) 
u(i + 1,j + 1) - U(i $ 1,j) = -& [U2(i + 2,j) - U”(i,j)] ) (4.18) 
where i = 1,2,. . . , I < +oo, j = 2,. . . , J < +co, and h, k are positive real constants. 
Equations (4.17) and (4.18) are obtained by discretising, using the leap-frog and Lax-Wendroff 
scheme, respectively, with steplengths h = l/1, k = l/J, the following nonlinear partial differen- 
tial equation: 
a+, t) 
at 
a 4x4 = o, 
+az 2 ( > 
(4.19) 
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Equation (4.19) is the simplest nonlinear model exhibiting behaviour typical of the equations of 
inviscid fluid dynamics. (For more details, see [8] and the references therein.) 
Equation (4.17) can be deduced from equation (3.1) for 
a,(i,j) = 0, vn, ck(irj) E 0, Vk, PC&j) = 0, fs(6.d = 0, vs, 
M= 1, bl(i,j) = 1, 012 = 712 = 1, 
A= 1, dl(i,j) = -1, CT14 714 = = 1, 
T= 2, 41(i,A = -& 
ffl5 = 01s = 2, 715 = 716 = 025 = 725 = 626 = 726 = 0. 
It can be easily seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and also SUP~,~ II/ 
bl(i,j)l = 1 < + co. Then the corresponding function Pi(R) of Theorem 3.1 is found to be 
PI(R) = R - T R2, 
for which the point at which a maximum is attained is 
&)= hk 
2(1+ hk) ’ 
and its maximum is 
- hk 
y” = 4( 1 + hk) ’ 
Thus, from Theorem 3.1 and (3.11), it follows that if 
equation (4.17) has a unique solution in lkrxNJ. Also u(i, j) is bounded, and in particular the 
following holds: 
hk 
b&j)1 < 2(1 + hk)’ 
Similarly, if we apply Theorem 3.1 to equation (4.18), we find that if 
k b-h ‘11 + & b(17j>l < 2(lyhk) 
i=l j=2 
(4.20) 
or 
(4.21) 
equation (4.18) has a unique solution in lklxpiJ. Also u(i, j) is bounded, and in particular the 
following holds: 
REMARK 4.4. Note that if (4.21) holds, then (4.20) might also hold, but (4.21) is easier to be 
checked than (4.20)) since (4.21) involves only the initial data ~(1, j), j = 1,2,. , J, whereas 
in (4.20) the initial data ~(i, l), i = 1,2,. . . , I, are also involved. 
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4.5. The Discrete Lotka-Volterra Equation 
Consider the following nonlinear partial difference equation: 
u(i + 2,j + 1) - u(i + 1,j) = 6u(i + l,j)u(i,j + 1) - 6u(i + 1,j + l)u(i + 2,j), (4.22) 
wherei,j=1,2,... and 6 is a real number. 
Equation (4.22) is the well-known discrete Lotka-Volterra equation [9] and can be deduced 
from equation (3.1) for 
an(i, j) s 0, Vn, Ck(i,j) = 0, Vk, &(i, j) z 0, Vl, AC.9 = 0, fs(i,j) = 0, vs, 
IL4 = 2, h(i,j) = 1, bz(i, j) = -1, ff12 = 2, 7-12 = 021 = 1, 722 = 0, 
T = 2, 41(&j) = 4 q2z(i,j> = -4 
cJl5 = 716 = 625 = 725 = 1, 715 = (Tl6 = 726 = 0, 026=0. 
For p = 2, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and also 
supi j ]l/bs(i, j)] = 1 < +co. Then the corresponding function PI(R) of Theorem 3.1 is found to 
be ’ 
Pi(R) = R - R2(1 + 2[6[), 
for which the point at which a maximum is attained is 
1 
Ro = 2(1 + 2]6])’ 
and its maximum is 
1 
po = 4(1 + S]S]). 
Thus, from Theorem 3.1 and (3.13), it follows that if 
~141Tdl < 4c1 j21alJ. 
j=l 
(4.23) 
equation (4.22) has a unique solution in lkxn. Also, u(i, j) is bounded, and in particular the 
following holds: 
b(i,j)l < ’ 2(1 + 2(dl). 
REMARK 4.5. Theorem 3.1 can also be applied for /J = 1. Then condition (4.23) becomes 
fJ b(i, 1)1 + f+J Ml,j)l + 2 b(%~)l < 4c1 +f21alI. 
i=l j=l j=l 
(4.24) 
Note that if (4.23) holds, then (4.24) might also hold, but (4.23) is easier to be checked than (4.24), 
since (4.23) involves only the initial data ~(1, j), j = 1,2,. . . , whereas in (4.24) the initial data 
u(2, j), ~(i, l), i, j = 1,2,. . . , are also involved. 
4.6. A Disc&e Model for Problems of Population Dynamics, 
Chemical Reactions, Etc. 
Consider the following nonlinear partial difference equation: 
u(i,j+cr+1)-21(i,j+u)=(Y(j+6)21(i+l,j+u)-22~(j+b)‘l~(i,j+~) 
+ cr(j + a)u(i - l,j i- 0) - q(4j + a)~r,(i,j)[4i,j)]“, 
9=2 
(4.25) 
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where i = 1,2,. . . ,?I < +oo, j = O,l,...) 0 is a nonnegative integer, a(j + a), q(i,j + a), 
l-,((j), s = 2,3,. . .) are in general complex sequences with supj ]o(j + u)] 5 Al < +oo and/or 
supj Il/cr(j + o)] I A2 < +m, and/or supj 11/(-l + k(j + o))] L A3 < +cm, supij Iq(i,j + 
a)I’,(i,j)l L: q5.q < +oo, s = 2,3,. . . , and Cr=“=, &w* is an entire function or has a sufficiently 
large radius of convergence. 
Equation (4.25) can be regarded as the discrete analogous of the functional parabolic equation 
gf = cl(t) 2 -p(t) &&,t)[t& t - CT)]“. 
s=2 
(4.26) 
Equations of the form (4.26) can be used so as to model problems of population dynamics with 
spatial migrations, chemical reactions, etc., where the dependent variable ~(2, t) changes in a 
continuous manner. However, in population dynamics problems where the population density 
varies in a seasonal manner and settlements are allowed only in concentrated locations, it is more 
appropriate to consider partial difference equations of the form (4.25). For more details, see [lo] 
and the references therein. 
Equation (4.25) can be deduced from equation (3.1) for 
c&(i,j) s 0, vn, dl(i,j) = 0, vz, d&j) = 0, Qt(C.9 = 0, vt, 
fs(i,d = -di,j +a>rs(i,A, s = 2,3,. . . , u=T=o, 
M = 3, h(6.i) = 1, bz(i,j) = -1 + 2a(j + a), b3(i,j) = -cY(j + u), 
u12 = c22 = 0, 7-12 =a+l, 722 = 732 = U, 032 = 1, 
K = 1, Cl(i,j) = -(Y(j + a), g13 = 1, 713 = 0. 
We distinguish the following cases. 
(i) For ~1 = 1, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also supif ]l/br(i,j)] = 1 < +oo. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
s(R) = R - R2 
( 
1 + 4A1+ &rRs-2 = &l(R). 
s=2 
Thus, from Theorem 3.1 and (3.13), it follows that if 
o+l n 
2 c b(i,s)l < PO, 
s=l i=l 
where PO is the maximum of &r(R), equation (4.25) has a unique solution in lhnXRI. Also, u(i,j) 
is bounded, and in particular the following holds: 
where R.o is the point at which Q(R) attains its maximum. 
(ii) For p = 2, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also supij ]l/bs(i,j)] 5 A3 < +oo. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
Pi(R) = R - A3R2 
( 
1 + 2A1+ =&aR8-2 = J’1,2(W 
s=2 
Thus, from Theorem 3.1 and (3.11), it follows that if 
2 2 b(i,Ql < PO, 
t=1 i=l 
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where PO is the maximum of Pl,z(R), equation (4.25) has a unique solution in 1A, XN. Also, u(i, j) 
is bounded, and in particular the following holds: 
where l& is the point at which PQ(R) attains its maximum. 
(iii) For ~1 = 3, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied, 
and also SUP~,~ ]l/bs(i, j)] 5 AZ < +co. Then the corresponding function PI(R) of Theorem 3.1 
is found to be 
PI(R) = R - A2 
( 
2 + 2A1 + 2 c$~R~-~ = P1,3(W 
a=2 
Thus, from Theorem 3.1 and (3.13), it follows that if 
2 2 b(i,t)l < PO, 
t=1 i=l 
where PO is the maximum of Pl,s(R), equation (4.25) has a unique solution in lr?,.xN. Also, u(i,j) 
is bounded, and in particular the following holds: 
where Ro is the point at which Pl,z(R) attains its maximum. 
REMARK 4.6. In [lo], the oscillatory behaviour of the real solutions of the following difference 
equation was studied: 
u(i,j + 1) - U(i,j) = cr(j)U(i + 1,j) - 2cr(j)U(i,j) + cX(j)U(i - 1,j) - q(i,j)f(u(i,j - a)), 
for i = 1,2,... ) n < +cq j = 0, 1, . . . , o(j) > 0, q(i,j) 2 0, and f a real function satisfying 
various conditions. 
4.7. A Few More Special Cases of Theorem 3.1 
(1) Consider the following nonlinear partial difference equation: 
u(i+a+l,j+r)+p(i+a,j+r)U(i+(T,j+r+l) 
-6(i+a,j+T)u(i+u,j+T) =-&,(i,j)[u(i,j)]“, 
(4.27) 
s=2 
where i, j = 1,2, . . . , 
2,3,. . . ) 
(T, 7 are nonnegp integers, p(i + cr,j + T), 6(i + cr,j + r), rs(i,j), s = 
are in general complex sequences with supj ],B(i + c, j + 7) ] 5 Br < +oo or supj ] 1 /p(i + 
a,j+~)lIB2<+o3,supj~6(i+a,j+~)~LA,<+ooorsupj~1/6(i+a,j+~)~IA2<+oo, 
supi,j ]l?s(i,j)] I 48 < +co, s = 2,3,. . . and CF=“=, dsw8 is an entire function or has a sufficiently 
large radius of convergence. 
Equation (4.27) can be deduced from equation (3.1) for 
an(i,j) s 0, Vn, Ck(i,j) = 0, V/c, dl(i,j) E 0, Vl, PC&j) = 0, qt(i,j) = 0, v’t, 
fs(i7.3 = rs(i,j), s = 2,3,. . . , U=T=o, 
M = 3, h(i,j) = 1, bz(i,j) = p(i + U,j + T), b3(i,j) = -b(i + U,j + T), 
012 = 1 + u, 022 = U32 = U, 712 = T22 = 732 = 7. 
We distinguish the following cases. 
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(i) For p = 1, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also supid Il/br(i,j)) = 1 < +co. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
PI(R) = R - R2 
( 
B1 + A, + &jSRS-2 = Pl,l(W 
s=2 
Thus, from Theorem 3.1 and (3.11), it follows that if 
CT+1 00 
c c b(%a + 2 2 I46 t)l < PO, 
s=l j=l t=1 i=l 
where PO is the maximum of P,,,(R), equation (4.27) has a unique solution in lAxN. Also, ~(i, j) 
is bounded, and in particular the following holds: 
b(i7.G < &I, 
where Rc is the point at which Pl,l(R) attains its maximum. 
(ii) For p = 2, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also SUP~,~ Il/bz(i,j)l 5 B2 < +co. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
Pl(R)=R-B2R2 I+A,+.&!J,R’-~ 
( 
= P1,2(R). 
s=2 
Thus, from Theorem 3.1 and (3.11), it follows that if 
f: 2 b(s,$l + 2 2 lu(i,t)l < PO, 
s=l j=l t=1 i=l 
where PO is the maximum of Pl,z(R), equation (4.27) has a unique solution in lAxN. Also ~(i,j) 
is bounded, and in particular the following holds: 
where R.s is the point at which Pl,z(R) attains its maximum. 
(iii) For p = 3, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also SUP~,~ ll/bs(i,j)l 5 A2 < +oo. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
PI(R) = R - A2R2 
( 
1 + BI + 2 q3sRS-2 = P1,3(R). 
s=2 
Thus, from Theorem 3.1 and (3.13), it follows that if 
2 2 I4s,Al+ 2 2 b(i,t)l < PO, 
s=l j=l t=1 i=l 
where PO is the maximum of Pl,3(R), equation (4.27) has a unique solution in lh,,. Also, u(i,j) 
is bounded, and in particular the following holds: 
l46.a < ROY 
where Rc is the point at which Pl,3(R) attains its maximum. 
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REMARK 4.7. In [ll], the oscillatory behaviour of the real solutions of the following difference 
equation was studied: 
u(i + 1,j) +j3(i,j)u(i,j + 1) - 6(i,j)u(i,j) + P(i,j,u(i - ,,j -T)) = Q(i,j,~(i - u,j -7)), 
for p(i,j) 2 p > 0, b(i, j) 5 6 > 0. 
Also in [12], the oscillatory behaviour of the real solutions of the following difference equation 
was studied: 
u(i + 1,j) + U(i,j + 1) - U(i,j) +p(i,j)f(u(i - 0,j - T)) = 0, 
where i,j = O,l,. . . , p(i,j) 2 0, limi,j,, inf p(i, j) = p > 0, and f a real function satisfying 
various conditions. 
(2) Consider the following nonlinear partial difference equation: 
au(i + 1,j + 1) + bu(i + 1,j) + cu(i+,j + 1) + du(i,j) = $‘&j)[u(i,j)l’, 
s=2 
(4.28) 
where i,j = 1,2 ,..., cr, b, c, d are complex numbers not all zero, I’,($$, s = 2,3, . . . , are in 
general complex sequences with supij II’s(i,j)l 5 & < +oo, s = 2,3,. . . , and CF=“=, @sws is an 
entire function or has a sufficiently large radius of convergence. 
Equation (4.28) can be deduced from equation (3.1) for 
a,(i,j) E 0, Vn, Ck(i,j) E 0, Vk, d((i,j) E 0, ‘~‘1, P(il j> - 0, nt(i,j) = 0, vt, 
fdi,j) = r,(i,.i), s = 2,3,. . . , u=r=o, 
M = 4, h(6.d = a, Mi, j) = 4 bdi,j) = c, bdi,j) = 4 
012 = 712 = ~722 = 732 = 1, 722 = U32 = U42 = 742 = 0. 
We distinguish the following cases. 
(i) For p = 1, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also if SUP~,~ Il/bl(i, j)l = l/a < +oo. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
s(R) = R- iR2 b+c+d+&5sRs-2 = &l(R). 
a=2 
Thus, from Theorem 3.1 and (3.11), it follows that if 
c MLAI + c 144 1)l < PO, 
j=l i=l 
where PO is the maximum of F’,,,(R), equation (4.28) has a unique solution in lAxN. Also, ~(i,j) 
is bounded, and in particular the following holds: 
M&j)1 < Ro, 
where &, is the point at which P,,,(R) attains its maximum. 
(ii) For p = 2, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also if supij Il/b2(i,j)l = l/b < +oo. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
q(R) = R- fR2 a+c+d+.&zi,R”-2 
> 
= &z(R). 
s=2 
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Thus, from Theorem 3.1 and (3.13), it follows that if 
2 b(ldl < PO, 
j=l 
where PO is the maximum of Q(R), equation (4.28) has a unique solution in IkxN. Also, ~(i, j) 
is bounded, and in particular the following holds: 
where R.c, is the point at which Q(R) attains its maximum. 
(iii) For p = 3, it can easily be seen that Assumptions (l)-(3) of Theorem 3.1 are satisfied and 
also if SUP~,~ ]l/bs(i,j)) = l/c < +oo. Then the corresponding function PI(R) of Theorem 3.1 is 
found to be 
Pl(R)=R-;R2 
( 
a+b+d+g4,Rs-2 = Pl,3(@. 
s=2 
Thus, from Theorem 3.1 and (3.12), it follows that if 
2 b(l,~)l < PO, 
j=l 
where PO is the maximum of Pl,3(R), equation (4.28) has a unique solution in lAxN. Also, u(i,j) 
is bounded, and in particular the following holds: 
where R.,J is the point at which Pi,s(R) attains its maximum. 
(iv) For p = 4 and d # 0, it can easily be seen that Assumptions (l)-(3) and (3iv) of Theo- 
rem 3.1 are satisfied. Then the corresponding function Pi(R) of Theorem 3.1 is found to be 
Pi(R) =R-iR2 ( a+b+c+&sR’-2 ) = P;,4w. a=2 
Thus, from Theorem 3.1 it follows that equation (4.28) has a unique solution in lkxN. Also, 
u(i, j) is bounded, and in particular the following holds: 
where RQ is the point at which 9,4(R) attains its maximum. 
REMARK 4.8. In [13], the exponential stability of the following difference equation was studied: 
au(i + 1,j + 1) + bu(i + 1,j + cu(i+,j + 1) + du(i,j) = F(u(i,j)), 
where F : W + W satisfies the condition F(0) = 0 and the growth condition ]F(Lz)/z] + 0 as 
2 -+ 0. 
(3) Consider the following nonlinear partial difference equation: 
u(i - l,j) + u(i,j - 1) -pu(i,j) +fJ(i,j) gr,(i, j)[u(i + u,j + 7)lS = 0, (4.29) 
a=2 
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where i,j = 2,3 ,..., p a complex number, q(i, j), I’,(i, j), s = 2,3,. . , are in general complex 
sequences with SUP;,~ jq(i,j)I’,(i,j)l < (b, < +oo, s = 2,3,. . , and CF=*=, c$~uP is an entire 
function or has a sufficiently large radius of convergence. 
Equation (4.29) can be deduced from equation (3.1) for 
a,(i,j) E 0, P(i, j> = 0, qt(4j) = 0, vt’t, 
fs(i,j) = -q(i,.g-s(i,j), s = 2,3,..., u=7=0, 
M=l, h (6 j) = -P, u12 = 712 = 0, 
K = 1, Cl(i7.i) = 1, 013 = 1, 713 = 0, 
A = 1, dl(i,j) = 1, Cl4 = 0, 714 = 1. 
For /.J = 1 or K. = 1 or X = 1, it can easily be seen that Assumptions (l)-(3) and (3iv) or (3ii) 
or (3iii), respectively, of Theorem 3.1 are satisfied. Then the corresponding function PI(R) of 
Theorem 3.1 is found to be 
for p= 1 and 
s(R) = R - R2 1 + IpI+ 2 +sR8-2 = J’1,2@) 
s=2 
for K. = 1 or X = 1. Thus, from Theorem 3.1 it follows that equation (4.29) has a unique solution 
in lhxN. Also, u(i, j) is bounded, and in particular the following holds: 
where &J is the point at which P,,,(R) or Pl,z(R), respectively, attains its maximum. 
REMARK 4.9. In [14], the oscillatory behaviour of the solutions of the following difference equa- 
tion was studied: 
u(i - 1, j) + u(i, j - 1) - p?L(i, j) + q(i, j)j(U(i + U, j + T)) = 0, 
where q(i, j) 2 0, limi,j,, inf q(i, j) = q > 0, and f a real function satisfying various conditions. 
REMARK 4.10. For Examples 6-9, we do not know explicitly the point Rc at which Pi(R) 
attains a maximum. However, we can find it approximately, by truncating the power series of 
which PI(R) is consisted. Thus, PI(R) becomes a polynomial of which we can find the maximum. 
Of course, we must take into consideration the truncation error which is inevitable in this case. 
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