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Abstract
We examined whether children’s ability to integrate speech and gesture follows the pattern of a
broader developmental shift between 3- and 5-year-old children (Ramscar & Gitcho, 2007) regard-
ing the ability to process two pieces of information simultaneously. In Experiment 1, 3-year-olds,
5-year-olds, and adults were presented with either an iconic gesture or a spoken sentence or a
combination of the two on a computer screen, and they were instructed to select a photograph that
best matched the message. The 3-year-olds did not integrate information in speech and gesture,
but 5-year-olds and adults did. In Experiment 2, 3-year-old children were presented with the same
speech and gesture as in Experiment 1 that were produced live by an experimenter. When pre-
sented live, 3-year-olds could integrate speech and gesture. We concluded that development of the
integration ability is a part of the broader developmental shift; however, live-presentation facili-
tates the nascent integration ability in 3-year-olds.
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1. Introduction
In everyday conversation, integrating information from speech and gesture is crucial in
computing the speaker’s intended message (Cassel, McNeill, & McCullough, 1999;
McNeill, 1992). Adults can take into account both gesture and semantically co-expressive
words to comprehend an overall message (e.g., Cocks, Sautin, Kita, Morgan, & Zloto-
witz, 2009; Goldin-Meadow & Sandhofer, 1999; Kelly, Kravitz, & Hopkins, 2003; Kelly,
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€Ozy€urek, & Maris, 2010). The current study focused on the development of this ability in
children.
The development of speech–gesture integration may be a part of a larger developmen-
tal shift in how children take into account two pieces of information in their behaviors. It
has been claimed that a domain-general processing shift occurs between 3- and 5-year-
olds (Ramscar & Gitcho, 2007). This is “a shift from behavioral responses driven by a
single (often prepotent) factor to those that integrate or select between multiple” factors
(Ramscar & Gitcho, 2007, p. 274).
Some researchers have revealed that 5-year-olds can consider two different pieces of
information at the same time but not 3-year-olds (e.g., Ramscar & Gitcho, 2007; Zelazo,
Muller, Frye, & Marcovitch, 2003). For example, Loewenstein and Gentner (2005; Exper-
iment 3) found that between the age of 3 and 5, children develop the ability to detect an
analogy between two representations. Derks and Paclisanu (1967) reported that by the
age of 5, children could compare the probabilities of an occurrence of two events and
predict which one of the two events was likely to occur next.
Along a similar vein, other researchers have found that 5-year-olds can resolve the
conflict between two competing representations, but not 3-year-olds. These findings have
been obtained in many fields, such as understanding a false belief (Resches & Perez Pere-
ira, 2007), distinguishing between appearance and reality of an object (Flavell, Green, &
Flavell, 1986), sorting card along the different dimensions (Frye, Zelazo, & Palfai, 1995;
Zelazo et al., 2003), and inferring a word meaning by the type of predicates (e.g., A
predicate “This is made of . . .” implies a material, and a predicate “This has a. . .”
implies an object part) (Deak, 2000). As Zelazo et al. (2003) argued, it may be hard for
3-year-olds to process two different representations at the same time, because they tend
to perseverate on a salient representation.
The developmental shift, which was proposed by Ramscar and Gitcho (2007), may
account for the development of ability to integrate gesture and speech. In this study, inte-
gration is operationally defined as the listener’s derivation of the speaker’s message by
unifying information from the speaker’s gesture and speech, in which the two modalities
mutually constrain each other’s meanings. For example, when the speaker says, “I was
eating a lot” while lifting his fist to his mouth as if holding something, a listener may
derive the interpretation that the speaker was bringing food to the mouth with a fork or a
spoon, not with his bare hand. If the developmental shift proposed by Ramscar and Git-
cho applies to integration of gesture and speech, then 3-year-olds, but not 5-year-olds,
should show difficulty in integrating information from gesture and speech, because
3-year-olds have difficulty in processing information from the two modalities at the same
time.
Alternatively, it is possible that speech-gesture processing is an exception to Ramscar
and Gitcho’s (2007) principle, because gesture and speech have special affinity with each
other. When speech is presented with an action (e.g., chopping vegetables) or an iconic
gesture (e.g., a gesture depicting chopping), the semantic judgment about one modality
was influenced by the information in the other modality; more important, this cross-modal
influence was stronger for speech-gesture combinations than speech-action combinations
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(Kelly, Healey, €Ozy€urek, & Holle, 2014). This finding by Kelly et al. (2014) suggests
that considering both gesture and speech is less demanding than considering both action
and speech. Thus, even 3-year-olds may be able to integrate information from both ges-
ture and speech.
Though a number of previous studies investigated children’s processing of speech-ges-
ture combinations, many of the studies did not investigate if children show that the two
modalities mutually constrain each other’s meanings to arrive at a unified message (see
the summary in the Table A1 in Appendix A). For example, it has been shown that 5- to
10-year-old children can obtain gestural information when speech and gesture are pre-
sented together. For example, 8- and 10-year-olds detected information conveyed solely
by iconic gestures when presented with children’s explanation of Piagetian conservation
tasks (Church, Kelly & Lynch, 2000; Kelly & Church, 1998). When 5- and 6-year-olds
responded to interview questions, they incorporated information conveyed solely in an
interviewer’s iconic gestures (Broaders & Goldin-Meadow, 2010). Another line of studies
showed that gestures can constrain the meaning of concurrent speech (but those studies
did not show speech-to-gesture constraint). For example, iconic gestures facilitated 1- and
2-year-olds’ understanding of the referent of a word that they had poor understanding of
(McGregor, Rohlfing, Bean, & Marschner, 2009) and the referent of a novel word (Good-
rich & Hudson-Kam, 2009; Mumford & Kita, 2014). In contrast, the current study
focused on the question of whether children and adults can integrate speech and iconic
gesture that mutually constrain each other’s meaning.
In order to investigate this type of integration, it is necessary to compare speech-only,
gesture-only, and speech + gesture conditions. Two studies tested children’s ability to
integrate information from speech and the pointing gesture by comparing all three
required conditions (Kelly, 2001; Morford & Goldin-Meadow, 1992). Morford and Gol-
din-Meadow (1992) compared 14- to 28-month-old children’s responses to speech alone
sentences (e.g., “push the ball”) with responses to speech accompanied by a gesture (e.g.,
“push the ball” + point at ball or “push” + point at ball). The result showed that the
number of correct responses (e.g., they pushed the ball) when presented with the speech
and gesture combination was significantly greater than those when presented with the
speech alone and those when presented with gesture alone (e.g., pointing at the ball). In
Kelly’s (2001) study, children aged 3–5 years were asked to interpret an indirect request
that an adult made with a pointing gesture and a short sentence (e.g., the adult is saying
“it is going to get loud in here” while pointing at the door). The proportion of times the
children responded correctly (i.e., they closed the door) when presented with speech alone
or with gesture alone was significantly smaller than that when presented with ges-
ture + speech.
The findings from these two studies (Kelly, 2001; Morford & Goldin-Meadow, 1992)
suggest that children can integrate speech and the pointing gesture. However, it is not
clear from the two studies if children’s performance differs from adults as neither studies
reported adult data. More specifically, the two studies showed that children performed
better when presented with gesture + speech combinations, but it is not clear if children
and adults would benefit from multimodality to the same extent. Furthermore, it is
K. Sekine, H. Sowden, S. Kita / Cognitive Science 39 (2015) 1857
possible that adults can converge on the same interpretation in unimodal conditions (ges-
ture-only, speech-only) as in the gesture + speech condition (e.g., when the interaction
partner points at an open door without speech, adults may often correctly guess the inten-
tion and close the door), in which case their experimental paradigms are not suitable for
comparison of multimodal gain in adults and children.
Another point that needs clarification is whether children integrate speech and gesture
that mutually constrained each other’s meanings. In Kelly (2001) and in Morford and
Goldin-Meadow (1992), it is possible that all conditions conveyed the same message, but
the message was vague and unclear in the unimodal conditions. In such cases, the benefit
of multimodality could have been either the improvement of the signal-to-noise ratio or
the opportunity to consult another modality when one modality is not clear. This contrasts
with another type of multimodal benefit in which the messages in the unimodal condition
are very clear, but when the two modalities are combined the meanings in the two modal-
ities constrain each other to arrive at a unified message (as in the stimuli of the current
study).
It is also not clear from the two studies at what age children can integrate into iconic
gesture and speech. Kelly (2001) did not examine iconic gestures in his study. The study
by Morford and Goldin-Meadow (1992) included two iconic gestures (throw and shake
gesture), but the 14- to 28-month-old children did not understand iconic gestures without
speech. When they were presented with a combination of two words (e.g., “Shake the
book”) or a combination of a gesture and a word(s) (e.g., “Book” + shake gesture or
“Shake the book” + shake gesture), their comprehension of the gesture-speech combina-
tion was not better than their comprehension of the two-word sentence without the ges-
ture (Morford & Goldin-Meadow, 1992).
Another reason why we focused on iconic gestures in this study is because we
expected the results to be different from pointing gestures that indicate a physical object
as a referent. This is because iconic gestures and pointing gestures are semiotically differ-
ent, which leads to a processing load difference. A pointing gesture with a physical refer-
ent indicates its referent based on spatial contiguity to the referent. An iconic gesture
represents its referent based on the resemblance to the referent. Pointing gestures with a
physical referent can be interpreted, with help from rich information in the physical envi-
ronment, whereas iconic gestures need to be interpreted based on features in the hand
movement. Thus, processing iconic gesture may have a higher cognitive load than pro-
cessing pointing gestures. In addition, previous studies on production of gestures have
shown that pointing gestures emerged earlier than iconic gestures (e.g., Goldin-Meadow
& Morford, 1990; Iverson, Capirci, & Caselli, 1994; Zinober & Martlew, 1985). Given
the differences between iconic and pointing gestures, it is important to examine how and
at what age people integrate two representations conveyed by iconic gesture and speech.
In summary, we aimed to investigate whether in children and/or adults iconic gesture
and speech mutually constrain each other’s meanings to form a unified message. We
compared 3-year-olds, 5-year-olds, and adults to see whether 3-year-olds, whose under-
standing of gestures has not reached the adult-level, can make use of information from an
iconic gesture to integrate it with information from speech.
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The current study adapted the methods used with adults (Cocks, Morgan, & Kita,
2011; Cocks et al., 2009). In their studies, participants watched video vignettes of people
producing short sentences in three different conditions, verbal only (V), gesture only (G)
and verbal gesture combined (VG) (see Figs. 1, 2, and supporting information). The par-
ticipants were required to select a picture that represented the intended meaning from one
of four alternatives: integration match, a verbal-only match, a gesture-only match, and an
unrelated foil. The integration match was the only correct response in the VG condition.
The information in speech and the information gesture needed to constrain each other to
arrive at the correct response in the VG condition. An index called “multi-modal gain”
(MMG) was used to measure such integration. MMG indicates the degree to which the
probability of choosing the integration match in VG goes beyond what is expected from
the probabilities of choosing the integration match in V and G. MMG is defined in such
a way that we can compare the degrees of integration by adults and young children who





Twenty-four 3-year-olds (Mage: 3;8, range: 3;3 to 4;1, 12 females and 12 males), 24
5-year-olds (Mage: 5;7, range: 5;2 to 6;2, 12 females and 12 males), and 18 adults (Mage:
29, range: 21 to 38, 10 females and 8 males), who were all monolingual speakers of
Japanese, participated.
2.2.2. Material
An actor was filmed producing eight combinations of an iconic gesture and a short
sentence. The lower part of the actor’s face was covered by a mask to conceal lip and
mouth movement (see Fig. 1). This was done because the gestures in the videos in the
Fig. 1. An example of a stimulus gesture for “throwing.”
K. Sekine, H. Sowden, S. Kita / Cognitive Science 39 (2015) 1859
VG condition and G condition were taken from recordings in which the actor with the
mask both spoke and gestured, and without the mask, the lip movement would have
given participants information about speech in the G condition. In the final stimuli, the
speech produced by the actor with a mask was not used because the speech was some-
what muffled. The audio part of the final stimuli was separately recorded by the actor. It
is highly common in Japan to wear a mask of the type used in the stimuli to avoid catch-
ing a cold or hay fever, and thus children were familiar with people wearing a mask
of that type. The gestures expressed eight common everyday actions (writing, throwing,
Fig. 2. The four photographs as response choices shown after the “throwing” gesture in Fig. 1 was presented
(upper left, verbal-only match; upper right, gesture-only match; bottom right, unrelated foil; bottom left, inte-
gration match).
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riding, reading, drinking, eating, opening, and climbing; see Supporting Information), and
the sentences referred to the same action (e.g., nage-teimasu, “(One) is throwing”) with
corresponding verbs (kaku, nageru, noru, yomu, nomu, taberu, akeru, and noboru, respec-
tively). The eight verbs were selected based on the Japanese MacArthur Communicative
Development Inventory (Watamaki & Ogura, 2004), and the verbs were understood by
more than 80% of 3-year-olds. In the speech part of the stimulus, a subject noun phrase
was dropped in the sentence, because a third-person pronoun is rarely used when talking
to young Japanese children (it is grammatical in Japanese to omit the subject noun
phrase; Shibatani, 1990). Gestures depicted one of possible ways (e.g., throwing a basket-
ball) in which the action denoted by the verb (e.g., throwing) can be carried out (see
Fig. 1 and the Supporting Information). From the recording of eight speech-gesture com-
binations, three versions of stimulus videos (totaling 24) were created for each speech-
gesture combination: verbal + gesture (VG) (created by video editing to combine the
audio part used in the V condition and the visual part used in the G condition), gesture-
only (G) (the auditory part is muted), verbal-only (V) (the visual part is a still picture of
the actor). Each video lasted 5 s.
Each speech-gesture combination had four corresponding color photographs as
response choices (see Figs. 1, 2): (1) integration match, (2) verbal-only match, (3) ges-
ture-only match, (4) and unrelated foil. Both integration matches and the verbal-only
matches were semantically congruent with the speech and therefore were both correct
choices in the V condition (but gesture-only matches and unrelated foils were not). In the
G condition, both integration matches and gesture-only matches were semantically
congruent with the gesture and therefore were correct choices (but the verbal-only match
and the unrelated foil were not). In the VG condition if participants integrated the
information from the speech and the gesture, the integration match was the only correct
choice. Thus, the chance level for the V condition and the G condition is 50% each,
but that for the VG condition is 25%. The four photographs for a given speech-gesture
combination were arranged in a PowerPoint slide as in Fig. 2.
In the case of action “throw,” in the V condition, the verbal stimulus was “(one) is
throwing,” and the correct choices were the picture of the boy throwing the basketball
(integration match) and the picture of the boy throwing the baseball (verbal-only match).
In the G condition, the gesture stimulus was a video clip showing an action of throwing
by both hands without sound (Fig. 1), and the correct choice was the picture of the boy
throwing the basketball (integration match) and the picture of the boy opening a door
(gesture-only match). In the VG condition, the verbal stimulus was “(one) is throwing”
and the gesture stimulus was a clip of throwing action, and the correct choice was only
the picture of the boy throwing the basketball (integration match).
2.2.3. Stimulus presentation
Two of the eight actions (writing and throwing) in the three conditions (total six trials)
were used in the practice trials. The participants watched six speech-gesture combinations
in all three conditions, resulting in a total of 24 trials, in one of six different orders for
counterbalancing. The order of six actions was consistent (riding, reading, drinking,
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eating, opening, and climbing), and the three conditions were intermixed within the order
of presentation (i.e., they were not blocked). The positions in which the trials for the
three conditions appeared were counterbalanced across participants. The locations of the
four types of response photographs were also counterbalanced so that each type of photo-
graph appeared in each of the four locations on a slide equally often. In other words, the
same set of four photographs was used for each action but the layout of the four photo-
graphs on the slide differed for each condition and the same four photographs reappeared
with five intervening trials with the other sets of photographs.
2.2.4. Procedure
Participants were tested individually in a quiet spare room at the school for children
and in a laboratory at the university for adults. At the beginning of the experiment, the
experimenter instructed the participants as follows: “In this game you are going to see
and hear a woman on this screen talking about different things people are doing. After
you have watched the lady, you will see four different pictures. You need to pick one of
the pictures that match what the lady was telling you about. Listen and watch carefully.
Are you ready?” The Japanese original instruction can be seen in Appendix B. Partici-
pants were asked to watch a video stimulus embedded in a PowerPoint presentation on a
laptop with a 12-inch screen, After each video stimulus, they saw four color photographs
that simultaneously appeared on the screen for a response and were then asked by the
experimenter to point to a photograph that best matched the message portrayed in the
video as follows: “Can you point to one of the pictures that the lady was telling you
about?” The same prompt was used in the three conditions. In an example of “throwing,”
a child is shown a video clip where the actor says “throwing” and gestures “throw basket-
ball.” The experimenter recorded every response on paper. Two practice trials were fol-
lowed by experimental trials. In the two practice trials, if a participant pointed to the
correct photograph, (s)he received positive feedback like “That’s right” by the experi-
menter, whereas if (s)he pointed to the incorrect one, (s)he was given further prompts like
“Oh do you think it is that one? What is he doing in that picture? Maybe it’s a different
picture. Which one do you think it might be?” This was repeated until they pointed to
the correct photograph. Before starting the real trials, the experimenter confirmed whether
the child understood the procedure. In the experimental trials, the child was always given
positive feedback, regardless of his/her choice of the photograph. The experiment lasted,
on average, 15 min.
2.2.5. Data analysis
We calculated an index of participants’ ability to integrate verbal and gestural informa-
tion (Cocks et al., 2009, 2011). In the VG condition, the integration match was the only
correct response if the unique information in the verbal and gestural modalities were
semantically integrated. However, the integration match could have been chosen even if
the participant focused on one modality and ignored the other because the integration
match was compatible with both speech and gesture. Therefore, successful choice of inte-
gration matches in the VG condition itself was not a good index of speech–gesture
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integration. Thus, we needed to evaluate whether the probability of choosing integration
matches the multimodal (VG) condition was higher than what would be expected from
the probabilities of choosing integration matches in the unimodal (V, G) conditions. In
other words, we need to know whether, in the VG condition, participants picked the inte-
gration match choice by putting information from both modalities into a unified interpre-
tation or by making a decision based on only one modality. To this end, we calculated an
index, MMG, for each participant.1
First, the proportions of integration match choice in the VG, V, and G conditions were
calculated. The results from the V and G conditions indicated how often participants
picked the integration match choice when only speech or only gesture was presented.
Next, we estimated the upper bound of the probability at which participants would choose
the integration match on the basis of a single modality (speech or gesture) in the VG con-
dition. This was estimated as the maximum of the proportions of integration match choice
in the V and G (i.e., whichever proportion that was bigger) for each participant. If partici-
pants used only a single modality in the VG condition, their performance could not
exceed this maximum. Finally, the multimodal gain was estimated for each participant as
the difference between the proportion of integration match choice in the VG condition
and the maximum proportion in the V and G conditions, as in (1).
MMG ¼Prop. of integration match choice in VGMaximum (Prop. of
integration match choice in V, Prop. of integration match choice in G):
ð1Þ
For example, out of six trials for each condition, a child picked four integration match
choices for the V condition, two integration match choices for the G condition, and five
integration match choices for the VG condition. The proportions of integration match
choice in each condition were 0.67 (4/6), 0.33 (2/6), and 0.83 (5/6), respectively. Because
the proportion of integration match choice in the V condition was higher than that in the
G condition, the proportion in the V condition was used for calculation for the MMG
score. Therefore, the child’s MMG score is 0.16, by subtracting 0.67 from 0.83.
MMG represented an integration match choice in the VG condition that went beyond
the estimated “best-case-scenario” performance if the participants used only one of the
two modalities in the VG condition. The performance in the “best-case-scenario” was
estimated to be the highest probability of integration match choice between the two uni-
modal conditions. Thus, MMG controls for participants’ unimodal ability by taking a dif-
ference between the performance in the VG condition and the best performance in the V
or G condition. A result where MMG = 0 would indicate that the participants could have
picked the integration match by focusing on one modality. In other words, it indicates
that multimodality did not contribute to the likelihood of the integration match choice in
the VG condition. Conversely, a positive MMG score means that the choice of integration
matches increased in the VG condition because participants integrated information from
speech and gesture. Essentially the same variable is used in fMRI studies with multi-
modal and unimodal conditions (e.g., Straube, Green, Bromberger, & Tilo, 2011) to
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isolate voxels representing brain areas for multimodal integration (e.g., (Speech + Ges-
ture > Speech) ∩ (Speech + Gesture > Gesture); that is, voxels in which the activation in
the multimodal condition is higher than in both unimodal conditions).2 A similar measure
of multimodal enhancement in performance in a behavioral task has also been proposed
by Rach, Diederich, and Colonius (2011).
2.3. Results
No statistically significant differences were found in the proportion of trials with cor-
rect responses that children gave to the six presentation orders (3-year-olds, the V condi-
tion, F(5, 18) = 1.16, p = n.s., the G condition, F(5, 18) = 0.94, p = n.s., the VG
condition, F(5, 18) = 0.70, p = n.s.; 5-year-olds, the V-condition, F(5, 18) = 0.60,
p = n.s., the G condition, F(5, 18) = 1.71, p = n.s., the VG condition F(5, 18) = 0.73,
p = n.s.; Adults, the V condition, F(5, 12) = 1.00, p = n.s., the VG condition, F(5,
12) = 0.47, p = n.s.). Data were therefore collapsed across presentation orders.
2.3.1. Correct choices in the three conditions
We examined whether the proportion of correct choices was above chance level, 50%
for the V and G conditions and 25% for the VG condition. The proportions of trials with
a correct choice were significantly higher than chance level for each condition for all age
groups, one sample t-tests, ps < .05.
We conducted analyses of variance (ANOVA) for each of the three (V, G, VG) condi-
tions on the mean proportion of trials with a correct choice with the age groups as a
between-subject factor (Table 1). A main effect of age group was found for the G condi-
tion, F(2, 63) = 21.44, p < .001, g2 = .41, and for the VG condition, F(2, 63) = 43.08,
p < .001, g2 = .58, but not for the V condition, F(2, 63) = 2.36, p = n.s. Fisher LSD post
hoc tests (as suggested by Howell (2007) for comparison of the three means) showed that
the proportions of trials with a correct choice were significantly higher in 5-year-olds and
adults than in 3-year-olds in both G and VG conditions. This indicated that it is relatively
difficult for 3-year-olds to comprehend information only from gesture, and from both
speech and gesture.
2.3.2. Mean score of multimodal gain
To assess to what extent the participants semantically integrated information from
speech and gesture in the VG condition, MMG scores were calculated for each partici-
Table 1
Mean proportion of correct choices chosen in each of the three conditions (V = verbal only, G = gesture
only, VG = verbal gesture combined) and the standard deviations in parentheses
Condition 3 years 5 years Adults 3 years in Experiment 2
V 0.95 (0.08) 0.98 (0.06) 0.99 (0.04) 0.94 (0.08)
G 0.74 (0.19) 0.92 (0.11) 1 (0.00) 0.73 (0.13)
VG 0.51 (0.22) 0.87 (0.14) 0.95 (0.10) 0.65 (021)
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pant. An ANOVA was conducted on the MMG scores with age group as a between-subject
factor (Fig. 3). A main effect of age group was found, F(2, 63) = 3.19. p < .01, g2 = .09.
Fisher LSD post hoc tests showed that 3-year-olds’ MMG score was significantly lower
than 5-year-olds (p < .05), suggesting that it is relatively difficult for 3-year-olds to
semantically integrate information from gesture and speech. Note that 3-year-olds’ poorer
gesture comprehension in the G condition cannot account for their lower MMG scores as
MMG indicates the degree to which people’s performance in the VG condition goes
beyond their performance in the G condition (and the V condition). That is, a low score
in the G condition does not necessarily lead to a low MMG score.
A positive MMG score means that the choice of integration matches increased in the
VG condition from that in the V or G condition, because participants integrated informa-
tion from speech and gesture. MMG was significantly larger than zero in 5-year-olds, t
(23) = 3.46, p < .01, d = 0.71, and adults, t(17) = 2.95, p < .01, d = 0.70, but not in 3-
year-olds, t(23) = .14, p = n.s. Thus, only 3-year-olds did not obtain a significant increase
in MMG scores in the VG condition from zero.
We also conducted an item-by-item analysis on MMG scores. In six out of six items,
MMG scores in 5-year-olds were higher than those in 3-year-olds. In five out of six
items, MMG scores in adults were equal to or higher than those in 3-year-olds. Thus, an
item-by-item analysis showed the same tendency as the analysis of the MMG score
aggregated over the six items.
2.3.3. Analysis of the failure of integration in 3-year-olds
It was revealed that the MMG score in 3-year-olds was lower than the other two age
groups. This indicates that their ability to integrate speech and gesture was poorer than
other age groups, above and beyond their poorer ability to pick up information from ges-
Fig. 3. Mean score of multimodal gain (MMG) in each age group. MMG is an index of how much multimo-
dality contributed to the choice of integration matches in the VG (verbal + gesture) condition. MMG = 0
would indicate that the likelihood of choosing integration matches in the VG condition can be fully
accounted for by the likelihoods of choosing integration matches in unimodal (verbal-only, gestural-only)
conditions. Error bars represent standard errors of the means.
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tures themselves. To further substantiate this point, we conducted an analysis that focused
on items for which participants were successful in the G condition.
For each item (target action), we first selected participants who picked the correct
choice in the G condition (either gesture-only match or integration match) (see Table 2).
For this subset of participants, failure in the VG condition cannot be attributed to the
inability to understand the gesture. Then, out of these participants, we calculated the pro-
portion of participants (for each age group, for each target action) who picked the inte-
gration match in the VG condition (Table 3). To investigate whether these proportions
differed between age groups, a chi-squared test was conducted for each target action.
Significant differences were found for all target actions but Reading: Riding, v2(2,
N = 57) = 14.48, p < .001, Reading, v2(2, N = 61) = 3.78, p = .15, Drinking, v2(2, N =
57) = 17.63, p < .001, Opening, v2(2, N = 55) = 15.67, p < .001, Eating, v2(2,
N = 58) = 8.39, p < .001, and Climbing, v2(2, N = 57) = 21.90, p < .001. Post hoc
analyses (with chi-squared tests comparing only two groups) indicated that for all target
actions, the proportion of 3-year-olds who picked the integration match in the VG condi-
tion was significantly lower than the other two age groups. Thus, even when we focused
on the cases where participants succeeded in the G condition, 3-year-olds performed
worse in the VG condition than the other age groups. This result confirmed our claim that
Table 2
Mean proportion of participants who picked the correct choice in the G condition (within each age group)
and the absolute number of participants in parentheses
3 years 5 years Adults
Riding 0.63 (15) 1.0 (24) 1.0 (18)
Reading 0.83 (20) 0.96 (23) 1.0 (18)
Drinking 0.83 (20) 0.83 (20) 0.94 (17)
Opening 0.63 (15) 0.92 (22) 1.0 (18)
Eating 0.75 (18) 0.92 (22) 1.0 (18)
Climbing 0.71 (17) 0.92 (22) 1.0 (18)
Table 3
Item analysis of the VG (verbal gesture combined) condition, focusing on cases in which participants cor-
rectly responded to the G (gesture-only) condition. Out of the participants who picked the correct choice
(gesture match or integration match) in the G condition, the proportion of participants who picked the inte-
gration match in the VG condition (absolute number of participant is in parentheses) for each target action
was calculated
3 years 5 years Adults
Riding 0.40 (6) 0.83 (20) 0.94 (17)
Reading 0.75 (15) 0.91 (21) 0.94 (17)
Drinking 0.35 (7) 0.70 (14) 1.0 (17)
Opening 0.40 (6) 0.77 (17) 1.0 (18)
Eating 0.66 (12) 0.95 (21) 0.94 (17)
Climbing 0.53 (9) 1.0 (22) 1.0 (18)
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3-year-olds’ poor integration of speech and gesture is not simply because they have diffi-
culty in understanding gestures.
2.3.4. Error analysis
We analyzed the types of errors in the VG condition to see if verbal or gestural infor-
mation dominated when the integration match was not chosen. We calculated the mean
proportion of each type of photograph chosen in the VG condition for each age group
(Table 4). We also calculated the mean proportion of each type of photograph chosen in
the V condition and G condition, respectively, which are shown in Appendix C.
The participants rarely selected the unrelated foil. In addition, most adults did not
make any errors. Thus, we compared the proportions of trials with verbal-only match
choice with those with gesture-only match choice in the VG condition for 3- and 5-year-
olds. Verbal-only matches were chosen significantly more often than gesture-only
matches for 3-year-olds, t(23) = 7.83, p < .001, d = 2.33, and for 5-year-olds,
t(23) = 4.73, p < .001, d = 1.22. This indicates that children tended to put more weight
on verbal information than gestural information in the VG condition.
2.4. Discussion
Experiment 1 showed that, as we expected, when participants were shown only an ico-
nic gesture, even 3-year-olds selected correct choices above the chance level, but their
performance was lower than that of 5-year-olds and adults. It also indicated that when
participants were shown both iconic gesture and speech, 3-year-olds did not integrate the
unique information in the two modalities to arrive at a unified interpretation, and this
difficulty cannot be attributed to their poorer ability to comprehend gestures. However,
5-year-olds showed an adult-like integration ability. Thus, for the first time, our study
showed that iconic gesture and speech mutually constrain each other’s meanings to arrive
at a unified message in 5-year-olds and adults, but not in 3-year-olds. When 3-year-olds
failed to integrate iconic gestures and speech, they tended to rely on information from
speech.
One problem in interpreting the results of Study 1 is that it is unclear whether the
3-year-olds’ performance on the VG stimuli was truly an integration failure rather than a
consequence of the video presentation. We tested this problem by presenting the stimuli
Table 4
Mean proportion of each target chosen in the VG (verbal + gestural) condition for each age group, with the
standard deviations in parentheses
Target Type 3 years 5 years Adults 3 years Experiment 2
Verbal match 0.40 (0.20) 0.12 (0.12) 0.03 (0.06) 0.31 (0.20)
Gesture match 0.05 (0.09) 0.014 (0.05) 0.01 (0.04) 0.04 (0.10)
Integration target 0.51 (0.22) 0.87 (0.14) 0.95 (0.10) 0.65 (0.21)
Unrelated foil 0.02 (0.07) 0 (0) 0 (0) 0 (0)
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in a different way from Experiment 1. In Experiment 2, like the live condition in Kelly’s
(2001) study, we used a naturalistic methodology in which an experimenter showed a live
gesture and/or speech to 3-year-olds.
Children younger than 3-year-olds learn more from real-life experiences than from
television. This phenomenon is termed the “video deficit effect” (Anderson & Pempek,
2005). This effect is observed in various tasks such as the imitation of an actor’s action,
object retrieval, word learning, and emotional response (e.g., Anderson & Pempek, 2005;
Hayne, Herbert, & Simcock, 2003; McGuigan, Whiten, Flynn, & Horner, 2007; Richert,
Robb, & Smith, 2011). In Experiment 2, we test whether 3-year-olds perform better if
they are presented with the stimuli live by an experimenter.
In the context of the comprehension of gesture and speech, none of the previous stud-
ies have directly compared the effect of video versus live presentation, except for Kelly’s
(2001) study. Kelly showed young children’s understanding of a pointing gesture and
speech was better when they saw a speaker producing them live compared to when they
saw her producing them in a video clip, and speculated that this is because young chil-
dren are more sensitive to nonverbal behaviors when they are actual participants rather
than observers of communicative interaction. Given this finding, observing a speaker in a
real situation may have a different effect on the integration of speech and iconic gesture
than from observing her or him in a video clip. Thus, Experiment 2 examined whether
even 3-year-olds may show better performance in the integration of iconic gestures and





The participants were twenty-four 3-year-olds (Mage: 3;7, range: 3;1 to 4;0, 12 females
and 12 males), who were all monolingual speakers of Japanese and did not participate in
Experiment 1.
3.1.2. Material and procedure
The material, stimulus presentation, and procedure in Experiment 2 were the same as
Experiment 1 except that an experimenter, who did not wear a mask, demonstrated a
gesture and/or speech, instead of an actor in a video clips. After sitting down in front of
a child, the experimenter demonstrated a target spoken sentence and/or gesture to a child.
Children were instructed to look at four color photographs as responses on a laptop
screen after the experimenter produced a target spoken sentence and/or gesture, then to
point to the photograph that matched the message conveyed by the experimenter. The
laptop was placed on the right side of each participant. The experiment lasted 15 min, on
average.
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3.2. Results
As in Experiment 1, no statistically significant differences were found in the pattern of
responses children gave to the six presentation orders in any of the three conditions (the V
condition, F(5, 18) = 2.23, p = n.s., the G condition, F(5, 18) = 1.31, p = n.s., the VG con-
dition, F(5, 18) = 0.09, p = n.s.). Data were, therefore, collapsed across presentation orders.
3.2.1. Correct choices in the three conditions
We examined whether the proportion of correct choices of 3-year-olds in Experiment 2
was above the chance level, 50% for the V and G conditions and 25% for the VG condi-
tion. The proportions of trials with a correct choice were significantly higher than the
chance level for each condition, one sample t-tests, ps < .05.
To examine the differences in performance between the 3-year-olds in Experiment 1 and
those in Experiment 2, we conducted t-tests for each of the three conditions (V, G, and VG)
on the mean proportion of trials with a correct choice (Table 1). A significant difference
was found only in the VG condition: The proportion of trials with a correct choice from the
3-year-olds in Experiment 2 was significantly higher than those in Experiment 1,
t(23) = 2.22, p < .05, d = 0.42. This indicated that it was easier for 3-year-olds to pick the
integration match when gesture and speech were produced in the live condition.
3.2.2. Mean score of multimodal gain
Next, we investigated the difference of the MMG score between the 3-year-olds in
Experiment 1 and those in Experiment 2 (Fig. 3). MMG score did not significantly differ
between the Experiments, t(23) = 2.16, n.s. However, the MMG score was significantly
larger than zero in the 3-year-olds in Experiment 2, t(23) = 2.28, p < .05, d = 0.43.
Thus, there is some evidence that the live condition makes it easier for 3-year-olds to
semantically integrate unique information in gesture and speech.
3.2.3. Error analysis
We analyzed the types of errors made by the 3-year-olds in Experiment 2 in the VG
condition to see if verbal or gestural information dominated when the integration match
was not chosen (Table 4). Just like the 5-year-olds and adults in Experiment 1, none of
the 3-year-olds in Experiment 2 selected the unrelated foil. In the VG condition, verbal-
only matches were chosen significantly more often than gesture-only matches,
t(23) = 5.38, p < .001, d = 0.75. This indicates that even when gesture and speech were
presented live, children tended to put more weight on verbal information than gestural
information.
4. General discussion
To examine whether the development of speech–gesture integration is a part of a larger
developmental shift occurred between 3- and 5-year-olds (Ramscar & Gitcho, 2007), we
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investigated whether in children and adults iconic gesture and speech mutually constrain
each other’s meanings to form a unified message. In Experiment 1, we compared differ-
ent age groups to see whether they can make use of information from an iconic gesture
to integrate it with information from speech. In Experiment 2, we examined the perfor-
mance of 3-year-olds in a live presentation of speech-gesture stimuli to see whether live
interaction allows children to integrate iconic gestures and speech.
There are five main findings. First, when participants were shown only iconic gestures,
even 3-year-olds selected correct choices above the chance level, but their performance
was lower than that of 5-year-olds and adults. Second, 3-year-olds did not integrate the
unique information in the two modalities to arrive at a unified interpretation when shown
both an iconic gesture and a speech in video, but the 5-year-olds showed adult-like inte-
gration ability. Third, 3-year-olds’ poor performance in the integration of speech and ico-
nic gesture cannot be accounted for by their difficulty in interpreting the gesture. Fourth,
when the children failed to integrate iconic gesture and speech, they tended to rely on
information from speech. Fifth, when iconic gesture and speech are presented live, even
3-year-olds could integrate them.
The results indicate two things about development of children’s ability to integrate ges-
tures and speech. First, the development of speech–gesture integration may be a part of a
broader developmental shift suggested by Ramscar and Gitcho (2007): The ability to pro-
cess two different pieces of information at the same time develops between 3- and 5-
year-olds (e.g., Deak, 2000; Frye et al., 1995; Loewenstein & Gentner, 2005; Zelazo
et al., 2003). Though iconic gesture and speech have a special affinity with each other in
the perceiver’s mind (Kelly et al., 2014), this did not exempt iconic gesture and speech
from the broader developmental shift.
Second, 3-year-olds were able to integrate iconic gesture and speech when gesture and
speech are presented live. The current study indicated that 3-year-olds integrate speech
and iconic gestures (MMG significantly above zero) in the VG condition when speech
and gesture are presented live (Experiment 2), but not when they are presented in a video
(Experiment 1). This result is consistent with previous studies showing that young chil-
dren performed less well from video presentations of stimuli than from equivalent real-
life experiences (Anderson & Pempek, 2005; Hayne, Barr, & Herbert, 2003; Richert
et al., 2011). Examining the reason why a live condition makes it easier for young chil-
dren to integrate gesture and speech would be an important topic for future research.
The 3-year-olds’ above-chance performance in the gesture-only condition is in line
with previous findings that even infants can pick up information encoded only in iconic
gestures (McGregor et al., 2009; Tomasello, Striano, & Rochat, 1999). However, 3-year-
olds’ performance was significantly worse than 5-year-olds and adults. This may be
because our stimulus gestures required children to imagine an object associated with a
gesturally depicted action. Previous studies have shown that 3-year-olds were worse at
comprehending gestures with an imaginary object (e.g., a gesture for brushing teeth with
a fist handshape holding an imaginary tooth brush) than 4- and 5-year-olds and adults
(e.g., Boyatzis & Watson, 1993; O’Reilly, 1995; Overton & Jackson, 1973). This
difficulty in gesture comprehension may be the reason why 3-year-olds rely on the
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information conveyed in speech rather than gesture when they make an error in the VG
condition. Consistent with this interpretation, Zelazo et al. (2003) argued that when 3-
year-olds are simultaneously presented with two representations, they tend not to integrate
the two representations and perseverate on a salient representation (in the current study,
speech).
This study also makes a methodological contribution. Despite the age difference in the
ability to comprehend iconic gestures, the MMG score is still a useful measurement for
speech and gesture integration. This is because MMG measures how far participants went
beyond their unimodal ability by taking the difference between the performance in the VG
condition and the best performance in the V or G condition (see Straube et al., 2011; Rach
et al., 2011 for similar measures). Another strength of MMG is that it is a general variable,
applicable to all possible contexts of speech–gesture integration. We can distinguish three
contexts in which speech–gesture integration can be observed: (a) when speech is not easily
interpretable, (b) when gesture is not easily interpretable, and (c) when speech and gesture
are perfectly interpretable. The second context is the situation that our 3-year-olds were in,
and the third context is the situation that our 5-year-olds and adult participants were in. It
would be interesting for future research to compare how 3-year-olds perform in all three
contexts. This study is important because it opens doors for a further systematic investiga-
tion of development of speech–gesture integration in comprehension.
To conclude, the current study developed a novel method to investigate children’s abil-
ity to semantically integrate information from speech and iconic gestures. The results
indicate that development of this integration ability may be part of a broader develop-
mental shift between 3- and 5-year-olds (Ramscar & Gitcho, 2007), with regard to the
ability to process two different pieces of information at the same time.
Notes
1. The calculation of MMG score in the current study is simpler and makes fewer
assumptions about the nature of the integration process as compared to the calcula-
tion proposed by Cocks et al. (2009).
2. Straube, Green, Bromberg, and Kircher (2011) used slightly more elaborate con-
junctions (Speech + Gesture > Speech ∩ Speech + Gesture > Gesture ∩ Speech ∩
Gesture) to make sure that the “integration areas” were also activated by unimodal
information.
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Data S1: Gestures and speech in the stimulus video
clips and the description of each response choices.
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Appendix B: Original Japanese instruction.
Appendix C: Mean proportion of each target (photograph) type.
Table C2
Mean proportion of each target chosen in the G (gestural) condition for each age group and the standard
deviations in parentheses
Target type 3 years 5 years Adults 3 years in Experiment 2
Verbal match 0.17 (0.16) 0.07 (0.10) 0.01 (0.04) 0.19 (0.14)
Gesture match 0.38 (0.19) 0.40 (0.26) 0.24 (0.17) 0.44 (0.19)
Integration match 0.36 (0.17) 0.53 (0.28) 0.76 (0.17) 0.28 (0.19)
Unrelated foil 0.10 (0.13) 0.01 (0.03) 0.00 (0.00) 0.06 (0.10)
Table C1
Mean proportion of each target chosen in the V (verbal) condition for each age group and the standard devia-
tions in parentheses
Target type 3 years 5 years Adults 3 years in Experiment 2
Verbal match 0.48 (0.16) 0.40 (0.23) 0.32 (0.17) 0.40 (0.22)
Gesture match 0.02 (0.07) 0.02 (0.06) 0.01 (0.04) 0.06 (0.09)
Integration match 0.47 (0.14) 0.58 (0.25) 0.67 (0.19) 0.53 (0.23)
Unrelated foil 0.03 (0.07) 0.00 (0.00) 0.00 (0.00) 0.02 (0.06)
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