In this paper our main goal is to establish a "fundamental theorem of algebra" for monosplines having multiple knots and satisfying boundary conditions and to show the existence and uniqueness of multiple node Gaussian quadrature formulas for classes of splines where linear boundary functionals are included in the formulas.
II. QUADRATURE PROBLEM
The basic question can be phrased in the following way. Given r fixed knots O<t, < . . . < r, < 1 and the positive integer n.
Consider the linear family, S, of spline functions of the form:
where {a,, h,} are allowed to vary and @,,(x, with k = p + q and n + r = k + C;= 1 (mi + 1 ), we seek a quadrature formula of the type withO<y,<y,<...<,<l,sothat for all UE S. The boundary problem associated with the functionals exhibited above is called a separable problem. Following Karlin [3] , Karlin, Micchelli [S], Karlin, Pinkus [7] , and Melkman [IS], we impose a set of basic assumptions on our boundary functionals. Let m = n + r-k. 
." C,(@,(., Yl)) @JXI> Y,) ... @,bLk>Y,)
for integers (ij: 1 <ij<n+r)Tzl, O<y,< . . . < ylP,<l, and O<x,< ... < xIek < 1. When some of the x,'s are equal, the usual definition involving derivatives [2] is employed with the restriction that at most n -1 x's can coincide.
In [lo] (Section 3 and Theorem 3.1) it was noted that under the Basic Hypothesis there exist integers, 1 < i, < i, -=z . . . < ik < n + r, so that (1) Following [lo], the collection of functions (2) with {i',, . . . . iLclek } the ordered set which is complementary to (ii, . . . . ik} in { 1, . . . . n + Y}, forms a basis for S(C) (see Theorem 1) . Then for each set, o<x, < ..' <X,l+,pk < 1, by Sylvester's determinant lemma,
Further the result is valid if we allow some of the xi)s to coincide using the appropriate derivatives in the formulas. Define the convexity cone K( S( C)) by
..' f(t,+r k+l)
I
Consider @Jx, y) for any y E (0, 1) and let
By (3) (4) 
i=p+l i= I
for some numbers di, ei, e, where by induction e # 0. Note that
Clearly then in (0, 1) (x, + 1 -y)"; ' is not in the linear span of the remaining functions. The result follows. 1 LEMMA 2. For each set: 0 < x1 < . . . < x, < 1, and the given odd multiplicities mi (i = 1, . . . . s) (where recall that mi < n -2), there exists points o<y,< ... < y, < 1 so that (6) ProoJ: By Lemma 1 there is a set 0 < y, < . . < y, < 1, so that (7) By (3), the determinants in (6) and (7) differ by a non-zero factor. 1
IV. EXISTENCE AND UNIQUENESS OF QUADRATURE FORMULAS
To proceed we add the following assumption to Lemma 2 in [ 11: For some 0 < p, < . . < % < 1, the determinant D(r, ,..., rS) # 0. This will insure that C, is bounded in equation (3) of [ 11. This assumption is met in all applications of this lemma in [ 1 ] and in the present paper. We say that S(C) satisfies the "cone condition" if for each set 0 < x1 < . . . < x, < 1 there is a collection {fi}y= 1 c K(S(C)) so that For any u E S let (9) Noting that f, E S(C), it follows from (9), Theorem 2 and Lemma 2 that there is exactly one quadrature formula of the type
with the property,
It is given by the expression Q(f)= i dp'(ej-bj)Cj(f)+Qo(f), 
THEOREM 3. The is exactly one formula, Q(f) of the form (10) with the property (11) . It is given by (12).
In this section we consider the existence question for C[O, l] (i.e., we require only that mi 6 n -1). The analysis of [ 1 ] can be readily modified to establish the desired result. We sketch the proof. Using a standard compactness argument based on Lemma 4, and the convergence properties of the Gaussian transform yields the fact that coefficients of the quadrature formulas are uniformly bounded for 0 <E <so. Thus by going to another subsequence one can be assured that each coefficient U&E) + ati as E JO. Again by the convergence properties of the transform:
for all u E S(C). Applying ( 12) yields a formula which is exact for S.
The results can be easily extended to the setting where
the positive integers { di} f = , are fixed .
Setting D = max I <,<, di, we have with r = cf=, di:
. . We examine all monosplines of the type 
