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Abstract. The (global) Lipschitz smoothness condition is crucial in establishing the convergence theory for
most optimization methods. Unfortunately, most machine learning and signal processing problems are not Lipschitz
smooth. This motivates us to generalize the concept of Lipschitz smoothness condition to the relative smoothness
condition, which is satisfied by any finite-order polynomial objective function. Further, this work develops new
Bregman-divergence based algorithms that are guaranteed to converge to a second-order stationary point for any
relatively smooth problem. In addition, the proposed optimization methods cover both the proximal alternating
minimization and the proximal alternating linearized minimization when we specialize the Bregman divergence to
the Euclidian distance. Therefore, this work not only develops guaranteed optimization methods for non-Lipschitz
smooth problems but also solves an open problem of showing the second-order convergence guarantees for these
alternating minimization methods.
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1. Introduction. Consider minimizing a twice continuously differentiable function
minimize
x∈Rn
f(x)(1.1)
which can be solved by numerous off-the-shelf algorithms, such as first-order algorithms like
gradient descent [13], perturbed gradient descent [10], nonlinear conjugate gradient method
[8], proximal point minimization algorithm [16], and second-order methods like the Newton-
CG algorithms [17, 18].
1.1. The Lipschitz Smoothness Condition. However, all these optimization algorithms
require the objective function f(x) to be Lipschitz smooth. When f is twice continuously
differentiable, denoted by f ∈ C2, we say f is Lf -Lipschitz smooth if there exists a constant
Lf so that
LfI±∇2f(x)  0, ∀ x ∈ Rn(1.2)
The Lipschitz smoothness condition plays a fundamental rule in establishing the convergence
theory for most optimization methods, including both the first-order and the second-order
convergence guarantee. Here, we refer the first-order (or second-order) convergence to the
convergence to a first-order (or second-order) stationary point (cf. Definition 3.4). For an
illustration, let us consider the gradient descent (GD) algorithm, which iteratively updates the
sequence along the negative gradient by an amount of a constant step. Mathematically, GD
generates a sequence {xk} by iteratively computing
xk+1 = xk − η∇f(xk), k = 1, 2, . . .
The main purpose of using the Lipschitz-smoothness condition is to guarantee a sufficient
decrease of the objective function in each step.
∗Submitted to the editors April 17, 2019. The first and second authors contributed equally to this paper.
Funding: This work was supported by Award N660011824020 from the DARPA Lagrange Program.
†Department of Electrical Engineering, Colorado School of Mines. (qiuli@mines.edu, http://inside.
mines.edu/∼qiuli/;gtang@mines.edu, http://inside.mines.edu/∼gtang/; mwakin@mines.edu, http://inside.mines.
edu/∼mwakin/).
‡Mathematical Institute for Data Science, Johns Hopkins University. (zzhu29@jhu.edu, http://cis.jhu.edu/
∼zhihui/).
1
ar
X
iv
:1
90
4.
09
71
2v
1 
 [m
ath
.O
C]
  2
2 A
pr
 20
19
LEMMA 1.1. Assume f is Lf -Lipschitz smooth. Then GD with step size η satisfies
f(xk)− f(xk+1) ≥
(
1
η
− Lf
2
)
‖xk − xk+1‖22(1.3)
Proof. This follows by plugging y = xk, x = xk+1 to a consequence of the Lipschitz
smoothness condition: |f(x)− f(y)− 〈∇f(y),x− y〉| ≤ Lf2 ‖x− y‖22 for all x,y.
Therefore, as long as the step size is small enough η < 2/Lf , GD makes a decrease
of the function value in every step and converges to a first-order stationary point. Besides,
the recent work [13] establishes that most first-order algorithms (e.g., GD) can avoid strict
saddle points (those first-order stationary points that are not second-order stationary points)
for any Lipschitz-smooth problem. Therefore, in addition to its importance in building up
the first-order convergence guarantees, the Lipschitz smoothness condition is also pivotal in
demonstrating the second-order convergence theories.
Unfortunately, the objective functions in many machine learning problems—such as low-
rank matrix recovery, tensor factorization problem, neural networks training—is not Lipschitz
smooth. This is because, by its definition, the Lipschitz smoothness condition requires the
spectral norm of the Hessian matrix is in a constant order like O(1). However, most machine
learning problems possess a high-degree (higher than quadratic) polynomial objective func-
tion, and as a result, the spectral norm of the Hessian matrices will be in a polynomial order
(e.g., O(x2)) and thus fails to be in a constant order.
1.2. The Relative Smoothness Condition. It is not quite understood how to deal with
these non-Lipschitz smooth but popular machine learning problems. This prompts us to gen-
eralize the idea of the Lipschitz smoothness condition to the relative smoothness condition
by considering a generalized smoothness using the Bregman divergence (cf. [4]).
DEFINITION 1.2 (Bregman Divergence). The Bregman divergence, in term of a strongly
convex function h, is defined as
Dh(x,y) = h(x)− h(y)− 〈∇h(y),x− y〉(1.4)
When h(x) = ‖x‖22/2, the Bregman divergence reduces to Dh(x,y) = ‖x − y‖22/2,
the Euclidean distance.
DEFINITION 1.3 (Relative Smoothness). A function f is Lf -relative smooth if there
exists a strongly convex function h such that
Lf∇2h(x)±∇2f(x)  0, ∀ x ∈ Rn(1.5)
When h(x) = ‖x‖22/2, the relative smoothness condition reduces to the Lipschitz smooth-
ness condition.
The relative smoothness condition plays a similarly significant role in establishing the
convergence guarantees for relatively smooth problems as the Lipschitz smoothness condi-
tion does for Lipschitz smooth problems. To see this, a direct consequence of the relative
smoothness condition is the following generalized descent lemma:
|f(x)− f(y)− 〈∇f(y),x− y〉| ≤ LfDh(x,y), ∀ x,y ∈ Rn(1.6)
which is essential in developing the convergence theory of the proposed Bregman-divergence
based methods (cf. Subsection 1.4) to solve those non-Lipschitz smooth but relative smooth
problems.
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LEMMA 1.4. Suppose f ∈ C2 is lower-bounded and Lf -relatively smooth w.r.t. some
σ-strongly convex and super-coercive1 function h ∈ C2. Then each iteration of Bregman
gradient descent (B-GD; Algorithm 1.1) or Bregman proximal point minimization (B-PPM;
Algorithm 1.2) is well-defined, and respectively satisfies
(B-GD) f(xk−1)− f(xk) ≥
(
1
η
− Lf
)
σ
2
‖xk − xk−1‖22,(1.7)
(B-PPM) f(xk−1)− f(xk) ≥ σ
2η
‖xk − xk−1‖22(1.8)
The proof is in Appendix A. Note that since the Bregman divergence can be specialized as
the Euclidean distance (when h(x) = ‖x‖22), the Bregman-divergence based algorithms: B-
GD and B-PPM are extensions of the standard Euclidean-distance based algorithms: GD and
proximal point minimization algorithm (PPM) [13, 16].
1.3. Extension to Alternating Minimizations. A natural way to solve factored matrix
optimization problems like minU,V f(UVT ) is via alternating minimization with matrices
U and V. However, the state-of-the-art alternating minimization methods (e.g., the proximal
alternating linearized minimization (PALM) [3] and the proximal alternating minimization
(PAM) [1,21]) can only ensure the first-order convergence and require the objective function f
to be Lipschitz smooth. This leads to two main drawbacks of applying these algorithms to the
factored matrix optimization problem: 1) even it is recognized that (cf. [9,15]) many factored
matrix optimization problems has the nice property that any second-order stationary point
is globally optimal, the current first-order convergence of these state-of-the-art alternating
minimization algorithms cannot help to achieve the global optimal solution; 2) most factored
matrix optimization problems are known to be non-Lipschitz smooth, therefore, even the
current first-order convergence guarantees cannot apply to these problems.
This motivates us to generalize the previous Bregman optimization algorithms (e.g., B-
GD and B-PPM) that can naturally solve the following alternating minimization problem
minimize
x∈Rn,y∈Rm
f(x,y)(1.9)
We will call f(x,y) as a bi-variable function for convenience. Fortunately, similar suffi-
cient decrease property can be established for the Bregman alternating minimization meth-
ods (cf. Subsection 1.4) to solve the non-Lipschitz smooth but the relatively smooth prob-
lem. Towards that end, we need similar concepts like bi-Bregman divergence and relative
bi-smoothness condition.
DEFINITION 1.5 (Bi-Bregman Divergence). The bi-Bregman divergences, in term of a
strongly bi-convex2 function h(x,y), are defined as
D1h(x1,x2;y) =h(x1,y)− h(x2,y)− 〈∇xh(x2,y),x1 − x2〉,(1.10)
D2h(y1,y2;x) =h(x,y1)− h(x,y2)− 〈∇yh(x,y2),y1 − y2〉(1.11)
When h(x,y) = (‖x‖22 + ‖y‖22)/2, the above two bi-Bregman divergences will reduce
to the Euclidian distances ‖x1 − x2‖22/2 and ‖y1 − y2‖22/2, respectively.
DEFINITION 1.6 (Relative Bi-Smoothness). f is (L1, L2)-relative bi-smooth if there
exists a strongly bi-convex function h such that
L1∇2xxh(x,y)±∇2xxf(x,y)  0, L2∇2yyh(x,y)±∇2yyf(x,y)  0, ∀ x,y(1.12)
1We say h is super-coercive if lim‖x‖→∞ h(x)/‖x‖2 =∞, and coercive if lim‖x‖→∞ h(x) =∞.
2h(x,y) is strongly bi-convex if it is a strongly convex function in either variable when fixing the other.
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We now provide the sufficient decrease property for Bregman alternating minimizations.
LEMMA 1.7. Suppose f(x,y) ∈ C2 is lower-bounded and Lf -relatively smooth w.r.t.
some σ-strongly bi-convex and bi-super-coercive3 function h(x,y) ∈ C2. Then each itera-
tion of Bregman proximal alternating linearized minimization (B-PALM; Algorithm 1.3) or
Bregman proximal alternating minimization (B-PAM; Algorithm 1.4) is well-defined and re-
spectively satisfies
(B-PALM) f(xk−1,yk−1)−f(xk,yk) ≥
(
1
η
−Lf
)
σ
2
‖(xk,yk)−(xk−1,yk−1)‖22,(1.13)
(B-PAM) f(xk−1,yk−1)−f(xk,yk) ≥
σ
2η
‖(xk,yk)−(xk−1,yk−1)‖22(1.14)
The proof of Lemma 1.7 follows by applying Lemma 1.4 for two times. Similarly, since the
bi-Bregman divergences can be specialized as the Euclidean distances, B-GD and B-PPM are
generalizations of the standard Euclidean-distance based proximal alternating minimization
algorithms: PALM [3] and PAM [1, 21], respectively.
1.4. Main Results. This work provides the second-order convergence guarantees for
these four Bregman-divergence based algorithms to deal with non-Lipschitz smooth but rela-
tive smooth problems.
Algorithm 1.1 Bregman Gradient Descent (B-GD)
Input: Some h(x) ∈ C2 so that f(x) is Lf -relatively smooth w.r.t. h(x)
Initialization: x0
Recursion: Set η ∈ (0, 1/Lf ) and iteratively generate {xk}k∈N via
xk = arg min
x
〈∇f(xk−1),x− xk−1〉+ 1
η
Dh(x,xk−1)(1.15)
Algorithm 1.2 Bregman Proximal Point Minimization (B-PPM)
Input: Some h(x) ∈ C2 so that f(x,y) is Lf -relatively smooth w.r.t. h(x,y)
Initialization: x0
Recursion: Set η ∈ (0, 1Lf ) and tteratively generate {xk}k∈N via
xk = arg min
x
f(x) +
1
η
Dh(x,xk−1)(1.16)
Algorithm 1.3 Bregman Proximal Alternating Linearized Minimization (B-PALM)
Input: Some h(x,y) ∈ C2 so that f(x) is (L1, L2)-relatively bi-smooth w.r.t. h(x,y)
Initialization: (x0,y0)
Recursion: Set η ∈ (0, 1/max{L1, L2}) and iteratively generate {xk,yk}k∈N via
(1.17)
xk = arg min
x
〈∇xf(xk−1,yk−1),x− xk−1〉+
1
η
D1h(x,xk−1;yk−1),
yk = arg min
y
〈∇yf(xk,yk−1),y − yk−1〉+
1
η
D2h(y,yk−1;xk)
3 h(x,y) is bi-super-coercive if h(x,y) is super-coercive in either variable when fixing the other.
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Algorithm 1.4 Bregman Proximal Alternating Minimization (B-PAM)
Input: Some h(x,y) ∈ C2 so that f(x,y) is (L1, L2)-relatively bi-smooth w.r.t. h(x,y)
Initialization: (x0,y0)
Recursion: Set η ∈ (0, 1/max{L1, L2}) and iteratively generate {xk,yk}k∈N via
(1.18)
xk = arg min
x
f(x,yk−1) +
1
η
D1h(x,xk−1;yk−1),
yk = arg min
y
f(xk,y) +
1
η
D2h(y,yk−1;xk)
It is worth reminding that these Bregman-divergence based algorithms are generaliza-
tions of those traditional Euclidian-distance based algorithms to deal with non-Lipschitz
smooth problems:
1) B-GD (Algorithm 1.1) generalizes the traditional Euclidian-distance based gradient
descent algorithm (GD) [13];
2) B-PPM (Algorithm 1.2) generalizes the traditional Euclidian-distance basedproxi-
mal point minimization algorithm (PPM) [13, 16];
3) B-PALM (Algorithm 1.3) generalizes the traditional Euclidian-distance based prox-
imal alternating linearized minimization algorithm (PALM) [1, 3];
4) B-PAM (Algorithm 1.4) generalizes the traditional Euclidian-distance based proxi-
mal alternating minimization algorithm (PAM) [21].
Note that although B-GD has been studied in the previous work [4], this work complements
their first-order convergence theory by providing the second-order convergence theory for
B-GD, and all the remaining algorithms are newly developed. Further, these four proposed
Bregman-divergence based algorithms can work for any relative-smooth problems, relaxing
the original requirement of the Lipschitz smoothness condition.
It is deserving recognizing that the second-order convergence theory for these traditional
proximal alternating minimization algorithms (e.g., PALM [1, 3] and PAM [21]) is still an
open problem in the literature. Therefore, this work not only relaxes the requirement of
the Lipschitz smoothness condition but also solves an open problem of the second-order
convergence guarantees to complement the current first-order convergence theories in [1, 3,
21]. For convenience, we compare the proposed Bregman-divergence based algorithms with
the according state-of-the-art Euclidean-distance based algorithms in Table 1.1.
Algorithms Lipchitz
Smoothness
First-order
Convergence
Second-order
Convergence
GD [13] 3 3 3
B-GD, Algorithm 1.1 7 3 3
PPM [13, 16] 3 3 3
B-PPM, Algorithm 1.2 7 3 3
PALM [3] 3 3 7
B-PALM, Algorithm 1.3 7 3 3
PAM [1, 21] 3 3 7
B-PAM, Algorithm 1.4 7 3 3
TABLE 1.1
Compare the proposed Bregman methods: B-GD, B-PPM, B-PALM, and B-PAM with several popular
Euclidean-distance based algorithms: GD, PPM, PALM, and B-PAM.
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We build our main results upon the following assumptions from Lemmas 1.4 and 1.7.
ASSUMPTION 1. f ∈ C2 is a coercive, lower-bounded, KL function.
ASSUMPTION 2. f is relatively (bi) smooth w.r.t. to some strongly (bi) convex and (bi)
super-coercive function h ∈ C2.
THEOREM 1.8. Under Assumptions 1–2, B-GD, B-PPM, B-PALM, and B-PAM converge
almost surely to a second-order stationary point of f from random initialization.
Some remarks are as follows.
First of all, these assumptions are mild and we show that any finite-degree polynomial
objective function or even a non-polynomial objective function (but with a polynomial-order
Hessian) satisfies all these assumptions. See Section 2 for detailed discussions.
In addition, it is worth noting that the coercivity and KL assumptions are used merely to
show the convergence to a critical point, and are not assumed in showing the avoiding-saddle
property, like what Lee et al. did in the seminal work [13]. Therefore, this work complements
[13] by obtaining the same results but without requiring the Lipschitz smoothness condition
and keeping the same other assumptions.
That being said, one may argue that with the coercivity assumption, it is always possible
to compute the local Lipschitz constant—related to the initialization x0—for the level set
Bx0 = {x : f(x) ≤ f(x0)}, denoted by Lf (Bx0) := maxx∈Bx0 ‖∇2f(x)‖. Then, gradient
descent with η < 1/Lf (Bx0) obeys both sufficient decrease and avoiding-saddle properties.
However, there are two main drawbacks to implement this idealistic approach in practice.
First, each time it requires additionally resources to compute the level set Bx0 which could
be time consuming. Second, the set Lf (Bx0) could be very large, giving a very large local
Lipschitz constant Lf (Bx0) which then forces GD to use a very small step size, resulting
in an extremely poor algorithm efficiency (like Figure 5.1). Indeed, this is one important
advantage of B-GD [4] to allow adaptive step sizes. We complement this work by providing
the second-order convergence theory for B-GD.
Further, it is worth reminding that the proposed Bregman-divergence based optimization
methods cover both the proximal alternating minimization (PAM) and the proximal alter-
nating linearized minimization (PALM) when we specialize the Bregman divergence to the
Euclidian distance. Therefore, this work not only develops guaranteed optimization meth-
ods for non-Lipschitz smooth problems but also solves an open problem of the second-order
convergence guarantees to complement the current first-order convergence theories [1,3,21].
Finally, as many popular (nonconvex) machine learning and signal processing problems
[7,9,14,15,20,22–24] have such a landscape property as all second-order stationary points are
globally optimal solutions, the global optimality can be achieved by the proposed Bregman-
divergence based algorithms in solving this particular class of problems.
2. Stylized Applications.
2.1. Polynomial Objective Functions. First of all, we show that any lower-bounded
and coercive finite-degree polynomial function satisfies all the main assumptions. Before
proceeding, we recall that f(x) is a dth-degree polynomial if the highest degree of x among
all monomials of f(x) is d. This definition can be easily extended to the bi-variable case: we
define that f(x,y) is a (d1, d2)th-degree polynomial if it is a d1th-degree polynomial when
y is fixed and d2th-degree polynomial when x is fixed.
LEMMA 2.1. Suppose f is any coercive and lower-bounded dth-degree (or (d1, d2)th-
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degree for the bi-variable case) polynomial function with d, d1, d2 ≥ 2. Set h to be
(2.1)
h(x) =
α
d
‖x‖d2 +
σ
2
‖x‖22 + 1,
h(x,y) =
(
α
d1
‖x‖d12 +
σ
2
‖x‖22 + 1
)(
α
d2
‖y‖d22 +
σ
2
‖y‖22 + 1
)
for any α, σ > 0. Then (f, h) satisfies Assumptions 1–2.
Lemma 2.1 is proved in Appendix B. Now together with Theorem 1.8, we obtain that the pro-
posed Bregman algorithms can be used to minimize any lower-bounded finite-degree polyno-
mial.
COROLLARY 2.2. Suppose f is any coercive, lower-bounded dth-degree (or (d1, d2)-
degree) polynomial function with d, d1, d2 ≥ 2. Set h according to (2.1). Then B-GD, B-
PPM, B-PALM, and B-PAM almost surely converge to a second-order stationary point of f
from random initialization.
Due to the requirement of the Lipschitz smoothness condition, the current theory for most
traditional first-order (or even second-order) and alternating minimization algorithms cannot
accommodate high-degree (larger than 2) polynomial objective functions, which sets demand-
ing restrictions on the applications and consequently excludes most practical applications re-
lated with the matrix factorizations [7, 9], which generally involve fourth-degree polynomial
objective functions. Corollary 2.2 solves this problem by stating that the proposed Bregman-
divergence based algorithms can be used to obtain a second-order stationary point of these
problems. Further, many popular (nonconvex) machine learning and signal processing prob-
lems allow for all second-order stationary points to be globally optimal, which implies the
global optimality of the proposed Bregman-divergence based algorithms in solving a partic-
ular class of problems.
2.2. Non-polynomial Objective Functions.
LEMMA 2.3. Suppose f ∈ C2 with the spectral norms of its (partial) Hessians
‖∇2f(x)‖ ≤ C1 + C2‖x‖d−22
or (for the bi-variable case)
‖∇2xxf(x,y)‖ ≤
(
C1 + C2‖x‖d1−22
)(
C3 + C4‖y‖d22
)
,
‖∇2yyf(x,y)‖ ≤
(
C5 + C6‖x‖d12
)(
C7 + C8‖y‖d2−22
)
for some integers d, d1, d2 ≥ 2 and positive constants C1 to C8. Then f is relatively (bi)
smooth w.r.t. h defined in (2.1).
The proof of Lemma 2.3 is arranged in Appendix C.
COROLLARY 2.4. Suppose f ∈ C2 is any coercive and lower-bounded KL function
with its Hessian (or partial Hessian) spectral norms upper bounded by a polynomial as in
Lemma 2.3. Set h according to (2.1). Then B-GD, B-PPM, B-PALM, and B-PAM almost
surely converge to a second-order stationary point of f from random initialization.
Corollary 2.4 is important in dealing with those optimization problems with non-polynomial
objective functions. It provides the second-order convergence guarantees for these problems
as long as the spectral norm of their Hessian matrix in a polynomial order.
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2.3. Global Optimality in Low-rank Matrix Recovery. A natural way to solve large-
scale matrix optimization problems is the Burer-Monteiro factorization method (BMF) [5,6].
Given a general rank-constrained matrix optimization problem
minimize
X∈Sn+ or X∈Rn×m
q(X) subject to rank(X) ≤ r(2.2)
the BMF method re-parameterizes the problem by setting X = UU> (for symmetric case)
or X = UV> (for nonsymmetric case) and then focuses on the new BMF problems:
minimize
U∈Rn×r
f(U) := q(UU>) and minimize
U∈Rn×r,V∈Rm×r
f(U,V) := q(UV>)(2.3)
Then a direct consequence of Corollary 2.2 is the second-order convergence of the Bregman-
divergence based methods in solving the BMF problems (2.3).
COROLLARY 2.5. Assume f defined in (2.3) is a coercive, lower-bounded and finite-
degree polynomial function. Set h according to (2.1). Then B-GD, B-PPM, B-PALM, and
B-PAM are guaranteed to almost surely converge to a globally optimal solution of f from
random initialization.
The BMF method becomes increasingly popular in recent years in solving large-size matrix
optimization problems. This is not only due to its high computational efficiency, but also
because of the recent breakthroughs [9, 15] in connecting the globally optimal solutions of
the original objective function q in (2.2) and the second-order stationary points of the re-
formulated BMF objective function f in (2.3). It has been already proved that when the
original matrix function is well-behaved (e.g., the condition number of the Hessian matrix
is well-controlled when evaluated on the low-rank matrices [9, 15]), then every second-order
stationary point of the BMF objective function f corresponds to a global optimal solution of
the original objective function q. Therefore, in this sense, the second-order convergence of
the Bregman-divergence based methods means the global optimality for solving a particular
class of matrix problems, including but not limited to matrix PCA, matrix sensing, matrix
completion problems.
3. Convergence Analysis.
3.1. Main Ingredient for First-order Convergence Analysis. The KL property char-
acterizes the local geometry of the objective function around the critical points, basically
saying that the function landscape is not quite flat compared with the norm of the gradient
evaluated around the critical points. Formally, it is defined as:
DEFINITION 3.1. [1, 3, 4] We say a proper semi-continuous function f(x) satisfies
Kurdyka-Lojasiewicz (KL) property, if x? is a limiting critical point of f(x), then there exist
δ > 0, θ ∈ [0, 1), C > 0, s.t.
|f(x)− f(x?)|θ ≤ C‖∇f(x)‖2, ∀ x ∈ B(x?, δ)
We mention that the above KL property (also known as KL inequality) states the regularity
of h(u) around its critical point u and the KL inequality trivially holds at non-critical points.
A function satisfying the KL property is a KL function. A very large set of functions are KL
functions: as stated in [3, Theorem 5.1], for a proper lower semi-continuous function, it has
KL property once it is semi-algebraic. And the semi-algebraic property of sets and functions
is sufficiently general, including but never limited to any polynomials, any norm, quasi-norm,
`0 norm, smooth manifold, etc. For more discussions and examples, see [1, 3].
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The KL property plays a crucial role in establishing the first-order convergence (a.k.a.
sequence convergence) for a number of descent type algorithms (see, e.g., [1,3,4]). It has been
shown that as long as a generated sequence satisfies the following (C1) sufficient decrease
property and (C2) the bounded gradient property, then this sequence is guaranteed to converge
to a first-order stationary point (a.k.a. critical point).
DEFINITION 3.2 (Definition 4.1, [4]). Let f : Rn → R be a continuous function.
A sequence {xk}k∈N is called a gradient-like descent sequence for f if the following two
conditions hold for some positive constants ρ1, ρ2:
(C1) Sufficient decrease property: f(xk)− f(xk+1) ≥ ρ1 ‖xk+1 − xk‖22 , ∀ k ∈ N;
(C2) Bounded gradient property: ‖∇f(xk+1)‖2 ≤ ρ2 ‖xk+1 − xk‖2 , ∀ k ∈ N.
THEOREM 3.3 (Theorem 6.2, [4]). Let f : Rn → R be any continuous KL function and
∇ be the gradient operator. Let {xk}k∈N be a bounded gradient-like descent sequence for f .
Then the sequence {xk}k∈N converges to a critical point of f .
3.2. Main Ingredient for Second-order Convergence Analysis.
DEFINITION 3.4. Let f be a twice continuously differentiable function. Then
1. x is a first-order stationary point (a.k.a. critical point) of f if ∇f(x) = 0;
2. x is a second-order stationary point of f if ∇f(x) = 0 and ∇2f(x)  0;
3. x is a strict saddle of f if it is a first-order but not a second-order stationary point.
DEFINITION 3.5 (Unstable Fixed Points). Let g : Rn → Rn be a continuously dif-
ferentiable mapping. Then the unstable fixed point of g is defined as any fixed point of g
with Sp(Dg(x?)) > 1, where Sp(·) denotes the spectral radius (i.e., the largest magnitude
eigenvalue) and D denotes the Jacobian operator.
The seminal work [13] establishes that certain iterative algorithms can avoid strict saddle
points by viewing the iterative algorithm as a dynamic system and proving that any strict
saddle point of the objective function is an unstable fixed point of the dynamic system. Then
by the stable manifold theorem [19], the event for this algorithm (with a random initialization)
to converge to a strict saddle has a zero probability. This is summarized in the following result.
THEOREM 3.6 (Theorem 2, [13]). Let g : Rn → Rn be a continuously differentiable
mapping. Suppose det(Dg(x)) 6= 0 in the entire domain. Then the set of initial points that
converge to the unstable fixed points of g is of zero Lebesgue-measure.
This implies that as long as the algorithm determined by g uses a random initialization and
converges to a critical point, then this critical point would be a second-order stationary point
of f .
3.3. Convergence Analysis of B-GD.
3.3.1. First-order Convergence of B-GD.
THEOREM 3.7. Under Assumptions 1–2, B-GD converges to a critical point of f .
Proof. First, B-GD is well-defined in view of Lemma 1.4. Then in view of Theorem 3.3
and the assumption that f is KL function, it is sufficient to prove that {xk}k∈N is a gradient-
like descent sequence for f , i.e., to show conditions (C1) and (C2). Condition (C1) follows
from (1.7) in Lemma 1.4. Condition (C2) holds because by the optimality condition
(3.1)
∇f(xk) + (∇h(xk+1)−∇h(xk))/η = 0,
⇒‖∇f(xk)‖2 = 1
η
‖∇h(xk+1)−∇h(xk)‖2 ≤ ρh(B0)
η
‖xk+1 − xk‖2,
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where the inequality directly follows by combining the sufficient decrease property of each
iteration, the coercivity of f , and the twice differentiability of h.4 Similarly,
(3.2)
‖∇f(xk+1)‖2 = ‖∇f(xk)−∇f(xk) +∇f(xk+1)‖2
≤ ‖∇f(xk)‖2 + ‖∇f(xk)−∇f(xk+1)‖2 ≤ (ρh(B0)
η
+ ρf (B0))‖xk+1 − xk‖2,
where the last inequality follows by (3.1) and Footnote 4.
3.3.2. Second-order Convergence of B-GD.
THEOREM 3.8. Under Assumptions 1–2, B-GD with random initialization almost surely
converges to a second-order stationary point of f .
Proof. As we have proved the first-order convergence, to show the second-order con-
vergence from the first-order convergence, it suffices to use Theorem 3.6 to show that B-GD
avoids strict saddles. For that purpose, we define (1.15) as xk = g(xk−1) and compute the
Jacobian Dg. By the definition of g, we get
Dg(xk) = ∂xk+1/∂x
>
k .
Then we apply the implicit function theorem to the optimality condition (3.1) and in view of
the non-singularity of∇2h, we obtain that Dg is continuous and given by
Dg(xk) =
[∇2h(xk+1)]−1 (∇2h(xk)− η∇2f(xk)).
Since the above analysis holds for all xk ∈ Rn, this further implies that Dg(x) is continuous
and given by
Dg(x) = [∇2h(g(x))]−1(∇2h(x)− η∇2f(x)).(3.3)
To show the avoidance of strict saddles, by Theorem 3.6, it suffices to show:
(1) Showing g is a continuously differentiable mapping. This follows from the conti-
nuity of Dg in (3.3).
(2) Showing det(Dg) 6= 0 in the whole domain. This directly follows from the expres-
sion of Dg(x) (3.3), and along with the positive definiteness of∇2h and ∇2h± η∇2f .
(3) Showing any strict saddle is an unstable fixed point. For any strict saddle x?, it is
a fixed point, i.e., g(x?) = x?. Plugging this into (3.3) gives
Dg(x?) =[∇2h(x?)]−1(∇2h(x?)− η∇2f(x?))
∼[∇2h(x?)]− 12 (∇2h(x?)− η∇2f(x?))[∇2h(x?)]− 12
=I− η[∇2h(x?)]− 12∇2f(x?)[∇2h(x?)]− 12
:=I− ηΦ
with “∼” denotes the matrix similarity. Therefore,
Sp(Dg(x?)) = Sp(I− ηΦ) > 1− ηmin
i
λi(Φ) > 1,
since Φ is congruent to∇2f(x?), which has at least a negative eigenvalue at strict saddles.
4 First, the sufficient decrease property of each iteration ensures all iterates {xk} live in the sub-level set
B0 := {x : f(x) ≤ f(x0)}, which is guaranteed to be a bounded set by the coercivity of f (cf. [2, Prop. 11.11]);
Second, given any twicely continuous function h ∈ C2 (or f ∈ C2), ‖∇2h‖ (or ‖∇2f‖) is a continuous function
and must have a maximum over the closure of B0, for convenience denoted by ρh(B0) (or ρf (B0)).
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3.4. Convergence Analysis of B-PPM.
3.4.1. First-order Convergence of B-PPM.
THEOREM 3.9. Under Assumptions 1–2, B-PPM converges to a critical point of f .
Proof. First of all, B-PPM is well-defined by Lemma 1.4. Then, by Theorem 3.3 and the
assumption that f is a KL function, it is sufficient to prove that {xk}k∈N is a gradient-like
descent sequence for f , i.e., showing conditions (C1) and (C2). Condition (C1) follows from
(1.8) in Lemma 1.4. Condition (C2) holds because by the optimality condition
∇f(xk+1) + (∇h(xk+1)−∇h(xk))/η = 0(3.4)
‖∇f(xk+1)‖2 = 1η‖∇h(xk+1)−∇h(xk)‖2 ≤ ρh(B0)η ‖xk+1 − xk‖2, where the inequality
follows from Footnote 4.
3.4.2. Second-order Convergence of B-PPM.
THEOREM 3.10. Under Assumptions 1–2, B-PPM converges almost surely to a second-
order stationary point of f from random initialization.
Proof. As we have already shown that B-PPM converges to a first-order critical point, it
remains to use Theorem 3.6 to show that this first-order critical point will not be a strict saddle
for almost sure, and hence would be a second-order stationary point. To apply Theorem 3.6,
we define (1.16) as xk = g(xk−1) and compute the Jacobian matrix Dg. By the definition of
g, we have
Dg(xk) = ∂xk+1/∂x
>
k .
Now we apply the implicit function theorem to (3.4) and in view of the non-singularity of
∇2h+ η∇2f , we obtain that Dg is continuous and given by
Dg(xk) =
(∇2h(xk+1) + η∇2f(xk+1))−1∇2h(xk).
Noting that the above argument holds for any xk ∈ Rn, therefore, Dg(x) is continuous and
given by
Dg(x) =
(∇2h(g(x)) + η∇2f(g(x)))−1∇2h(x).(3.5)
By Theorem 3.6, the remaining part of the proof consists of showing the following conditions.
(1) Showing g is a continuously differentiable mapping. This immediately follows
from the continuity of Dg in (3.5).
(2) Showing det(Dg) 6= 0. This is because by the expression of Dg: det(Dg(x)) =
det([∇2h(g(x)) + η∇2f(g(x))]−1) det(∇2h(x)) and both∇2h and∇2h± η∇2f are pos-
itive definiteness for any η < 1/Lf .
(3) Showing any strict saddle is an unstable fixed point. First for any strict saddle x?,
we have xk+1 = xk when xk = x?, indicating that x? is a fixed point, i.e., g(x?) = x?.
Now plugging g(x?) = x? to (3.5), we have
Dg(x?) =
[∇2h(x?) + η∇2f(x?)]−1∇2h(x?)
∼[∇2h(x?) + η∇2f(x?)]−1/2(∇2h(x?))[∇2h(x?) + η∇2f(x?)]−1/2
=I−η[∇2h(x?)+η∇2f(x?)]−1/2∇2f(x?)[∇2h(x?)+η∇2f(x?)]−1/2
:=I−ηΦ.
Clearly, we know Dg(x?) has an eigenvalue strictly larger than 1 since Φ is congruent to
∇2f(x?), which has a negative eigenvalue.
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3.5. Convergence Analysis of B-PALM.
3.5.1. First-order Convergence of B-PALM.
THEOREM 3.11. Under Assumptions 1–2, B-PALM with arbitrary initialization con-
verges to a critical point of f .
Proof. First of all, in view of Lemma 1.7, we immediately conclude that B-PALM is
well-defined. Now, by Theorem 3.3 and the assumption that f is KL function, it is sufficient
to prove that {(xk,yk)}k∈N is a gradient-like descent sequence for f , i.e., showing conditions
(C1) and (C2). Condition (C1) directly follows from Lemma 1.7.
Now, we show condition (C2). To simplify notations in the proof, we rewrite the iteration
of B-PALM (1.17) as
(3.6)
x+ = arg min
x′
〈∇xf(x′,y),x′ − x〉+ 1
η
D1h(x
′,x;y),
y+ = arg min
y′
〈∇y′f(x+,y),y′ − y〉+ 1
η
D2h(y
′,y;x+),
where the optimality condition for the first-block is given by
∇xh(x+,y) = ∇xh(x,y)− η∇xf(x,y)(3.7)
which then implies that
‖∇xf(x,y)‖2 = 1
η
‖∇xh(x+,y)−∇xh(x,y)‖2 ≤ ρh(B0)
η
‖(x+,y+)− (x,y)‖2,
where the inequality follows by Footnote 4 and ‖(x+,y)−(x,y)‖2 ≤ ‖(x+,y+)−(x,y)‖2.
Then applying a similar analysis to the optimality condition of the second-block of B-PALM:
∇yh(x+,y+) = ∇yh(x+,y)− η∇yf(x+,y),(3.8)
we get
‖∇yf(x+,y)‖2 ≤ ρh(B0)
η
‖y+ − y‖2.
Using a similar argument as in (3.2), we have
‖∇yf(x,y)‖2 ≤
(
ρh(B0)
η
+ ρf (B0)
)
‖(x+,y+)− (x,y)‖2.
Combining the above two, we get an equivalent version of the bounded gradient property
‖∇f(x,y)‖2 ≤‖∇xf(x,y‖2+‖∇yf(x,y)‖2 ≤(2ρh(B0)
η
+ρf (B0)‖(x+,y+)−(x,y)‖2.
Therefore, ‖∇f(x+,y+)‖2 ≤
(
2ρh(B0)
η + 2ρf (B0)
)
‖(x+,y+)− (x,y)‖2.
3.5.2. Second-order Convergence of B-PALM.
THEOREM 3.12. Under Assumptions 1–2, B-PALM converges almost surely to a second-
order stationary point of f from random initialization.
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Proof. As we have shown the first-order convergence, to show the second-order conver-
gence, we will use Theorem 3.6 to show that the B-PALM avoids strict saddle for almost
surely. We start by computing the algorithmic mapping g of the B-PALM. Towards that end,
we rewrite B-PALM (3.6) as
(x+,y) = g1(x,y),
(x,y+) = g2(x,y).
The mappings g1, g2 are well-defined in the whole domain Rn × Rm in view of strong
convexity and coercivity of the objective function in (3.6). Then B-PALM can be viewed as
iteratively performing the following composite mapping for k = 1, 2, . . .
(xk,yk) = g(xk−1,yk−1),(3.9)
where the mapping g is defined as the composition g := g2 ◦ g1. Therefore, we can use the
chain rule to compute Dg. For this purpose, let us first compute Dg1 and Dg2, respectively.
We compute Dg1 in view of the definition g1 (x+,y) = g1(x,y) and obtain that
Dg1(x,y) =
[
∂x+/∂x
> ∂x+/∂y>
0 Im
]
.
To compute ∂x+/∂x> and ∂x+/∂y>, we can apply the implicit function theorem to the
optimality condition (3.7) to get that
∇2xxh(x+,y)(∂x+/∂x>) = ∇2xxh(x,y)− η∇2xxf(x,y),
∇2xxh(x+,y)(∂x+/∂y>) = ∇2xyh(x,y)−∇2xyh(x+,y)− η∇2xyf(x,y).
Then in view of the strong bi-convexity of h, we can further get
∂x+/∂x
> = ∇2xxh(x+,y)−1
(∇2xxh(x,y)− η∇2xxf(x,y)) ,
∂x+/∂y
> = ∇2xxh(x+,y)−1(∇2xyh(x,y)−∇2xyh(x+,y)− η∇2xyf(x,y)).
Similarly, the implicit function theorem can be applied to the optimality condition (3.8) to
compute ∂y+/∂x
> and ∂y+/∂y
>. As a result, we have
(3.10)
Dg1(x,y) =
[∇2xxh(x+,y)−1 0
0 Im
]
[∇2xxh(x,y)− η∇2xxf(x,y) ∇2xyh(x,y)−∇2xyh(x+,y)− η∇2xyf(x,y)
0 Im
]
,
Dg2(x,y) =
[
In 0
0 ∇2yyh(x,y+)−1
]
[
In 0
∇2yxh(x,y)−∇2yxh(x,y+)− η∇2yxf(x,y) ∇2yyh(x,y)− η∇2yyf(x,y)
]
.
Finally, Dg is given by the following chain rule:
Dg(x,y) = Dg2(g1(x,y))Dg1(x,y).(3.11)
By Theorem 3.6, to show that the mapping g can almost surely avoid the strict saddles,
it suffices to show the following conditions:
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(1) Showing g is continuously differentiable mapping. This follows from the continu-
ity of Dg in (3.11).
(2) Showing det(Dg) 6= 0 in the whole domain. First,Dg = Dg2Dg1 by the chain rule
with the square matricesDg1, Dg2 given in (3.10). Second,Dg1 is nonsingular because of its
upper-triangular block structure by (3.10)) and the positive definiteness of ∇2xxh − η∇2xxf .
Similarly, Dg2 is also nonsingular in the entire domain. This completes the proof.
(3) Showing any strict saddle is an unstable fixed point. We first show any strict
saddle (x?,y?) of f is a fixed point of g. This is because (x+,y+) = (x
?,y?), (x,y) =
(x?,y?) satisfy the optimality conditions of both g1 and g2 (cf. (3.7) and (3.8)) and g = g2◦g1
is well-defined by Lemma 1.7.
It remains to show Sp(Dg(x?,y?)) > 1. For convenience, denote[
H1
H2
]
:=
[∇2xxh(x?,y?)
∇2yyh(x?,y?)
]
,
[
F11 F12
F21 F22
]
:=
[∇2xxf(x?,y?) ∇2xyf(x?,y?)
∇2yxf(x?,y?) ∇2yyf(x?,y?)
]
(3.12)
Now let us compute Dg(x?,y?) by plugging (x+,y+) = (x,y) = (x
?,y?) in (3.11):
Dg(x?,y?) =
[
In 0
−ηH−12 F21 Im − ηH−12 F22
] [
In − ηH−11 F11 −ηH−11 F12
0 Im
]
=
(
I−η
[
0
H−12
] [
F11 F12
F21 F22
])(
I− η
[
H−11
0
] [
F11 F12
F21 F22
])
=I−
[
ηH−11
−η2H−12 F21H−11 ηH−12
] [
F11 F12
F21 F22
]
=I−
[ 1
ηH1
F21
1
ηH2
]−1 [
F11 F12
F21 F22
]
=
[ 1
ηH1
F21
1
ηH2
]−1 [ 1
ηH1 − F11 −F12
1
ηH2 − F22
]
.
Because H1/η − F11 and H2/η − F22 are nonsingular, we have
Dg(x?,y?)−1 =
[ 1
ηH1 − F11 −F12
1
ηH2 − F22
]−1 [ 1
ηH1
F21
1
ηH2
]
.
To show Sp(Dg(x?,y?)) > 1, it suffices to show that det(Dg(x?,y?)−1−µI) = 0, for µ ∈
(0, 1), which is equivalent to
⇐⇒ det
([ 1
ηH1 − F11 −F12
1
ηH2 − F22
]−1 [ 1
ηH1
F21
1
ηH2
]
− µI
)
= 0
⇐⇒ det
([ 1
ηH1
F21
1
ηH2
]
− µ
[ 1
ηH1 − F11 −F12
1
ηH2 − F22
])
= 0
⇐⇒ det
([ 1
η (1− µ)H1 + µF11 µF12
F21
1
η (1− µ)H2 + µF22
])
= 0
⇐⇒ det
([√
µIn
Im
] [ 1
η (1−µ)H1+µF11
√
µF12√
µF21
1
η (1−µ)H2+µF22
] [ 1√
µIn
Im
])
= 0
⇐⇒ det
([ 1
η (1− µ)H1 + µF11
√
µF12√
µF21
1
η (1− µ)H2 + µF22
])
= 0
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Now the problem reduces to show the matrix
J(µ) :=
[ 1
η (1− µ)H1 + µF11
√
µF12√
µF21
1
η (1− µ)H2 + µF22
]
is a singular matrix for some µ ∈ (0, 1). First of all, observing that J(µ) is symmetric and
continuous (w.r.t. µ), we have all its eigenvalues are real-valued an continuous (w.r.t. µ)
by [11, Theorem 5.1]. Second, note that
lim
µ→0+
J(µ) =
[ 1
ηH1
1
ηH2
]
 0, J(1) =
[
F11 F12
F21 F22
]
= ∇2f(x?,y?).
First, since J(0+) is positive definite, λmin(J(0+)) > 0. Second, since (x?,y?) is a strict
saddle of f , λmin(J(1)) < 0. Then along with that λmin(J(µ)) is continuous and real-valued,
we show that λmin(J(µ)) = 0 for some µ ∈ (0, 1), which completes the proof.
3.6. Convergence Analysis of B-PAM.
3.6.1. First-order Convergence of B-PAM.
THEOREM 3.13. Under Assumptions 1–2, B-PAM with arbitrary initialization converges
to a critical point of f .
Proof. First of all, as a direct consequence of Lemma 1.7, we are guaranteed B-PAM is
well defined. Now, in view of Theorem 3.3 and the assumption that f is KL function, it is
sufficient to prove that {(xk,yk)}k∈N is a gradient-like descent sequence for f , i.e., showing
conditions (C1) and (C2). Condition (C1) directly follows from Lemma 1.7.
Now, we show condition (C2). To simplify notations in the proof, we rewrite the iteration
of B-PALM (1.17) as
(3.13)
x+ = arg min
x′
f(x′,y) +
1
η
D1h(x
′,x;y),
y+ = arg min
y′
f(x+,y
′) +
1
η
D2h(y
′,y;x+),
where the optimality condition of the first block is given by
∇xh(x+,y) = ∇xh(x,y)− η∇xf(x+,y).(3.14)
Then as consequence of Footnote 4, we have
‖∇xf(x+,y)‖2 = 1
η
‖∇xh(x+,y)−∇xh(x,y)‖2 ≤ ρh(B0)
η
‖x+ − x‖2.(3.15)
Then using (3.15) and along with a similar argument as in Footnote 4, we have
‖∇xf(x+,y+)‖2 ≤ ‖∇xf(x+,y+)−∇xf(x+,y)‖2 + ‖∇xf(x+,y)‖2
≤
(
ρf (B0) + ρh(B0)
η
)
‖(x+,y+)− (x,y)‖2.
Now using a similar argument on the optimality condition for the second-block of B-PAM:
∇yh(x+,y+) = ∇yh(x+,y)− η∇yf(x+,y+),(3.16)
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we get that
‖∇yf(x+,y+)‖2 ≤
ρh(B0)
η
‖y+ − y‖2.
Therefore, by ‖∇f(x+,y+)‖2 ≤ ‖∇xf(x+,y+)‖2 + ‖∇yf(x+,y+)‖2, we have
‖∇f(x+,y+)‖2 ≤
(
2ρh(B0)
η
+ ρf (B0)
)
‖(x+,y+)− (x,y)‖2.
3.6.2. Second-order Convergence of B-PAM.
THEOREM 3.14. Under Assumptions Assumption 1 and ??, B-PAM almost surely con-
verges to a second-order stationary point of f with random initialization.
Proof. As we have already shown that B-PAM converges to a first-order critical point,
it remains to use Theorem 3.6 to show that this first-order critical point will not be a strict
saddle for almost sure. To apply Theorem 3.6, we rewrite B-PAM (3.13) as
(3.17)
(x+,y) = g1(x,y),
(x,y+) = g2(x,y).
The mapping g1, g2 are well-defined in the whole domain Rn × Rm, in view of strong
convexity and coercivity of the objective function in (3.13). Then B-PAM (3.13) can written
as
(xk,yk) = g(xk−1,yk−1), where g := g2 ◦ g1.(3.18)
By the chain rule, to compute the the Jacobian matrix Dg, we need to compute Dg1 and
Dg2, respectively. We first compute Dg1. First of all, by the definition of g1, i.e., (x+,y) =
g1(x,y), we have
Dg1(x,y) =
[
∂x+/∂x
> ∂x+/∂y>
0 Im
]
.
Second, to compute ∂x+/∂x> and ∂x+/∂y>, we apply the implicit function theorem to the
zero-gradient condition (3.14)
∇xh(x+,y) = ∇xh(x,y)− η∇xf(x+,y),
and obtain that(∇2xxh(x+,y) + η∇2xxf(x+,y)) ∂x+∂x> = ∇2xxh(x,y),(∇2xxh(x+,y) + η∇2xxf(x+,y)) ∂x+∂y> = ∇2xyh(x,y)−∇2xyh(x+,y)−η∇2xyf(x+,y)
Then in view of the strong bi-convexity of h, we can further simply the above equations as
∂x+
∂x>
=
(∇2xxh(x+,y)+η∇2xxf(x+,y))−1∇2xxh(x,y),
∂x+
∂y>
=
(∇2xxh(x+,y)+η∇2xxf(x+,y))−1(∇2xyh(x,y)−∇2xyh(x+,y)−η∇2xyf(x+,y)).
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Similar arguments can be used to compute ∂y+/∂x
> and ∂y+/∂y
>. As a result, we have
(3.19)
Dg1(x,y) =
[(∇2xxh(x+,y) + η∇2xxf(x+,y))−1
Im
]
[∇2xxh(x,y) ∇2xyh(x,y)−∇2xyh(x+,y)− η∇2xyf(x+,y)
0 Im
]
,
Dg2(x,y) =
[
In (∇2yyh(x,y+) + η∇2yyf(x,y+))−1
]
[
In 0
∇2yxh(x,y)−∇2yxh(x,y+)− η∇2yxf(x,y+) ∇2yyh(x,y)
]
.
Therefore, using chain rule, we have
(3.20) Dg(x,y) = Dg2(g1(x,y))Dg1(x,y).
Now by Theorem 3.6, to show the mapping g can almost surely avoid the strict saddles,
it suffices to show the following conditions:
(1) Showing g is a continuously differentiable mapping. This is because Dg in (3.20)
is continuous by the implicit function theorem.
(2) Showing det(Dg) 6= 0 in the whole domain. Using the chain rule, we have Dg =
Dg2Dg1, whereDg1 andDg2 are square matrices defined in (3.19). First,Dg1 is nonsingular
in the whole domain in view of its upper-triangular block structure and the strong bi-convexity
of h. Similarly, Dg2 is also nonsingular in the entire domain. This completes the proof.
(3) Showing any strict saddle is an unstable fixed point. First, since (x+,y+) =
(x?,y?), (x,y) = (x?,y?) satisfy the optimality conditions of both g1 and g2 (cf. (3.15)
and (3.16)) and g = g2 ◦ g1 is well-defined by Lemma 1.7, (x?,y?) is a fixed point of g.
It remains to show Sp(Dg(x?,y?)) > 1. From (3.20), we have
Dg(x?,y?) = Dg2(x
?,y?)Dg1(x
?,y?)
=
[
In
(H2 + ηF22)
−1
] [
In 0
−ηF21 H2
] [
(H1 + ηF11)
−1
Im
] [
H1 −ηF12
0 Im
]
=
[
(H1 + ηF11)
−1 0
(H1 + ηF11)
−1(−ηF21)(H2 + ηF22)−1 (H2 + ηF22)−1H2
] [
H1 −ηF12
Im
]
=
[
(H1 + ηF11)
−1 0
(H1 + ηF11)
−1(−ηF21)(H2 + ηF22)−1 (H2+ηF22)−1
] [
In
H2
] [
H1 −ηF12
Im
]
=
[
H1 + ηF11 0
ηF21 H2 + ηF22
]−1 [
H1 −ηF12
H2
]
with Fij , H1, H2 defined in (3.12). As previously, it suffices to show that det(Dg(x?,y?)−
µI) = 0 with |µ| > 1. Towards this end, we observe that
det(Dg(x?,y?)− µI) = 0
⇐⇒ det
([
H1 + ηF11 0
ηF21 H2 + ηF22
]−1 [
H1 −ηF12
H2
]
− µI
)
= 0
⇐⇒ det
([
H1 −ηF12
H2
]
− µ
[
H1 + ηF11 0
ηF21 H2 + ηF22
])
= 0
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⇐⇒ det
([
(µ− 1)H1 + µηF11 ηF12
µηF21 (µ− 1)H2 + µηF22
])
= 0
⇐⇒ det
([
In √
µIm
] [
(µ−1)H1+µηF11 √µηF12√
µηF21 (µ−1)H2+µηF22
] [
In √
µIm
]−1)
= 0
⇐⇒ det
([
(µ− 1)H1 + µηF11 √µηF12√
µηF21 (µ− 1)H2 + µηF22
]
︸ ︷︷ ︸
J(µ)
)
= 0,
which holds if and only if J(µ) has a zero eigenvalue for some |µ| > 1. For this purpose, we
observe J(µ) at two particular values of µ:
J(1) = η
[
F11 F12
F21 F22
]
= η∇2f(x?,y?), lim
µ→∞
J(µ)
µ
=
[
H1 + ηF11
H2 + ηF22
]
.
Since (x?,y?) is a strict saddle of f , we have λmin(J(1)) < 0, and since H1 ± ηF11 and
H2± ηF22 are positive definite matrices (by assumptions), we also have limµ λmin(J(µ)) >
0. Further, note that J(µ) is a symmetric and continuous (w.r.t. µ) matrix, which implies that
the eigenvalues of J(µ) are real-valued and continuous w.r.t. µ (cf. [11, Theorem 5.1]). Then
a continuity argument immediately complete the proof that J(µ) has a zero eigenvalue for
some µ > 1 and hence |µ| > 1.
4. Closed-form Implementations for Fourth-degree Polynomial Functions. In this
section, we provide closed-form solutions for efficiently implementing B-GD and B-PALM.
As the development of the closed-form solution for B-PPM and B-PAM rely on the specific
form of the objective function, we mainly focus on B-GD and B-PALM. Also, since most
interesting problems in machine learning or signal processing (such as matrix PCA, matrix
sensing and matrix completion, etc.) admit a fourth-degree (or (2,2)th-degree) polynomial
objective function, let us focus on these two general cases of objective functions. We remark
that it is not difficult to consider an arbitrary polynomial objective function. The only issue
is that there might be no closed-form solution since the zero-gradient equation is a high-
degree polynomial equation, but one can nevertheless solve the optimality condition using
line-search algorithms.
4.1. Closed-form Implementations for B-GD. By Lemma 2.1, set h(x) = 14‖x‖42 +
1
2‖x‖22 + 1 to achieve the second-order convergence for a fourth-degree polynomial function.
In this case, B-GD is a smart version of “GD” equipped with the ability of line search algo-
rithm that can adaptively choose the step size according to the norm of the current iterate.
Note that such a line-search strategy is much more efficient than the traditional line search
method, as it can automatically choose the step size with a closed-form solution.
THEOREM 4.1. Suppose f(x) is any fourth-degree polynomial and set h(x) = 14‖x‖42+
1
2‖x‖22 + 1. Then B-GD has the following closed-form implementation:
xk = Π
((‖xk−1‖22 + 1)xk−1 − η∇f(xk−1)) ,(4.1)
where
Π(x) := x
τ(‖x‖2)
‖x‖2(4.2)
with τ(·) defined in (4.3).
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To prove this result, we require the following lemma to solve a third-degree polynomial equa-
tion.
LEMMA 4.2. For any a ≥ 0, the cubic polynomial t3 + t = a has a unique solution
τ(a) :=
3
√
2
(√
81a2 + 12 + 9a
)2/3 − 2 3√3
62/3
3
√√
81a2 + 12 + 9a
.(4.3)
Proof of Lemma 4.2. First it can be verified that τ(a) is a solution by direct computations
and the uniqueness follows from the strictly increasing property of the function t3 + t.
Proof of Theorem 4.1. First plug ∇h(x) = (‖x‖22 + 1)x in the zero-gradient condition
of (1.15): η∇f(xk−1)−∇h(xk−1) +∇h(xk) = 0, which will be reduced to a equation of
the type t3 + t = a. Then the proof follows from Lemma 4.2.
4.2. Closed-form Implementations for B-PALM. Let us now consider a more difficult
case for a bi-variable polynomial function of (4, 4) degree. By Lemma 2.1, it is sufficient to
set h(x,y) = ( 14‖x‖42 + 12‖x‖22 + 1)( 14‖y‖42 + 12‖y‖22 + 1) to achieve the second-order
convergence. Similarly, the B-PALM reduces to an alternating “GD” with equipped the line
search ability for each subproblem.
THEOREM 4.3. Suppose f(x,y) is any (4, 4)-degree polynomial and set h(x,y) =
( 14‖x‖42 + 12‖x‖22 + 1)( 14‖y‖42 + 12‖y‖22 + 1). Then B-PALM has closed-form implemen-
tations:
(4.4)
xk =Π
((‖xk−1‖22+1)xk−1− η(‖yk−1‖42/4+‖yk−1‖22/2+1)∇xf(xk−1,yk−1)
)
,
yk =Π
(
(‖yk−1‖22+1)yk−1−
η
(‖xk‖42/4+‖xk‖22/2+1)
∇yf(xk,yk−1)
)
with Π(·) defined in (4.2).
Proof. The proof of Theorem 4.3 is similar to that of Theorem 4.1.
When the objective function f(x,y) is a (2, 2)th-degree polynomial, we can simplify
the above closed-form updating formula. Remarkably, most interesting problems in machine
learning or signal processing admit a (2, 2)th-degree polynomial objective function, e.g., ma-
trix PCA, matrix sensing, matrix completion, etc.
THEOREM 4.4. Suppose f(x,y) is any (2, 2)th-degree polynomial and set h(x,y) =(
1
2‖x‖22 + 1
) (
1
2‖y‖22 + 1
)
. Then B-PALM has closed-form implementations:
(4.5)
xk =xk−1 − η‖yk−1‖22/2 + 1
∇xf(x,k−1 ,yk−1),
yk =yk−1 −
η
‖xk‖22/2 + 1
∇yf(xk,yk−1)
with Π(·) defined in (4.2).
Proof of Theorem 4.4. The proof directly follows from the zero-gradient condition of
(1.17) in B-PALM:
η∇xf(xk−1,yk−1) +∇xh(xk,yk−1)−∇xh(xk−1,yk−1) = 0,
η∇yf(xk,yk) +∇yh(xk,yk)−∇xh(xk,yk−1) = 0
with∇xh(x,y) =
(
1
2‖y‖22 + 1
)
x and ∇yh(x,y) =
(
1
2‖x‖22 + 1
)
y.
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5. Numerical Experiments. In this section, we test the proposed Bregman-divergence
based algorithms by comparing with the traditional Euclidean-distance based methods (GD
and PALM) on the following nuclear-norm regularized and rank-constrained optimization
problem for both symmetric case and nonsymmetric case:
X?r = arg min
X∈Sn+ or X∈Rn×m
1
2
‖X−A‖2F + λ‖X‖∗ subject to rank(X) ≤ r(5.1)
The global optimal solution X?r can be obtained by a combination of a soft thresholding and
a best rank-r approximation (and an additional projection to the symmetric positive semidef-
inite cone Sn+ for the symmetric case):
X?r =
{
SVDr
(
SoftThλ(ProjSn+(A))
)
for the symmetric case
SVDr (SoftThλ(A)) for the nonsymmetric case
(5.2)
where SVDr(·) denotes the best rank-r approximation and SoftThλ(·) is defined as the soft
thresholding by first decreasing the singular values by λ and then removing the negative
“negative” ones. Inspired by Subsection 2.3, another way to deal with the low-rank constraint
is applying BMF optimization method to the original rank-constrained problem (5.1) and
solving
(5.3)
minimize
U∈Rn×r
f(U) :=
1
2
‖UU> −A‖2F + λ‖U‖2F ,
minimize
U∈Rn×r,V∈Rm×r
f(U,V) :=
1
2
‖UV> −A‖2F +
λ
2
(‖U‖2F + ‖V‖2F ).
We remark that the proposed Bregman-divergence methods are guaranteed to globally min-
imize the BMF problem (5.3). This is because it has been established in [15] that every
second-order stationary point of (5.3) is globally optimal. Therefore, the convergence to a
second-order stationary point of the proposed Bregman methods established in Corollary 2.5
implies the global optimal convergence.
To implement the Bregman-divergence based algorithms, we can use the closed-form
updating formulas Theorem 4.1 (for B-GD) and Theorem 4.4 (for B-PALM) to minimize
f(U) and f(U,V), respectively. To be fair, we will tune step sizes of all algorithms until
achieve best perforamnce. In the experiments, we set n = m = 1000, r = 2, λ = 1, generate
a symmetric matrix A pointwisely i.i.d. from N (0, 1), and run GD, B-GD, PALM and B-
PALM on the BMF problem (5.3). To test the main advantage (i.e., robustness of initialization
and step size) of the Bregman-divergence based algorithms, we will perform the two sets of
experiments: one with small initialization (pointwisely from i.i.d. N (0, 0.1)) and one with
large initialization (pointwisely from i.i.d. N (0, 10)).
From Figure 5.1, we can see that when the initialization is small, both types of algorithms
perform pretty well. However, when the initialization is large, the traditional Euclidean-
distanced based methods degrade drastically in term of the convergence speed and even some-
times fail to converge to a second-order stationary point, while the Bregman-divergence based
methods can efficiently converge to the global optimal solutions in both cases of initializa-
tions. This is because the large initialization can give rise to a very large local Lipschitz
constant, which then forces GD to use a very small step size, resulting in an extremely poor
algorithm efficiency. Indeed, this is one important advantage of B-GD [4] to allow adaptive
step sizes. As a contrast, the Bregman-divergence based algorithms are equipped with the
strength of the line search that can adaptively choose the step size according to the norm of
the current iterate. See Theorem 4.1 and Theorem 4.4.
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FIGURE 5.1. Above Left: GD vs B-GD with small initialization; Above Right: PALM vs B-PALM with
small initialization. Below Left: GD vs B-GD with large initialization; Below Right: PALM vs B-PALM with large
initialization.
Appendix A. Proof of Lemma 1.4.
Proof. We first show (1.7). For simplifying notations, denote x+ := xk and xk−1 :=
x−. For the well-definedness, it suffices to show the solution of (1.7) exists and is unique.
First, since the objective function is continuous (as f, h ∈ C2), its level set Levφ(a) :=
{x : φ(x) ≤ a} is closed for any a ∈ R, where φ(x) := f(x−) + 〈∇f(x−),x − x−〉 +
Dh(x,x−)/η. Second, when h is super-coercive, we will show the objective function φ(x)
is coercive, which would imply the boundedness of the level set Levφ(a). Then together with
the closedness of the level set, we can view (1.7) as a minimization of a continuous function
over a compact level set and hence the solution must exist. The uniqueness follows from the
strong convexity of φ because ∇2φ = ∇2h and h is strongly convex. Now, we show φ(x) is
coercive.
φ(x) =f(x−) + 〈∇f(x−),x− x−〉+Dh(x,x−)/η
=f(x−) + 〈∇f(x−),x− x−〉+ (h(x)− h(x−)− 〈∇h(x−),x− x−〉)/η
:=h(x)/η + 〈a,x〉+ b
=‖x‖2 (h(x)/‖x‖2/η + 〈a,x/‖x‖2〉) + b
≥‖x‖2 (h(x)/‖x‖2/η − ‖a‖2) + b
Now using the super-coercivity of h, we have h(x)/‖x‖2/η > ‖a‖2 for any η > 0 when
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‖x‖2 is large enough, implying that φ is coercive.
Now show the sufficient decrease property of (1.7). By definition of of x+, we have
(A.1)
f(x−) = f(x−) + 〈∇f(x−),x− x−〉+ 1
η
Dh(x,x−)
∣∣∣
x=x−
≥ f(x−) + 〈∇f(x−),x+ − x−〉+ 1
η
Dh(x+,x−)
≥ f(x+)−LfDh(x+,x−)+ 1
η
Dh(x+,x−)
≥ f(x+)+
(
1
η
−Lf
)
σ
2
‖x+−x−‖22
where the second inequality is by the general descent lemma (1.6) with y = x−,x = x+
and the last inequality follows from the σ-strong convexity of h.
We now show (1.8). Its well-definedness follows in the same way by showing that the
objective function of (1.8) is coercive (by using the same analysis as (A.1) combined with
the lower-boundedness of f ) and strongly convex (since f satisfies Lf -relative smoothness
condition w.r.t. h and η ∈ (0, 1/Lf )). The sufficient decrease property follows by
f(x−) = f(x−)+
1
η
Dh(x−,x−) ≥ f(x+)+ 1
η
Dh(x+,x−) ≥ f(x+)+ σ
2η
‖x+ − x−‖22
Appendix B. Proof of Lemma 2.1.
B.1. Proof for the Single-variable Case. First, any dth-degree polynomial function
f(x) can be represented as f(x) =
∑d
k=0〈Ak,x⊗k〉, where ⊗ is the tensor/outer product,
x⊗k := x⊗x⊗· · ·⊗x, and the coefficients of kth-degree monomials are arranged as a kth-
order tensor Ak ∈ Rn×n···×n. For convenience, we denote x⊗0 = 1 and A0 ∈ R. Further,
by the supersymmetry, x⊗k, we can assume Ak for k ≥ 2 are also supersymmetric tensors
since otherwise we can rearrange them as supersymmetric tensors.
Now, we show that polynomial f with the particular h(x) = αd ‖x‖d2 + β2 ‖x‖22 + 1 in
(2.1) satisfies all Assumptions 1–2.
(1) Showing Assumption 1. This directly follows from that f is a lower-bounded poly-
nomial function and any polynomial function is a twice differentiable KL function.
(2) Showing Assumption 2. First of all, we show h is a C2, super-coercive, and strongly
convex function. Let us compute the Hessian of h(x):
∇2h(x) = α
d
d(d− 2)‖x‖d−42 xx> +
(α
d
d‖x‖d−22 + 2
σ
2
)
In
= α(d− 2)‖x‖d−22
x
‖x‖2
x>
‖x‖2 +
(
α‖x‖d−22 + σ
)
In
which immediately implies that h(x) is σ-strong convex and that h ∈ C2 for any d ≥ 2. Now
we show the super-coercivity:
lim
‖x‖2→∞
h(x)
‖x‖2 = lim‖x‖2→∞
(
α
d
‖x‖d−12 +
σ
2
‖x‖2 + 1‖x‖2
)
≥ lim
‖x‖2→∞
σ
2
‖x‖2 =∞
Second, we show the relative smoothness of f w.r.t. h. It suffices to show that there
exists a constant Lf such that Lf∇2h(x) ± ∇2f(x)  0, ∀ x. Towards that end, we first
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compute its Hessian matrix of f(x) =
∑d
k=0〈Ak,x⊗k〉 as
∇2f(x) =
d∑
k=2
k(k − 1)Ak ×1 x×2 x×3 x · · · ×k−2 x(B.1)
where we have used that Ak is a supersymmetric tensor. Here ×k denotes the kth-mode
tensor-vector product for any N th-order tensor A (cf. [12]).
Now, we can use the triangle inequality and the definition of tensor spectral norm to
control its Hessian spectral norm:
(B.2)
‖∇2f(x)‖ ≤
d∑
k=2
k(k − 1)‖Ak ×1 x×2 x×3 x · · · ×k−2 x‖
≤
d∑
k=2
k(k − 1)‖Ak‖‖x‖k−22
≤
d∑
k=2
k(k − 1)‖Ak‖(1 + ‖x‖d−22 )
Meanwhile, by the previous expression of ∇2h(x), we have ∇2h(x)  (α‖x‖d−22 + σ)In.
Therefore, f satisfies Lf -relative smoothness condition w.r.t. h for any Lf ≥
∑d
k=2 k(k −
1)‖Ak‖max
{
1
σ ,
1
α
}
.
This completes the proof of showing Assumptions 1–2.
B.2. Proof for the Bi-variable Case. First, any (d1, d2)th-degree polynomial function
f(x,y) can be represented as f(x,y) =
∑d1
i=0
∑d2
j=0〈Ai,j ,x⊗i ⊗ y⊗j〉, where the coef-
ficients of (i, j)th-degree monomials are arranged as Ai,j ∈
∏i
k=1Rn ×
∏j
k=1Rm. For
convenience, we denote x⊗0 = y⊗0 = 1 and A0,0 ∈ R. Further, due to supersymmetric
tensors x⊗i and y⊗j , we can always assume Ai,j for i ≥ 2 or j ≥ 2 as bi-supersymmetric
tensors, i.e., those entries Ai,j(k1, · · · , ki, ki+1, · · · , ki+j) have the same value despite the
order of (k1, k2, · · · , kj) and the order of (ki+1, ki+1, · · · , ki+j).
(1) Showing h is bi-super-coercive and σ-strongly bi-convex. Observe that
lim
‖x‖2→∞
h(x,y)
‖x‖2 ≥ lim‖x‖2→∞
σ
2
‖x‖2 =∞, lim‖y‖2→∞
h(x,y)
‖y‖2 ≥ lim‖x‖2→∞
σ
2
‖y‖2 =∞
which implies that h(x,y) is bi-super-coercive. It remains to show that h(x,y) is σ-strongly
bi-convex. Towards that end, we compute the partial Hessians of h(x,y):
∇2xxh(x,y)=
(
α
d2
‖y‖d22 +
σ
2
‖y‖22+1
)(
α(d1−2)‖x‖d1−22
x
‖x‖2
x>
‖x‖2 +(α‖x‖
d1−2
2 +σ)In
)(B.3)
∇2yyh(x,y)=
(
α
d1
‖x‖d12 +
σ
2
‖x‖22+1
)(
α(d2−2)‖y‖d2−22
y
‖y‖2
y>
‖y‖2 +(α‖y‖
d2−2
2 +σ)Im
)(B.4)
This then implies that ∇2xxh(x,y)  σIn and ∇2yyh(x,y)  σIm. Therefore, h(x,y) is
σ-strongly bi-convex. This completes the proof of Part 1.
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(2) Showing f is relative bi-smooth w.r.t. h. In one way, using the bi-supersymmetry
of Ai,j , we have
‖∇2xxf(x,y)‖ ≤
d1∑
i=2
d2∑
j=0
i(i− 1)‖Ai,j ×1 x×2 x · · · ×i−2 x×i+1 y · · · ×i+j y‖
≤
d1∑
i=2
d2∑
j=0
i(i−1)‖Ai,j‖‖x‖i−22 ‖y‖j2
≤ (1+‖x‖d1−22 )(1+‖y‖d22 )
d1∑
i=2
d2∑
j=0
i(i−1)‖Ai,j‖
Similarly, ‖∇2yyf(x,y)‖ ≤ (1 + ‖x‖d12 )(1 + ‖y‖d2−22 )
∑d1
i=0
∑d2
j=2 j(j − 1)‖Ai,j‖.
In another way, by (B.3) and (B.4),
(B.5)
∇2xxh(x,y) 
(
α‖x‖d1−22 + σ
)( α
d2
‖y‖d22 + 1
)
In,
∇2yyh(x,y) 
(
α
d1
‖x‖d12 + 1
)(
α‖y‖d2−22 + σ
)
Im
Therefore, we have that f is (L1, L2)-relative bi-smooth with respect to h for any
L1 ≥ 1
L0
max
{
1,
1
σ
,
d2
α
}
and L2 ≥ 1
L0
max
{
1,
1
σ
,
d1
α
}
with L0 =
∑d1
i=2
∑d2
j=0 i(i− 1)‖Ai,j‖.
Appendix C. Proof of Lemma 2.3.
Proof. We will divide the proof into two parts.
(1) Showing the relative smoothness condition. By definition, it suffices to show that
there is a Lf > 0 such that Lf∇2h(x)±∇2f(x)  0 in the whole domain. In one way, by
assumption of f(x), we have
‖∇2f(x)‖ ≤ C1 + C2‖x‖d−22
in the whole domain with d ≥ 2 for some positive constants C1, C2. In another way, by direct
computations, h(x) in (2.1) satisfies that
∇2h(x)  (α‖x‖d−22 + σ)In for any d ≥ 2,
in the whole domain. Therefore, it is clear to see that Lf∇2h(x)±∇2f(x)  0 in the whole
domain for any Lf ≥ max{C1σ , C2α }.
(2) Showing relative bi-smoothness condition. In one way, for any d1, d2 ≥ 2,
‖∇2xxf(x,y)‖ ≤ (C1 + C2‖x‖d1−22 )(C3 + C4‖y‖d22 ),
‖∇2yyf(x,y)‖ ≤ (C5 + C6‖x‖d12 )(C7 + C8‖y‖d2−22 )
Then this along this (B.5) implies that f is (L1, L2)-relative bi-smooth w.r.t. h for any
L1 ≥ max
{
C1
σ
,
C2
α
,C3,
C4d2
α
}
and L2 ≥ max
{
C5,
C6d1
α
,
C7
σ
,
C8
σ
}
.
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