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ON THE STABILITY OF THE CAUCHY PROBLEM OF TIMOSHENKO
THERMOELASTIC SYSTEMS WITH PAST HISTORY: CATTANEO AND FOURIER
LAW
HUGO D. FERNA´NDEZ SARE AND FERNANDO A. GALLEGO
Abstract. In this paper, we investigate the decay properties of the thermoelastic Timoshenko system with
past history in the whole space where the thermal effects are given by Cattaneo and Fourier laws. We obtain
that both systems, Timoshenko-Fourier and Timoshenko-Cattaneo, have the same rate of decay (1 + t)−
1
8
and satisfy the regularity-loss type property. Moreover, for the Cattaneo case, we show that the decay
rate depends of a new condition on the wave speed of propagation χ0,τ . This new condition has been
recently introduced to study the asymptotic behavior in bounded domains, see for instance [5] and [27]. We
found that this number also plays an important role in unbounded situation, affecting the decay rate of the
solution.
1. Introduction
In the literature concerning Timoshenko systems, the nature of stability of solutions have a relationship
with the velocities of propagation, essentially, when these velocities are equal or different. In this context,
denoting by χ0 the difference of velocities of propagation (see equation (1.6)), we are interesting to investigate
how the decay rates of solutions of thermoelastic Timoshenko systems, depend of χ0. In particular, when
the thermal effects are described by Cattaneo and Fourier law, both with an additional history term. As we
can see in the references, the constant χ0 will play an important role in the characterization of asymptotic
behavior of solutions.
Recalling that Cattaneo’s law is a hyperbolic heat model, which means that the temperature has a finite
speed of propagation, we can observe the influence of this heat model in the stability of Timoshenko systems.
Being more specific, recently in [5, 26], the authors proved that Cattaneo’s law modifies the stability number
χ0 when the model is posed in a bounded domain. Since in this new hyperbolic model more restrictions
appear, they introduce a new stability number, χ0,τ (see equation (1.3)), which generalizes the previous one
χ0 in the sense that, when τ = 0, Cattaneo’s law turns into the Fourier law and the conditions over the new
number χ0,τ are equivalent to the old stability number χ0. In this line of research, our goal in this paper is
to investigate the relation between χ0,τ and χ0 with the decay rates of the solution of Timoshenko system
posed in the whole real line.
In fact, we consider the Cauchy problem of the Timoshenko system with the heat conduction described
by the Cattaneo and Fourier law with a history term, given by
(1.1)


ρ1ϕtt − k (ϕx − ψ)x = 0 in (0,∞)× R,
ρ2ψtt − bψxx +m
∫ ∞
0
g(s)ψxx(t− s, x)ds− k (ϕx − ψ) + δθx = 0 in (0,∞)× R,
ρ3θt + qx + δψxt = 0 in (0,∞)× R,
τqt + βq + θx = 0 in (0,∞)× R.
with initial data
(1.2)
ϕ(·, 0) = ϕ0(·), ψ(·, 0) = ψ0(·), θ(·, 0) = θ0(·),
ϕt(·, 0) = ϕ1(·), ψt(·, 0) = ψ1(·), q(·, 0) = q0(·),
where b, k,m, δ, β, ρ1, ρ2, ρ3, and τ are positive constants, with φ, ψ, θ and q denoting the transversal dis-
placement, the rotation angle of the beam, the temperature and the heat flow, respectively. The integral
term represents a history term with kernel g satisfying the following hypotheses:
(H1) g(·) is a non negative function.
(H2) There exist positive constants k1 and k2, such that, −k1g(s) ≤ g
′(s) ≤ −k2g(s).
(H3) a := b− b0 > 0, where b0 =
∫∞
0
g(s)ds.
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For this system, the new stability number is given by
(1.3) χ0,τ =
(
τ −
ρ1
ρ3k
)(
ρ2 −
bρ1
k
)
−
τρ1δ
2
ρ3k
.
Note that, when τ = 0, the system (1.1) has a thermal effect given by the Fourier law (q = −β˜θx).
Indeed, formally the Timoshenko-Cattaneo system (1.1) is reduced to the following Timoshenko-Fourier
system
(1.4)


ρ1ϕtt − k (ϕx − ψ)x = 0 in (0,∞)× R,
ρ2ψtt − bψxx +m
∫ ∞
0
g(s)ψxx(t− s, x)ds− k (ϕx − ψ) + δθx = 0 in (0,∞)× R,
ρ3θt − β˜θxx + δψxt = 0 in (0,∞)× R,
with initial data
(1.5)
ϕ(·, 0) = ϕ0(·), ψ(·, 0) = ψ0(·), θ(·, 0) = θ0(·),
ϕt(·, 0) = ϕ1(·), ψt(·, 0) = ψ1(·),
and stability number given by
(1.6) χ0 = ρ2 −
bρ1
k
.
As we said before, the main purpose of this article is to investigate the relationship between damping terms,
the stability numbers χ0,τ , χ0 and their influence on the decay rate of solutions of systems (1.1)-(1.2) and
(1.4)-(1.5), respectively.
Let us start mention some references about Timoshenko systems. The original Timoshenko system,
which consists of the first two equations in (1.1) with δ = 0 and m = 0, was first introduced by Timoshenko
[31, 32] and describes the vibration of the beam called the Timoshenko beam. The initial boundary value
problem associated to (1.1) and (1.4) under hypotheses (H1), (H2), (H3) have been considered by Ferna´ndez
Sare and Racke in [27]. They prove that the energy of the solution for the Timoshenko-Cattaneo model
with history does not decay exponentially as t → ∞ if χ0 = 0, while for the Timoshenko-Fourier system
the energy decays exponentially if and only if χ0 = 0. This result has been recently improved by Fatori et
al in [5], where an exponential stability is obtained with Cattaneo’s law if and only if a new condition on
the wave speeds of propagation is verified, i.e, the energy of solution of a IBVP Timoshenko-Cattaneo decay
exponentially if and only if χ0,τ = 0, where it is given by (1.3). Furthermore, if χ0,τ 6= 0, the energy decays
polynomially with rate t−
1
2 .
There are many other references on Timoshenko system in a bounded region with interesting results.
In particular, the subject of stability of Timoshenko-type systems (in bounded domains) has received much
attention in the last years, and quite a number of results concerning uniform and asymptotic decay of energy
have been established. See for instance [1, 2, 7, 13, 14, 15, 16, 17, 18, 19, 28] and references therein. As
is clear in bounded domains, the proof of stability results for Timoshenko systems in a bounded domain is
based on the Poincare´ inequality and the type of the boundary conditions.
In this paper, we are specially interesting in the unbounded case, the problem in the whole space R has
been considered in recent papers, and it had received considerable attention in the last years. This has been
due to the regularity-loss phenomenon that usually appears in the pure Cauchy problems, see for instance
[8, 9, 21, 33] and references therein. Roughly speaking, the decay rate of the solution is of the regularity-loss
type, when it is obtained only by assuming some additional regularity on the initial date. In this direction, we
can mentioned some recent results about the stabilization of the Cauchy Timoshenko system. For instance,
in Ide-Haramoto-Kawashima [9], Ide-Kawashima [10] and Racke-Houari [20, 21], the authors consider the
Timoshenko system with normalized coefficients and they showed that the assumptions b = 1, or b 6= 1 play
decisive roles in showing whether or not the decay estimates of the solution are of regularity-loss type.
For the Cauchy problem of Timoshenko system in thermoelasticity, as far as we know, the decay
rate of the solution has been first studied by Said-Houari and Kasimov in [24] and [25]. In particular,
the authors proved in [25] that the Cattaneo and Fourier law have the same rate, specifically, the solution
W = (ϕt, ψt, aψx, ϕx − ψ, θ)
T decays with the rate:
‖∂kxW (t)‖L2≤ C(1 + t)
− 1
12
−k
6 ‖W0‖L1+Ce
−ct‖∂k+lx W0‖L2
for a = 1, and
‖∂kxW (t)‖L2≤ C(1 + t)
− 1
12
− k
6 ‖W0‖L1+C(1 + t)
− l
2 ‖∂k+lx W0‖L2
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for a 6= 1, k = 1, 2, ..., s − l. In [24], they showed that the same decay estimates can be obtained with the
optimal decay rate (1 + t)−
1
4
− k
2 , provided that an additional frictional damping term λψt(x, t) is considered
in the second equation of the system. More recently, Khader and Said-Houari in [11] studied the Cauchy
problem for the Timoshenko system by the Gurtin-Pipkin thermal law:
(1.7)


ϕtt − (ϕx − ψ)x = 0 in (0,∞)× R,
ψtt − a
2ψxx − (ϕx − ψ) + δθx = 0 in (0,∞)× R,
θt −
1
β
∫ ∞
0
g(s)θxx(t− s, x)ds+ δψtx = 0 in (0,∞)× R,
where the memory kernel g(s) is a convex summable function on [0,∞) with total mass equal to 1. They
proved that the rate of decay depends of the number αg :=
(
(g(0))−1β − 1
) (
1− a2
)
− (g(0))−1δ2β, which
also controls the rate for the bounded domain, see [4]. Additionally, we can cite some recent papers studying
more general beam models posed in the whole real line, [6, 12, 22, 23, 29, 30].
The main goal of this paper is to investigate the decay rate of the Cauchy problems (1.1) and (1.4).
We prove that the same number χ0,τ defined in (1.3), which controls the behavior of the solution in bounded
domain, see [5], also plays an important role in unbounded domains and affects the decay rate of the solution,
see Theorems 4.1 and 4.2. More precisely, we show that the respective solutions of Timoshenko-Cattaneo and
Timoshenko-Fourier with history term, are of regularity-loss type and decay slowly with the rate (1 + t)−
1
8
in the L2-norm. Our proofs are based on some estimates for the Fourier image of the solution, Plancherel
Theorem, as well as on a suitable linear combination of series of energy estimates. Here, the decay rate
(1 + t)−
1
8 will be obtained by taking regular initial data U0 ∈ H
s(R), for some s ∈ R. This regularity loss
comes from the analysis of the Fourier image, Uˆ(ξ, t), of the solution U(ξ, t). In fact, throughout the paper
we will obtain the estimate (see (3.14), (3.57) and (4.4) below)
∣∣∣Uˆ(ξ, t)∣∣∣2 ≤ Ce−βρ(ξ)t ∣∣∣Uˆ(ξ, 0)∣∣∣2 ,
where C, β are positive constants and
ρ(ξ) =


ξ4
(1 + ξ2)
3 , if χ0,τ = 0 (resp, χ0 = 0),
ξ4
(1 + ξ2)
4 , if χ0,τ 6= 0 (resp, χ0 6= 0).
As we will see, the decay estimates of the solutions for Timoshenko-Cattaneo and Timoshenko-Fourier,
depend on the properties of the function ρ(ξ). In fact, this function ρ(ξ) behaves like ξ4 in the low frequency
region (|ξ|≤ 1) and like ξ−2 near infinity, whenever χ0,τ = 0 (resp, χ0 = 0). Otherwise, if the wave speeds
of propagation are different, the function ρ(ξ) behaves also like ξ4 in the low frequency region but like ξ−4
near infinity, which means that the dissipation in the high frequency region is very weak and produces the
regularity loss phenomenom. It is known that this regularity loss leads to some difficulties in the nonlinear
problems, see for example [9, 10] for more details.
This paper is organized as follows. Section 2 is dedicated to state the problems. In section 3, we will
present the energy method in the Fourier space and to the construction of the Lyapunov functionals. The
main results, Theorems 4.1 and 4.2 are made in the Section 4.
2. Setting of the Problem
In order to establish the decay rates of the Timoshenko systems (1.1) and (1.4), we have to transform
the original problems to a first-order systems, defining new variables. Then, we apply the energy method in
the Fourier space to prove some point wise estimates which will help in the proof of the decay estimates.
2.1. The Cattaneo Model. We consider the Timoshenko system with history and Cattaneo law. By the
following change of variable, introduced in [3], given by
η(t, s, x) := ψ(t, x)− ψ(t− s, x), (t, x) ∈ (0,∞)× R, s ≥ 0,
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the system (1.1), can be rewritten as
(2.1)


ρ1ϕtt − k (ϕx − ψ)x = 0 in (0,∞)× R,
ρ2ψtt − aψxx −m
∫ ∞
0
g(s)ηxx(s)ds− k (ϕx − ψ) + δθx = 0 in (0,∞)× R,
ρ3θt + qx + δψxt = 0 in (0,∞)× R,
τqt + βq + θx = 0 in (0,∞)× R,
ηt + ηs − ψt = 0 in (0,∞)× R,
η(·, 0, ·) = 0 in (0,∞)× R,
where a = a(b, g) is a positive constant given by (H3) and initial data
ϕ(0, ·) = ϕ0(·), ψ(0, ·) = ψ0(·), θ(0, ·) = θ0(·),
ϕt(0, ·) = ϕ1(·), ψt(0, ·) = ψ1(·), q(0, ·) = q0(·),
η(0, s, ·) = ψ(0, ·)− ψ(−s, ·).
Furthermore, we can rewrite the system (2.1) as a first-order system, by considering the following change of
variables
u = ϕt, z = ψx, y = ψt, v = ϕx − ψ.
Then, (2.1) takes the form
(2.2)


vt − ux + y = 0,
ρ1ut − kvx = 0,
zt − yx = 0,
ρ2yt − azx −m
∫ ∞
0
g(s)ηxx(s)ds− kv + δθx = 0,
ρ3θt + qx + δyx = 0,
τqt + βq + θx = 0,
ηt + ηs − y = 0.
Now, we define the solution of (2.2) by the vector U , which is given by
U(x, t) = (v, u, z, y, θ, q, η)T .
The initial condition can be written as
(2.3) U0(x) = U(x, 0) = (v0, u0, z0, y0, θ0, q0, η0)
T ,
where u0 = ϕ1, z0 = ψ0,x, y0 = ψ1 and v0 = ϕ0,x − ψ0.
2.2. The Fourier Model. Similarly as above, we consider the Timoshenko system (1.1) with history and
the Fourier law, i.e, when τ = 0. Indeed, we can eliminate q easily and obtain the following differential
equation for θ:
ρ3θt − β˜θxx + δψxt = 0,
where β˜ = β−1 > 0. Then, introducing η as in the previous subsection, we have the differential equations
(2.4)


ρ1ϕtt − k (ϕx − ψ)x = 0 in (0,∞)× R,
ρ2ψtt − aψxx −m
∫ ∞
0
g(s)ηxx(s)ds− k (ϕx − ψ) + δθx = 0 in (0,∞)× R,
ρ3θt − β˜θxx + δψxt = 0 in (0,∞)× R,
ηt + ηs − ψt = 0 in (0,∞)× R.
η(·, 0, ·) = 0 in (0,∞)× R.
with initial data
ϕ(0, ·) = ϕ0(·), ψ(0, ·) = ψ0(·), θ(0, ·) = θ0(·),
ϕt(0, ·) = ϕ1(·), ψt(0, ·) = ψ1(·), η(0, s, ·) = ψ(0, ·)− ψ(−s, ·).
As in the previous section, we can rewrite the system as a fist-order system, by defining the following variables
u = ϕt, z = ψx, y = ψt, v = ϕx − ψ.
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Then, (2.4) takes the form,
(2.5)


vt − ux + y = 0,
ρ1ut − kvx = 0,
zt − yx = 0,
ρ2yt − azx −m
∫ ∞
0
g(s)ηxx(s)ds− kv + δθx = 0,
ρ3θt − β˜θxx + δyx = 0,
ηt + ηs − y = 0.
We define the vector solution V of the system (2.5), as
V (t, x) = (v, u, z, y, θ, η)T .
Thus, the initial condition can be written
(2.6) V0(x) = V (x, 0) = (v0, u0, z0, y0, θ0, η0)
T ,
where u0 = ϕ1, z0 = ψ0,x, y0 = ψ1 and v0 = ϕ0,x − ψ0.
3. The energy method in the frequency space
This section is devoted to show the depends of decay rate of the solution with the new wave speeds of
propagation (see [5])
χ0,τ =
(
τ −
ρ1
ρ3k
)(
ρ2 −
bρ1
k
)
−
τρ1δ
2
ρ3k
.
For this reason, we will discuss two cases: the case where the wave speeds of these two equations are equal
(χ0,τ = 0) and the case where the wave speeds are different (χ0,τ = 0). Moreover, for the Timoshenko-Fourier
model, i,e., when τ = 0, we consider the usual wave speeds propagation given by
χ0 = ρ2 −
bρ1
k
.
In each case, we use a delicate energy method to build the appropriate Lyapunov functionals in the Fourier
space.
3.1. The Timoshenko-Cattaneo Law. We consider the Fourier image of the Timoshenko-Cattaneo model
with history and we show that the heat damping induced by the Cattaneo law and the past history is strong
enough to stabilize the whole system. Thus, taking Fourier Transform in (2.2), we obtain the following ODE
system:
vˆt − iξuˆ+ yˆ = 0,(3.1)
ρ1uˆt − ikξvˆ = 0,(3.2)
zˆt − iξyˆ = 0,(3.3)
ρ2yˆt − iaξzˆ +mξ
2
∫ ∞
0
g(s)ηˆ(s)ds− kvˆ + iδξθˆ = 0,(3.4)
ρ3θˆt + iξqˆ + iδξyˆ = 0,(3.5)
τ qˆt + βqˆ + iξθˆ = 0,(3.6)
ηˆt + ηˆs − yˆ = 0.(3.7)
The solution vector and initial data are given by Uˆ(ξ, t) = (vˆ, uˆ, zˆ, yˆ, θˆ, qˆ, ηˆ)T and Uˆ(ξ, 0) = Uˆ0(ξ), respec-
tively. The energy functional associated to the above system is defined as:
(3.8) Eˆ (ξ, t) = ρ1|uˆ|
2+ρ2|yˆ|
2+ρ3|θˆ|
2+k|vˆ|2+a|zˆ|2+τ |qˆ|2+mξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds.
Lemma 3.1. The energy (3.8) satisfies the following estimate:
d
dt
Eˆ(ξ, t) ≤ −2β|qˆ|2−k1mξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds,(3.9)
where the constant k1 > 0 is given by (H2).
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Proof. Multiplying (3.1) by kvˆ, (3.2) by uˆ, (3.3) by azˆ, (3.4) by yˆ, (3.5) by θˆ and (3.6) by qˆ, adding and
taking real part, it follows that
(3.10)
1
2
d
dt
{
ρ1|uˆ|
2+ρ2|yˆ|
2+ρ3|θˆ|
2+k|vˆ|2+a|zˆ|2+τ |qˆ|2
}
= −β|qˆ|2−Re
(
mξ2
∫ ∞
0
g(s)η(s)yˆds
)
.
On the other hand, taking the conjugate of equation (3.7), multiplying the resulting equation by g(s)ηˆ(t, s, x)
and integrating with respect to s, we obtain
(3.11) Re
(∫ ∞
0
g(s)ηˆ(s)yˆds
)
=
1
2
d
dt
∫ ∞
0
g(s)|ηˆ(s)|2ds+
1
2
∫ ∞
0
g(s)
d
ds
|ηˆ(s)|2ds.
Integrating by parts the last term in the left side of (3.11), we have
Re
(∫ ∞
0
g(s)ηˆ(s)yˆds
)
=
1
2
d
dt
∫ ∞
0
g(s)|ηˆ(s)|2ds−
1
2
∫ ∞
0
g′(s)|ηˆ(s)|2ds.
Substituting the above equation in (3.10), it follows that
d
dt
Eˆ(ξ, t) = −2β|qˆ|2+mξ2
∫ ∞
0
g′(s)|η(s)|2ds.
Using (H2), we obtain (3.9). 
With the dissipation of the energy in hands, the following questions arise:
Does Eˆ(t)→ 0 as t→∞? If it is the case, can we find a decay rate of Eˆ(t)?
The following Theorem provides a positive answer of above question, establishing the exponential decay of
the ordinary differential system (3.1)-(3.7). This result will be a fundamental ingredient in the proof of our
main results.
Theorem 3.2. Let
(3.12) χ0,τ =
(
τ −
ρ1
ρ3k
)(
ρ2 −
bρ1
k
)
−
τρ1δ
2
ρ3k
.
Then, for any t ≥ 0 and ξ ∈ R, the energy of the system (3.1)-(3.7) satisfies
(3.13) Eˆ(ξ, t) ≤ Ce−λρ(ξ)Eˆ(0, ξ),
where C, λ are positive constants and the function ρ(·) is given by
(3.14) ρ(ξ) =


ξ4
(1 + ξ2)3
if χ0,τ = 0,
ξ4
(1 + ξ2)4
if χ0,τ 6= 0.
Following the ideas contain in [25], we construct some functionals to capture the dissipation of all the
components of the vector solution. These functionals allow us to build an appropriate Lyapunov functional
equivalent to the energy. The proof of Theorem 3.2 is based on the following lemmas:
Lemma 3.3. Consider the functional
J1(ξ, t) = −τρ2Re
(
vˆyˆ
)
−
aτρ1
k
Re
(
zˆuˆ
)
+
δρ1
k
(
τ +
1
δ2
(
ρ2 −
bρ1
k
+ τb0ρ3
))
Re(θˆuˆ)
−
τ
δ
(
ρ2 −
bρ1
k
+ τb0ρ3
)
Re(vˆqˆ)
Then, for any ε > 0, J1 satisfies
(3.15)
d
dt
J1(ξ, t) + τk(1− ε)|vˆ|
2≤ τρ2|yˆ|
2+C(ε)ξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ χ0,τRe
(
iξuˆyˆ
)
+
1
δ
(
χ0,τ + τb0ρ3
(
τ −
ρ1
ρ3k
))
Re(iξqˆuˆ)
+
τ
δ
(
ρ2 −
bρ1
k
+ τb0ρ3
)
Re(yˆqˆ) + C(ε)|qˆ|2.
where C(ε) is a positive constant and χ0,τ is given by (4.1).
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Proof. Multiplying (3.1) by −ρ2yˆ and taking real part, we obtain
−ρ2Re
(
vˆtyˆ
)
+ ρ2Re
(
iξuˆyˆ
)
− ρ2|yˆ|
2= 0.
Multiplying (3.4) by −vˆ and taking real part, it follows that
−ρ2Re
(
yˆtvˆ
)
+ aRe
(
iξzˆvˆ
)
+ k|vˆ|2−Re
(
mξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− δRe
(
iξθˆvˆ
)
= 0.
Adding the above identities,
(3.16)
− ρ2
d
dt
Re
(
vˆyˆ
)
+ k|vˆ|2= ρ2|yˆ|
2−aRe
(
iξzˆvˆ
)
+Re
(
mξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− ρ2Re
(
iξuˆyˆ
)
+ δRe
(
iξθˆvˆ
)
.
On the other hand, multiplying (3.2) by −a
k
zˆ, (3.3) by −aρ1
k
uˆ, adding the results and taking real part, it
follows that
(3.17) −
aρ1
k
d
dt
Re
(
zˆuˆ
)
= −
aρ1
k
Re
(
iξyˆuˆ
)
− aRe
(
iξvˆzˆ
)
.
Moreover, multiplying (3.2) by δ
k
θˆ and taking real part,
δρ1
k
Re(uˆtθˆ)− δRe(iξvˆθˆ) = 0.
Next, multiplying (3.5) by δρ1
ρ3k
uˆ and taking real part,
δρ1
k
Re(θˆtuˆ) +
δρ1
ρ3k
Re(iξqˆuˆ) +
δ2ρ1
ρ3k
Re(iξyˆuˆ) = 0.
Adding the above identities, we obtain
(3.18)
δρ1
k
d
dt
Re(θˆuˆ) = −
δρ1
ρ3k
Re(iξqˆuˆ)−
δ2ρ1
ρ3k
Re(iξyˆuˆ) + δRe(iξvˆθˆ).
Furthermore, multiplying (3.6) by −vˆ and taking real part,
−τRe(qˆtvˆ)− βRe(qˆvˆ)−Re(iξθˆvˆ) = 0.
Multiplying, (3.1) by −τ qˆ and taking real part,
−τRe(vˆtqˆ) + τRe(iξuˆqˆ)− τRe(yˆqˆ) = 0.
Adding the above identities, it follows that
(3.19) − τ
d
dt
Re(vˆqˆ) = −τRe(iξuˆqˆ) + τRe(yˆqˆ) + βRe(qˆvˆ) +Re(iξθˆvˆ).
Now, computing (3.16)+(3.17)+(3.18), we have
(3.20)
d
dt
{
−ρ2Re
(
vˆyˆ
)
−
aρ1
k
Re
(
zˆuˆ
)
+
δρ1
k
Re(θˆuˆ)
}
+ k|vˆ|2= ρ2|yˆ|
2+Re
(
mξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+
(
ρ2 −
aρ1
k
−
δ2ρ1
ρ3k
)
Re
(
iξuˆyˆ
)
−
δρ1
ρ3k
Re(iξqˆuˆ).
Computing τ(3.16) + τ(3.17) +
(
τ +
1
δ2
(
ρ2 −
bρ1
k
+ τb0ρ3
))
︸ ︷︷ ︸
Γ
(3.18), we find that
d
dt
{
−τρ2Re
(
vˆyˆ
)
−
aτρ1
k
Re
(
zˆuˆ
)
+
Γδρ1
k
Re(θˆuˆ)
}
+ τk|vˆ|2= τρ2|yˆ|
2+τmRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+
[
τ
(
ρ2 −
aρ1
k
)
−
δ2ρ1
ρ3k
Γ
]
Re
(
iξuˆyˆ
)
+ τδRe(iξθˆvˆ)−
δρ1
ρ3k
ΓRe(iξqˆuˆ) + ΓδRe(iξθˆvˆ).
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Hence,
(3.21)
d
dt
{
−τρ2Re
(
vˆyˆ
)
−
aτρ1
k
Re
(
zˆuˆ
)
+
Γδρ1
k
Re(θˆuˆ)
}
+ τk|vˆ|2= τρ2|yˆ|
2+τmRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+
[(
τ −
ρ1
ρ3k
)(
ρ2 −
bρ1
k
)
−
δ2ρ1
ρ3k
τ
]
Re
(
iξuˆyˆ
)
+ δ (τ − Γ)Re(iξθˆvˆ)−
δρ1
ρ3k
ΓRe(iξqˆuˆ).
Multiplying (3.19) by Γ1 = −δ(τ − Γ) and adding the result to (3.21), it follows that
d
dt
{
−τρ2Re
(
vˆyˆ
)
−
aτρ1
k
Re
(
zˆuˆ
)
+
Γδρ1
k
Re(θˆuˆ)− τΓ1Re(vˆqˆ)
}
+ τk|vˆ|2
= τρ2|yˆ|
2+τmRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+
[(
τ −
ρ1
ρ3k
)(
ρ2 −
aρ1
k
)
−
δ2ρ1
ρ3k
τ
]
Re
(
iξuˆyˆ
)
+ δ (τ − Γ)Re(iξθˆvˆ)−
δρ1
ρ3k
ΓRe(iξqˆuˆ)− Γ1τRe(iξuˆqˆ) + Γ1τRe(yˆqˆ)
+ Γ1βRe(qˆvˆ) + Γ1Re(iξθˆvˆ).
Hence,
d
dt
J1(ξ, t) + τk|vˆ|
2= τρ2|yˆ|
2+τmRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+ χ0,τRe
(
iξuˆyˆ
)
+
(
−δτ(τ − Γ)−
δρ1Γ
ρ3k
)
Re(iξqˆuˆ)
− δτ(τ − Γ)Re(yˆqˆ)− δβ(τ − Γ)Re(qˆvˆ).
Applying Young inequality, (3.15) follows.

Lemma 3.4. Consider the functional
(3.22) J2(ξ, t) = ρ1Re
(
iξvˆuˆ
)
+ ρ2Re
(
iξyˆzˆ
)
+ δτRe(iξzˆqˆ)
For any ε > 0, the estimate
(3.23)
d
dt
J2(ξ, t) + ρ1(1− ε)ξ
2|uˆ|2+a(1− ε)ξ2|zˆ|2≤ C(ε)(1 + ξ2)|vˆ|2+C(ε)(1 + ξ2)|yˆ|2
+ C(ε)(1 + ξ2)|qˆ|2+C(ε)ξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
is satisfied.
Proof. Multiplying (3.1) by iρ1ξuˆ and taking real part,
ρ1Re
(
iξvˆtuˆ
)
+ ρ1ξ
2|uˆ|2+ρ1Re
(
iξyˆuˆ
)
= 0.
Multiplying (3.2) by −iξvˆ and taking real part,
−ρ1Re
(
iξuˆtvˆ
)
− kξ2|vˆ|2= 0.
Adding the above identities, we obtain
ρ1
d
dt
Re
(
iξvˆuˆ
)
+ ρ1ξ
2|uˆ|2= kξ2|vˆ|2−ρ1Re
(
iξyˆuˆ
)
.(3.24)
Moreover, multiplying (3.3) by −iρ2ξyˆ and taking real part,
−ρ2Re
(
iξzˆtyˆ
)
− ρ2ξ
2|yˆ|2= 0.
Multiplying (3.4) by iξzˆ and taking real part,
ρ2Re
(
iξyˆtzˆ
)
+ aξ2|zˆ|2−kRe
(
iξvˆzˆ
)
+mRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− δRe
(
ξ2θˆzˆ
)
= 0.
Adding the above identities,
(3.25) ρ2
d
dt
Re
(
iξyˆzˆ
)
+ aξ2|zˆ|2= ρ2ξ
2|yˆ|2+kRe
(
iξvˆzˆ
)
−mRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+ δRe
(
ξ2θˆzˆ
)
.
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Multiplying (3.6) by −iδξzˆ and taking real part,
−δτRe(iξqˆtzˆ)− βδRe(iξqˆzˆ) + δRe(ξ
2θˆzˆ) = 0.
Multiplying (3.3) by iδτξqˆ and taking real part,
δτRe(iξzˆtqˆ) + δτRe(ξ
2yˆqˆ) = 0
Adding the above identities, we obtain
(3.26) δτ
d
dt
Re(iξzˆqˆ) = −δτRe(ξ2yˆqˆ) + βδRe(iξqˆzˆ)− δRe(ξ2θˆzˆ)
Computating (3.24) + (3.25) + (3.26), we find that
d
dt
{
ρ1Re
(
iξvˆuˆ
)
+ ρ2Re
(
iξyˆzˆ
)
+ δτRe(iξzˆqˆ)
}
+ aξ2|zˆ|2+ρ1ξ
2|uˆ|2= ρ2ξ
2|yˆ|2+kRe
(
iξvˆzˆ
)
−mRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− δτRe(ξ2yˆqˆ) + βδRe(iξqˆzˆ) + kξ2|vˆ|2−ρ1Re
(
iξyˆuˆ
)
Hence,
d
dt
J2(ξ, t) + aξ
2|zˆ|2+ρ1ξ
2|uˆ|2≤ ρ2ξ
2|yˆ|2+k|ξ||vˆ||zˆ|
+m|ξ|3|zˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣+ δτξ2|yˆ||qˆ|+βδ|ξ||qˆ||zˆ|+kξ2|vˆ|2+ρ1|ξ||yˆ||uˆ|
applying Young’s inequality, we obtain (3.23). 
Lemma 3.5. Consider the functional
J3(ξ, t) = −ρ2Re
(
ξ2yˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
.
Then, for any ε > 0, the following estimate
(3.27)
d
dt
J3(ξ, t) + ρ2b0(1− ε)ξ
2|yˆ|2≤ C(ε)ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ a|ξ|3|zˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
+mξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kξ2|vˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ + δ|ξ|3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ .
holds.
Proof. Multiplying (3.4) by −ξ2g(s)ηˆ and taking the integration with respect to s for the real parts, it follows
that
− ρ2Re
(
ξ2yˆt
∫ ∞
0
g(s)ηˆ(s)ds
)
+ aRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
−mRe
(
ξ4
∫ ∞
0
g(s)ηˆ(s)ds
∫ ∞
0
g(s)ηˆ(s)ds
)
+ kRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− δRe
(
iξ3θˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
= 0.
Multiplying (3.7) by −ρ2ξ
2g(s)yˆ and taking the integration with respect to s for the real parts, it follows
that
−ρ2Re
(
ξ2yˆ
∫ ∞
0
g(s)ηˆt(s)ds
)
− ρ2Re
(
ξ2yˆ
∫ ∞
0
g(s)ηˆs(s)ds
)
+ ρ2ξ
2
∫ ∞
0
g(s)ds|yˆ|2= 0.
Adding the above identities, we obtain that
d
dt
K3(ξ, t) + ρ2ξ
2b0|yˆ|
2= ρ2Re
(
ξ2yˆ
∫ ∞
0
g(s)ηˆs(s)ds
)
− aRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+mξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
− kRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+ δRe
(
iξ3θˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
.
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Now, integrating by parts the first term on the right-hand side of the above equality, we get
d
dt
K3(ξ, t) + ρ2ξ
2b0|yˆ|
2= −ρ2Re
(
ξ2yˆ
∫ ∞
0
g′(s)ηˆ(s)ds
)
− aRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+mξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
− kRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+ δRe
(
iξ3θˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
.
Hence,
d
dt
K3(ξ, t) + ρ2ξ
2b0|yˆ|
2≤ ρ2ξ
2|yˆ|
∣∣∣∣
∫ ∞
0
g′(s)ηˆ(s)ds
∣∣∣∣+ a|ξ3||zˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
+mξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kξ2|vˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ + δ|ξ|3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ .
After applying Young inequality, it yields that
d
dt
K3(ξ, t) + ρ2ξ
2b0(1 − ε)|yˆ|
2≤ C(ε)ξ2
∫ ∞
0
g′(s)|ηˆ(s)|2ds+ a|ξ3||zˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
+mξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kξ2|vˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ + δ|ξ|3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ .
Using the hypothesis over g′, the result follows. 
Lemma 3.6. Consider the functional
(3.28) J4(ξ, t) = τρ3Re
(
iξθˆqˆ
)
.
For any ε > 0, the following estimate
d
dt
J4(ξ, t) + ρ3(1− ε)ξ
2|θˆ|2≤ τδξ2|yˆ||qˆ|+C(ε)(1 + ξ2)|qˆ|2.(3.29)
holds.
Proof. Multiplying (3.5) by iτξqˆ and taking real part,
τρ3Re
(
iξθˆtqˆ
)
− τξ2|qˆ|2−τδRe
(
ξ2yˆqˆ
)
= 0.
Multiplying (3.6) by −iρ3ξθˆ and taking real part,
−τρ3Re
(
iξqˆtθˆ
)
− βρ3Re
(
iξqˆθˆ
)
+ ρ3ξ
2|θˆ|2= 0.
Adding the above identities, it follows that
d
dt
J4(ξ, t) + ρ3ξ
2|θˆ|2≤ τξ2|qˆ|2+τδξ2|yˆ||qˆ|+βρ3|ξ||qˆ||θˆ|.
Applying Young’s inequality, the result follows. 
Proof of Theorem 3.2. In order to make the proof clear, we will consider several cases:
I. Case χ0,τ=0:. Consider the expressions
λ1ξ
2J1(ξ, t), λ2
ξ2
1 + ξ2
J2(ξ, t), λ3J3(ξ, t)
where λ1, λ2 and λ3 are positive constants to be fixed later. Thus, the Lemmas 3.3 and 3.4 imply that
(3.30)
d
dt
{
λ1ξ
2J1(ξ, t) + λ2
ξ2
1 + ξ2
J2(ξ, t)
}
+ k [λ1τ(1 − ε)− C(ε)λ2] ξ
2|vˆ|2+ρ1(1− 2ε)λ2
ξ4
1 + ξ2
|uˆ|2
+ a(1− ε)λ2
ξ4
1 + ξ2
|zˆ|2
≤ C(ε, λ1, λ2)ξ
2|yˆ|2+C(ε, λ1, λ2)ξ
6
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε, λ1, λ2)ξ
2(1 + ξ2)|qˆ|2.
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Furthermore, Applying Young’s inequality in the equation (3.27) of the Lemma 3.5, it follows that
d
dt
λ3J3(ξ, t) + ρ2λ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, λ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aλ2ε
ξ4
1 + ξ2
|zˆ|2
+ C(ε, λ2, λ3)ξ
2(1 + ξ2)
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ λ3mξ
4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kλ1τεξ
2|vˆ|2
+ C(ε, λ1, λ3)ξ
2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ λ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
thus,
(3.31)
d
dt
λ3J3(ξ, t) + ρ2λ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, λ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aλ2ε
ξ4
1 + ξ2
|zˆ|2+kλ1τεξ
2|vˆ|2
+ C(ε, λ1, λ2, λ3)ξ
2(1 + ξ2)
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ λ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
Computing (3.30) + (3.31), we obtain
d
dt
{
λ1ξ
2J1(ξ, t) + λ2
ξ2
1 + ξ2
J2(ξ, t) + λ3J3(ξ, t)
}
+k [λ1τ(1 − 2ε)− C(ε)λ2] ξ
2|vˆ|2+ρ1(1−2ε)λ2
ξ4
1 + ξ2
|uˆ|2
+ a(1− 2ε)λ2
ξ4
1 + ξ2
|zˆ|2+ρ2 [λ3b0(1− ε)− C(ε, λ1, λ2)] ξ
2|yˆ|2
≤ C(ε, λ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, λ1, λ2, λ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε, λ1, λ2, λ3)ξ
2(1 + ξ2)|qˆ|2+λ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ .
Now, consider the following functional
L1(ξ, t) = λ1ξ
2J1(ξ, t) + λ2
ξ2
1 + ξ2
J2(ξ, t) + λ3J3(ξ, t) + J4(ξ, t).
From Lemma 3.6 and using Young inequality, it yields that
d
dt
L1(ξ, t) + k [λ1τ(1 − 2ε)− C(ε)λ2] ξ
2|vˆ|2+ρ1(1− 2ε)λ2
ξ4
1 + ξ2
|uˆ|2
+ a(1− 2ε)λ2
ξ4
1 + ξ2
|zˆ|2+ρ2 [λ3b0(1− 2ε)− C(ε, λ1, λ2)] ξ
2|yˆ|2+ρ3(1− 2ε)ξ
2|θˆ|2
≤ C(ε, λ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, λ1, λ2, λ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε, λ1, λ2, λ3)(1 + ξ
2)2|qˆ|2
Now, by using the following inequality:∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
=
∣∣∣∣
∫ ∞
0
g
1
2 (s)g
1
2 (s)ηˆ(s)ds
∣∣∣∣
2
≤
∣∣∣∣∣
(∫ ∞
0
g(s)ds
) 1
2
(∫ ∞
0
g(s)|ηˆ(s)|2ds
) 1
2
∣∣∣∣∣
2
(3.32)
= b0
∫ ∞
0
g(s)|ηˆ(s)|2ds
We obtain that
(3.33)
d
dt
L1(ξ, t) + k [λ1τ(1 − 2ε)− C(ε)λ2] ξ
2|vˆ|2+ρ1(1− 2ε)λ2
ξ4
1 + ξ2
|uˆ|2
+ a(1− 2ε)λ2
ξ4
1 + ξ2
|zˆ|2+ρ2 [λ3b0(1− 2ε)− C(ε, λ1, λ2)] ξ
2|yˆ|2+ρ3(1− 2ε)ξ
2|θˆ|2
≤ C1(1 + b0)ξ
2(1 + ξ2)2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C1(1 + ξ
2)2|qˆ|2
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where C1 is a positive constant that depends on ε and λj for j = 1, 2, 3. Then, we can choose the constants
to make all the coefficients in the right side in (3.33) positive. First, let us fix ε, such that ε < 12 . Thus, we
can take first choose λ2 > 0 and
(3.34) λ1 >
C(ε)λ2
τ(1 − 2ε)
, λ3 >
C(ε, λ1, λ2)
b0(1− 2ε)
.
Then, from (3.34) and some trivial inequalities, such as
(3.35)
ξ2
1 + ξ2
≤ 1 and
1
1 + ξ2
≤ 1,
we can deduce the existence of a positive constant M1, such that
(3.36)
d
dt
L1(ξ, t) ≤ −M1
ξ4
1 + ξ2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ3|θˆ|
2+ρ2|yˆ|
2
}
+ C1(1 + b0)ξ
2(1 + ξ2)2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C1(1 + ξ
2)2|qˆ|2,
Finally, we define the following Lyapunov functional:
(3.37) L(ξ, t) = L1(ξ, t, t) +N(1 + ξ
2)2Eˆ(ξ, t),
where N is a positive constant to be fixed later. Note that the definition of L1 together with inequality
(3.32), imply that
|L1(ξ, t)| ≤M2 {|J1(ξ, t)|+|J2(ξ, t)|+|J3(ξ, t)|+|J4(ξ, t)|}
≤M2(1 + ξ
2)2Eˆ(ξ, t).
Hence, we obtain
(3.38) (N −M2)(1 + ξ
2)2Eˆ(ξ, t) ≤ L(ξ, t) ≤ (N +M2)(1 + ξ
2)2Eˆ(ξ, t).
On the other hand, taking the derivative of L with respect to t and using the estimates (3.36) and Lemma
3.1, it follows that
d
dt
L(ξ, t) ≤ −M1
ξ4
1 + ξ2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ3|θˆ|
2+ρ2|yˆ|
2
}
− (2Nβ − C1) (1 + ξ
2)2|qˆ|2− (k1Nm− C1(1 + b0)) (1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds
Now, choosing N such that N ≥ max
{
M2,
C1
2β
,
C1(1 + b0)
k1m
}
and using the inequality (1 + ξ2)2 ≥
ξ4
1 + ξ2
,
there exists a positive constant M3 such that
d
dt
L(ξ, t) ≤ −M3
ξ4
1 + ξ2
Eˆ(ξ, t).
(3.38) implies that
d
dt
L(ξ, t) ≤ −Γ
ξ4
(1 + ξ2)3
L(ξ, t)
where Γ =
M3
N +M2
. By Gronwall’s inequality, it follows that
L(ξ, t) ≤ e−Γρ(ξ)tL(ξ, 0), ρ(ξ) =
ξ4
(1 + ξ2)3
,
again by using (3.38), we have that
Eˆ(ξ, t) ≤ Ce−Γρ(ξ)tEˆ(ξ, 0), where C =
N +M2
N −M2
> 0.
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II. Case χ0,τ 6=0: Similar to previous case, we introduce positive constants γ1, γ2, γ3 and γ4 that will be
fixed later. Next, we estimate the following terms by applying Young’s inequality,∣∣χ0,τRe(iξuˆyˆ)∣∣ ≤ ρ1γ2ε
2γ1
ξ2
1 + ξ2
|uˆ|2+C(ε, γ1, γ2)(1 + ξ
2)|yˆ|2,
1
δ
∣∣∣∣
(
χ0,τ + τb0ρ3
(
τ −
ρ1
ρ3k
))
Re(iξqˆuˆ)
∣∣∣∣ ≤ ρ1γ2ε2γ1 ξ
2
1 + ξ2
|uˆ|2+C(ε, γ1, γ2)(1 + ξ
2)|qˆ|2.
Hence, from Lemma 3.3, we can rewrite (3.15) as
(3.39)
d
dt
J1(ξ, t) + kτ(1− ε)|vˆ|
2≤
ρ1γ2ε
γ1
ξ2
1 + ξ2
|uˆ|2+C(ε, γ1, γ2)(1 + ξ
2)|yˆ|2
+ C(ε, γ1, γ2)(1 + ξ
2)|qˆ|2+C(ε)ξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
.
Thus, the Lemma 3.4 and (3.39) imply that
(3.40)
d
dt
{
γ1
ξ2
1 + ξ2
J1(ξ, t) + γ2
ξ2
(1 + ξ2)2
J2(ξ, t)
}
+k [γ1τ(1 − ε)− C(ε)γ2]
ξ2
1 + ξ2
|vˆ|2+ρ1(1−2ε)γ2
ξ4
(1 + ξ2)2
|uˆ|2
+ a(1− ε)γ2
ξ4
(1 + ξ2)2
|zˆ|2
≤ C(ε, γ1, γ2)ξ
2|yˆ|2+C(ε, γ1, γ2)ξ
2|qˆ|2+C(ε, γ1)
ξ6
1 + ξ2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε, γ2)
ξ2
1 + ξ2
|yˆ|2+C(ε, γ2)
ξ2
1 + ξ2
|qˆ|2+C(ε, γ2)
ξ6
(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
≤ C(ε, γ1, γ2)ξ
2|yˆ|2+C(ε, γ1, γ2)ξ
2|qˆ|2+C(ε, γ1, γ2)(1 + ξ
2)ξ2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
.
Furthermore, Applying Young’s inequality in the equation (3.27) of the Lemma 3.5, it follows that
d
dt
γ3J3(ξ, t) + ρ2γ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, γ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aγ2ε
ξ4
(1 + ξ2)2
|zˆ|2
+ C(ε, γ2, γ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ γ3mξ
4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kγ1τε
ξ2
1 + ξ2
|vˆ|2
+ C(ε, γ1, γ3)ξ
2(1 + ξ2)
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ γ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
thus,
(3.41)
d
dt
γ3J3(ξ, t) + ρ2γ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, γ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aγ2ε
ξ4
(1 + ξ2)2
|zˆ|2+kγ1τεξ
2(1 + ξ2)|vˆ|2
+ C(ε, γ1, γ2, γ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ γ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
Computing (3.40) + (3.41), we obtain
(3.42)
d
dt
{
γ1
ξ2
1 + ξ2
J1(ξ, t) + γ2
ξ2
(1 + ξ2)2
J2(ξ, t) + γ3J3(ξ, t)
}
+ k [γ1τ(1 − 2ε)− C(ε)γ2]
ξ2
1 + ξ2
|vˆ|2
+ ρ1(1− 2ε)γ2
ξ4
(1 + ξ2)2
|uˆ|2+a(1− 2ε)γ2
ξ4
(1 + ξ2)2
|zˆ|2+ρ2 [γ3b0(1− ε)− C(ε, γ1, γ2)] ξ
2|yˆ|2
≤ C(ε, γ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, γ1, γ2, γ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ γ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣+ C(ε, γ1, γ2, γ3)ξ2|qˆ|2.
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Now, consider the following functional
L2(ξ, t) = γ1ξ
2J1(ξ, t) + γ2
ξ2
1 + ξ2
J2(ξ, t) + γ3J5(ξ, t) + J4(ξ, t).
From Lemma 3.6, applying Young inequality to (3.42) and (3.29), together with (3.32), we have
(3.43)
d
dt
{
γ1
ξ2
1 + ξ2
J1(ξ, t) + γ2
ξ2
(1 + ξ2)2
J2(ξ, t) + γ3J3(ξ, t)
}
+ k [γ1τ(1 − 2ε)− C(ε)γ2]
ξ2
1 + ξ2
|vˆ|2
+ ρ1(1− 2ε)γ2
ξ4
(1 + ξ2)2
|uˆ|2+a(1− 2ε)γ2
ξ4
(1 + ξ2)2
|zˆ|2+ρ2 [γ3b0(1− 2ε)− C(ε, γ1, γ2)] ξ
2|yˆ|2
+ ρ3(1− 2ε)ξ
2|θˆ|2≤ C1(1 + b0)ξ
2(1 + ξ2)2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C1(1 + ξ
2)|qˆ|2.
where C1 is a positive constant that depends of ε and γj for j = 1, 2, 3. In order to make all the coefficients
in the right side in (3.43) positive, we have to choose the appropriate constant γi. First, let us fix ε such
that ε < 12 . Thus, we can take any γ2 > 0 and
(3.44) γ1 >
C(ε)γ2
τ(1 − 2ε)
, γ3 >
C(ε, γ1, γ2)
b0(1− 2ε)
.
Then, from (3.35) and (3.44), we can deduce the existence of a positive constant M1, such that
(3.45)
d
dt
L2(ξ, t) ≤ −M1
ξ4
(1 + ξ2)2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ2|yˆ|
2+ρ3|θˆ|
2
}
+ C1(1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C1(1 + ξ
2)2|qˆ|2.
Finally, we define the following Lyapunov functional:
L(ξ, t) = L2(ξ, t, t) +N(1 + ξ
2)2Eˆ(ξ, t),
where N is a positive constant to be fixed later. Note that the definition of L2 together with inequality
(3.32) imply that
|L2(ξ, t)| ≤M2 {|J1(ξ, t)|+|J2(ξ, t)|+|J3(ξ, t)|+|J4(ξ, t)|}
≤M2(1 + ξ
2)2Eˆ(ξ, t).
Hence, we obtain
(3.46) (N −M2)(1 + ξ
2)2Eˆ(ξ, t) ≤ L(ξ, t) ≤ (N +M2)(1 + ξ
2)2Eˆ(ξ, t).
On the other hand, taking the derivative of L with respect to t and using the estimates (3.45) and Lemma
3.1, it follows that
d
dt
L(ξ, t) ≤ −M1
ξ4
(1 + ξ2)2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ2|yˆ|
2+ρ3|θˆ|
2
}
− (2Nβ − C1) (1 + ξ
2)2|qˆ|2− (Nk1 − C1(1 + b0)) (1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds
Now, choosing N such that N ≥ max
{
M2,
C1
2β
,
C1(1 + b0)
k1m
}
and using the inequality (1+ ξ2)2 ≥
ξ4
(1 + ξ2)2
,
there exists a positive constant M3 such that
d
dt
L(ξ, t) ≤ −M3
ξ4
(1 + ξ2)2
Eˆ(ξ, t).
(3.46) implies that
d
dt
L(ξ, t) ≤ −Γ
ξ4
(1 + ξ2)4
L(ξ, t)
where Γ =
M3
N +M2
. By Gronwall’s inequality, it follows that
L(ξ, t) ≤ L(ξ, 0)e−Γρ(ξ)t, ρ(ξ) =
ξ4
(1 + ξ2)4
,
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again by using (3.46), we have that
Eˆ(ξ, t) ≤ CEˆ(ξ, 0)e−Γρ(ξ)t, where C =
N +M2
N −M2
> 0.

3.2. The Timoshenko-Fourier Law. Taking Fourier Transform in (2.5), we obtain the following ODE
system
vˆt − iξuˆ+ yˆ = 0,(3.47)
ρ1uˆt − ikξvˆ = 0,(3.48)
zˆt − iξyˆ = 0,(3.49)
ρ2yˆt − iaξzˆ +mξ
2
∫ ∞
0
g(s)ηˆ(s)ds− kvˆ + iδξθˆ = 0,(3.50)
ρ3θˆt + β˜ξ
2θˆ + iδξyˆ = 0,(3.51)
ηˆt + ηˆs − yˆ = 0.(3.52)
and the solution vector and initial data are given by Vˆ (ξ, t) = (vˆ, uˆ, zˆ, yˆ, θˆ, qˆ, ηˆ)T and Vˆ (ξ, 0) = Vˆ0(ξ),
respectively. Furthermore, the energy functional associated to the above system is defined as
(3.53) Eˆ (t, ξ) = ρ1|uˆ|
2+ρ2|yˆ|
2+ρ3|θˆ|
2+k|vˆ|2+a|zˆ|2+mξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds.
Lemma 3.7. The energy of the system (3.47)-(3.52), satisfies
d
dt
Eˆ(ξ, t) ≤ −2β˜ξ2|θˆ|2−k1mξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds,(3.54)
where the constant k1 > 0 is given by (H2).
Proof. Multiplying (3.47) by kvˆ, (3.48) by uˆ, (3.49) by azˆ, (3.50) by yˆ and (3.51) by θˆ, adding and taking
real part, it follows that
(3.55)
1
2
d
dt
{
ρ1|uˆ|
2+ρ2|yˆ|
2+ρ3|θˆ|
2+k|vˆ|2+a|zˆ|2
}
= −β˜ξ2|θˆ|2−Re
(
mξ2
∫ ∞
0
g(s)η(s)yˆds
)
.
On the other hand, taking the conjugate of equation (3.52), multiplying the resulting equation by g(s)ηˆ(t, s, x)
and integrating with respect to s, we obtain
(3.56)
∫ ∞
0
g(s)ηˆ(s)yˆds =
1
2
d
dt
∫ ∞
0
g(s)|ηˆ(s)|2ds+
1
2
∫ ∞
0
g(s)
d
ds
|ηˆ(s)|2ds.
Integrating by parts the last term in the left side of (3.56) and substituting in (3.55), it follows that
d
dt
Eˆ(ξ, t) = −2β˜ξ2|θˆ|2−mξ2
∫ ∞
0
g′(s)|η(s)|2ds.
By using (H2), we obtain (3.54). 
Since the energy of the system (3.47)-(3.52) is dissipative, we expect the exponential decay like the
previous subsection. The principal result of this subsection can be read as:
Theorem 3.8. Let
χ0 =
(
ρ2 −
bρ1
k
)
.
Then, for any t ≥ 0 and ξ ∈ R, we obtain the following decay rates for the energy of the system (3.47)-(3.52):
Eˆ(ξ, t) ≤ Ce−λρ(ξ)Eˆ(0, ξ),
where C, λ are positive constants and the function ρ(·) is given by
(3.57) ρ(ξ) =


ξ4
(1 + ξ2)3
if χ0 = 0,
ξ4
(1 + ξ2)4
if χ0 6= 0.
Similarly, as done for Cattaneo law, we need establish some preliminary results
16 H.D. FERNA´NDEZ SARE AND F.A. GALLEGO
Lemma 3.9. Consider the functional
K1(ξ, t) = −ρ2Re(vˆyˆ)−
aρ1
k
Re(zˆuˆ) +
b0ρ1ρ3
kδ
Re(θˆuˆ).
Then, for any ε > 0, K1 satisfies
d
dt
K1(ξ, t) + k(1− ε)|vˆ|
2≤ ρ2|yˆ|
2+χ0Re
(
iξuˆyˆ
)
+ C(ε)ξ2|θˆ|2+C(ε)ξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+
b0β˜ρ1
kδ
ξ2|θˆ||uˆ|,
(3.58)
where C(ε) is a positive constant and χ0 =
(
ρ2 −
bρ1
k
)
.
Proof. Multiplying (3.47) by −ρ2yˆ and taking real part, we obtain
−ρ2Re
(
vˆtyˆ
)
+ ρ2Re
(
iξuˆyˆ
)
− ρ2|yˆ|
2= 0.
Multiplying (3.50) by −vˆ and taking real part, it follows that
−ρ2Re
(
yˆtvˆ
)
+ aRe
(
iξzˆvˆ
)
+ k|vˆ|2−mRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− δRe
(
iξθˆvˆ
)
= 0.
Adding the above identities,
(3.59)
− ρ2
d
dt
Re
(
vˆyˆ
)
+ k|vˆ|2= ρ2|yˆ|
2−aRe
(
iξzˆvˆ
)
+mRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− ρ2Re
(
iξuˆyˆ
)
+ δRe
(
iξθˆvˆ
)
.
On the other hand, multiplying (3.48) by −a
k
zˆ, (3.49) by −aρ1
k
uˆ, adding the results and taking real part, it
follows that
(3.60) −
aρ1
k
d
dt
Re
(
zˆuˆ
)
= −
aρ1
k
Re
(
iξyˆuˆ
)
− aRe
(
iξvˆzˆ
)
.
Adding (3.59) and (3.60), we have
(3.61)
d
dt
{
−ρ2Re
(
vˆyˆ
)
−
aρ1
k
Re
(
zˆuˆ
)}
+ k|vˆ|2= ρ2|yˆ|
2+mRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+
(
ρ2 −
aρ1
k
)
Re
(
iξyˆuˆ
)
+ δRe
(
iξθˆvˆ
)
.
Moreover, multiplying (3.48) by δ
k
θˆ and taking real part,
δρ1
k
Re(uˆtθˆ)− δRe(iξvˆθˆ) = 0.
Next, multiplying (3.51) by δρ1
ρ3k
uˆ and taking real part,
δρ1
k
Re(θˆtuˆ) +
δβ˜ρ1
ρ3k
Re(ξ2θˆuˆ) +
δ2ρ1
ρ3k
Re(iξyˆuˆ) = 0.
Adding the above identities, we obtain
(3.62)
δρ1
k
d
dt
Re(θˆuˆ) = −
δβ˜ρ1
ρ3k
Re(ξ2θˆuˆ)−
δ2ρ1
ρ3k
Re(iξyˆuˆ) + δRe(iξvˆθˆ).
Computing (3.61) + b0ρ3
δ2
(3.62), it follows that
d
dt
{
−ρ2Re
(
vˆyˆ
)
−
aρ1
k
Re
(
zˆuˆ
)
+
b0ρ1ρ3
kδ
Re(θˆuˆ)
}
+ k|vˆ|2= ρ2|yˆ|
2+mRe
(
ξ2vˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+
(
ρ2 −
aρ1
k
−
b0ρ1
k
)
Re
(
iξuˆyˆ
)
+
(
δ −
b0ρ3
δ
)
Re
(
iξθˆvˆ
)
−
b0β˜ρ1
kδ
Re(ξ2θˆuˆ)
Then,
d
dt
K1(ξ, t) + k|vˆ|
2≤ ρ2|yˆ|
2+mξ2|vˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ + χ0Re (iξuˆyˆ) +
∣∣∣∣δ − b0ρ3δ
∣∣∣∣ |ξ||θˆ||vˆ|+b0β˜ρ1kδ ξ2|θˆ||uˆ|
Applying Young’s inequality, (3.58) follows. 
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Lemma 3.10. Consider the functional
(3.63) K2(ξ, t) = ρ1Re
(
iξuˆvˆ
)
+ ρ2Re
(
iξyˆzˆ
)
,
For any ε > 0, the estimate
(3.64)
d
dt
K2(ξ, t) + ρ1(1 − ε)ξ
2|uˆ|2+a(1− ε)ξ2|zˆ|2≤ C(ε)(1 + ξ2)|vˆ|2+C(ε)(1 + ξ2)|yˆ|2
+ C(ε)ξ2|θˆ|2+C(ε)ξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
is satisfied.
Proof. Multiplying (3.47) by iρ1ξuˆ and taking real part,
ρ1Re
(
iξvˆtuˆ
)
+ ρ1ξ
2|uˆ|2+ρ1Re
(
iξyˆuˆ
)
= 0.
Multiplying (3.48) by −iξvˆ and taking real part,
−ρ1Re
(
iξuˆtvˆ
)
− kξ2|vˆ|2= 0.
Adding the above identities, we obtain
ρ1
d
dt
Re
(
iξvˆuˆ
)
+ ρ1ξ
2|uˆ|2= kξ2|vˆ|2−ρ1Re
(
iξyˆuˆ
)
.(3.65)
Moreover, multiplying (3.49) by −iρ2ξyˆ and taking real part,
−ρ2Re
(
iξzˆtyˆ
)
− ρ2ξ
2|yˆ|2= 0.
Multiplying (3.50) by iξzˆ and taking real part,
ρ2Re
(
iξyˆtzˆ
)
+ aξ2|zˆ|2−kRe
(
iξvˆzˆ
)
+mRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
− δRe
(
ξ2θˆzˆ
)
= 0.
Adding the above identities,
(3.66) ρ2
d
dt
Re
(
iξyˆzˆ
)
+ aξ2|zˆ|2= ρ2ξ
2|yˆ|2+kRe
(
iξvˆzˆ
)
−mRe
(
iξ3zˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
+ δRe
(
ξ2θˆzˆ
)
.
Therefore, computing (3.65) + (3.66), it follows that
d
dt
K2(ξ, t) + ρ1ξ
2|uˆ|2+aξ2|zˆ|2≤ ρ2ξ
2|yˆ|2+kξ2|vˆ|2+k|ξ||vˆ|zˆ|
−m|ξ|3|zˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ + δξ2|θˆ||zˆ|+ρ1|ξ||yˆ||uˆ|.
Applying Young’s inequality, (3.64) holds.

Lemma 3.11. Consider the functional
K3(ξ, t) = −ρ2Re
(
ξ2yˆ
∫ ∞
0
g(s)ηˆ(s)ds
)
.
Then, for any ε > 0, the following estimate
(3.67)
d
dt
K3(ξ, t) + ρ2b0(1− ε)ξ
2|yˆ|2≤ C(ε)ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ a|ξ|3|zˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
+mξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kξ2|vˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ + δ|ξ|3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣ .
holds.
Proof. Proceeding as proof of Lemma (3.5), we obtain (3.67). Indeed, we have to multiply (3.50) by −ξ2g(s)ηˆ
and (3.52) by −ρ2ξ
2g(s)yˆ, next we take the integration with respect to s for the real parts. We omit the
details. 
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Proof of Theorem 3.8. As Theorem 3.2, we will consider several cases:
I. Case χ0=0: Consider the expressions
ζ1ξ
2K1(ξ, t), ζ2
ξ2
1 + ξ2
K2(ξ, t), ζ3K3(ξ, t),
where ζ1, ζ2 and ζ3 are positive constants to be fixed later. Thus, the Lemmas 3.9 and 3.10 imply that
d
dt
{
ζ1ξ
2K1(ξ, t) + ζ2
ξ2
1 + ξ2
K2(ξ, t)
}
+ k [ζ1(1 − ε)− C(ε)ζ2] ξ
2|vˆ|2+ρ1(1− ε)ζ2
ξ4
1 + ξ2
|uˆ|2
+ a(1− ε)ζ2
ξ4
1 + ξ2
|zˆ|2≤ C(ε, ζ1, ζ2)ξ
2|yˆ|2+C(ε, ζ1, ζ2)ξ
4|θˆ|2
b0β˜ρ1
kδ
ζ1ξ
4|θˆ||uˆ|+C(ε, ζ1, ζ2)ξ
6
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
By young inequality,
(3.68)
d
dt
{
ζ1ξ
2K1(ξ, t) + ζ2
ξ2
1 + ξ2
K2(ξ, t)
}
+ k [ζ1(1 − ε)− C(ε)ζ2] ξ
2|vˆ|2+ρ1(1− 2ε)ζ2
ξ4
1 + ξ2
|uˆ|2
+ a(1− ε)ζ2
ξ4
1 + ξ2
|zˆ|2≤ C(ε, ζ1, ζ2)ξ
2|yˆ|2+C(ε, ζ1, ζ2)ξ
4(1 + ξ2)|θˆ|2
+ C(ε, ζ1, ζ2)ξ
6
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
Furthermore, Applying Young’s inequality in (3.67) in the Lemma 3.11, it follows that
d
dt
ζ3K3(ξ, t) + ρ2ζ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, ζ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aζ2ε
ξ4
1 + ξ2
|zˆ|2
+ C(ε, ζ2, ζ3)ξ
2(1 + ξ2)
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ ζ3mξ
4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kζ1εξ
2|vˆ|2
+ C(ε, ζ1, ζ3)ξ
2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ ζ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
thus,
(3.69)
d
dt
ζ3K3(ξ, t) + ρ2ζ3b0(1 − ε)ξ
2|yˆ|2≤ C(ε, ζ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aζ2ε
ξ4
1 + ξ2
|zˆ|2+kζ1εξ
2|vˆ|2
+ C(ε, ζ1, ζ2, ζ3)ξ
2(1 + ξ2)
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε)ξ4|θˆ|2
Computing (3.68) + (3.69), we obtain
d
dt
{
ζ1ξ
2K1(ξ, t) + ζ2
ξ2
1 + ξ2
K2(ξ, t) + ζ3K3(ξ, t)
}
+ k [ζ1(1− 2ε)− C(ε)ζ2] ξ
2|vˆ|2
+ ρ1(1 − 2ε)ζ2
ξ4
1 + ξ2
|uˆ|2+a(1− 2ε)ζ2
ξ4
1 + ξ2
|zˆ|2+ρ2 [ζ3b0(1− ε)− C(ε, ζ1, ζ2)] ξ
2|yˆ|2
≤ C(ε, ζ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, ζ1, ζ2, ζ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε, ζ1, ζ2, ζ3)ξ
2(1 + ξ2)2|θˆ|2.
From inequality (3.32), we conclude that
(3.70)
d
dt
{
ζ1ξ
2K1(ξ, t) + ζ2
ξ2
1 + ξ2
K2(ξ, t) + ζ3K3(ξ, t)
}
+ k [ζ1(1− 2ε)− C(ε)ζ2] ξ
2|vˆ|2
+ ρ1(1 − 2ε)ζ2
ξ4
1 + ξ2
|uˆ|2+a(1− 2ε)ζ2
ξ4
1 + ξ2
|zˆ|2+ρ2 [ζ3b0(1− ε)− C(ε, ζ1, ζ2)] ξ
2|yˆ|2
≤ C(ε, ζ1, ζ2, ζ3)(1 + b0)ξ
2(1 + ξ2)2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, ζ1, ζ2, ζ3)ξ
2(1 + ξ2)2|θˆ|2.
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In order to make all the coefficients in the right side in (3.70) positive, we have to choose the appropriate
constant ζi. First, let us fix ε, such that ε <
1
2 . Thus, we can take any ζ2 > 0 and
(3.71) ζ1 >
C(ε)ζ2
1− 2ε
, ζ3 >
C(ε, ζ1, ζ2)
b0(1− ε)
.
Then, from (3.71) and the estimate ξ
2
1+ξ2 ≤ 1, we can deduce the existence of a positive constant M1, such
that
(3.72)
d
dt
Q1(ξ, t) ≤ −M1
ξ4
1 + ξ2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ2|yˆ|
2
}
+ C1(1 + b0)(1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C1(1 + ξ
2)2ξ2|θˆ|2,
where
Q1(ξ, t) = ζ1ξ
2K1(ξ, t) + ζ2
ξ2
1 + ξ2
K2(ξ, t) + ζ3K3(ξ, t)
and C1 is a positive constant that depends of ε and ζj for j = 1, 2, 3. Finally, we define the following
Lyapunov functional:
Q(ξ, t) = Q1(ξ, t, t) +N(1 + ξ
2)2Eˆ(ξ, t),
where N is a positive constant to be fixed later. Note that the definition of Q1 together with (3.32) imply
that
|Q1(ξ, t)| ≤M2
{
ξ2|K1(ξ, t)|+|K2(ξ, t)|+|K3(ξ, t)|
}
≤M2(1 + ξ
2)Eˆ(ξ, t).
Hence, we obtain
(3.73) (N −M2)(1 + ξ
2)2Eˆ(ξ, t) ≤ Q(ξ, t) ≤ (N +M2)(1 + ξ
2)2Eˆ(ξ, t).
On the other hand, taking the derivative of Q with respect to t and using the estimates (3.72) and Lemma
3.7, it follows that
d
dt
Q(ξ, t) ≤ −M1
ξ4
1 + ξ2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ2|yˆ|
2
}
−
(
2Nβ˜ − C1
)
(1 + ξ2)2ξ2|θˆ|2
− (Nk1m− C1(1 + b0)) (1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds
Now, choosing N such that N ≥ max
{
M2,
C1
2β˜
,
C1(1 + b0)
k1m
}
and using the inequalities (1 + ξ2)2 ≥
ξ4
1 + ξ2
and (1 + ξ2)2 ≥
ξ2
1 + ξ2
, there exists a positive constant M3 such that
d
dt
Q(ξ, t) ≤ −M3
ξ4
1 + ξ2
Eˆ(ξ, t).
(3.73) implies that
d
dt
Q(ξ, t) ≤ −Γ
ξ4
(1 + ξ2)3
Q(ξ, t)
where Γ =
M3
(N +M2)
. By Gronwall’s inequality, it follows that
Q(ξ, t) ≤ e−Γρ(ξ)tQ(ξ, 0), ρ(ξ) =
ξ4
(1 + ξ2)3
,
again by using (3.73), we have that
Eˆ(ξ, t) ≤ Ce−Γρ(ξ)tEˆ(ξ, 0), where C =
N +M2
N −M2
> 0.
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II. Case χ0 6=0: Similar to previous case, we introduce positive constants κ1, κ2 and κ3 that will be fixed
later. Next, we estimate the following term by applying Young’s inequality,


∣∣χ0Re(iξuˆyˆ)∣∣ ≤ ρ1κ2ε
2κ1
ξ2
1 + ξ2
|uˆ|2+C(ε, κ1, κ2)(1 + ξ
2)|yˆ|2,
b0βρ1
kδ
ξ2|θˆ||uˆ|≤
ρ1κ2ε
2κ1
ξ2
1 + ξ2
|uˆ|2+C(ε, κ1, κ2)(1 + ξ
2)ξ2|θˆ|2,
Hence, (3.58) can be written as
(3.74)
d
dt
K1(ξ, t) + k(1− ε)|vˆ|
2≤
ρ1κ2ε
κ1
ξ2
1 + ξ2
|uˆ|2+C(ε, κ1, κ2)(1 + ξ
2)|yˆ|2
+ C(ε, κ1, κ2)(1 + ξ
2)ξ2|θˆ|2+C(ε)ξ4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
,
Thus the inequalities (3.64) and (3.74) imply that
(3.75)
d
dt
{
κ1
ξ2
1 + ξ2
K1(ξ, t) + κ2
ξ2
(1 + ξ2)2
K2(ξ, t)
}
+ k [κ1(1− ε)− C(ε)κ2]
ξ2
1 + ξ2
|vˆ|2
+ ρ1(1− 2ε)κ2
ξ4
(1 + ξ2)2
|uˆ|2+a(1− ε)κ2
ξ4
(1 + ξ2)2
|zˆ|2
≤ C(ε, κ1, κ2)ξ
2|yˆ|2+C(ε, κ1, κ2)ξ
4|θˆ|2+C(ε, κ1, κ2)ξ
4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
Furthermore, Applying Young’s inequality in (3.67) in the Lemma 3.11, it follows that
d
dt
κ3K3(ξ, t) + ρ2κ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, κ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aκ2ε
ξ4
(1 + ξ2)2
|zˆ|2
+ C(ε, κ2, κ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ κ3mξ
4
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ kκ1ε
ξ2
1 + ξ2
|vˆ|2
+ C(ε, κ1, κ3)ξ
2(1 + ξ2)
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ κ3δ|ξ|
3|θˆ|
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
thus,
(3.76)
d
dt
κ3K3(ξ, t) + ρ2κ3b0(1− ε)ξ
2|yˆ|2≤ C(ε, κ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ aκ2ε
ξ4
(1 + ξ2)2
|zˆ|2+kκ1ε
ξ2
1 + ξ2
|vˆ|2
+ C(ε, κ1, κ2, κ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
+ C(ε)ξ4|θˆ|2
Computing (3.75) + (3.76), we obtain
d
dt
{
κ1
ξ2
1 + ξ2
K1(ξ, t) + κ2
ξ2
(1 + ξ2)2
K2(ξ, t) + κ3K3(ξ, t)
}
+ k [κ1(1 − 2ε)− C(ε)κ2]
ξ2
1 + ξ2
|vˆ|2
+ ρ1(1− 2ε)κ2
ξ4
(1 + ξ2)2
|uˆ|2+a(1− 2ε)κ2
ξ4
(1 + ξ2)2
|zˆ|2+ρ2 [κ3b0(1 − ε)− C(ε, κ1, κ2)] ξ
2|yˆ|2
≤ C(ε, κ3)ξ
2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, κ1, κ2, κ3)ξ
4|θˆ|2+C(ε, κ1, κ2, κ3)ξ
2(1 + ξ2)2
∣∣∣∣
∫ ∞
0
g(s)ηˆ(s)ds
∣∣∣∣
2
.
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From inequality (3.32), we conclude that
(3.77)
d
dt
{
κ1
ξ2
1 + ξ2
K1(ξ, t) + κ2
ξ2
(1 + ξ2)2
K2(ξ, t) + κ3K3(ξ, t)
}
+ k [κ1(1− 2ε)− C(ε)κ2]
ξ2
1 + ξ2
|vˆ|2
+ ρ1(1− 2ε)κ2
ξ4
(1 + ξ2)2
|uˆ|2+a(1− 2ε)κ2
ξ4
(1 + ξ2)2
|zˆ|2+ρ2 [κ3b0(1 − ε)− C(ε, κ1, κ2)] ξ
2|yˆ|2
≤ C(ε, κ1, κ2, κ3)(1 + b0)ξ
2(1 + ξ2)2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C(ε, κ1, κ2, κ3)ξ
2(1 + ξ2)2|θˆ|2.
In order to make all the coefficients in the right side in (3.77) positive, we have to choose the appropriate
constant κi. First, let us fix ε, such that ε <
1
2 . Thus, we can take κ2 > 0 and
(3.78) κ1 >
C(ε)κ2
1− 2ε
, κ3 >
C(ε, κ1, κ2)
b0(1 − ε)
.
Then, from (3.78) and the estimate ξ
2
1+ξ2 ≤ 1, we can deduce the existence of a positive constant M1, such
that
(3.79)
d
dt
Q1(ξ, t) ≤ −M1
ξ4
(1 + ξ2)2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ2|yˆ|
2
}
+ C1(1 + b0)(1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds+ C1(1 + ξ
2)2ξ2|θˆ|2,
where
Q1(ξ, t) = κ1
ξ2
1 + ξ2
K1(ξ, t) + κ2
ξ2
(1 + ξ2)2
K2(ξ, t) + κ3K3(ξ, t)
and C1 is a positive constant that depends of ε and κj for j = 1, 2, 3. Finally, we define the following
Lyapunov functional:
Q(ξ, t) = Q1(ξ, t, t) +N(1 + ξ
2)2Eˆ(ξ, t),
where N is a positive constant to be fixed later. Note that the definition of Q1 together with the inequality
(3.32) imply that
|Q1(ξ, t)| ≤M2(1 + ξ
2)2Eˆ(ξ, t).
for some positive constant M2. Hence, we obtain
(3.80) (N −M2)(1 + ξ
2)2Eˆ(ξ, t) ≤ Q(ξ, t) ≤ (N +M2)(1 + ξ
2)2Eˆ(ξ, t).
On the other hand, taking the derivative of Q with respect to t and using the estimates (3.79) and Lemma
3.7, it follows that
d
dt
Q(ξ, t) ≤ −M1
ξ4
(1 + ξ2)2
{
k|vˆ|2+ρ1|uˆ|
2+a|zˆ|2+ρ2|yˆ|
2
}
−
(
2Nβ˜ − C1
)
(1 + ξ2)2ξ2|θˆ|2
− (Nk1m− C1(1 + b0)) (1 + ξ
2)2ξ2
∫ ∞
0
g(s)|ηˆ(s)|2ds
Now, choosing N such that N ≥ max
{
M2,
C1
2β˜
,
C1(1 + b0)
k1m
}
and noting that (1 + ξ2)2 ≥
ξ4
(1 + ξ2)2
and
(1 + ξ2)2 ≥
ξ2
(1 + ξ2)2
, there exists a positive constant M3 such that
d
dt
Q(ξ, t) ≤ −M3
ξ4
(1 + ξ2)2
Eˆ(ξ, t).
(3.80) implies that
d
dt
Q(ξ, t) ≤ −Γ
ξ4
(1 + ξ2)4
Q(ξ, t)
where Γ =
M3
(N +M2)
. By Gronwall’s inequality, it follows that
Q(ξ, t) ≤ e−Γρ(ξ)tQ(ξ, 0), ρ(ξ) =
ξ4
(1 + ξ2)4
,
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again by using (3.38), we have that
Eˆ(ξ, t) ≤ Ce−Γρ(ξ)tEˆ(ξ, 0), where C =
N +M2
N −M2
> 0.

4. The decay estimates
In this section, we establish the decay rates of the solution U(x, t) and V (x, t) of the systems (2.2)-(2.3)
and (2.5)-(2.6), respectively. By using the energy inequalities in the Fourier space, we show that the decay
rates of the solutions depend if the wave speed of propagation χ0,τ = 0 or χ0,τ 6= 0 (resp. χ0 = 0 or χ0 6= 0).
In any case, the regularity loss phenomenon is present. This first main result reads as follows:
Theorem 4.1. Let s be a nonnegative integer and
(4.1) χ0,τ =
(
τ −
ρ1
ρ3k
)(
ρ2 −
bρ1
k
)
−
τρ1δ
2
ρ3k
.
Suppose that U0 ∈ H
s(R) ∩ L1(R). Then, the solution U of the system (2.2), satisfies the following decay
estimates,
(i) If χ0,τ = 0, then
‖∂kxU(t)‖2≤ C(1 + t)
− 1
8
− k
4 ‖U0‖1+C(1 + t)
− l
2 ‖∂k+lx U0‖2, t ≥ 0.(4.2)
(ii) If χ0,τ 6= 0, then
‖∂kxU(t)‖2≤ C(1 + t)
− 1
8
− k
4 ‖U0‖1+C(1 + t)
− l
4 ‖∂k+lx U0‖2, t ≥ 0.(4.3)
where k + l ≤ s, C and c are two positive constants.
Proof. Applying the Plancherel identity, we have
‖∂kxU(t)‖
2
2= ‖(iξ)
kUˆ(t)‖22=
∫
R
|ξ|2k
∣∣∣Uˆ(ξ, t)∣∣∣2 dξ.
It is easy to see that
c1
∣∣∣Uˆ(ξ, t)∣∣∣2 ≤ Eˆ(ξ, t) ≤ c2 ∣∣∣Uˆ(ξ, t)∣∣∣2 ,(4.4)
for some positive constant c1 and c2. Thus, it follows that
‖∂kxU(t)‖
2
2≤
1
c1
∫
R
|ξ|2kEˆ(ξ, t)dξ.
From Theorems 3.2 and (4.4), there exist a postie constant M > 0, such that
‖∂kxU(t)‖
2
2 ≤M
∫
R
|ξ|2ke−λρ(ξ)t
∣∣∣Uˆ(0, ξ)∣∣∣2 dξ
≤M
∫
{|ξ|≤1}
|ξ|2ke−λρ(ξ)t
∣∣∣Uˆ0(ξ)∣∣∣2 dξ︸ ︷︷ ︸
I1
+M
∫
{|ξ|≥1}
|ξ|2ke−λρ(ξ)t
∣∣∣Uˆ0(ξ)∣∣∣2 dξ︸ ︷︷ ︸
I2
Case χ0,τ=0: It is not difficult to see that the function ρ(·) satisfies
(4.5)


ρ(ξ) ≥ 18ξ
4 if |ξ|≤ 1,
ρ(ξ) ≥ 18ξ
−2 if |ξ|≥ 1.
Thus, we estimate I1 as follows,
I1 ≤M‖Uˆ0‖
2
L∞
∫
|ξ|≤1
|ξ|2ke−
λ
8
ξ4tdξ ≤ C1‖Uˆ0‖
2
L∞(1 + t)
− 1
4
(1+2k)
≤ C1 (1 + t)
− 1
4
(1+2k)
‖U0‖
2
L1 .
On the other hand, by using the second inequality in (4.5), we obtain
I2 ≤M
∫
|ξ|≥1
|ξ|2ke−
λ
8
ξ−2t
∣∣∣Uˆ0(ξ)∣∣∣2 dξ ≤M sup
|ξ|≥1
{|ξ|−2le−
λ
8
ξ−2t}
∫
R
|ξ|2(k+l)
∣∣∣Uˆ02(ξ)∣∣∣2 dξ
≤ C2(1 + t)
−l‖∂k+lx U0‖
2
2.
TIMOSHENKO SYSTEMS WITH PAST HISTORY, CATTANEO AND FOURIER LAW 23
Combining the estimates of I1 and I2, we obtain (4.2).
Case χ0,τ 6=0: In this cases, the function ρ(·) satisfies
(4.6)


ρ(ξ) ≥ 116ξ
4 if |ξ|≤ 1
ρ(ξ) ≥ 116ξ
−4 if |ξ|≥ 1
Thus, we estimate I1 as following,
I1 ≤M‖Uˆ0‖
2
L∞
∫
|ξ|≤1
|ξ|2ke−
λ
16
ξ4tdξ ≤ C1‖Vˆ0‖
2
L∞(1 + t)
− 1
4
(1+2k)
≤ C1 (1 + t)
− 1
4
(1+2k)
‖U0‖
2
L1.
Moreover, by using the second inequality in (4.6), it follows that
I2 ≤M
∫
|ξ|≥1
|ξ|2ke−
λ
16
ξ−4t
∣∣∣Uˆ0(ξ)∣∣∣2 dξ ≤M sup
|ξ|≥1
{|ξ|−2le−
λ
16
ξ−4t}
∫
R
|ξ|2(k+l)
∣∣∣Uˆ02(ξ)∣∣∣2 dξ
≤ C2(1 + t)
− l
2 ‖∂k+lx U0‖
2
2.
Combining the estimates of I1 and I2, we obtain (4.3). 
Similar as was done in the Theorem 4.1, we establish decay estimates of the solution V (x, t) of
Timoshenko-Fourier system (2.5)-(2.6). The proof of next theorem is carried out by the same technique
as that of Theorem 4.1. Then, we omit it.
Theorem 4.2. Let s be a nonnegative integer and
(4.7) χ0 =
(
ρ2 −
bρ1
k
)
.
Suppose that V0 ∈ H
s(R) ∩ L1(R). Then, the solution V of the system (2.5), satisfies the following decay
estimates,
(i) If χ0 = 0, then
‖∂kxV (t)‖2≤ C1(1 + t)
− 1
8
− k
4 ‖V0‖1+C2(1 + t)
− l
2 ‖∂k+lx V0‖2, t ≥ 0.(4.8)
(ii) If χ0 6= 0, then
‖∂kxV (t)‖2≤ C1(1 + t)
− 1
8
− k
4 ‖V0‖1+C2(1 + t)
− l
4 ‖∂k+lx V0‖2, t ≥ 0.(4.9)
where k + l ≤ s, C1, C2 are two positive constants.
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