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Abstract
Many eukaryotic organisms exhibit patterns in their DNA code that facilitate the wrapping
of DNA into nucleosomes. At the same time, nucleosomes have been found to affect both
interspecies DNA sequence divergence and mutational patterns in many cancer types. In
my thesis I will propose a simple model capable of qualitatively reproducing all these
features in a simulation. The model consists of treating the DNA code as a dynamical
variable, with each specific sequence representing a state of the system. The energy
required to wrap this sequence into one or more nucleosomes is the energy associated with
such a state. The behaviour of the DNA sequence can then be deduced using the laws of
statistical mechanics. The model turned out capable of qualitatively reproducing
experimental facts.
iv
Title page: Ludwig Boltzmann wrestling with
Charles Darwin over a nucleosome. Historical
reconstruction. Images taken and adapted from
various sources [1–3].
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Chapter1
Introduction
1.1 DNA
Most organisms encode their genetic in-
formation in deoxyribonucleic acid (DNA)
molecules. These are long polymers, con-
sisting of nucleotides. Each nucleotide is de-
fined by the base that it is made of. In DNA,
four types of nucleotides are found: cyto-
sine, guanine, adenine and thymine, which
are commonly denoted as C, G, A and T re-
spectively. Nucleotides bind with their com-
plementary nucleotide (C with G, A with T)
through hydrogen bonds, thus forming base-
pairs. Basepairs bind together through co-
valent bonds, forming the double stranded
DNA molecule.
Successive basepairs in the DNA tend to
stack together slightly rotated with respect to
one another, causing the two strands to form
a double helix, with a periodicity of slightly
more than 10 basepairs (bps). The DNA
strands are not exactly opposite to one an-
other in the double helix. As a result, a wide
and narrow groove can be distinguished on
the outside of the double helix, called the ma-
jor and minor groove respectively as shown
in figure 1.1.
Information is stored in the DNA through
its basepair sequence. Specific trinucleotides
code for specific amino acids, and a series of
amino acids forms a protein. The properties
of this protein are largely determined by the
amino acid sequence, and the shape and size
of the organism is (to an extent) determined
by the proteins that it is made of.
This is not the only information∗ that is
∗By ”Information” I mean ”determines physical
Figure 1.1: Major and minor groove on double
stranded DNA. [4]
stored on the DNA: the physical properties
of the DNA molecule depend on the DNA
sequence. Examples of these properties in-
clude: melting temperature, flexibility and
intrinsic curvature [5, 6]. It is not yet fully
clear whether some physical properties are
more desirable than others. However, most
amino acids can be coded for in different
ways using various trinucleotides, meaning
that different DNA sequences with different
physical properties can code for the same
protein. This is an important point to bear
in mind.
The encoding of proteins is not entirely
stable. Mutations in the basepair sequence
sometimes spontaneously occur. This pro-
cess is generally unfavorable for the organ-
DNA properties” in this case. It is not yet fully clear
how much of the properties of the organism are deter-
mined by the physical properties of the DNA.
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ism, and cells employ a large number of
mechanisms to prevent this from happen-
ing. From time to time however, a mutation
sneaks past and the DNA sequence is perma-
nently changed.
This can have various results on the cellu-
lar level. First of all a mutation might dis-
rupt cellular processes to such an extent that
the cell immediately dies. The mutation then
fails to persist. Secondly, a mutation might
prove advantageous to the cell, causing it to
proliferate at a higher rate than its peers re-
sulting in the mutated sequence becoming
more common over time. Finally, a mutation
might prove completely neutral, not affect-
ing the cell in any way.
There are various types of mutations:
certain basepairs (or longer sequences of
polynucleotides) might get deleted, inserted
or swapped for a different sequence. In my
thesis I will consider only the so-called sin-
gle nucleotide polymorphisms, where a sin-
gle basepair is swapped for another single
basepair.
1.2 Nucleosomes
All eukaryotes (and some archaea) employ
nucleosomes in order to organise their DNA
molecules. These consist of 147 basepairs of
DNA tightly wrapped around a core consist-
ing of eight histone proteins, as shown in fig-
ure 1.2. There are four types of these ’core hi-
stones’: H2A, H2B, H3 and H4. These are ar-
ranged such that the histone octamer is sym-
metric onder rotation around its ’dyad axis’
(dyad symmetry). A fifth type of histone,
called ’H1’, in some cases attaches to both
DNA arms that leave the nucleosome. In the
absence of this H1 histone, the nucleosomes
on the DNA resemble a ’beads on a string’
structure, while in the presence of H1 his-
tones the shape of the DNA is further con-
strained to form a 30 nm thick fiber, called
the chromatin fiber.
Figure 1.2: Structure of nucleosomes and the 30
nm chromatin fiber. [7]
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1.2.1 Nucleosome positioning
Nucleosomes generally do not assume fully
random positions on the DNA. They turn out
to prefer certain sequences over others [6]
[8] [9]. The histones in a nucleosome bind
to the DNA primarily at the 14 sites where
the minor groove of the DNA faces the hi-
stones. This is where the sugar-phosphate
backbones of the two DNA strands face the
histone octamer. Salt bridges and hydro-
gen bonds are formed between the back-
bones and the histone in these locations, and
most of these bonds do not depend on the
base. Rather, the sequence specificity of
the nucleosome positioning seems to be the
result of sequence specific bending proper-
ties. It requires a lot of energy to wrap the
DNA around the nucleosomes, but some se-
quences require more than others. In a nucle-
osome, a piece of DNA approximately equal
to its persistence length is wrapped into al-
most two full turns. At the same time, it
is slightly overtwisted: while free DNA has
a periodicity of about 10.5 bps, nucleosomal
DNA is periodic with a period of around 10.2
bps [10]. I will discuss a few sequence spe-
cific bending and twist properties that would
facilitate this, following and expanding upon
[10]: (1) Reduced bending rigidity, (2) intrin-
sic curvature, (3) reduced twist rigidity, (4)
intrinsic overtwist. Concerning number (2),
we can distinguish two different types of in-
trinsic curvature. In the first case, the lowest
energy conformation of the DNA could be a
bent state. Alternatively, the DNA sequence
could have an anisotropic bending rigidity:
in this case the lowest energy state would
still be the completely straight case, but at
finite temperature the DNA will on average
be bent in the direction where its bending
rigidity is lowest. The first type of intrinsic
curvature readily contributes to nucleosome
formation, but the second type does not nec-
essarily facilitate nucleosome formation. To
see this, let us consider two polymers, A and
B, lying along the z-axis. The two polymers
have the same bending rigidities when bent
towards the positive x-axis, but polymer A
has completely isotropic bending properties
whereas polymer B is stiffer in the other di-
rections. At finite temperature, polymer B
will on average be bent towards the posi-
tive x-axis, whereas polymer A is on average
completely straight. Both polymers require
the same amount of energy in order to be
wrapped into a nucleosome, but only when
B is bent in its preferred direction. When
considering the full ensemble of all possi-
ble wrappings of the polymers into nucleo-
somes, the ensemble average energy of poly-
mer A will be lower than that of polymer
B, despite polymer B appearing intrinsically
curved. The same line of reasoning applies
to intrinsic overtwist as well, of course.
The sequence-based mechanical properties
of DNA molecules have gradually become
clear over the past few decades [6]. GC-
rich sequences are generally more flexible
than AT-rich sequences, facilitating nucleo-
some formation. Increased flexibility how-
ever also increases the entropy of the un-
bound state: a flexible DNA strand spends
most of its time in a shape that does not fa-
cilitate nucleosome formation, while a stiff
but intrinsically curved stretch of DNA does.
AT and AA dinucleotides† impose curvature
towards the minor groove, while GC dinu-
cleotides lead to curvature towards the major
groove [8] [11] [10]. Alternating these din-
ucleotides, each with a period equal to the
DNA double helix period leads to superhe-
lical curvature in a constant direction, which
should facilitate nucleosome formation. In-
deed, nucleosomes prefer GC-rich sequences
with 10-bp periodic oscillations in AT con-
tent ([8] [12] [13] [6] [14]), although the rel-
ative importance of GC content versus 10
bp periodicities is debated [15]. The nucleo-
some then prefers positioning such that the
AA and TA dinucleotides are found where
the minor groove of the DNA faces the his-
tones, and GC dinucleotides where the major
groove faces away from the histones.
†’Dinucleotide’ refers to two successive nu-
cleotides on the same DNA strand. Two complemen-
tary nucleotides (on the two complementary strands)
are called a basepair.
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1.2.2 Models for nucleosome posi-
tioning
Building a good model to predict nucleo-
some positioning is no easy task. Nucle-
osomes are complex and come with a vast
number of internal degrees of freedom. Let
us consider a stretch of DNA 147 bps long, ig-
noring the sequence and positioning degrees
of freedom for the time being. There are of
course internal degrees of freedom inside the
histone octamer and the basepairs. Addition-
ally, the wrapping of the DNA comes with
its own degrees of freedom: it could be par-
tially unwrapped: one or both ends could
be unwrapped up to any point in the nucle-
osome. This comes with a decrease in me-
chanical stress, but an increase in all the other
forms of interaction energy with the histones.
In addition, there are so-called twist defects,
where the DNA corkscrews itself a little fur-
ther through the nucleosome than its equilib-
rium position [16]. When this happens on
one of the ends, the result is that the nu-
cleosome covers 146/148 basepairs. If this
happens in the middle of the nucleosome, a
pair of over- and under twist defects is cre-
ated. These under/over twist defects come
with an increase in mechanical stress. Fi-
nally there are states which I will call ’bub-
ble defects’, where part of the DNA in the
middle of the nucleosome detaches. Drop-
ping the restriction of a 147 basepair DNA
stretch, these bubbles could potentially come
in any size, and there could be more than
one as well. These states greatly increase
the mechanical stress on the DNA, as well as
the electrostatic interaction energy. Although
they increase the entropy of the nucleosome,
these bubble defects have to my knowledge
not been found in vivo or in vitro, and I do
not expect that the increase in entropy off-
sets the increase in internal energy of the nu-
cleosome. All of the states mentioned above
can therefore be expected to be exponentially
suppressed.
There is a vast number of different mod-
els that try to predict nucleosome positioning
from the DNA sequence, all of them based on
selectively ignoring some of the aforemen-
tioned degrees of freedom. An overview of
these models is given in [17] These models
generally perform only modestly better than
fully random guessing [18]. There are many
factors complicating the prediction of nucle-
osome positioning based on DNA sequence.
Positioning is influenced by more than DNA
sequence alone: there are so-called chro-
matin remodelers actively dragging nucleo-
somes from one place to another, and there
are other DNA-bound protein structures that
compete with nucleosomes for a place to sit
[19].
There are roughly three types of models
to predict nucleosome positioning: the first
starts from experimental data, and employs
statistical learning to try to predict nucleo-
some positioning from the DNA sequence.
Even where these predictions are successful,
it is unclear how well this captures the effect
the sequence has on the positioning rules;
certain experimental methods influence the
data and models that result from statistical
learning may also inadvertently predict these
effects.
The second type of model starts from
physical fundamentals, attempting to calcu-
late the bendability and nucleosome affin-
ity for certain DNA sequences. This type of
model requires a lot of simplifications in or-
der to be practically feasible.
1.2.3 The Eslami-Mossalam-
Tompitak model
The third way is the path that dr. Eslami-
Mossalam chose, which resulted in the
model that is most popular in our group [20].
His model consisted of a simulation in which
the 14 contact points between the DNA and
the histones were held completely fixed. The
other basepairs were allowed to move using
a Monte Carlo algorithm, in order to sample
the configuration space. At the same time,
a mutational Monte Carlo algorithm updates
the DNA sequence, thus calculating the ex-
pected energy of each sequence.
There is, however, a huge number of 147
basepair sequences: since there are four pos-
sibilities for each individual basepair, there
4
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are 4147 ≈ 3.2 ∗ 1088 possible sequences in to-
tal, which is about a hundred million times
more than the estimated number of pro-
tons in the universe. With the length of a
single basepair roughly 0.34 nm, a strand
of DNA containing all possible 147 bp se-
quences would be over 1.68 ∗ 1065 light years
long. With the radius of the visible universe
”only” 93 billion lightyears, and the width of
a DNA molecule being 2 nm, this stretch of
DNA would be long enough to wrap the en-
tire visible universe such that it is fully cov-
ered, almost 1016 times over. Writing out
such a sequence is left as an exercise for the
reader.
Instead of finding the energy of each se-
quence individually, Marco Tompitak argued
that the probability for a specific basepair at
a specific location should depend mostly on
its position and its neighbours. He used the
simulation that mr. Eslami-Mossalam wrote
in order to predict the probabilities for cer-
tain mono-, di- and trinucleotides at every
location in the nucleosome [21]. The loga-
rithm of these probabilities are then to be un-
derstood as the energies that these mono-,
di- and trinucleotides contribute to the over-
all nucleosome energy. It should be noted
that the probabilities have to add up to one,
and the values of the probabilities depend
on the temperature at which the simulation
is run. This implies that the ’energies’ that
the model produces are dimensionless num-
bers on an arbitrary scale. This is important
to bear in mind.
1.3 Sequence divergence
and evolution
Evolution is driven by spontaneous muta-
tions. These mutations may prove detrimen-
tal for the reproductive success of an organ-
ism. In that case, after a few generations the
mutation likely ceases to exist. Other mu-
tations might be beneficial to the organism.
In that case, the fraction of the population
carrying the mutation will increase over the
generations. And yet other mutations might
have no effect on the reproductive success at
all.
Evolution of species is sometimes tracked
using DNA sequence divergence: similar se-
quences are compared between related or-
ganisms, to see how many mutations have
(at the very least) taken place and in which
locations. Natural selection amplifies the oc-
curence of some mutations, while suppress-
ing others, thus creating a signal in the se-
quence divergence.
The probability for mutations to occur
along the DNA need not be uniform, how-
ever. Some regions of the DNA might mu-
tate more readily than others, and in some re-
gions mutations may be biased towards spe-
cific basepair replacements. This creates an-
other signal in the genetic divergence. While
not all of these mutations permeate to evo-
lutionary timescales, some might, thus influ-
encing sequence divergence. We can con-
clude that sequence divergence patterns on
evolutionary timescales consist of the inher-
ent mutational landscapes, filtered by selec-
tive pressure.
1.4 Nucleosomes and se-
quence divergence in the
literature
One of the phenomena that influences DNA
divergence is the wrapping of DNA into nu-
cleosomes. Many authors report increased
mutation rates in the presence of nucleo-
somes, and argue that this is the result of se-
lective pressure which favours nucleosomes
being placed at specific locations [22–25].
Prendergast et al. [24] compared human-
chimpanzee sequence divergence to hu-
man nucleosomal maps, reporting increased
human-chimpanzee divergence closer to the
dyad. Their results show that these muta-
tions are biased in such a way that GC con-
tent is increased over time in nucleosomal
DNA, and reduced in linker DNA. The au-
thors do note that the observed patterns may
be the result of intrinsic variability in mu-
tation rates and repair fidelity, expressing
the wish to correct their results to eliminate
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such biases. Doing so requires comparison
of divergence patterns in given regions of the
DNA to similar, but ’selectively neutral’ ar-
eas‡. Completely neutral DNA sections are
very hard to find, however, so the authors
compare the divergence in each nucleosome
to the divergence observed in the flanking re-
gions just outside the nucleosome, assuming
that these are subject to the same mutational
biases and that any difference between the
two locations must be due to selection. That
may be true, unless the well-positioned nu-
cleosomes themselves cause a bias in the mu-
tations. Glossing over this possibility, the au-
thors conclude that the observed divergence
patterns are most likely the result of natural
selection.
Warnecke et al. [25] used a nucleosome
map for Saccharomyces cerevisiae (yeast) to
compare mutations in nucleosomal DNA to
linker DNA. They found linker DNA to
evolve 5-6% slower than nucleosomal DNA.
Moreover, in genes with higher transcription
rates, where nucleosomes are more weakly
positioned [26], these signals were found to
be weaker. They too mention that this may be
the result of intrinsic mutational biases, nam-
ing a few of them. Specifically, they speculate
that the AT-rich linker regions may evolve
more slowly than the GC rich nucleosomal
DNA, because GC basepairs mutate more
readily than AT basepairs. They found this
to be insufficient to explain the strength of
their signal, however. The authors also spec-
ulated that the reason for the reduced muta-
tion rates in linker DNA is that it lies in the
inside of the chromatin fiber, thus being more
protected from mutagenic influences. How-
ever, as the authors note, the existence of a
stable chromatin structure is far from certain
in yeast. Naming no other possible cause for
the observed sequence divergence, the au-
thors conclude that the origin is most likely
evolutionary.
Drillon et al. [22] used a physical model
‡This is traditionally done by comparing genomic
DNA (DNA coding for proteins) to non-coding DNA
segments. There is, however, a wealth of evidence that
non-coding DNA does have a variety of functions,
and is therefore also subject to selective pressure.
built to predict positioning of nucleosomes
from the bare DNA sequence to find loca-
tions where nucleosomes are depleted. The
authors find that the areas their model pre-
dicts as ”high energy” positions for the nu-
cleosomes (which they called Nucleosome
Inhibiting Energy Barriers, or NIEBs) corre-
spond to the Nucleosome Depleted Regions
(NDRs) as found in experimental studies. In-
terestingly, they found a very dense series
of well-positioned nucleosomes right next to
these ”walls”. Although they mention that
this is most likely the result of ’statistical or-
dering’ (the nucleosomes being pressed into
the wall, unable to move) their positions
also correlate strongly with local increases
in GC content and human-chimpanzee se-
quence divergence. They mention that the
divergences that they found may be the re-
sult of intrinsic mutation and repair biases,
attempting to correct for this using DNA not
bound by nucleosomes. This is probably
a good way of correcting for intrinsic mu-
tational biases, unless it is the presence of
the nucleosomes themselves that creates the
bias. In this work I will argue that it is ex-
actly the nucleosomes that cause an intrinsic
bias in the sequence divergence, without the
need for selection mechanisms.
There are plenty of clues to be found in
the literature that this may be the case. The
correlations between sequence divergence
and nucleosome positioning mentioned so
far have all been measured on evolutionary
timescale, meaning that the sequence diver-
gence could very well be caused by selective
pressure. In many types of cancer, however,
mutations are also enriched inside nucleo-
somes when compared to non-nucleosomal
linker DNA (or at least in some way corre-
lated with nucleosome positions), as demon-
strated by Pich et al. [27]. The authors also
report that in many types of cancer the muta-
tion rates correlate with the orientation of the
minor groove. In a number of cancer types
(liver cancer, esophageal adenocarcinomas)
most mutations occured in locations where
the minor groove faces the histones, while in
others (melanomas, lung adenocarcinomas)
most mutations occured where the minor
6
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groove faces away from the histones. Both
of these signals were found to be stronger in
more strongly positioned nucleosomes.
It seems that mutation patterns in
esophageal cancers are characterized by
a significant increase in AT→ GC mutations
[28], while melanomas and lung cancer
commonly exhibit GC→ AT mutations [29].
Although both can be readily explained by
the chemistry of the nucleotides and their
interactions with the mutagenic agents at
work, it is interesting to note that both lead
to less strongly positioned nucleosomes.
Additionally, in most cancer types C → T
seemed to be the most common mutation,
thus generally increasing the AT content
which also contributes to weaker nucleo-
some positioning (whenever mutations are
enriched inside the nucleosomes instead of
linker DNA) [28].
Concerning melanomas and lung cancer,
one could argue that the enrichment of CG
→ AT mutations where the minor groove
faces away from the histones is the result of
uv light specifically damaging cytosine and
causing it to be replaced by thymine [29]
and CG basepairs being more common in lo-
cations where the minor groove faces away
from the histones. While this is reasonable,
these GC basepairs are generally also en-
riched in nucleosomal DNA when compared
to linker DNA. One would therefore expect
an enrichment in mutations in nucleosomal
DNA when compared to linker DNA. While
this is the case for melanomas, it is not for
lung cancer. Again, the chemistry and bi-
ology of the mutational processes at work
might explain these details, but the overar-
ching pattern seems to be that the mutations
commonly found in these cancer types (as re-
ported by Alexandrov [28], in the locations
where Pich et al. found them to be) corre-
spond to a weakening in the positioning of
nucleosomes.
Pich et al. [27] also note that there is
a 10 bp periodicity in DNA sequence di-
vergence between humans and other pri-
mates. They speculate that this periodicity
might be the result of the very same pro-
cess as the one causing the periodicity in
carcinogenic mutations. As mentioned be-
fore however, carcinogenic mutations seem
to weaken nucleosome positioning, while the
divergence reported over evolutionary times
leads to strengthened positioning of nucleo-
somes. In the next section I will propose a
simple model capable of explaining both us-
ing statistical mechanics.
Mutation patterns in cancer are an exam-
ple of a signal which cannot be caused by se-
lective pressure on evolutionary timescales:
(almost) all of these mutations occur over
the lifetime of a single organism. We can
therefore assume these to better represent
the inherent mutational landscape. There is
one caveat, however: carcinogenic mutations
generally lead to increased cellular prolifer-
ation. One could argue that the mutations
occurring in cancer give it a selective advan-
tage over its unmutated peers, to the detri-
ment of the organism as a whole. At the
very least, the mutational landscape in can-
cer cells differs from the mutational land-
scape in healthy cells. Still, it would seem
to me that mutational patterns shared by in-
terspecies divergence and carcinogenic mu-
tations (although opposite in sign) are likely
to be the result of inherent mutational biases.
One interesting study which mentions an
effect that nucleosomes have on mutation
rates and biases was publishes by Chen et
al. [30]. The authors argued that nucle-
osomes whould be expected to protect the
DNA from mutations, which at first sight
seems at odds with the results that Warnecke
et al. published [25] Chen et al. however
used a DNA repair-deficient yeast strain, and
found that all mutations were enriched in ar-
eas that were not occupied by nucleosomes.
The mutations that were most strongly sup-
pressed were GC → AT mutations. AT →
GC mutations seemed very slightly enriched
in the presence of nucleosomes. This would
lead to an overall increase in GC content in
nucleosomal DNA, contributing to nucleoso-
mal positioning. The authors invoke chemi-
cal processes to explain these findings.
It would seem that in the absence of
DNA repair, mutations are enriched in non-
nucleosomal DNA, while in the presence
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of DNA repair mutations are suppressed in
these areas. Nucleosomes generally limit
access of DNA binding proteins, including
DNA repair proteins, explaining this phe-
nomenon.
Additionally, both sequence divergence
and non-carcinogenic mutations seem biased
towards an increase in nucleosome affinity,
while carcinogenic mutations lead to a se-
quence less favorable for nucleosomes. In
the next section, I will propose a model that
could explain both of these effects.
1.5 Nucleosome digging
In this section, I will propose a heuristic ex-
planation§ for the effects mentioned. The ba-
sic idea is to treat the DNA sequence as a dy-
namical variable, evolving over time through
mutations. For lack of a kinetic theory of mu-
tations on the DNA sequence, I will not go
into detail where it concerns these mutations,
but using the theory of equilibrium statistical
mechanics we can state that the probabilities
of finding a sequence A and B are related as
follows:
P(A)
P(B)
= e−β(EA−EB) (1.1)
where β = 1/kBT, and EA and EB are the en-
ergies associated with sequences A and B re-
spectively. In this work, I will consider these
energies to be entirely due to the presence of
nucleosomes, although in reality many other
effects influence these energies.
1.5.1 Energy
There is, however, no such thing as ”the en-
ergy” of a sequence wrapped into a nucleo-
some: DNA wrapped around a nucleosome
comes with large number of internal degrees
of freedom, as explained in section 1.2.2.
If we assume the mutational process on the
DNA to be independent of the internal state
of the nucleosomes (which need not be the
case!) we may use the expectation value of
the energy, with all the internal degrees of
freedom integrated out. This is the path that
§Taking a spherical cow approach
I will take, assigning a single energy value to
a nucleosome at a given position.
It is not so trivial to calculate these ener-
gies, however. There is a large number of
models to do so, all of which simply ignore
most of the degrees of freedom mentioned
above. Most of these models start from the
rigid basepair model, which treats each base-
pair as a rigid plate thus ignoring all the
internal degrees of freedom of the basepair.
The Eslami-Mossalam-Tompitak (ET) model
specifically also treats the nucleosome as a
fixed cylinder, ignoring the internal degrees
of freedom of the histone octamer. Addition-
ally, the ET model fixes the DNA in place on
the histones at fourteen locations, meaning
that twist and bubble defects and partially
unwrapped states do not contribute to the
expectation values of the energy. The only
internal degrees of freedom left are the con-
figurational degrees of freedom in between
the fourteen contact sites.
1.5.2 Temperature
Equation 1.1 also depends on temperature.
Most living organisms thrive at 37 degrees
Celsius (310 Kelvin), so it would seem that
this is the correct temperature to put into the
model. However, life is an out of equilibrium
phenomenon, and there is a lot of activity on
the DNA where ATP is consumed, locally re-
leasing a large amount of energy. This, com-
bined with other DNA binding proteins com-
peting with nucleosomes for a position to
sit means that, locally, the DNA and nucleo-
somes get kicked around a lot more than may
be expected from the equilibrium tempera-
ture. I will therefore not attempt to fix the
temperature at the ’correct’ value, but leave
it as a free parameter in the model.
1.5.3 Cancer
In living cells, carcinogenic mutations in
most cases are caused by external factors,
such as chemicals or radiation, which I will
refer to as mutagenic agents. I will dis-
tinguish 3 different effects that mutagenic
agents might have on mutational events: (1)
8
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catalysation of mutations. This amounts to
lowering the energy barrier that DNA has
to overcome in order to replace one base-
pair with another, without affecting the ini-
tial and final state energies. If these dis-
criminate among certain types of mutations,
they may increase the rate of some mutations
over others, but pure catalysts do not affect
the final equilibrium state. (2) Mutagenic
agents might change the energies of initial
or final states. One could think of a chemi-
cal which consistently interacts with one spe-
cific nucleotide. (3) Mutagenic agents could
change the temperature of the mutational
process. This temperature is (again) not to
be thought of as measurable by a thermome-
ter, but rather proportional to the amount of
energy availabe for the mutational process.
A lower temperature means a stronger bias
towards lower energy states, and a higher ef-
fective energy barrier in between these states.
In the limit of high temperature, the dis-
crimination between lower and higher en-
ergy bases disappears and the energy bar-
rier vanishes. I suppose that most mutagenic
agents have a combination of all three effects.
However, in order to assess the influence
that nucleosomes might have on cancer mu-
tation biases, I will still consider the pres-
ence of a nucleosome to be the only determi-
nant for the energy associated with a DNA
sequence. The energies of the initial and fi-
nal states will therefore remain unaltered in
the model, for now.
1.5.4 Phase transitions
Under the nucleosome digging hypothesis, a
nucleosome stuck at a given position leads
the DNA to form a better positioning se-
quence over time. A better positioning se-
quence in turn leads to the nucleosome be-
ing more stuck. It would seem that a
nucleosome-DNA complex starting with per-
fect translational symmetry along the DNA
spontaneously breaks this symmetry as it
starts digging, possibly leading to a phase
transition.
At high temperature one would expect
very mobile nucleosomes with limited se-
quence dependence, and mutations to occur
more or less randomly, with only a weak bias
towards energy lowering mutations. At very
low temperature, nucleosomes are more or
less stuck and the bias towards energy low-
ering mutations is very strong.
From the Mermin-Wagner theorem of
statistical physics however we know that
there cannot be any symmetry breaking
phase transitions in one-dimensional sys-
tems. There are a few exceptions to the
rule. Peyrard and Dauxois published about
a model in which DNA melting (the disso-
ciation of double stranded DNA into two
strands of single stranded DNA) [31] turned
out to be a real phase transition.
There is another exception to the rule: one-
dimensional systems can exhibit symmetry-
breaking phase transitions when there are
long range interactions, leading to long-
distance correlations. In our case, it seems
that we would need a long-range interaction
between the nucleosomes. No such interac-
tion is known.
We could be brave and try to identify
possible candidates for such an interaction.
One could think that the DNA might be
able to mediate a long-range interaction be-
tween nucleosomes. However, correlations
in a random polymer fall off as e−
l
ξ , where
l is the distance coordinate along the DNA,
and ξ the so-called persistence length. The
persistence length of DNA is approximately
50 nanometers, or 147 basepairs. At any
distance longer than this length, the ori-
entation of the DNA is fully decorrelated.
Any DNA-mediated interaction can there-
fore not be expected to reach much further
than this length, and probably only affect
nearest neighbours.
Secondly, a long range interaction could
permeate through the cell itself. At first sight,
an electrostatic interaction could be a candi-
date: histones and the DNA interact through
electrostatic interactions (among others), and
the nucleosome as a whole may carry a net
charge. However, cells, although electrically
neutral, contain large concentrations of ion-
ized substances. Ions with charges opposite
to the nucleosome charge would then be at-
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tracted to the nucleosome, partially neutral-
izing it and rendering any electrostatic inter-
action effectively short ranged [32].
A third possibility would be that chro-
matin remodelers and other cellular activity
would, on coarse grained time scales, lead to
an effective long-ranged interaction. This is
difficult to explore, and I will not consider it
any further in this work.
Instead, I will zoom in on the second pos-
sibility, the electrostatic interaction between
nucleosomes. Chromatin exhibits fractal
characteristics [33, 34]. Although the sepa-
ration between any two points is finite, the
distance along the line connecting the two
points along a fractal is infinite. Any short
ranged interaction in 3D space between two
points would therefore transform into a long
ranged interaction when viewed along the
DNA, if it were a perfect fractal.
In particular, let us think of a reasonable
short ranged interaction as exponentially de-
caying:
U(r) = Ce−ar (1.2)
with r the separation, and C and a constants.
Furthermore, we define a long range interac-
tion as:
U(l) ∝
(
l
d
)−σ
(1.3)
where d and σ are constants, and l is the
distance between two particles along the
medium, the DNA molecule in this case. The
distance l is commonly called the chemical
distance. The goal is to have the separa-
tion r scale with chemical distance l in such
a way that the short-ranged interaction de-
fined in equation 1.2 transforms into a long
ranged interaction defined in equation 1.3
when taken as a function of the chemical dis-
tance. In order to achieve this goals, we need
the separation r to scale with chemical dis-
tance l as:
r = b ln(1+
(
l
d
)
) (1.4)
b and d both have dimensions of length.
Taking the derivative of this scaling relation
with respect to l gives:
dr
dl
=
b
d + l
(1.5)
This quantity should be equal to 1 for l =
0, since on an infinitesimal subsections of
the polymer it can be considered completely
straight. This means that b = d. The obvi-
ous choice for this constant is the persistence
length.
Plugging equation 1.4 into equation 1.2
gives us
U(l) = C
(
b + l
b
)−ab
(1.6)
Which for l  b scales as desired. How-
ever I will now show that scaling relation
1.4 leads to a contradiction, meaning that no
real polymer can satisfy this relation. If we
consider a cylindrical polymer of finite thick-
ness, its volume is given by piρ2l, where ρ is
its radius. The volume available to a polymer
is at most 43pir
3. Thus we can only squeeze
our polymer into this space when:
4
3
r3 ≥ ρ2l (1.7)
Plugging the scaling relation of our de-
sired polymer conformation, equation 1.4,
into inequality 1.6 and solving the resulting
inequality gives us
4
3
r3 ≥ ρ2(exp
( r
b
)
− 1) (1.8)
This can only be satisfied for small r, or
zero ρ: very small chromosomes or infinitely
thin DNA with point-like nucleosomes. This
relation is not satisfied even for the smallest
human chromosome.
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Methods
2.1 Simulating DNA
2.1.1 DNA representation
In my simulation, I ignore the dynamics of
DNA and nucleosomes altogether. Rather,
the simulation consists of a DNA sequence
of given length L, represented by an array
of length 2× L. The 2 columns of the array
represent the DNA strand and its comple-
mentary strand. The bases are represented
by the numbers {0, 1, 2, 3}, corresponding to
the A, T, C and G bases respectively. A pairs
with T, and C pairs with G. Initially, each
DNA sequence is generated completely ran-
domly. In human DNA, the GC content lo-
cally varies between 0.35 and 0.5. In all my
simulations, I assume that 0.35 is the null
probability of finding a GC nucleotide, and
that any increase is due to the mutational
bias that result from the presence of a nucleo-
some. Therefore, in the intitial generation of
a DNA sequence, each basepair is GC with
probability 0.35, or AT with probability 0.65.
2.1.2 Calculating energy
In the simulation, the only thing determin-
ing the energy of a given configuration is the
DNA sequence and the position (and num-
ber) of nucleosomes. To calculate the en-
ergy of a configuration, I used the Eslami-
Mossalam-Tompitak (ET)∗ model. The ET
model calculates the energies using mono-,
∗In case you were wondering, mr. Eslami-
Mossalam is one person, mr. Tompitak the other. That
is why it is called the ET model, not the EMT model
di- and trinucleotides, to each of which it as-
signs an energy value based on the location
of this object within the nucleosome, as de-
tailed in section 1.2.3. The bare model itself
consists of a list of these energies. To find the
total energy for a given nucleosome, one has
to consider the mono-, di and trinucleotide
sequence inside this nucleosome and the lo-
cations of these, find the corresponding en-
ergies in the list and add these together.
I used the crystallographic parametrization,
with parameters based on the results of Ol-
son [11]
A nucleosome is completely symmetric
when turned around the dyad axis. When
considering a given sequence wrapped into
a nucleosome, the energy that the model pre-
dicts should be the same whether the se-
quence is read from right to left or the other
way round. Therefore, the theory should
be symmetric under the transformation that
gives the ’reverse-complementary’ (RC) se-
quence.
Upon implementation of the ET model
however, I noticed a small discrepancy be-
tween the energies of a sequence and its
reverse-complementary sequence. In my
simulation, I therefore calculated both the en-
ergy of the original and the RC sequence, and
took the average of the two as the energy as-
sociated with the nucleosome. I will refer to
this model as the symmetrized ET model.
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2.2 Monte Carlo methods
2.2.1 MetropolisMonte Carlo algo-
rithm
In order to find the probability of a 147 base-
pair sequence we would have to integrate
over a massive configuration space, as ex-
plained in section 1.2.3. This is not feasi-
ble, but when integrating over large, multi-
dimensional spaces the Monte Carlo method
provides a solid approximation. This algo-
rithm works as follows:
(1) Given a configuration X, draw a
new proposed configuration Y from a so
called ’proposal’ probability density function
Q(Y|X). The proposal probability density
function should be symmetric i.e. Q(Y|X) =
Q(X|Y).
(2) Calculate the acceptance ratio α = P(Y)P(X) .
In general, this function P(X) is exactly what
we are trying to find. However, if we have
any other function f (X) which is propor-
tional to P(X) up to a constant, we can still
calculate the ratio as α = f (Y)f (X) . The Metropo-
lis Monte Carlo method assumes this func-
tion known, which is the case for statistical
physics as we will see later.
(3) Generate a random number u in the in-
terval [0, 1] from a uniform distribution, and
compare this with the acceptance ratio α. If
u ≤ α, accept the new configuration. If
u > α, reject the new configuration.
In the canonical ensemble of statistical
physics, the probability of finding a config-
uration X is given by
P(X) =
e−βEX
Z
(2.1)
Therefore, the acceptance ratio α for a Monte
Carlo move X to Y is given by:
α =
e−βEY
e−βEX
= e−β∆E (2.2)
2.2.2 Mutations
Implementing this algorithm for mutations is
straightforward. The energy change associ-
ated with a mutation is (in my simulation at
least) fully determined by the presence of a
nucleosome following the ET model. This
means that for mutations occuring outside
nucleosomes, the change in energy is always
0. Therefore, in my simulations, I chose
the proposal probability density functions
Q(Y|X) to be a uniform function of position
in the presence of a nucleosome, and zero
outside the nucleosome. This does not mean
that I assume all mutations to be caused by
nucleosomes: I wanted to figure out what
the biasing effects are that nucleosomes have
on mutations, and therefore I only consider
those mutations that are expected to be bi-
ased by the nucleosomes.
The proposal probability for a GC basepair
was equal to the null probability of finding a
GC basepair step. In (almost) all of my sim-
ulations, this number was 0.35. Note that the
new basepair proposal does not depend on
the old basepair: if the old basepair was GC,
the proposed basepair is still GC with prob-
ability 0.35. The reason for this is the fol-
lowing: I wanted to run the simulations for
a fixed number of mutational Monte Carlo
moves, but at low temperature when the sys-
tem has already settled into a low energy se-
quence, most of the proposed moves are re-
jected. If I don’t allow completely synony-
mous mutations, the simulation slows down
tremendously.
2.2.3 Nucleosome positioning
Implementing this algorithm for the posi-
tioning of nucleosomes is less straightfor-
ward. The simplest way† is to attempt a
move for each nucleosome separately, deter-
mine its old and new energy and calculate
its acceptance ratio according to equation 2.2.
This works well for a single nucleosome at
high temperature, but leads to problems at
low temperatures and high densities.
Mutations are rare events, and nucleo-
somes are fairly mobile. The likelihood of
a particular nucleosome configuration at the
time of a mutational event should therefore
be drawn from its equilibrium probability
†I will refer to this algorithm as the ’dumb random
walk Monte Carlo’, or DRWMC
12
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distribution. Between two successive muta-
tions, the nucleosome configuration should
be fully decorrelated in sofar as the corre-
lations are not caused by the DNA energy
landscape: the probability for finding a nu-
cleosome at a position x at time t should be
independent from its position at time t− 1.
For a single nucleosome at high temper-
ature this is implemented to an acceptable
level by choosing a uniform distribution as
proposal probability density function. This
ensures that the nucleosome is able to reach
any part of the DNA between successive mu-
tations, even with just a single random walk
Monte Carlo step.
For multiple nucleosomes this is not the
case: any part of the DNA that is cov-
ered by another nucleosome, or sufficiently
close to another nucleosome, is inaccessible.
Only a specific subset of all (normally) acces-
sible nucleosome configurations are reach-
able within one ’dumb random walk Monte
Carlo’ move. An obvious solution is to
use a couple of DRWMC steps in between
each MMC steps. However, this still carries
an intrinsic bias unless we use enough DR-
WMC steps to fully decorrelate the nucleo-
some configuration. This is very inefficient.
Another possible solution could be to com-
pletely remove all the nucleosomes, ran-
domly redistributing them and comparing
the new energy to the old to calculate the
probability of acceptance. Since the to-
tal change in energy is the sum of energy
changes of all the nucleosomes, the energy
difference can be quite large if the nucleo-
somes started out in a low energy configura-
tion. Therefore, the probability of acceptance
will be quite low. If the simulation is made to
attempt new redistributions until one is ac-
cepted (through a while loop for example),
the simulation slows down tremendously. If
the system were at its lowest energy configu-
ration at zero temperature, this version of the
algorithm would lead to indefinite iterations
of the while loop. I will call this version of
the algorithm the ’brute-force random walk
Monte Carlo’ (BFRWMC) algorithm.
Another option is an extension of the BFR-
WMC algorithm: it proposes new positions
for all the nucleosomes at the same time, but
the proposal distribution depends on the en-
ergy landscape. This involves updating the
energy landscape after each succesful MMC
step, which is quite inefficient. I will call this
version of the algorithm the ’inefficient ran-
dom walk Monte Carlo’ algorithm.
The final option that I considered uses
multiple random walk Monte Carlo moves
in between two mutations using a tech-
nique called ’simulated annealing’ in order
to speed up the convergence of the algo-
rithm: the first random walk step is done at
very high temperature in order to get out of
the local minimum and quickly decorrelate
the positions of the nucleosomes, followed
by a number of random walk steps at grad-
ually decreasing temperature. This works
quite well to decorrelate the nucleosome po-
sitions, but is quite inefficient when the num-
ber of annealing steps is large, and not com-
pletely reliable when the number of steps is
small. I will call this algorithm the ’Simu-
lated Annealing Random Walk Monte Carlo’
(SARWMC).
I have to admit that I have found no so-
lution for this problem. Therefore, I im-
plemented the ’dumb random walk Monte
Carlo’ algorithm, with a slightly uncomfort-
able feeling. The result of this choice is
that the nucleosomes are more strongly po-
sitioned in the simulation than they should
have been, or similarly that mutations are
more frequent than they ought to be. We
should bear this in mind when analyzing the
results. In one case, I used the SARWMC al-
gorithm as a sanity check for my results.
Note that the same occurs for the DNA de-
grees of freedom. It takes a large number
of mutational steps for the DNA sequence to
be fully decorrelated. In this case however,
this is not a problem, since I do not assume
that the DNA sequence is equilibrated with
the nucleosomes. Rather, I assume the se-
quence to be out of equilibrium but slowly
settling into equilibrium. The simulation is
only there to capture the bias in the muta-
tions that this process causes. In order to
eliminate effects caused by the initial (ran-
dom) DNA sequence, I will use large num-
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bers of individual runs which I average over.
2.2.4 Simulation temperature
The strength of the bias towards lower en-
ergy configurations is ultimately determined
by the temperature. When simulating hu-
man DNA it would seem to make sense to
use a temperature 310 K. This is however not
the case: the free energies that the ET model
predicts were calculated by taking the natu-
ral logarithm of the probability of finding a
given sequence in a simulation of the nucleo-
some: both the scaling and the offset could be
different from the real energy. Since my sim-
ulation only uses differences in the Free En-
ergy, the latter is not a problem. The wrong
scaling can be corrected by using an appro-
priate value for the temperature.
Even so, we cannot simply assume that the
appropriate temperature on the DNA is 310
K, as explained in section 1.5.2. It is not easy
to estimate the correct value for the tempera-
ture based on the activity on the DNA, and
even if it were, we do not know how the
free energies that the ET model predicts are
scaled. I will therefore run my simulations
at various temperatures, and compare the re-
sults with experimental results.
2.3 Measured quantities
2.3.1 Mutation probability bias
A mutation in the mutation Monte Carlo
does not necessarily correspond to a muta-
tional event in real life. Rather, the Monte
Carlo algorithm draws another sample from
’DNA sequence space’, which happens to
differ from the previous sample by only one
basepair. Therefore, we cannot compare the
number of succesful mutation Monte Carlo
steps in the simulation to the number of mu-
tational events in an experimental setting.
However, most simulations start with a
completely random DNA sequence. Under
the hypothesis of nucleosome digging, this
sequence is unlikely to be found in equilib-
rium in the presence of a nucleosome. As the
mutation Monte Carlo algorithm drives it to-
wards a more likely equilibrium sequence, a
pattern emerges where certain mutations are
favored over others. If the DNA sequence
in some experiment in vivo or in vitro is not
(completely) in equilibrium with the nucleo-
some either, then assuming nucleosome dig-
ging the overall pattern in mutations, if not
their total number, should be the same as it
approaches equilibrium. Therefore, one of
the quantities that I will compare to experi-
mental results is the mutational probability
bias (MPB). For mutation Monte Carlo steps
where a GC basepair (or CG) is swapped for
an AT basepair (or TA), this quantity is de-
fined as:
MPBGC→AT(x) =
NGC→AT(x)
Ntotal(x)
(2.3)
And likewise for mutation Monte Carlo steps
where an AT basepair is replaced with a GC
basepair. Note that this bias is a position de-
pendent quantity. It is also important to men-
tion that the ’mutations’ that resulted in the
exact same basepair as mentioned in section
2.2.1 are not included in this Ntotal. Further-
mure, NGC→AT includes all the events where
a GC or CG basepair is swapped for an AT or
TA basepair.
The rationale behind normalising the
number of MMC steps at every specific loca-
tion is the following: MMC steps where the
energy difference is zero are accepted with
probability one, and MMC steps with small
energy differences are much more likely to be
accepted than MMC steps with large energy
differences. Suppose that a particular base-
pair B is highly favourable in location x, and
the temperature is low. Suppose that early
in the simulation the MMC algorithm puts B
at position x. During the rest of the simu-
lation, the MMC algorithm may occasionally
attempt to put a different basepair at location
x, but all of these attempted MMC steps are
rejected. At the end of the simulation, such
a location will have a very low number of
mutations in which basepair A is replaced
with basepair B. There may be other sites
where this number is much higher. When
divided by the total number of mutations at
14
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that specific location however, the strength of
the bias becomes clear. Under the hypothe-
sis of nucleosome digging, such a mutation
is the most likely mutation to occur in vivo
or in vitro. Therefore, I expect the MPB as
defined in equation 2.3 to more accurately fit
with a mutation density profile as found in
vivo and in vitro.
2.3.2 GC content
As mentioned in section 1.2.1, sections of
the DNA with higher GC content favour nu-
cleosome positioning. Oscillations in this
GC content correlate with the presence of
well positioned nucleosomes. In my simu-
lations I would therefore expect the GC con-
tent to rise in the presence of a nucleosome,
and perhaps even show the same oscillations
thus making (local) GC content an important
quantity to measure, and straightforward as
well. In general, I will show both the average
GC profile (where the average is taken over
a number of simulations), and the average
smoothed GC profile, where the GC content
is smoothed over a 10 bp window in each ex-
periment individually before taking the av-
erage over the experiments.
2.3.3 AT content periodicity
Nucleosomes also prefer locations where TA,
AA or TT dinucleotides are found at 10-11 bp
intervals. Therefore, an important quantity
to look out for are oscillations in AT content
and their periodicities. I will generally find
these by taking the fourier transform of the
AT content of each run of the simulation in-
dividually, before averaging the absolute val-
ues of these over all runs of the simulation. It
is important to note that the AT content of
a single run of the simulation is an array of
zeroes and ones: a one where there is an AT
basepair and a zero where there is not. This
means that the mean AT content of every run
is a positive number. I am interested in the
variations in AT content and their spectrum
alone, so before taking the fourier transform
of a single run of the simulation I will sub-
tract the average AT content of that specific
run.
The only source for a signal in the fourier
spectrum comes from the biasing effect that
nucleosomes have on the mutations‡. The
spectrum however consists of both signal
and noise. Whenever I want to plot the spec-
trum of the AT content, I will take the fourier
transform first, then the absolute value and
then the average over all the runs. If I were
to do this the other way round (first the av-
erage, then the fourier transform) I lose the
noise upon averaging, but also the signal
if the 10 basepair periodicities are not com-
pletely in phase across the experiments. Tak-
ing the absolute value first and then the av-
erage shows both the amplitude of the signal
as well as the noise. Wherever an AT content
spectrum is shown in the results section, the
quantity plotted S(p) is thus defined as fol-
lows:
S(p) = 〈|F (p)|〉 (2.4)
where the brackets denote averaging over all
the runs of the simulation, p is the frequency,
and F (p) is the fourier transform of the indi-
vidual run after subtracting its mean AT con-
tent.
Signal to noise ratio
In order to assess the strength of the 10-11
bps periodic signal, I will often calculate the
signal to noise ratio. This is ordinarily de-
fined as:
SNR = 〈Psignal
Pnoise
〉 (2.5)
where Psignal and Pnoise are the power of the
signal and noise, respectively. In this case,
’power’ means the integral over the squared
amplitude:
Psignal =
∫
s2(x)dx (2.6)
where s(x) is the signal. The same definition
applies to the noise n(x).
‡There is also the average GC content, which is in-
fluenced by the base GC content in addition to the
biasing effects of the nucleosome. However, since I
calculate the spectrum of the local fluctuations in AT
content (after subtracting the overall AT content of the
run), this effect does not show up in the spectrum.
Version of September 8, 2020– Created September 8, 2020 - 19:05
15
16 Methods
In general, the AT content profile consists
of the sum of signal and noise, and there is
no simple rule to separate them. We are how-
ever only interested in the strength of the 10-
11 bps periodic oscillations in the AT content
with respect to the power of the random os-
cillations. We may therefore take the squared
absolute value of the fourier transform of the
AT content profile, thus obtaining its power
spectrum, and take the signal to be the 10-
11 bps band with a proper bandwidth sur-
rounding it, with the noise being everything
else.
This comes with a few practical objec-
tions: whenever I consider longer stretches
of DNA, the total accessible bandwidth for
the noise becomes wider, and since the to-
tal power is calculated by integrating over
the entire bandwidth and the contribution of
each individual frequency is not expected to
diminish as the bandwidth increases, the to-
tal noise power should be proportional to the
noise bandwidth. This means that the signal
to noise ratio diminishes in larger systems,
even for constant nucleosome density.
A similar problem appears when one tries
to define the signal bandwidth. The peak of
the oscillations in the AT content should be
between 10 and 11 bps periodicity. From my
results however it seems that the signal is ac-
tually slightly wider and 9 and 12 bps peri-
odicities contribute as well. Whether or not
one integrates over these when calculating
the signal power greatly affects the outcome.
Finally, the 10-11 bps oscillations are not
the only signal created by the nucleosomes.
Especially whenever there are multiple nu-
cleosomes, other peaks start appearing in the
AT content spectrum. Including these in the
noise makes no sense.
Pich et al. [27] used a slightly differ-
ent definition: they divided the peak power
value found in the signal band by the me-
dian power of the entire spectrum. Using the
peak value means that the result is not as de-
pendent on the (quite arbitrary) choice of the
two numbers defining the signal bandwidth,
and dividing this value by the median of the
power spectrum instead of its total power
means that the result is independent of the
total spectrum bandwidth.
Using the median value over the spectrum
instead of the mean has an additional ben-
efit, especially for the analysis of the spec-
tra produced by my simulation: the AT con-
tent profile in the absense of a digging nucle-
osome consists of a completely random se-
quence of zeros and ones (zero for a GC base-
pair, one for an AT basepair) meaning that
its spectrum is a perfect white noise spec-
trum. Its value is constant over all frequen-
cies, meaning that the median and the mean
are completely the same. If one adds a signal,
the mean value of the spectrum is changed if
the signal is strong enough, but the median
value not so much if the signal consists of
a collection of narrow peaks. Therefore, the
median value of the spectrum represents the
strength of the noise (if not its power) better
than the mean.
Pich et al. referred to this as the signal
to noise ratio. I will follow their definition,
but refer to the object as the (relative) signal
strength, or STR. It is defined as follows:
STR =
max(S(p))−median(S(p))
median(S(p))
(2.7)
With S being the expectation value of the
power spectrum of the AT content profile,
which is a function of the period p and is de-
fined as follows:
S = 〈|F (p)|2〉 (2.8)
F is the fourier transform of the AT con-
tent profile, and the average is taken over
the individual runs of the simulation (usu-
ally 1000).
16
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Results
3.1 Fixed nucleosome
As a start, I tested the simulation with a com-
pletely fixed nucleosome on a 147 bp DNA
strand. The DNA sequence was randomly
initiated, with the probability for a GC base-
pair at any location 0.35, and for an AT base-
pair 0.65. The results can be found in fig-
ure 3.1. The mutations are clearly biased GC
→ AT where the minor groove faces the hi-
stones (inner basepairs), and AT → GC on
the outer basepairs, resulting in oscillations
in the GC and AT content, with approxi-
mately 10 basepair periodicity. In contrast to
the findings of Pich et al. [27] mutations are
clearly enriched towards the boundaries of
the nucleosome. This is, however, an artifact
of the simulation: the mutations occurring
in the simulation are not ”real” mutations in
the sense that they are not point events, as
explained in section 2.3.1. Rather, they are
metropolis Monte Carlo moves, which ran-
domly sample the entire space of possible
mutations: The system attempts a random
mutation, and the algorithm decides whether
it is accepted or not. This means that the al-
gorithm does not work through increasing
the rate of energy lowering mutations, but
rather through suppressing energy increas-
ing mutations.
Taking another look at the results in figure
3.1, we see that the MPB towards the bound-
aries is rather weak. The mutations that oc-
cur closer to the edges of the nucleosome
are near-random, suggesting that the energy
difference for any mutational event is quite
small. This explains the overal higher muta-
tion rate observed closer to the boundary.
In the simulation results we can identify 4
locations of permanently lowered mutation
rates, and all 4 of these correspond to inner
basepairs with strong AT enrichment. The
increased MPB in these locations seems to in-
dicate that these are the most important lo-
cations to determine the nucleosome binding
energy, at least in the ET model.
3.1.1 Temperature
This first simulation I ran at a Monte Carlo
temperature of 1. As explained in section
1.5.2 this temperature bears no relationship
to a ”real” temperature in Kelvin. In order
to assess the effect that different values of
the temperature have, I performed a number
of simulations at various temperatures with
a single nucleosome at a fixed location, on
a 147 bp strand. The results are in figure
3.2. Each datapoint is an average over 1000
simulations, each of which is run for a to-
tal of 1000 mutation Monte Carlo timesteps.
The strength of the 10 bp periodic signal and
the average GC content both follow the same
temperature dependence.
In human DNA, the GC content varies lo-
cally between 0.35 and 0.5, with an aver-
age of 0.4. Let us assume 0.35 to be the
base GC content (as was the base setting in
most of my simulations), and the increase at-
tributable to the coverage of digging nucle-
osomes. Around 70% of the human genome
is covered by nucleosomes. Assuming a dig-
ging nucleosome, GC content as found in nu-
cleosomal DNA should be around 0.40.7 ≈ 0.57.
From figure 3.2 we can read that the appro-
priate DNA temperature would then be ex-
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Figure 3.1: MPB (mutational probability bias) profile across a nucleosome with fixed position. The
colorbar underneath denotes the orientation of the minor groove: blue corresponds to inner base-
pairs, whereas yellow corresponds to outer basepairs. The results are averages over 100000 separate
simulations, each with 150 mutation Monte Carlo moves
(A) MPB profile for mutations where an AT basepair is replaced with a GC basepair. The numbers
give the fraction of the total number of mutational Monte Carlo steps that occured at that specific
site.
(B) Similar for GC→ AT
(C) Total distribution of accepted mutational Monte Carlo moves across the nucleosome. These
moves are clearly more readily accepted towards the boundaries of the nucleosome
(D) AT content profile across the nucleosome, at the end of each simulation.
pected to be around 0.2.
In order to assess the effect that the base
GC probability has on these profiles, I ran
the same experiment with a base GC content
of 0.65. The results are also included in fig-
ure 3.2. The pattern is quite the same in both
cases.
3.2 Multiple nucleosomes
Having figured out the effects of nucleosome
digging on a fixed nucleosome, I will now
turn my attention to the more realistic case
of multiple nucleosomes freely roaming the
DNA and attempt to reproduce some facts of
life.
In particular, 10 basepair periodicities
in AT content are widespread among the
genomes of eukaryotes and archaea. It is
generally assumed that these brought evolu-
tionary benefits when nucleosomes first ap-
peared. While this could very well be true,
it would be interesting to see whether these
patterns appear spontaneously through nu-
cleosome digging. It is already clear that
such a pattern emerges for a single fixed nu-
cleosome, but when multiple nucleosomes
continuously change positions they might
dig in at various locations, causing no
widespread patterns.
However, multiple nucleosomes at suffi-
ciently high density and low temperature
may end up stuck in place as they prevent
each other from freely exploring all feasible
locations. This would give them a chance to
18
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Figure 3.2: Results of a simulation of a single nucleosome, fixed on a 147 bp DNA strand. (A) and
(B) show the average AT profile, for various temperatures and base GC probabilities. (C) gives the
temperature dependence of the GC content, and (D) gives the temperature dependence of the signal
strength, both for high and low base GC content. Signal strength is defined as the squared amplitude
of the 10 bp signal divided by the median squared amplitude of the entire spectrum.
dig in giving rise to all aspects of nucleosome
positioning code. In order to test whether
this is the case, I simulated a stretch of DNA
with a length of 1000 basepairs and periodic
boundary conditions, covered by 5 nucleo-
somes. The nucleosomes are free to move
around, using the dumb random walk Monte
Carlo algorithm as outlined in section 2.2.3. I
used a few different values for the tempera-
ture around 0.2 and logged the AT periodic-
ity and GC content. The results are in figure
3.3.
The results clearly show the oscillations in
GC content and the AT periodicities asso-
ciated with an array of well-positioned nu-
cleosomes. However, because of the prob-
lems associated with the random walk al-
gorithm as discussed in section 2.2.3, these
results should be taken with a grain of
salt. Nonetheless, the results show that even
when nucleosomes are only weakly fixed in
their locations on the DNA they manage to
dig in and that this is sufficient to explain
widespread AT periodicities as observed on
eukaryotic DNA.
3.2.1 Ordered nucleosomes be-
sides barriers
Under the nucleosome digging hypothe-
sis, strongly positioned nucleosomes are ex-
pected to create a positioning sequence for
themselves. One interesting case to explore
is the behaviour of nucleosomes around
a potential barrier: some DNA sequences
strongly repel nucleosomes, and where two
of these are found closely together nucleo-
somes are squeezed in between at high den-
sities (Drillon, Arneodo et al., [35], [22], [36]).
This results in nucleosomes that are as good
as fixed in place, even if there were no po-
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Figure 3.3: Results for 5 free nucleosomes on a stretch of DNA 1000 bps long. (A) gives the GC
content at the end of each simulation, and the standard deviation of this quantity. (B) Contains the
average GC content profiles, averaged over the simulations. (C) Shows the average absolute value of
the fourier coefficients, averaged over all the experiments. Note that the x-axis is in periods, rather
than frequency. Also note the logarithmic scaling on the x-axis. These ”periodograms” show clear
peaks at 10 basepair and 200 basepair periodicities. (D) is the strength of the 10 bp periodic signal,
defined as as the squared amplitude of the 10 bp signal divided by the median squared amplitude of
the entire spectrum.
sitioning sequence. Drillon, Arneodo, et al.
however found that in places like these the
GC content of the DNA oscillates, in phase
with the presence of nucleosomes, indicating
the presence of preferred nucleosome loca-
tions. The authors speculate about an evo-
lutionary origin.
Under the nucleosome digging hypothesis
however, we might expect these positioning
sequences to form on their own. It would
be interesting to see whether my simulation
reproduces these patterns. Formation of the
barriers themselves cannot be explained us-
ing nucleosome digging, so I will assume
these as a given. As a first attempt, I used a
stretch of DNA 454 basepairs long, of which
150 consecutive basepairs were AT basepairs.
The other 304 basepairs were covered by 2
nucleosomes, giving them an average linker
length of 10 bps. While unusually dense for
normal DNA, this seems common for nucleo-
somes squeezed between barriers [22]. Each
iteration of the simulation then consisted of
one mutation Monte Carlo move, and one
random walk Monte Carlo move for each nu-
cleosome. The results can be found in fig-
ure 3.4. The pattern in the GC content fol-
lows the results Drillon et al. obtained from
human DNA remarkably well, especially for
a temperature somewhere between 0.15 and
0.3. This temperature is in line with the tem-
perature as assumed from the results in sec-
tion 3.1.1.
For better comparison to the results of
20
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Figure 3.4: Two nucleosomes squeezed between
barriers, at various temperatures. The thin
lines give the average gc content, while the
thick line gives the average smoothed gc content
(smoothed over a 10 bp window). The results are
averages over 1000 simulations. Each simulation
consisted of 1000 mutation Monte Carlo moves.
Figure 3.5: Five nucleosomes squeezed between
barriers, at various temperatures. The thin lines
give the average GC content, while the thick
line gives the average smoothed GC content
(smoothed over a 10 bp window). The results are
averages over 1000 simulations. Each simulation
consisted of 1000 mutation monte carlo moves.
The bottom two figures give the results from the
simulations using a simulated annealing version
of the random walk algorithm, while the top two
use the normal random walk algorithm.
Drillon et al., I simulated 5 nucleosomes
squeezed on a 760 bp DNA stretch, with a
barrier 150 bps long. I ran this simulation
using two different versions of the random
walk algorithm (reference to section about
random walk algorithms). The results can
be found in figure 3.5. The oscillations in
the GC content in the simple random walk
version of the model are very clear, clearer
even than in the data as obtained by Drillon
et al.. In the simulated annealing version of
the model there are still some oscillations in
the GC content follwing the distribution of
the nucleosomes, but not as clear as in the
simple random walk version, or in the results
from Drillon et al..
3.3 Cancer
My (metropolis Monte Carlo) simulation
samples the entire configuration space rather
than simulate dynamic processes. Nothing
in the results can be interpreted as ’muta-
tion rates’. Therefore, the effect of muta-
tional catalysts or the height of the energy
barrier cannot be simulated. Therefore, I will
only look at the latter two effects specified
in section 1.5.3. In my simulations, the only
mutagenic agent to determine the energy of
a specific basepair will be the nucleosome.
The temperature is an adjustable parameter:
I will simulate the appearance of a muta-
genic agent through a sudden temperature
increase.
I considered again the case of a fixed nu-
cleosome on a stretch of DNA of length 147
basepairs. In this case, I let the DNA se-
quence mutate for 150 Monte Carlo steps at a
temperature of 0.2, before suddenly increas-
ing the temperature to 10, after which I al-
lowed the DNA to mutate 150 further Monte
Carlo steps. The results (averages over 10000
simulations) can be found in figure 3.6.
As was clear form the results in figure 3.2,
lower temperatures lead to clearer position-
ing sequences. It was therefore to be ex-
pected that an increase in simulation temper-
ature in a ’well-dug’ DNA sequence would
lead to ’reverse’ digging. What is some-
Version of September 8, 2020– Created September 8, 2020 - 19:05
21
22 Results
A B
Figure 3.6: MPB for a simulation with a constant temperature of 0.2, and after the temperature was
suddenly increased to 10. (A) Shows the MPB of GC for AT substitutions at various locations in the
nucleosome, and (B) the MPB for AT to GC substitutions. In both cases, the pattern corresponds to
’reverse’ nucleosome digging. Note however that this results in a much more pronounced GC to
AT MPB on the outer basepairs, than AT to GC on the inner basepairs. This also leads to an overal
increase in AT content.
what surprising about these results is that
this leads to a much more pronounced GC to
AT MPB on the outer basepairs, than AT to
GC on the inner.
When a strand of DNA is in equilibrium
with a digging nucleosome at low tempera-
ture, the GC content in its outer basepairs is
very high, compared to equilibrium at higher
temperature. As can be seen from the results
in figure 3.1.1, subfigure (A), the tempera-
ture dependence of the AT content on the in-
ner basepairs is a lot weaker. Therefore, it
makes sense that upon sudden temperature
increase the GC content on the outer base-
pairs drops sharply, while the AT content of
the inner basepairs does not increase propor-
tionally.
It is also well in line with the experimental
results of Brown et al. [29] and Pich et al. [27],
as mentioned in section 1.4.
22
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Discussion
4.1 Digging mechanism
In my thesis I formulated the hypothesis that
each specific sequence of nucleosomal DNA
represents a ’state of a system’ in the canoni-
cal ensemble. Randomly occuring mutations
then take the system from one state to an-
other, and the probability of finding a spe-
cific sequence depends on the energy asso-
ciated with that sequence and the tempera-
ture on the DNA. The results of the simula-
tions roughly agree with most of the exper-
imental findings without invoking selective
pressure, but the lack of a microscopic mech-
anism by which nucleosomes affect muta-
tions makes the nucleosome digging hypoth-
esis an incomplete and unsatisfactory theory.
I will, however, attempt to formulate a few
candidates for such a mechanism.
As mentioned in section 1.2.1 the differ-
ence between a ’good’ and a ’bad’ position-
ing sequence is mostly found in the flexibil-
ity and inherent shape of the DNA sequence:
in other words, in the elastic energy of the
wrapped DNA. Therefore, it would make
sense that any biasing effect the nucleosome
may have on the mutations is caused by the
elastic energy.
One possibility arises when we consider
a piece of DNA wrapped in a nucleosome,
but with one specific nucleotide removed.
With every type of nucleotide freely float-
ing around in the cytoplasm, the one that
’fits best’ into the gap in the curved DNA
may be the one most likely to take the open
place. This would create a mismatch in the
two DNA sequences, and subsequent action
by a repair mechanism might retain either
the old or the new basepair. This is a very
specific situation and unlikely to cause a very
strong biasing effect in the mutations, or so it
would seem to me.
Alternatively, one could argue that a ’poor’
positioning sequence wrapped into a nucle-
osome experiences greater mechanical stress
and therefore mutates more often than better
positioning sequences, thus quickly explor-
ing the ensemble until a better positioning
sequence is reached. However, this would
imply that wrapped DNA mutates at higher
rates than unwrapped DNA, which is at
odds with the results of Chen et al. [30].
This might be fixed by focusing on the
distribution of mechanical stress within the
nucleosome. Let us consider a good posi-
tioning sequence, but disrupted by a few
’wrong’ basepairs. One might expect me-
chanical stress to be concentrated in those
basepairs. This may make them more vul-
nerable to DNA damaging agents causing it
to mutate more frequently, without increas-
ing nucleosomal mutation rates as a whole.
Finally, one could start from the assump-
tion that Chen et al. formulated: that nu-
cleosomes protect DNA from damage, but
also from DNA repair. One might ar-
gue that a less-than-ideal DNA sequence
may exhibit more wrapping defects as dis-
cussed in section 1.2.2, meaning that it is less
protected from damage by the nucleosome
while poorly accessible for repair mecha-
nisms. Since the existence of bubble defects
is entirely speculative on my part, there is no
reason to assume that this is a valid explana-
tion. However, I wanted to include this as an
idea someone might find worthy to pursue.
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4.2 Concerning temperature
One would think that the temperature on hu-
man DNA is about 310 K (37 C), the tem-
perature of the human body. However, a
lot of out-of-equilibrium activity takes place
on the DNA. ATP molecules are constantly
consumed in order to transcribe or repli-
cate DNA, or reposition nucleosomes. Ad-
ditionally, exposure to UV-light, free radi-
cals or other chemicals may locally add en-
ergy to the DNA. Other processes could in
fact hold the DNA still in an almost ”forcibly
freezed” state, effectively lowering the tem-
perature. In other words, the temperature
parameter in the simulation is to be inter-
preted as the typical energy scale for pro-
cesses on the DNA to occur. This effec-
tive temperature probably varies from organ-
ism to organism, potentially explaining why
some organisms form strong nucleosome po-
sitioning signals on their DNA while oth-
ers don’t. These temperature differences be-
tween organisms would have to arise over
evolutionary timescales, meaning that over
the generations effective DNA temperature
would gradually change.
In particular Pich et al. [27] found that the
genomic divergence between humans and
other primates follows a signature which
looks very much like digging nucleosomes at
lower temperature. This suggests that, com-
pared to the last common ancestor with our
primate relatives, human DNA temperature
has somewhat decreased. This is in line with
the findings of Drillon et al. [22], where mu-
tation patterns around nucleosomes also cor-
respond to nucleosome digging at a recently
reduced temperature.
In addition to varying over evolutionary
timescales, effective DNA temperature may
even differ within the DNA of a single organ-
ism: if the temperature is determined by ac-
tivity on the DNA, genes that are transcribed
more often than others would be expected to
have a higher temperature. This may be es-
pecially true on transcription start sites, since
transcription events typically start with a few
failed attempts at initiation, located at the
transcription start sites. It is reasonable to
expect reduced nucleosome density in hot-
ter areas on the DNA as compared to cooler
spots, where they prefer to settle (and pos-
sibly dig in). Under the hypothesis of nu-
cleosome digging, this might be sufficient to
explain the formation of nucleosome barriers
at transcription start sites, without invoking
evolution.
Since genomic transcription profiles differ
among cell types, it is reasonable to assume
that these genomic temperature profiles vary
with cell types as well. Sections of the DNA
that do not code for proteins may have con-
siderably lower effective temperatures, be-
cause of the reduced activity in these loca-
tions. The effect that nucleosomes have on
the MPB is then expected to vary among
DNA sections, between cell types, and even
from day to day depending on external fac-
tors like UV-irradiation. This variation in nu-
cleosome dependent MPB would (in the hy-
pothesis that I here present) however always
be determined by one parameter: the tem-
perature.
Apart from nucleosome digging rates and
MPB’s the notion of DNA temperature may
help to inprove models for nucleosome po-
sitioning. Perhaps someone is able to deter-
mine temperature profiles based on activity
profiles on the DNA, and use this to more ac-
curately predict nucleosome positioning.
4.3 Concerning widespread
AT periodicities
AT periodicities facilitate nucleosome posi-
tioning and they are ubiquitous among eu-
karyotes and archaea. In the evolutionary
history of living organisms, they appeared
around the same time as histone proteins.
It is generally assumed that they coevolved
with the nucleosomes themselves, but as the
results in section 3.2 demonstrated they may
have formed spontaneously after the emer-
gence of the histone proteins.
One weakness undermining the validity
of this result is the problem with the ran-
dom walk algorithm, as detailed in section
2.2.3. Under this random walk algorithm,
24
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the positions of the nucleosomes do not fully
decorrelate between two successive muta-
tion Monte Carlo moves, meaning that the
nucleosomes are less mobile (or mutations
more frequent) than I assumed them to be.
However, one fundamental assumption in
the nucleosome digging model∗ as I pre-
sented it in section 1.5 is that the only thing
determining preferred nucleosome positions
is the DNA sequence itself. This is unlikely
to hold true in real DNA: chromatin remod-
elers mey actively drag nucleosomes to spec-
ified positions, and the addition of histone
H1 may lock them in place more rigorously.
The poor functioning of the random walk al-
gorithm may therefore be an error that (par-
tially) cancels an oversimplification inherent
in the model. This is entirely speculative, and
improvement of both the model and the al-
gorithm are necessary in order to draw any
conclusions from experiments where nucleo-
somes are left free to roam the DNA.
4.4 Concerning cancer
In many cancer types GC towards AT muta-
tions seem enriched in outer basepairs, while
AT to GC mutations seem enriched in inner
basebairs (as detailed in section 1.4). Over-
all, mutations tend towards an increase in
AT content. The results in section 3.3 qual-
itatively reproduce this, demonstrating that
this can be seen as a result of a sudden in-
crease in DNA temperature. This increase
leads to a weakening in nucleosome posi-
tioning (reverse digging). In many cancer
types, large scale changes in chromatin struc-
tures are observed, as reviewed by Hardi-
son and Makova in [37]. This could well
be a result of the reverse-digging process
caused by an increase in temperature. Bear-
ing in mind that altered chromatin com-
paction may affect nucleosome interactions
(see section 1.5.4), those changes may con-
tribute to the uncontrolled run-away muta-
tions that often occur in cancerous cells. In
order to investigate these effects, larger sim-
ulations or exact models of nucleosome dig-
∗Spherical cow style
ging are needed, in order to figure out the
statistical mechanics of large systems of dig-
ging nucleosomes.
It is important to note that reverse dig-
ging as a result of a temperature increase can-
not fully reproduce the effect that mutagenic
agents have on nucleosomal DNA. In some
forms of cancer, only the inner basepairs are
affected while in others only the outer. The
current incarnation of the nucleosome dig-
ging model cannot explain these features. In
both cases however, the process results in
less-strongly positioned nucleosomes (to the
best of my knowledge), which can be seen
as the result of an increase in DNA tempera-
ture. If the concept of a ”DNA temperature”
proves to hold any merit, it would seem sen-
sible to me that certain forms of DNA dys-
functioning can be linked to sudden changes
in this temperatures, and I think that this
concept is worth exploring.
4.5 Concerning pressure
In a fashion similar to the temperature, nu-
cleosome density may be expected to affect
the digging rate and the MPB. High nucleo-
some densities may restrict the motion of nu-
cleosomes sufficiently that they may start to
dig into the DNA. I did not investigate this in
my thesis, due to the problems with the ran-
dom walk algorithm that I mentioned in sec-
tion 2.2.3. Figuring out the positioning sta-
tistical mechanics of digging nucleosomes is
crucial if one is interested in the full dynam-
ics of digging nucleosomes.
In these simulations, nucleosomes were
considered as particles interacting through
excluded volume only. If one considers a
short ranged interaction (either mediated by
the DNA or in some way through space),
one could find values for nucleosomal pres-
sure. Since nucleosome densities are known
to vary among different organisms and DNA
regions, the pressure could vary in the same
manner as the temperature (mentioned in
section 4.2), adding a second parameter to
the digging model.
If, however, we consider the possibility
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of an effectively long-ranged interaction be-
tween the nucleosomes as a result of chro-
matin compaction, the story gets a little dif-
ferent (and more interesting). Many cancer
types are associated with changes in chro-
matin compaction [37], which would lead to
increased or reduced nucleosome pressure,
depending on whether the chromatin com-
paction is increased or reduced, respectively.
A sudden, genome wide change in the nu-
cleosome pressure would certainly affect the
positioning of nucleosomes, forcing them to
leave the holes that they dug over the genera-
tions and possibly causing them to dig in into
new places, almost certainly causing more
trouble.
4.6 Other forms of digging
Nucleosomes may not be the only struc-
tures determining the energy of a given DNA
sequence. Interactions between DNA and
other proteins, as well as cytoplasmic con-
tents may also have an effect, and in their
own way ’dig’ into the DNA. This may be an-
other direction worth pursuing.
4.7 Towards an abstract
model of digging
Particles interacting with a ’background’ are
by no means unique in physics. In classical
electrodynamics, charged particles shape the
electrical field, but they are not considered
to interact with the potential that they create
themselves: if they did, they would never be
able to leave their positions in classical elec-
trodynamics: the field created by a point par-
ticle is singular at the origin, so a particle in-
teracting with its own field in the same way
as a digging nucleosome interacting with the
DNA would be completely stuck. A classi-
cal electron instantaneously digs its way into
infinity.
In quantum electrodynamics, particles are
no longer point-like beings and do interact
with their own field. The bizarreness of the
quantum realm makes it harder to draw par-
allels with digging nucleosomes, however.
A better physical analogy comes when one
considers a brook running down a moun-
tain. Initially, the stream will take a seem-
ingly random course along the hillside, and
perhaps regularly changing its location. De-
pending on the incline and the mountain-
side material it might eventually carve out
a gorge, becoming ’stuck’ in place as time
progresses. The precise location where this
gorge would be formed is very sensitive
to initial conditions and any form of noise
present, but whether or not such a gorge
forms probably depends on a limited set of
parameters.
The natural course of action, or so it would
seem to me, is to generalize these features
into a model of mobile particles (of any
shape) digging into the landscape that they
reside in. The case of a point particle, with
infinite digging rate and depth would corre-
spond to classical electrodynamics and new-
tonian gravity, while finite digging rates and
depths may be found in many complex sys-
tems found throughout nature.
4.8 Selective pressure or mu-
tational bias?
Suppose that there is no nucleosome digging
mechanism, and mutations in the presence
of a nucleosome are completely random. A
good nucleosome positioning sequence con-
sists of an overall higher GC content, with
an enrichment in AA and TA dinucleotides
wherever the minor groove of the DNA faces
the histones. Completely random mutations
will destroy this (somewhat ordered) pat-
tern.
Could it be that random mutations, in-
duced by the biology and chemistry of the
living cell, work towards weakening in the
nucleosome positioning code, and that selec-
tive pressure completely reverses this, creat-
ing a trend towards stronger positioning? An
organism moving towards thermodynamic
equilibrium is an organism dying. Although
life in general is a struggle against the laws
26
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of physics, it would seem to me that the evo-
lutionary ’algorithm’ that optimizes an or-
ganisms resistance to thermodynamic equi-
librium would not result in a structure mov-
ing so boldly in the opposite direction as
where the Second Law is trying to take him.
Whenever selective pressure fights the laws
of physics head on, Darwin ends up losing
to Boltzmann.
Nucleosome digging however introduces
a mechanism where Darwin and Boltzmann
may work together in harmony as guardians
of the living. If a strongly positioned nu-
cleosome is beneficial to the organism, and
thermodynamics contributes to stronger po-
sitioning of the nucleosome, then the local
motion towards equilibrium globally con-
tributes to the survivability of the organism.
It seems to me that whenever evolution gets
a chance to fight a downhill battle, the ’algo-
rithm’ will choose to do so.
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Chapter5
Conclusion
Thus far the effect that nucleosomes have
on DNA mutations has only been studied
to a limited extent. Any influence that they
have on DNA sequence divergence has been
assumed to be the result of selective pressure.
Wherever the nucleosomes were found to di-
rectly affect mutations, this has been con-
sidered the result of chemical processes and
steric hindrance of the DNA repair apparatus
due to the presence of the nucleosomes.
In my thesis, I have proposed a new mech-
anism called ’nucleosome digging’, by which
DNA settles into a lower-energy sequence
in the presence of a nucleosome, following
the laws of thermodynamics. I tested this
in a simulation using Monte Carlo methods,
and the model turned out to be capable of
qualitatively reproducing many experimen-
tal results. However, the simulation that I
used is inherently flawed and we will have
to see whether an the results would sur-
vive improvement of the simulation. In the
meantime however, the statistical mechanics
of moving particles that dig into their sur-
roundings would seem like interesting new
physics to me, whether applicable to nucleo-
somes or not.
Although the nucleosome digging hypoth-
esis, if true, would not invalidate any evolu-
tionary explanation, the results seem to sug-
gest that evolution in this case is aided to
some extent by the laws of thermodynam-
ics. Additionally, a snugly dug-in nucleo-
some at low temperature will be protected
from mutations by the laws of thermody-
namics, yet another benefit that the nucleo-
somes would provide their organisms with
(in addition to packaging). If this turns out to
be true, any sudden changes in the position-
ing of the nucleosomes could be expected to
have the organism suffering. Under the nu-
cleosome digging hypothesis, this seems to
be what happens in cancer.
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