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ABSTRACT
Using over a million and a half extragalactic spectra we study the properties
of the mysterious Diffuse Interstellar Bands (DIBs) in the Milky Way. These data
provide us with an unprecedented sampling of the skies at high Galactic-latitude
and low dust-column-density. We present our method, study the correlation of the
equivalent width of 8 DIBs with dust extinction and with a few atomic species, and
the distribution of four DIBs – 5780.6 A˚, 5797.1 A˚, 6204.3 A˚, and 6613.6 A˚ – over
nearly 15 000 deg2. As previously found, DIBs strengths correlate with extinction and
therefore inevitably with each other. However, we show that DIBs can exist even
in dust free areas. Furthermore, we find that the DIBs correlation with dust varies
significantly over the sky. DIB under- or over-densities, relative to the expectation from
dust, are often spread over hundreds of square degrees. These patches are different for
the four DIBs, showing that they are unlikely to originate from the same carrier, as
previously suggested.
Key words: ISM: general – ISM: lines and bands – ISM: molecules – dust, extinction
– surveys – techniques: spectroscopic – astrochemistry
1 INTRODUCTION
The diffuse interstellar bands (DIBs) – unidentified absorp-
tion features that have been detected so far in the optical
and near infrared wavelength range – are a long standing
mystery in astronomical spectroscopy (e.g, Herbig 1995 and
Sarre 2006). The first DIBs were discovered in stellar spec-
tra in 1919 (Heger 1922) and were stationary in the spectra
of binary stars, thus associated with the interstellar medium
(Merrill 1936; Merrill & Wilson 1938).
So far, hundreds of DIBs have been found, and large
molecules and their ions as the most likely candidate car-
riers (see Herbig 1995 for a review). Many carriers of DIBs
have been proposed since their discovery, from polycyclic
? dalyabaron@mail.tau.ac.il
† dovi@tau.ac.il
aromatic hydrocarbons (PAHs) (Salama et al. 1999; Zhou
et al. 2006; Leidlmair et al. 2011), to fullerenes (Kroto et al.
1985), and various hydrocarbon molecules and ions such as
HC5N
+, HC4H
+, and linear C3H2 (Motylewski et al. 2000,
Kre lowski et al. 2010 and Maier et al. 2011 respectively).
However the small number of wavelength matches that have
been observed and the large number of features in inter-
stellar spectra have so far prevented reliable identifications.
Given the large number of known DIBs, a secure identifi-
cation of a given carrier with a set of lines will require not
only state-of-the-art laboratory spectroscopy, but also astro-
nomical evidence that these specific lines are co-located and
their strength correlated.
DIBs studies are generally based on stellar spectra, typ-
ically at low galactic latitude and relatively high extinction
(though several studies used extragalactic sources, such as
stars in nearby galaxies or supernovae, to study the DIBs
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in the Milky-way (MW), e.g., Welty et al. 2006; Cox et al.
2006; Cordiner et al. 2008, 2011; van Loon et al. 2013). More-
over, many studies are based on exquisite spectra, albeit
only through a handful of sight lines, and thus suffer from a
difficulty to draw general overarching conclusions. Recently,
studies have raised these numbers to hundreds of stars (e.g.,
Friedman et al. 2011; hereafter F11) and even larger samples
(Kos et al. 2013 who studied the 8620 A˚ DIB using 500 000
spectra). Zasowski et al. (2014) use 60 000 infrared spectra,
Yuan & Liu (2012) use 2000 stellar spectra from the Sloan
Digital Sky Survey (SDSS), and Ma´ız Apella´niz et al. (2014)
are compiling a sample that will consist of thousands of stel-
lar spectra.
The public domain already includes a large number of
spectra that could be used to study DIBs in a statistical
manner. Poznanski, Prochaska & Bloom (2012) (hereafter
P12) used a million SDSS spectra of galaxies and quasars
to study the mean properties of the Milky Way Na I D ab-
sorption doublet. They showed that even though every spec-
trum has low signal-to-noise (S/N), by binning the spectra
in large numbers (typically more than 3000) one can detect
the doublet and measure its equivalent width (EW). As we
show below, updating the data and optimizing the method
of P12, we can recover and study many DIBs, through many
sight lines, even though the DIBs are much weaker than the
sodium doublet.
Since our sample consists of more than 1.5 million spec-
tra that span over 15 000 deg2 we are less prone to the sys-
tematics and variance that arise when one compares indi-
vidual sight lines, though a different set of systematics is
unavoidable. Furthermore, we are probing a high Galactic-
latitude environment that has been barely studied before.
In Section 2 and 3 we present the data and our method,
which includes extensive simulations for uncertainty esti-
mation. We use these in Section 4 to study the relation of
DIB strength with dust, sodium, and calcium, integrated
over the entire SDSS footprint. in Section 5 we study the
distribution over the sky of 4 DIBs after we correct for
the general dependance on dust column density. We review
and discuss our findings in 61. All the tables, as well as
the data that went into our figures can be downloaded at
www.astro.tau.ac.il/∼dovip/dibs.zip.
2 STACKING SPECTRA
The wavelengths and basic parameters of DIBs are gath-
ered from the catalog of Jenniskens & Desert (1994), later
updated with new discoveries from Jenniskens et al. (1996)
and Krelowski, Sneden & Hittgen (1995). We cross match
these DIBs with the more recent catalog of Hobbs et al.
(2008) and Hobbs et al. (2009), discarding all lines which
1 While performing this analysis we became aware of a similar
effort by Lan, Me´nard & Zhu (2014). We decided to finish the
two analyses independently and submit the two papers simulta-
neously. Section 6 briefly compares their work to ours.
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Figure 1. Top to bottom: a random SDSS QSO spectrum with
mr = 21 mag, multiplied by 0.3 (black), a stack of 70 000 spectra
with a median color excess of E(B−V ) = 0.05 mag (blue dotted),
a stack of the entire SDSS sample (blue dashed), and a simulated
DIB spectrum (blue).
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Figure 2. Example fit for the 5780.6 A˚ DIB. Black line is the
stacked spectrum, coloured lines are the individual Gaussian com-
ponents. The horizontal grey line represents the limits of the fit-
ting range as defined in section 3, and the red dashed line is our
fit: a sum of all the Gaussians.
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Figure 3. Right: 4 representative examples of synthetic lines (out
of the 10 000 we simulate) in a typical color-excess bin (black),
and best fitting Gaussian function (blue). Left: the EW of the
lines vs. E(B− V ). The black data points are the measured EW,
blue lines are the best linear fit for different continuum levels
(0.88, 0.9 and 0.94) while the red line is the simulated relation.
The 0.9 continuum level typically works best.
are not present in the more recent catalog. We remain with
175 DIBs in total.
The SDSS ninth data release (Ahn et al. 2012) includes
more than 200,000 Quasars (QSOs) and about 1.3 million
galaxies with low resolution ( λ
∆λ
∼= 1800) and low S/N (4–
20 per resolution element) compared to spectra typically
used for DIBs studies. From these we choose spectra with
redshift z > 0.005 in order to avoid contamination from
absorption lines in the rest frame of the QSOs and galaxies.
This limit translates to a minimum offset of 30 A˚ between
host galaxy and Milky Way (MW) lines. After excluding
stellar spectra that were mistakenly identified as QSOs and
galaxies by the SDSS pipeline (we identified these stars via
their Balmer absorption lines), we remain with 1,307,656
galaxies and 213,959 QSOs, out to z ≈ 5 , more than a
million and a half spectra in total, about 50 percent more
than P12 who used DR8. The large redshift span allows us
to smear out any rest frame features.
Although the SDSS pipeline includes correction for tel-
luric lines, residual telluric lines may appear when binning
thousands of spectra. We use TelFit 2 (Gullikson, Dodson-
Robinson & Kraus 2014) to fit telluric lines and remove
them. We find a non negligible telluric line residual near
the 6281.1 A˚ DIB and the near Na I D doublet, the remain-
ing telluric lines we detect do not affect our fitting process.
We therefore discard the 6281.1 A˚ DIB from further analysis
and subtract the telluric line near the Na I D doublet.
For correlation with the column density of dust we use
the maps of Schlegel, Finkbeiner & Davis (1998) (hereafter
SFD) who used all-sky measurements of infrared emission
as a tracer of dust content.
We expand the method used by P12 to the entire wave-
length range of the SDSS spectra: first we linearly interpo-
late every spectrum to an identical wavelength grid of 0.5 A˚
resolution, in the 3817−9206 A˚ range. We use the Savitzky-
Golay (SG) smoothing algorithm (Savitzky & Golay 1964)3
with a 2nd order polynomial fit and a moving window size
of 150 A˚ to fit and divide out the continuum, thus obtaining
normalized fluxes. This removes all intrinsic features except
for narrow lines. With a 150 A˚ window, the smoothing re-
moves only features that are broader than 100 A˚, thus even
the broadest DIBs should be left untouched. We then group
the spectra by their color excess value, E(B − V ) (or coor-
dinates in Section 5), using the maps of SFD, and combine
them by calculating the median at every wavelength. Cal-
culating medians requires one to sort the fluxes, a computa-
tionally expensive procedure, but we tried several different
methods of averaging with sigma clipping and got poorer
S/N than with medians.
The grouping and stacking of spectra is performed
within a database we built for that purpose, using the
SciDB open-source scalable array-database4, that allows
large datasets to be accessed rapidly by parallel processes,
with native complex analytics. Technical details will be pub-
lished in Yao et al. (in preparation).
In figure 1 we show the result of stacking 70,000 spec-
2 TelFit is a python wrapper to LBLRTM,
the Line-By-Line Radiative Transfer Model.
http://www.as.utexas.edu/∼kgulliks/projects.html
3 SG is a generalization of ‘running mean’ where instead of fitting
a constant in the window (the mean) one can fit a polynomial.
4 www.scidb.org
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tra, as well as stacking the entire SDSS, compared to a sin-
gle spectrum. The gain in S/N is obvious. When comparing
the stacked spectra to a simulated spectrum based on the
DIB catalog convolved with the SDSS resolution, one can
see that we recover not only the strong 5780.6 A˚ line, but
also the much weaker line 5797.1 A˚. The median color-excess
value of the 70,000 stacked spectra (0.05) is higher than for
the entire SDSS sample (0.03). 5780.6 A˚ is shallower in the
deeper stack because its strength correlates with extinction.
3 EW MEASUREMENTS AND
UNCERTAINTIES
Since our resolution is too low to resolve any line structure
we can simply fit Gaussians to measure the EW of the DIBs.
Due to the large number of DIBs in the wavelength range
and the low resolution of the SDSS spectra, most of the
lines are blended. As a result we are limited in the number of
DIBs we can measure well, a question we explore extensively
via simulations later on in this section. For each line we
set the initial fitting range to be 10 times the line’s full
width half maximum (FWHM). In case there are no other
lines (DIBs or known molecular and atomic lines from a list
kindly provided by N.L.J. Cox, private communication) in
the initial fitting range we define the line as isolated and
the fit is straightforward. Otherwise, for every additional
line in the initial fitting range, we increase the range until
it includes all the blended lines around the initial line. We
then fit multiple simultaneous Gaussian functions, one for
each line in the range. For every included DIB we allow the
central wavelength and width to vary within the cataloged
uncertainty.
One can see the process in figure 2: the initial DIB is
5780.6 A˚. Since the DIB is blended we increase the fitting
limits until all the blended lines are included. We then fit
simultaneously 17 Gaussian functions and extract the Gaus-
sian that represents the line of interest. We compute the EW
by integrating over the best fitting Gaussian function.
To estimate our uncertainty and look for possible biases
we measure the flux and the EW of synthetic lines. We cre-
ate synthetic absorption lines by randomly assigning their
depth, FWHM and central wavelength. The synthetic lines
are Gaussian shaped with amplitudes and FWHMs that are
similar to the DIBs typical values: amplitudes near 10−3 and
FWHM of the order of a few A˚, for half of the Gaussians we
set the amplitude to be extinction dependent.
Accuracy should compel us to simulate the effect of our
entire pipeline on the synthetic lines, which entails their in-
troduction into the spectra before stacking. We multiply ev-
ery single, original, spectrum by a synthetic spectrum that
contains the synthetic lines. We then process the spectra
as before, normalizing, removing broad source signal, and
stacking. We compared the spectra thus obtained to the re-
sult of injecting the lines on the already-stacked spectra, and
find that the resulting spectra and lines are virtually identi-
cal. We therefore simulate the lines on the stacked spectra.
This requires much less computational resources (since we
operate on tens of spectra, rather than hundreds of thou-
sands), and shows that we do not introduce a significant
bias during the stacking process. To probe the entire wave-
length range we inject 50 lines with various atributes and
measure their EWs. We repeat the process 200 times, each
time randomizing the amplitude, its dependance on extinc-
tion, FWHM and central wavelength. This results in 10 000
synthetic absorption lines in total that map the relevant pa-
rameter space well.
Figure 3 shows on the right four representative syn-
thetic lines. The figure shows only the line’s best fit Gaussian
though all the absorption lines in the range of the plot are
fitted. Clearly the synthetic lines can be detected, and we
find that their EW can be measured down to 5mA˚. Around
this level we consistently find that the error in EW is compa-
rable to its value. We subsequently use this as our detection
limit.
The synthetic lines allow us to measure the errors
caused by uncertain continuum estimation and line blending
that are typically the main causes for uncertainty underes-
timation (e.g., Herbig 1995 and F11). For example, McCall
et al. (2010) speculated that the nearly perfect correlation
between the DIB pair 6196 A˚ and 6613 A˚ can deviate from
a perfect correlation, if the DIBs are indeed vibronic transi-
tions of the same molecule, due to a systematic error caused
by the continuum uncertainty.
The SG algorithm we use to normalize the initial spec-
tra removes very broad and low frequency features (typically
broader than 100 A˚). Decreasing the window size of the SG
algorithm results in removal of narrower features, which we
want to avoid in order to keep the absorption lines intact.
We therefore do not get a continuum level that is perfectly
equal to 1. We account for these offsets by fitting for the
continuum level. We try the following continuum-level def-
initions: fitting a linear and 2nd polynomial order curve to
the fitting range, setting the continuum level to be a con-
stant at the 88th-98th percentile of the flux in the fitting
range, or forcing the continuum level to be unity in every
fitting range. For every method we measure the EW of the
synthetic lines and compare it to the EW we introduced. One
can see in figure 3 the EW of the synthetic lines vs. E(B−V )
for the 88th, 90th and 94th percentile continuum level. We
find that defining the continuum level to be constant as the
90th percentile of the flux in the fitting range predicts the
initial EW with the smallest scatter. Furthermore, we find
that for that same definition there is no systematic offset in
the fluxes we measure. We therefore use it, as it minimizes
both statistical and systematic errors.
P12 found a systematic shift, where their EW mea-
surements on the SDSS spectra were consistently underes-
timated by about 10 percent. They assigned this shift to a
bias that arises from the uneven distribution of the sample
which is skewed towards low extinction spectra. Although
we do not find a systematic shift in the DIBs central depth
at the 90th continuum level, we find a systematic shift of 3
percent between the measured and introduced EW, indicat-
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Figure 4. Left panel - median spectrum at a typical E(B-V)
value (black), the Gaussian fit for the single DIB (blue), and
full fit including other components (red dashed). Right panel -
measured EW vs. E(B − V ) (blue data points), the best linear
fit we deduced (green solid) and the slopes F11 and K13 deduced
(ζ and σ lines of sight) in red dashed, doted and dash-doted,
respectively. When the relation is clearly is not linear, we restrict
our fit to the linear range.
ing that our line widths are slightly underestimated during
the Gaussian fitting. To account for this systematic shift in
EW measurement, which is a few times smaller than our
typical statistical uncertainty, we add a 3 percent correction
to every EW value derived from the stacked spectra.
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Figure 5. Same as Figure 4 for 4 additional DIBs.
Using the 10 000 synthetic lines, we measure the resid-
ual between the simulated and measured EW, and determine
the median error as a function of the EW, the wavelength –
accounting for the effects of blending with nearby lines, and
the goodness of the fit to the data. We use these as estimates
of the uncertainty in the EW measurements of the real lines
as a function of their own measured EW, wavelength, and
goodness of fit. We find that typically, for EWs between
60 and 1000 mA˚, our uncertainties are of order 15–20 per-
cent. This is a non-negligible fraction, but it is due in large
parts to blending, and it accounts for all the major sources
of uncertainty, including the one stemming from continuum
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Sample of DIBs EW as a function of E(B-V)
DIB[A˚]a E(B − V ) ∆+E(B − V ) ∆−E(B − V ) EW[mA˚] ∆EW[mA˚]
5780.6 0.0147 0.00106 0.00101 5.31 0.88
5780.6 0.0208 0.00084 0.00078 11.74 1.94
5780.6 0.0223 0.00074 0.00067 17.6 2.91
5780.6 0.0238 0.00078 0.00073 11.11 1.83
5780.6 0.0253 0.00116 0.00107 20.23 3.34
5780.6 0.0269 0.0013 0.00119 18.17 3.0
5780.6 0.0285 0.00143 0.00142 16.5 2.72
5780.6 0.0302 0.00102 0.00092 28.87 4.77
5780.6 0.0321 0.00091 0.00082 23.76 3.92
5780.6 0.034 0.00096 0.00089 27.86 4.6
5780.6 0.0361 0.0007 0.00064 24.81 4.1
5780.6 0.0384 0.00069 0.00061 26.73 4.41
5780.6 0.0407 0.0007 0.00061 35.76 5.9
5780.6 0.0433 0.00067 0.00061 33.59 5.54
5780.6 0.046 0.0132 0.00427 31.07 5.13
5780.6 0.0491 0.00068 0.00062 43.52 7.18
5780.6 0.0528 0.00238 0.00253 37.35 6.17
5780.6 0.0576 0.00171 0.00175 34.59 5.71
5780.6 0.0646 0.00341 0.00389 43.75 7.22
5780.6 0.0762 0.00607 0.00868 64.77 10.69
5780.6 0.1065 0.01754 0.06285 83.32 13.75
aFull data available in the online version.
Table 2. DIB-dust fit parameters
DIB Intercept Aa Ba
5704.7 1.7σ 0.36± 0.17 0.0141± 0.0081
5747.8 0σ 0.20± 0.16 0.0021± 0.0083
5779.5 6.3σ 0.235± 0.089 0.0266± 0.0042
5780.6 1σ 0.813± 0.073 −0.0032± 0.0034
5797.1 0.1σ 0.261± 0.090 0.001± 0.011
6010.6 2.2σ 0.18± 0.17 0.0181± 0.0081
6204.3 0.4σ 0.28± 0.17 0.0030± 0.0081
6613.7 0.25σ 0.17± 0.15 0.0025± 0.0098
aParameters for the best linear fit of DIB EW vs. E(B − V ):
EW[A˚] = A · E(B − V ) +B.
determination that is often not quantitatively taken into ac-
count in past works. At lower EWs and in many parts of the
spectrum where the density of lines is significant, our EWs
are unreliable. Moreover, our simulations do not account for
false positives detections, which could occur for weak lines.
This limits our subsequent analysis to a few strong or rela-
tively isolated lines.
Since some of the DIBs we fit are weaker than our noise
threshold one may argue that they should not be included
in the fitting process of blended lines. We therefore compare
our fitting process to fitting only DIBs that are stronger than
the noise threshold. We use the lowest reddening bin (mean
color-excess 0.0146) and simulate absorption lines with dif-
ferent strengths, and a central wavelength that corresponds
to the 8 DIBs we measure in section 4. We compare the mea-
sured EW to the one we simulate, using both fitting meth-
ods, and consistently find a bias in the method that ignores
weak lines, showing that our method is more precise.
4 CORRELATIONS OF DIBs WITH OTHER
ISM SPECIES
4.1 DIBs and dust extinction
Since their discovery studies have shown that DIBs EW cor-
relate with reddening, though with a non negligible scatter
(Merrill & Wilson 1938). As the S/N increased and the mea-
surements were refined, it became apparent that much of the
scatter is intrinsic and not due to measurement errors (see
Kos & Zwitter 2013 for example; hereafter K13).
To measure the EW as a function of dust column density
we bin the spectra over similar values of E(B−V ) as derived
from the SFD maps. We tested various numbers and sizes of
bins. For 0.02 < E(B − V ) < 0.3, where we have the major-
ity of the spectra, we fix the number of objects per bin. The
number of bins for this color-excess range was determined
by varying it from 10 to 40, every time comparing the result-
ing EW to the extinction. We found that the S/N and the
results are always consistent and stable and do not depend
on the number of bins. However, we have only 1500 spectra
at E(B−V ) > 0.3, spanning a large range of color-excesses.
Since 1500 spectra are not sufficient for obtaining the nec-
essary S/N for DIBs measurement, we exclude this range
from further analysis. All the spectra at E(B − V ) < 0.02
(nearly 400,000), where the EW is very small and difficult
to measure, are stacked in a single bin. Below, we present
results using 24 bins, with 70000 spectra per bin, that seem
to sample the relation well. We note that our last bin reaches
E(B − V ) = 0.3, but the median color excess of its spectra
is close to E(B − V ) = 0.11, so that our effective dynamic
range is between no extinction and E(B − V ) ∼ 0.15.
Figures 4 and 5 show the EW vs. E(B − V ) relations
for the 8 DIBs that can be measured given our S/N. We
only present DIBs for which the uncertainties in the linear
parameters are smaller than the parameters. The 6204.3 A˚
and 6203.2 A˚ pair is blended, the EW of the 6203.2 A˚ DIB
is below our detection threshold and we discard it from the
analysis. Table 1 includes a sample of the measurements (all
available in the online version). Table 2 includes the best
fitting linear parameters.
Some of the DIBs in table 2 have an EW-dust relation
that does not intercept the origin. While a negative intercept
with the y-axis is often interpreted as an energy threshold
effect (see F11), we usually find positive intercepts, which
would indicate that some DIBs can exist in regions devoid of
dust. Similarly, the 2175 A˚ bump in the extinction curve of
galaxies, which has often been discussed as related to DIBs,
shows a decoupling from dust extinction (Zafar et al. 2012).
The 5780.6 A˚ and 5797.1 A˚ DIBs are believed to be
found in diffuse clouds, with the 5780.6 A˚ DIB appearing
stronger where the UV radiation field is stronger and the
5797.1 A˚ DIB appearing stronger in UV shielded fields, sup-
posedly being destroyed by UV radiation, as seen in the MW
and other galaxies (Kre Lowski, Galazutdinov & Musaev
1998; Cami et al. 1997; Cox et al. 2006; Welty et al. 2006).
However, Cordiner et al. (2011) found a negative correla-
tion between the strength of 5780.6 A˚ and UV flux in M31,
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. DIB EW – 5780.6 A˚ (top) and 5797.1 A˚ (bottom) – versus atomic EW – Na I D1 and D2 (left) and Ca II H&K (right). Lines
are the best linear fit for the different components.
suggesting that the carrier of this DIB is destroyed by UV
radiation. They note that this could instead be evidence
for the production of enhanced quantities of DIBs carriers.
Studies have also suggested that DIB ratios might be linked
to UV irradiation and extinction and argued that the scat-
ter in the EW-E(B−V ) relations of DIBs is due to different
radiation fields in interstellar clouds (see Krelowski et al.
1992, Cami et al. 1997 and K13). K13 addressed this issue
by dividing their spectra into the 2 known groups, σ (not UV
shielded) and ζ (UV shielded) sight lines, based on the EW
ratio between 5780.6 A˚ and 5797.1A˚, claiming that interme-
diate sight lines must also exist since the transition between
the two types should be smooth. They showed that divid-
ing the spectra into σ and ζ sight lines reduces the scatter
in EW-reddening relation and that the behavior of the EW
and reddening differs for some of the DIBs (4964 A˚, 5797 A˚,
5850 A˚, 6090 A˚, 6379 A˚, 6613 A˚ and 6660 A˚) for the differ-
ent sight lines. F11 deduced EW-reddening relation with a
slope that is within the range of the two types of sight lines
(as also found by others, e.g. Yuan & Liu 2012 and Phillips
et al. 2013).
Unlike the intercepts we find, K13 find negative inter-
cepts for the 5797.1 A˚ and 5780.6 A˚ DIBs as shown in figures
4 and 5. They note that this seems to be characteristic to all
observed DIBs for the ζ sight lines due to the fact that UV
shielded regions can only exist where dust column density
is high enough. Had they forced the fit to pass through the
origin, then their slope would have been lower. The slopes
of the EW and reddening relation we find for the 5797.1 A˚
and 5780.6 A˚ DIBs above are even higher than K13 steepest
ζ sight lines (the slope for 5797.1 A˚ 0.199 ± 0.020 and for
5780.6 A˚ 0.603 ± 0.056) by 30 percent, although only the
difference for the 5780.6 A˚ DIB is significant (see also van
Loon et al. 2009, who find a σ-type behavior in the Galac-
tic Disc-Halo interface). Since the relation we obtained is
based on binning different spectra and averaging them we
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would expect our relations to be intermediate. Furthermore,
we probe an environment that is not UV shielded, with very
low column densities.
McIntosh & Webster (1993) studied the strength of the
DIBs 4428 A˚, 5780.6 A˚ and 5797.1 A˚ as a function of Galactic
latitude. They found that the strength of 4428 A˚ relative to
the others is greatest at low latitude and decreases with in-
creasing latitude whereas the strength of 5797.1 A˚ is greatest
at high latitude. van Loon et al. (2013), who use over 800
stars to study the high Galactic latitude DIBs and in the
LMC, find that the growth of the EW of the 4428.1 A˚ ap-
pears to slow down as the EW of the 5780.6 A˚ DIB grows.
These findings may explain the absence of the usually strong
DIB at 4428 A˚ in our spectra, which are mostly at high lati-
tude. Furthermore, we find that 5780.6 A˚ and 5797.1 A˚ tend
to have higher EW per reddening unit compared to the more
UV shielded, Galactic plane. Our results therefore reinforce
the findings of McIntosh & Webster (1993).
However, a simple comparison between our sample and
all the studies discussed above is misleading, since most of
their sight lines are at high extinction which dominates the
fit. F11 do have many stars we can compare to, and it seems
clear that we tend to measure EWs which are larger than
they measure for 5797.1 A˚ and 5780.6 A˚ DIBs. Our spec-
tra are integrated over multiple sight lines and clouds, and
low extinction, so that we mostly probe inter-cloud gas. The
scale height of dust in the Milky Way is of a few hundreds
pc (e.g., Drimmel & Spergel 2001), but the coronal gas
(or hot ionized medium) can be found up to 10 times far-
ther away at high Galactic latitude. If the scale height of
DIBs is larger than that of dust – if DIBs can reside fur-
ther into the harsh halo, or at least somewhat outside the
dusty disk – then we expect their EW-E(B − V ) relation to
have both steeper slopes and larger intercepts in our sample
than previously measured at lower Galactic latitudes, as we
integrate over higher column densities of DIB carriers for a
given dust column density. Recently, Kos et al. (2014) inde-
pendently reached a similar conclusion, using pseudo three
dimensional maps of the 8620 A˚ DIB.
We examine whether we can find a dependence of the
dust-DIB relations on Galactic latitude. We split our data
into three bins of latitude, above 45 deg (56 percent of
the spectra), below −45 deg (13 percent), and in between
(31 percent). Within each bin we measure the EW of the
5780.6 A˚ as a function of color excess. Only below −45 deg
we find a different slope than the 0.8± 0.07 we find over the
entire sky. Instead we find a slope for the best fitting line
that is even higher, 1.4 ± 0.2. This results should be taken
as indicative only, since it is based on a small number of
spectra, but it hints that the correlation between the dust
and DIB-carrier column densities may be quite different in
different regimes, even at supposedly similar extinctions. As
we show in section 5, the DIB-dust relation can change dra-
matically between sight lines, in a non-trivial way that is
not necessarily correlated with latitude.
Table 4. DIB-atom fit parameters
DIB Atom A B Corr
5780.6 NaID1 0.265± 0.0006 −13.962± 0.1159 -0.94
5780.6 NaID2 0.2362± 0.0006 1.9305± 0.0807 -0.88
5780.6 CaII K 0.1583± 0.0004 −48.1441± 0.2171 -0.98
5780.6 CaII H 0.1549± 0.0004 −33.7255± 0.1695 -0.97
5797 NaID1 0.1025± 0.001 −6.408± 0.2043 -0.97
5797 NaID2 0.0951± 0.0009 −0.9043± 0.1548 -0.94
5797 CaII K 0.0655± 0.0006 −21.4761± 0.3584 -0.99
5797 CaII H 0.0482± 0.0005 −7.391± 0.2271 -0.97
Parameters for the best linear fit of atomic line versus DIB EWs:
EW(DIB)[A˚] = A · EW(atom)[A˚] + B and the correlation coeffi-
cient.
4.2 DIBs vs. NaID, CaII
By construction our spectra include only contributions from
the ISM without a stellar component. This allows us to de-
rive more robust relations between DIBs and atomic species.
We measure the EWs of interstellar Na I D doublet and Ca II
H&K lines and plot them against the EWs of the strongest
DIBs: 5780.6 A˚ and 5797.1A˚. We present the plots in figure
6, the EW measurements in table 3 and the parameters of
the best linear fit in table 4. These relations should only be
applied in the linear regime of the curve of growth which we
probe here, at E(B − V ) < 0.15.
Clearly there is a significant correlation between all
these constituents, as found before (e.g., Herbig 1993; Kos &
Zwitter 2013). This is to be expected if the DIBs and known
atomic species are co-located.
5 MAPPING DIBs
5.1 Tiling the sky
Figure 7 shows the distribution of our sample in Galactic co-
ordinates, compared to the samples of F11 and K13. Clearly,
we sample much higher Galactic latitudes and span a much
larger, and continuous, area on the sky. The average den-
sity of spectra in SDSS is about 100 spectra per deg2. In
order to obtain a sufficiently high S/N for detecting DIBs
we must stack hundreds or thousands spectra, even when
restricting ourselves to the few strongest lines. However, in
order to study the distribution of the DIBs as a function of
sky coordinates with the highest possible resolution we wish
to group as few sight lines as possible.
We optimize as follows. We use healpix5 that provides
an algorithm for subdividing the surface of a sphere into
equal-area pixels which are arranged into lines of equal lati-
tude (Go´rski et al. 2005). We start by dividing the sky into
12 288 Healpix pixels, each pixel with an area of 3.35 deg2.
5 http://healpix.sourceforge.net/
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Table 3. EW measurements for atoms
E(B − V ) ∆+E(B − V ) ∆−E(B − V ) NaID1 [mA˚] NaID2 [mA˚] CaII K [mA˚] CaII H [mA˚]
0.0208 0.00084 0.00078 92.8± 15.8 44.0± 7.5 396.2± 19.8 352.0± 17.6
0.0223 0.00074 0.00067 113.6± 19.3 45.3± 7.7 384.1± 19.2 375.5± 18.8
0.0238 0.00078 0.00073 104.2± 17.7 51.0± 8.7 406.6± 20.3 299.3± 15.0
0.0253 0.00116 0.00107 122.8± 20.9 54.9± 9.3 394.2± 19.7 366.3± 18.3
0.0269 0.0013 0.00119 119.9± 20.4 61.4± 10.4 449.3± 22.5 314.7± 15.7
0.0285 0.00143 0.00142 114.8± 5.7 69.7± 3.5 410.8± 20.5 295.0± 14.7
0.0302 0.00102 0.00092 117.9± 5.9 74.7± 3.7 418.6± 20.9 354.8± 17.7
0.0321 0.00091 0.00082 134.0± 6.7 92.1± 4.6 448.0± 22.4 371.4± 18.6
0.034 0.00096 0.00089 145.2± 7.3 104.2± 5.2 483.5± 24.2 401.9± 20.1
0.0361 0.0007 0.00064 160.2± 8.0 109.7± 5.5 517.5± 25.9 454.0± 22.7
0.0384 0.00069 0.00061 163.2± 8.2 118.0± 5.9 471.3± 23.6 357.9± 17.9
0.0407 0.0007 0.00061 171.6± 8.6 119.4± 6.0 485.5± 24.3 418.9± 20.9
0.0433 0.00067 0.00061 174.8± 8.7 134.1± 6.7 508.1± 25.4 443.1± 22.2
0.046 0.0132 0.00427 179.3± 9.0 131.2± 6.6 521.9± 26.1 425.1± 21.3
0.0491 0.00068 0.00062 194.3± 9.7 150.5± 7.5 528.8± 26.4 402.3± 20.1
0.0528 0.00238 0.00253 209.9± 10.5 168.6± 8.4 573.1± 28.7 445.6± 22.3
0.0576 0.00171 0.00175 226.5± 11.3 190.9± 9.5 624.9± 31.2 514.5± 25.7
0.0646 0.00341 0.00389 250.3± 12.5 215.0± 10.8 642.4± 32.1 505.7± 25.3
0.0762 0.00607 0.00868 271.7± 13.6 233.2± 11.7 657.7± 32.9 510.4± 25.5
0.1065 0.01754 0.06285 313.7± 15.7 279.8± 14.0 656.1± 32.8 729.0± 36.4
EW measurments as a function of E(B-V) for atoms.
We group the pixels using a modified closest-neighbor algo-
rithm using extinction from SFD as a proxy for similarity.
Every pixel starts as a one sized group and the group’s ex-
tinction is defined as the average extinction over all the spec-
tra in it. For every group that contains less than 5000 spec-
tra, we select the closest extinction group out of the nearest
neighbors, merging the groups to a single group and updat-
ing the mean extinction. We continue merging groups until
every group contains a sufficient number of spectra. The
grouping procedure depends on the pixel ordering, i.e. dif-
ferent pixel ordering could yield different groups. We adopt
the healpix ring ordering system (see Go´rski et al. 2005 for
details).
The bottom part of figure 7 shows the final 250 groups
we obtain. Most of the groups cover an area of 20–40 deg2
and a small number groups (roughly 30 groups) cover an
area of 50–100 deg2. In figure 8 we present the average color
excess and its standard deviation per group. One can see
that the majority of the groups have a relatively small scat-
ter, typically smaller than 20 percent.
5.2 The distribution of DIBs on the sky
From here on we study the following DIBs: 5780.6, 5797.1,
6204.3 and 6613.7 A˚, which are all well-studied, strong, and
isolated enough to be detected with a relatively small num-
ber of spectra being stacked. The stacking and EW measure-
ment procedure are identical to the one described in Section
2. Since we use bins with a somewhat smaller number of
spectra we find that simulated DIBs are detectable when
their EW is higher than 7 mA˚, rather than the 5 mA˚ found
before.
Since the four lines are strongly correlated with extinc-
tion, as shown in Section 4.1, the distribution of their EW
on the sky is of little interest as it generally follows the
SFD map shown in the top panel of Figure 8. Instead, We
measure deviations from this expectation with regard to the
uncertainty of the mean relation and the uncertainty of the
measured EW. For every stacked spectrum, we calculate the
expected equivalent width EWe based on the color-excess
dependence measured over the entire sky in Section 4.1, and
show in Figure 9 the normalized residual, (EW−EWe)/EWe
for every DIB. In order to present the uncertainty of the
normalized residual we divide the normalized residual by its
uncertainty, essentially measuring the significance of every
residual value. The uncertainty of the normalized residual
is calculated as the quadrature of the uncertainty of EW
and the uncertainty of EWe. In the absence of scatter or
measurement uncertainties a residual map should be zero
throughout. We see however that the 5780.6 A˚ map shows
significant deviations from that, while the 5797.1, 6204.3 and
6613.7 A˚ maps show deviations that are not individually sig-
nificant. The high uncertainty (50 percent and more) of the
mean EW-reddening relation of 5797.1, 6204.3 and 6613.7 A˚
dominates the normalized residual uncertainty and devalues
the significance of the residuals. It is therefore apparent that
dust is far from being a good tracer of the 5780.6 A˚ DIB, as
was suggested by previous studies.
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We present the residual maps without normalizing by
the uncertainty in figures 10 and 11. All the maps show
deviations from the expected EW, with typically a large
number of small negative residuals and a small number of
high positive residuals. This imbalance is at least partially
due to the fact that EWs cannot be smaller than our 7 mA˚
floor, but have no upper limit, so that negative divergence is
capped but positive divergence is not. We note that while the
residuals in a given patch of sky might be insignificant, its
significance is reinforced by neighboring regions that follow
the same trend.
A few intriguing results are apparent when observing
the residual maps. First, they are different from each other.
The different DIBs are over (or under) abundant in differ-
ent areas. This is an indication that that the four lines have
four different carriers as was suggested by previous (e.g.,
Cami et al. 1997, Moutou et al. 1999 and F11). Secondly,
the DIB density fluctuations often cover areas of hundreds
of square degrees, encompassing a few adjacent groups, as
neighboring groups tend to have similar residuals. Thirdly,
different groups (which consist of unrelated spectra) that di-
verge most strongly from the general trend and have extreme
residual values (with EWs 3–5 times larger than expected)
are small and isolated. In figure 12 we show an example for
such a group – the EW of 5780.6 A˚ is normal, but 5797.1 A˚
is much stronger than expected, and in fact stronger than
5780.6 A˚, which is very unusual. These maps are effectively
a measurement of the distribution of the various DIB carri-
ers on the sky, and future comparisons to other ISM species
may perhaps point to the carrier of each line.
6 CONCLUSIONS
While most of our findings have been discussed before, we
have an unprecedented coverage of more than a quarter of
the sky, mostly at high Galactic latitude. We study the cor-
relations of DIBs strength with dust extinction, a handful
of atomic species, and the distribution of DIBs on the sky.
Our results can be summarized as such:
• As often determined before (e.g, Sarre 2006, F11 and
K13), we find for 8 DIBs (listed in table 2) that their EWs
correlate strongly with dust extinction, though about half
of them are consistent with existing even when the dust
content is negligible.
• The slopes for the DIB-dust relations we measure are
usually steeper than previously found, but in a range of very
low extinction never probed before. This might also indi-
cate that our random high-Galactic latitude sight lines have
distinct properties (e.g., density, UV radiation field, dust
composition) from sight lines towards the usual DIB target-
stars.
• The slopes we find and the fact that we detect DIBs in
sight lines with little to no extinction, more so at very high
Galactic latitudes, may indicate that the scale height of the
DIBs carriers is significant, and their distribution may be
more extended than the distribution of dust (as was also
recently found independently by Kos et al. 2014).
• We measure the relations of the 5780.6 and 5797.1 A˚
lines with the Na I D doublet, and the Ca H&K lines. Since
our data are free of stellar lines only the ISM contributes to
the dependences we derive, and we find tight linear relations.
• We measure the distribution on the sky of the 5780.6,
5797.1 6204.3 and 6613.7 A˚ lines. Correcting for their corre-
lation with dust, we find that the DIB-dust relations vary
wildly on the sky (see also van Loon et al. 2009 and van Loon
et al. 2013), and we see no significant pairwise correlation
between these lines, indicating that they each come from a
different carrier (Cami et al. 1997, Moutou et al. 1999 and
F11).
• From those same maps we find that the DIBs over- (and
under-) densities on the sky are in large patches, up to hun-
dreds of square degrees. Studying these patches and match-
ing them with various ISM species may help elucidate the
enduring mystery of the origin of DIBs.
The work of Lan, Me´nard & Zhu (2014) also studies the
DIBs with SDSS spectra, but it is complimentary to ours. In-
terestingly both the method and the focus are different in the
two works. We perform the source removal prior to stacking
with a per-object numerical approach; they construct and
subtract templates from the spectra of quasars and galax-
ies. They further apply their method to stellar spectra; we
use only extragalactic sources. Consequently our results are
mainly at very low column densities which they do not ex-
plore in depth. We study the DIBs relations with dust and
metals, they study relations with dust, neutral hydrogen,
molecular hydrogen, and polycyclic aromatic hydrocarbons.
In a forthcoming publication (Baron et al. in prepara-
tion) we obviate the need to measure EWs of lines, thus
eliminating the uncertainties due to line blending and con-
tinuum determination, by studying the pairwise correlations
between all DIBs. This allows us to study hundreds of DIBs,
instead of the few we analyze here, and to divide the DIBs
into families – determining which other lines are associated
with the stronger lines studied here. This may prove to be
key predictions to laboratory experiments by determining
which DIBs need to be matched in unison.
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Figure 7. Top: number of spectra per 3.35 deg2 pixel. The red and green circles represent the coordinates of the stars used by K13 and
F11 respectively. Bottom: sky map after grouping in order to reach sufficient S/N. Groups have a typical area of 20–40 deg2.
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Figure 8. Average color excess of every group (top), and relative scatter in each group (bottom; σ/mean). The majority of groups are
rather uniform, with a color excess that varies by less than 20 percent.
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Figure 9. EW residual map for the DIBs 5780.6 A˚(top) and 5797.1 A˚ (bottom) normalised by the uncertainty in the residual. For a given
color excess we calculate the divergence of the EW from the expected EWe – which is based on the whole-sky determination in section
4.1 – the normalized residual is thus (EW − EWe)/EWe and its uncertainty is the quadrature of the uncertainty of EW and EWe.
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Figure 10. EW residual map for the DIBs 5780.6 A˚(top) and 5797.1 A˚ (bottom). For a given color excess we calculate the divergence
of the EW from the expected EWe – which is based on the whole-sky determination in section 4.1 – the normalized residual is thus
(EW − EWe)/EWe.
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Figure 11. Same as figure 10 for the DIBs 6204.3 A˚ (top), and 6613.7 A˚ (bottom).
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Figure 12. Example spectrum (in black) of a sight line where the 5780.6 A˚ DIB is normal, but the 5797.1 A˚ is much deeper than expected
when compared to sight lines with similar dust column densities (dashed blue). The best fit for the group is shown in dashed red.
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