Experimental Realization of a Quantum Autoencoder: The Compression of
  Qutrits via Machine Learning by Pepper, Alex et al.
Experimental Realization of a Quantum Autoencoder:
The Compression of Qutrits via Machine Learning
Alex Pepper,1 Nora Tischler,1, ∗ and Geoff J. Pryde1, †
1Centre for Quantum Dynamics, Griffith University, Brisbane, QLD 4111, Australia.
With quantum resources a precious commodity, their efficient use is highly desirable. Quantum
autoencoders have been proposed as a way to reduce quantum memory requirements. Generally,
an autoencoder is a device that uses machine learning to compress inputs, that is, to represent the
input data in a lower-dimensional space. Here, we experimentally realize a quantum autoencoder,
which learns how to compress quantum data using a classical optimization routine. We demonstrate
that when the inherent structure of the dataset allows lossless compression, our autoencoder reduces
qutrits to qubits with low error levels. We also show that the device is able to perform with minimal
prior information about the quantum data or physical system and is robust to perturbations during
its optimization routine.
Introduction.— Quantum technologies promise to
provide us with advantages over their classical counter-
parts in a variety of tasks, including faster computation
[1], secure communication [2], and increased measure-
ment precision [3, 4]. However, they depend on quantum
resources, for example quantum coherence, which can be
challenging to produce, control, and preserve effectively.
As such, quantum resources are precious, and devices
that allow us to minimize the use of these resources are
valuable. One such device is the quantum autoencoder
[5–8].
An autoencoder uses machine learning to represent
data in a lower-dimensional space, as illustrated in Fig.
1(a). Autoencoders for classical data form one of the
core architectures in machine learning, and offer a range
of tools for image processing and other applications [9–
11]. Models of autoencoders that compress quantum data
were recently proposed and theoretically studied in Refs.
[5–8][12].
Quantum data compression can benefit applications
such as quantum simulation [5, 14] and the communi-
cation and distributed computation between nodes in a
quantum network [7, 8], by reducing requirements on
quantum memory [5, 15], quantum communication chan-
nels [8], and the size of quantum gates [7, 13]. Reversible,
and therefore lossless, compression is possible if a set of
quantum states does not span the full Hilbert space in
which they are initially encoded. Some methods of com-
pressing quantum data have been proposed and demon-
strated previously [15, 16]. In those methods, the com-
pression was based on specific assumptions about prop-
erties of the quantum states, for example that a set of
qubits be separable. The main advantage of autoen-
coders is that they do not rely on assumptions of this
kind; instead of exploiting a fixed structure of the data,
they are capable of learning the structure based on a
training dataset. This ability to learn makes them ver-
satile.
Here, we propose and experimentally realize a sim-
ple quantum autoencoder scheme. Our device works on
a similar principle to the theoretical model of Ref. [5],
but with some notable differences. Whereas the proposal
of Ref. [5] concerns the compression of some number of
qubits to fewer qubits, we pursue a dimensionality re-
duction in a qudit representation (see Fig. 1(b)). Con-
sequently, the desired outputs of our device, as well as
the definition and evaluation of the cost function, differ
from the original model, as described later on. Generally,
our scheme supports a compression of qudits to qunits,
where d > n [17]. We demonstrate it experimentally for
the case of d = 3, n = 2, with a photonic device that re-
duces qutrits to qubits. One potential use of this type of
compression lies in applications of quantum communica-
tion, for instance between nodes in a quantum network.
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Figure 1. (a) The concept of an autoencoder. Through an
encoding process (E), autoencoders represent data in a lower-
dimensional space; if the compression is lossless, the original
inputs can be perfectly recovered through a decoding process
(D). (b) The scheme of our qudit-based autoencoder, equiva-
lent to the gray shaded section in (a), for the case of a com-
pression of qutrits to qubits. A unitary transformation, U ,
characterized by a set of parameters converts between three
input modes and three output modes. The iterative training
of the parameters aims to minimize the occupation probabil-
ity of the third output mode, the “junk” mode, across a set of
training input states. Lossless compression is achieved when
the junk mode is unoccupied. Given that the encoding step is
performed with a unitary transformation, the decoding step
would simply be the inverse of the unitary, using a vacuum
state in the third input mode.
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Figure 2. Experimental layout. (a) Single photon source. We use a 410 nm continuous-wave diode laser to pump a beta barium
borate (BBO) crystal to produce photon pairs via type-I spontaneous parametric down-conversion. One photon is collected
and detected to herald the second photon; this second photon is fiber coupled and passes through a fiber polarization controller
(FPC). (b) State preparation. First, a qubit is encoded in the polarization state of the photon via a motorized half-wave
plate (HWP) and quarter-wave plate (QWP). Then the photon passes through a polarizing beam displacer. In the lower
spatial mode, a random but fixed birefringent element (a randomly oriented wave plate for a different wavelength) scrambles
the polarization, mapping vertical polarization to some superposition of horizontal and vertical. The top spatial mode has
matching optical elements (not shown) set to the optic axis, in order to match the optical path length to within the photon’s
coherence length. By changing the motorized wave plates, sets of qutrits are created in polarization and path modes in such
a way that they are compressible into qubits. (c) Autoencoder. A 3 × 3 unitary transformation with four free parameters is
implemented via a series of wave plates, which perform 2× 2 unitaries, and beam displacers, which realize mode permutations.
The training of the unitary transformation is performed through the rotation of the motorized half- and quarter-wave plates,
using a gradient descent routine. The cost function is evaluated based on the measured photon occupation probability of the
upper output mode, which contains only one polarization.
In quantum communication, photons are a natural choice
as quantum information carriers due to their high speed
and strong coherence properties. Moreover, the output
qubit from our device is encoded in the polarization de-
gree of freedom, which is easily manipulated and can be
transmitted over long distances [18].
The combination of machine learning and quantum in-
formation processing is a growing research area, which
aims to either draw on classical machine learning tech-
niques to aid quantum information tasks, or utilize quan-
tum information processing to speed up classical machine
learning calculations [19, 20]. The quantum autoencoder
belongs to the former category. Complementary to re-
cent demonstrations of several classification tasks [21–
23], Hamiltonian learning [24], and the reconstruction of
quantum states [25], the present work experimentally es-
tablishes the compression of quantum data as another
use of quantum machine learning.
In this work, we apply the quantum autoencoder to
the task of lossless compression, for which we use fami-
lies of qutrit states that are compressible to qubits. The
device can be trained based on a few examples of the
family of qutrit states, and can subsequently be tested
with other qutrits from the family. Our autoencoder uses
a classical machine learning algorithm, gradient descent,
to optimize a unitary transformation for compressing the
quantum states [17]. The automated experimental uni-
tary optimization circumvents the need to obtain a clas-
sical description of the training states, externally design
the appropriate unitary, and carry out a full characteri-
zation of the optical elements. As an additional benefit,
the device is also robust to disturbances during its opti-
mization routine, as discussed later. These advantages of
optimizing directly based on experimental data are akin
to previous observations in other systems [23, 26].
Experimental scheme.— Our autoencoder consists of
a 3×3 unitary transformation with four free parameters,
along with a feedback mechanism that is based on mea-
surements of one of the output modes. The setup of our
photonic implementation is depicted in Fig. 2. The in-
put qutrits are encoded as superpositions over three opti-
cal modes: one spatial mode supporting two polarization
modes, and another spatial mode with a fixed polariza-
tion. The transformation is implemented as a sequence
of 2 × 2 unitaries, each realized by a set of half- and
quarter-wave plates, while mode permutations are real-
ized by beam displacers and half-wave plates set to 45◦
[27, 28] [29]. Such an implementation using joint polar-
ization and spatial modes provides high stability, because
all the spatial modes enter and exit the beam displacers
through the same facets, and it allows a simple way of
controlling the unitary transformation.
Our quantum states are encoded in single photons. In
principle, the training process could also be performed
with coherent states instead of single photons. However,
in applications of the quantum autoencoder within quan-
tum technologies, the training states are more likely to
be available in the form of single photons. Given a set of
training states, the device performs a unitary transforma-
tion with the aim to map all of the training qutrits onto
qubits. The desired mapping is achieved when the third
output mode, which we will refer to as the “junk” mode,
is unused; that is, when the photon cannot be found in
that mode (see Fig. 1(b)). In that case, the mode can
be discarded without any effect, leaving the outputs in a
qubit space. By contrast, whenever the compression to
the qubit output is imperfect, there is a nonzero probabil-
ity of finding photons in the junk output, and this can be
3interpreted as a measure of error. The occupation prob-
ability of the junk mode, Pj, quantifies the compression
performance twofold: (i) the success probability of the
encoding process is 1 − Pj, and (ii) the fidelity between
the given input state and the output after an encoding-
decoding sequence is likewise 1− Pj [17]. Therefore, the
goal of the training process is to minimize the occupation
probability of the junk mode across the training states,
ideally to zero. In our experiment, we define the cost
function as the average junk mode occupation probabil-
ity over the different training states. We probe the junk
output, calculate the cost function, and use a classical
gradient descent optimization routine to adjust the uni-
tary [17].
In order to prepare our input states, polarization
qubits are created with a single photon source paired with
a half- and quarter-wave plate. We then map these states
onto qutrits by using a beam displacer and scrambling
the polarization of one spatial output mode. Although
the resulting qutrits occupy all three modes, by construc-
tion, they lie within a subspace that allows them to be
compressed to qubits. We obtain the training states, as
well as further states to test the performance of the au-
toencoder, by varying the half- and quarter-wave plate
settings in the state preparation.
Results.— The training process is illustrated in Fig.
3, which shows how the device adapts to the training
states over time. The training process was repeated
twenty times, each time with a different random ini-
tialization of the unitary. We observe that the device
was able to achieve a high-quality performance, reduc-
ing the occupation probability of the junk output mode
to 0.03±0.03. The training was performed with a ran-
dom but fixed set of two training states and no prior
calibration of any wave plates, other than the two half-
wave plates fixed at 45◦. This demonstrates our device
performing in general conditions, with no prior informa-
tion needed about the unitary transformation or quan-
tum states.
The quality of the unitary found by the machine learn-
ing process depends on the number of different training
states used, as shown in Fig. 4. We explored this rela-
tionship by training the unitary with different sized sets
of qutrits from a compressible subspace, terminating the
training at 200 cost function evaluations, and then test-
ing the device with new, random qutrits from the same
subspace. Using a single training state, a low occupation
probability of the junk mode was obtained for the train-
ing state, but randomized test states were unable to pass
through with a similarly low probability of exiting the
junk mode. This is unsurprising because a single state
does not span the qubit subspace. Using two training
states, we saw a consistently high level of performance
for all of the test states. Repeating this process with
three training states, we found that the unitary achieved
a slightly lower occupation probability of the junk mode
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Figure 3. Training starting from different initializations of the
unitary. Here, we used two fixed, randomly selected training
states to perform the optimization routine. The cost function,
which is the occupation probability of the junk mode averaged
over the two training states, is plotted against the number of
cost function evaluations. The optimization was carried out
twenty times, each time starting with a different randomly
initialized unitary. To save training time, a training run was
terminated once the average occupation probability reached a
threshold of 0.02, and the average occupation probability for
that training run was thereafter set to the last measured value.
The red line shows the mean values of the 20 training runs,
with the gray shaded area indicating± one standard deviation
of the results. We observe an average occupation probability
of 0.03±0.03 after 160 cost function evaluations. The green
circles illustrate a sample trajectory. The uncertainties of
individual occupation probability measurements, calculated
based on Poissonian counting statistics, are smaller than the
markers used.
across the test states. However, the total training time
increased by approximately 40% compared to the run
time for two training states (about 90 minutes), with only
minor benefits to the performance. This is why we used
two training states in the other parts of the experiment.
Note, however, that the run times in our experiment were
limited by wave plate rotations, rather than the calcula-
tions of the algorithm, and could be made much faster
by using fast switching with electro-optic devices. The
choice of feedback routine also affects the training time
and compression performance. We chose a gradient de-
scent algorithm as a simple way of achieving a reliable
device performance, but alternatives, for instance genetic
algorithms, could also be considered.
Finally, we investigated the robustness of the device
by introducing a channel drift during the optimization
routine, as shown in Fig. 5. The aim was to emulate a
drift in environmental conditions that affect the required
encoding. We performed this by systematically rotating
the polarization scrambling wave plate in the state prepa-
ration by 4◦ per five cost function evaluations. Despite
an increase in the number of required cost function eval-
uations, the autoencoder was able to achieve an average
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Figure 4. The effect of the number of training states. The op-
timization routine was run using one, two, and three training
states taken from a compressible subspace. After each train-
ing process, twenty random states from the same subspace
were prepared and sent through the device to test the com-
pression performance of the unitary. The occupation proba-
bility of the junk mode after using one training state (blue
circles) was 0.4±0.3, with two training states (red squares)
it was 0.03±0.02, and with three training states (green dia-
monds) it was 0.02±0.02. The uncertainties of individual data
points, calculated based on Poissonian counting statistics, are
smaller than the markers used.
occupation probability below 0.05. This shows that it is
capable of adapting to changes in environmental condi-
tions. The learned transformations are provided in the
Supplemental Material [17, Sec. D].
Discussion.— In this work, we have proposed and
experimentally demonstrated a new, simple scheme for a
quantum autoencoder. We have shown that our device is
able to compress qutrits to qubits by exploiting the un-
derlying structure of the dataset. The autoencoder is an
example of a hybrid quantum-classical machine that op-
timizes quantum information processing via classical ma-
chine learning based on training data. This unsupervised
learning provides the valuable capability of adjusting to
different datasets, which is absent in alternative meth-
ods of compressing quantum data. Indeed, the choice of
qubit subspace in our experiment was arbitrary, and was
even subjected to a drift during the optimization.
Comparing our scheme with the proposal of Ref. [5], we
use a different cost function. Our cost function is defined
in terms of the occupation probability of the junk mode,
which requires a simple measurement of the mode. By
contrast, the cost function of Ref. [5] is defined in terms
of the overlap between a fixed reference state and part of
the output of the encoding unitary, and is estimated via
a SWAP test. Although these definitions and measure-
ments appear quite different, they are based on the same
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Figure 5. Test of a channel drift during training. A set of
two training states was used to optimize the device under
normal conditions, providing a control dataset (red circles) of
the occupation probability of the junk mode, averaged over
the two training states, versus the number of cost function
evaluations. For the green and blue datasets, the same uni-
tary initialization was used, but the necessary encoding was
perturbed. This was done by keeping the initial qubits in
the state preparation fixed but rotating the wave plate of
the scrambling stage by 4◦ per five cost function evaluations.
The datasets of blue squares and green diamonds correspond
to different rotation directions. The connecting lines in the
plot serve merely as a guide to the eye. The uncertainties of
individual occupation probability measurements, calculated
based on Poissonian counting statistics, are smaller than the
markers used.
principle that no information should be contained in the
discarded parts of the state.
Of the encoding-decoding sequence illustrated in Fig.
1(a), we have implemented the encoding step. Since this
encoding is based on a unitary transformation, the de-
coding step would simply be the inverse of that transfor-
mation [17]. Furthermore, although our experiment was
designed for qutrits, the same design can be extended
to compress higher-dimensional qudits. In that case, the
number of input modes and the size of the unitary would
be increased, with a polynomial scaling in the number of
parameters to be optimized [17]. Depending on the de-
sired output dimensionality, one or more output modes
could be monitored. The setup we use can be extended
beyond qutrits because of the good stability of beam dis-
placer interferometers and polarization-based two-mode
unitary transformations with wave plates [27, 28]. How-
ever, an even more promising approach for large unitaries
lies in integrated photonics, where a reconfigurable uni-
tary transformation in six dimensions has been demon-
strated [31]. Indeed, a recent optical implementation of
machine learning for a classical application, vowel recog-
nition, has already shown the feasibility of training uni-
taries in a photonic waveguide architecture [32].
5To assess the performance of our device, we have fo-
cused on lossless compression, for which we prepared fam-
ilies of qutrits that are in principle perfectly compress-
ible into qubits. The opportunity for lossless compres-
sion can arise in certain situations, for example when a
physical symmetry restricts quantum states to a subspace
of the full Hilbert space [5], or when a signal originates
from a lower-dimensional encoding, but is spread over a
larger Hilbert space through an imperfect transmission
channel. However, compression can also be of interest in
cases where it is impossible to compress the input data
completely faithfully. For instance, it might be worth
sacrificing the ability to recover the exact input states
for the sake of reducing quantum memory requirements.
Exploring such irreversible compression with the autoen-
coder presents an interesting future research direction.
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A: GENERALIZATION TO HIGHER DIMENSIONS
The scheme can be used more generally to reduce a dataset of d-dimensional qudits to n-dimensional qunits, as
illustrated in Fig. S1(a). At the output of the (d× d)-dimensional encoding unitary U , the first n modes are retained
as the modes of the encoded states, while the last (d− n) modes constitute the junk modes. The unitary U contains
[d(d− 1)/2− n(n− 1)/2] two-mode unitaries, each of which entails two free parameters to be optimized. This amounts
to fewer free parameters than for a general d-dimensional unitary [27, 28, 30], since the single-mode phase shifters
and [n(n− 1)/2] two-mode unitaries that act within the subspace of the first n modes are unnecessary. Denoting the
occupation probability of the k-th junk mode for the m-th training state by Pmjk , and letting mmax be the number of
training states, the cost function for training the unitary transformation can be defined as C =
∑mmax
m=1
∑d−n
k=1 P
m
jk /mmax
(other definitions are also possible).
After encoding quantum states from the dataset with a trained unitary U , they can be decoded by acting with U†
on the encoded states, after augmenting them with (d− n) vacuum inputs modes (see Fig. S1(b)).
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Figure S1. (a) Training of an autoencoder that reduces qudits to qunits. The cost function is calculated based on the occupation
probabilities of the (d − n) junk modes. (b) The encoding-decoding sequence for the autoencoder. Ideally, the decoded state
|Ψf 〉 is equal to the input state |Ψi〉 for any member of the dataset. (c) Relationship between different quantum states in the
encoding-decoding sequence. |Ψi〉 is an input state of the autoencoder; |Ψeo〉 is the output of the encoding unitary U ; |Ψdi〉
is the result of discarding the junk modes and replacing them with vacuum, post-selected on the photon being in the first n
modes after the encoding unitary; |Ψf〉 is the output of the decoding transformation U†.
B: QUANTIFYING THE DEVICE PERFORMANCE
In our device, two types of error need be minimized for any given input state: (i) the probability that the photon gets
discarded due to it occupying the junk modes, in which case the autoencoder fails to produce an output photon, and
(ii) the difference between the original input, |Ψi〉, and the output after an encoding-decoding sequence, |Ψf〉. We use
the probability that the photon occupies one of the junk modes, Pj =
∑d−n
k=1 Pjk, as a measure of both types of error.
Clearly, the probability that the photon gets discarded due to it occupying the junk modes is simply Pj. In other
words, the success probability of the autoencoder producing an output is 1− Pj.
Given that an output is produced, the fidelity of the input and output of the encoding-decoding sequence is
also determined by Pj. This can be seen as follows: Let {αn1 | n1 ∈ {1, 2, ..., n}} be the complex amplitudes of
the first n modes of |Ψeo〉 and {βn2 | n2 ∈ {1, 2, ..., d − n}} the amplitudes of the junk modes, such that |Ψeo〉 =
(α1, ..., αn, β1, ..., βd−n)T . Then |Ψdi〉 = (1− Pj)−1/2(α1, ..., αn, 0, ..., 0)T , and
|〈Ψi|Ψf〉|2 = |〈Ψeo|Ψdi〉|2
= |(1− Pj)−1/2(α∗1α1 + ...+ α∗nαn)|2
= 1− Pj. (S.1)
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C: TRAINING ALGORITHM
The gradient descent algorithm we use for training the autoencoder is an iterative procedure that aims to find a
minimum of the cost function C(x), which depends on the four motorized wave plate angles in the autoencoder,
x = (x1, x2, x3, x4). At the start of the training procedure, the angles are initialized randomly. Each iteration consists
of the two stages described below: 1. a probing stage and 2. a movement stage.
1. The purpose of the probing stage is to estimate an approximate gradient, ∇C|xcur , at the current wave plate
settings x = xcur through discretization. In order to estimate the partial derivative with respect to the n-th
variable, the n-th wave plate is individually rotated by an adjustment value, sa, resulting in a configuration xpn.
There, the cost function is measured, which requires a sequential preparation of the different training states,
before returning the wave plate to its previous orientation. The partial derivative with respect to the n-th wave
plate angle is then estimated as the slope of the secant line ∂C∂xn
∣∣∣
xcur
= [C(xpn)− C(xcur)] /sa.
2. In the movement stage, a simultaneous rotation of all four wave plates with a step size proportional to sa is
made in the opposite direction of the gradient: xcur → xcur − sa∇C|xcur .
Two different adjustment values, a coarse value and a fine value, are used at different times of the training procedure.
The coarse adjustment value of sa = 12
◦ is used to quickly approach a minimum at the beginning of the training
procedure. Once the cost function crosses a threshold value of 0.1, a smaller value of sa = 5
◦ is used for increased
precision. Note that although we use sa from stage 1 again in stage 2, in general, a different proportionality coefficient
for the step size (learning rate) could also have been used in stage 2.
In addition to the above, a deliberate disturbance is incorporated if a specific condition occurs: If the device is
unable to achieve a cost function below 0.1 within 50 steps, each wave plate is rotated by 25◦. The purpose of this is
to bump the device out of poor optimizations and allow the reconfiguration to more desirable values. The conditional
disturbance was added based on earlier observations of the training procedure, where for some of the training runs
the cost function plateaued at values of 0.15±0.05. This extra feature serves to ensure a reliable device performance.
D: EXAMPLE TRANSFORMATIONS
Here, we provide the three unitary transformations which the autoencoder learned in the training runs depicted in
Fig. 5. The unitaries are calculated based on a model of the setup and the experimental configuration of the wave
plates at the end of the training runs. We denote the transformation learned in the control run as U1, and the two
transformations learned under perturbations as U2 and U3. The transformations are
U1 =
−0.373− 0.037i −0.927 + 0.015i 00.008 + 0.213i −0.013− 0.085i −0.003− 0.973i
−0.017 + 0.902i −0.035− 0.363i −0.012 + 0.230i
 ,
U2 =
 0.054− 0.610i −0.790− 0.042i 0−0.090 + 0.094i −0.075− 0.067i 0.014− 0.986i
0.052 + 0.778i −0.601 + 0.062i 0.120 + 0.112i
 ,
U3 =
 0.495 + 0.298i −0.795 + 0.185i 0−0.172 + 0.228i 0.025 + 0.200i 0.048− 0.936i
−0.135 + 0.753i 0.303 + 0.449i 0.142 + 0.319i
 .
Note that the (1, 3) element of each unitary is 0 because the autoencoder does not comprise, or require, a fully general
unitary transformation between the three modes. Our autoencoder can omit one of the 2 × 2 transformations of a
general decomposition [27, 28, 30], namely the one in the encoded output subspace, without affecting the cost function
or the ability to learn how to compress any compressible set of qutrits.
