We describe the impact of the intra-day activity pattern on the autocorrelation function estimator. We obtain an exact formula relating estimators of the autocorrelation functions of non-stationary process to its stationary counterpart. Hence, we proved that the day seasonality of inter-transaction times extends the memory of as well the process itself as its absolute value. That is, both processes relaxation to zero is longer.
using this method, we would not be able to draw any conclusion on the time dependence. The aim of this work, is to find how the intra-day seasonality, observed in the inter-transactions time intervals, affects the autocorrelation of the time series. We propose the systematic analytical approach to the time transformation, which eliminates this seasonality from analyzed process. Below, we focus on the impact of the inter-transaction time seasonality on the estimators of the autocorrelation functions. Although, taking into account the variability of standard deviation of price returns is possible, in this paper we focus on the impact of the former effect.
II. ANALYSIS
The intra-day pattern can be visualized by the number of trades executed in subsequent periods of time during the day. Equivalently, this can be shown by the average time gaps between transactions in these periods of time, as it is shown in Fig. 1 . The average is taken, herein, over the statistical ensemble of days and inside the chosen period of time.
We propose two different functions to describe how average interval between trades changes over time. Then, we use these functions to transform price returns process in order to dispose its seasonality. Hence, we find a relationship between autocorrelation functions of the process before and after the transformation.
A. Analytical form of day seasonality
We can assume the relationship between a clock time and average inter-trade interval in a functional form. We introduce two different functions to describe this relationship:
.
(1)
The first of them is a quadratic function driven by parameters a, t 1 and t 2 . The second function is a rational one driven by parameters a, p and q. Let us assume that Y (t) (representing the quantity which autocorrelation we analyze) is a process with a seasonality described above. This process represents e.g. returns and their absolute values. Furthermore, we assume that there exist an underlying process X(τ ), which is ergodic and therefore stationary (without seasonalities). By term 'underlying' we mean a direct relationship between X(τ ) and Y (t), that is described by relation:
where τ = τ (t) is responsible for presence of seasonality in apparent process Y (t). In our case t ∈ [0, T ], where t = 0 is the beginning of trading day and t = T is the end of quotations. We require our transformation τ (t) to preserve the day length and to change the time intervals only, which leads to τ (t) :
where τ (0) = 0 and τ (T ) = T . Also, the number of events (transactions) is the same for both processes. Hence, the daily average time intervals between transactions are equal in time space t and τ , i.e. t = τ . Function τ (t) is strictly related to the time dependent average inter-transaction time, that is to function θ(t). The average inter-trade interval for X(τ ) should be constant and equal τ . Therefore, we stretch the time-line t when average intervals are small and compress it when these intervals are too long. As θ(t) is the function that determines average trade interval for process Y (t), we can write:
where, as said above, τ = t is an average inter-trade interval for both Y (t) and X(τ ). By integrating both sides of this equation we obtain the relationship between t and τ :
When analyzing empirical data, day length T and the number of transactions are known and we can easily calculate t . Substituting θ (1) and θ (2) into Eq. (4) we get
In both cases the constraints above allow us to reduce the number of parameters in θs to two. Fig.  2 shows θ (1) (t) and θ (2) (t) fitted both to KGHM and PKOBP. The only fitted parameters are t 1 , t 2 for θ (1) and p, q for θ (2) , as parameter a is determined by using Eq. (5) and the empirical average time. 
B. Estimator of autocorrelation function
When analyzing autocorrelation of empirical data, it is usually estimated with moving average. This estimation, in terms of the stochastic process Y (t), can be described in an integral form as follows:
where C Y is an estimator of autocorrelation function of process Y at fixed lag ∆t. Brackets · represent an average over statistical ensemble. Naturally, if the process Y (t) is ergodic, the estimator (6) converges to the real autocorrelation function of the process Y (t). By applying Eq.
(2) and using stationarity of X(τ ) (its autocorrelation is a time invariant quantity), we get:
It is convenient to denote ∆τ (t, ∆t) = τ (t + ∆t) − τ (t) and to have the above integral over d∆τ , instead of dt. By substitution t → t(∆τ, ∆t) we get where ∆τ min and ∆τ max are the integration limits in ∆τ space, whereas:
Index i corresponds to different subsections of [0, T ], where ∆τ (t) is injective and therefore invertible. Now, we can consider the estimator of autocorrelation of non-stationary process Y as weighted mean of autocorrelation of stationary underlying process X. Furthermore, having the normalization condition:
we can write C Y = C X ρ ∆t , where probability distribution function ρ ∆t (∆τ ) def. = i W i (∆τ, ∆t). By means of this pdf way we are able to express the non-stationary estimator by the stationary one by probabilistic approach. As we focus only on the impact of inter-transaction time variability on the autocorrelation estimators, we assume further in this text g(t) = 1.
C. Seasonality impact
In the previous section, we found the relation between estimators of the autocorrelation functions of the processes Y and X, and their absolute values. The question arises: how does seasonality quantitatively affect observed estimators of autocorrelation? Let us start with some basic characteristics of autocorrelations observed in financial markets. Fig. 3 shows autocorrelations of velocity estimators obtained for KGHM and PKOBP from 2005 to 2010. In order to obtain these quantities, we use the slotting method [9] . Apparently, the autocorrelation function is negative (except of ∆t = 0, where it equals 1), increasing and concave for price returns but positive, decreasing and convex for price returns absolute values. Furthermore, we use Jensen's inequality, which holds for every random variable Z and any concave function f :
For the convex function f the inequality is opposite. As in our case f = C X and the probability distribution is ρ ∆t , we obtain:
Next, we use the monotonicity of the autocorrelation function for time lag ∆1 > 0. We verify whether the argument of the autocorrelation of the process X, in the last expression of above inequality, is smaller than ∆t. We analyze empirical values of the following function:
In cases of KGHM and PKOBP, for both θ (1) and θ (2) , we obtain plots of ω(∆t) presented in Fig.  4 . These results (and analogous analysis, made by us, for several other stocks) allow the conclusion that ω(∆t) is the decreasing function and equals 1 for ∆t = 0. Hence, for increasing and concave autocorrelation functions we get:
where the equality holds for ∆t = 0. Obviously, without loss of generality, we can normalize both autocorrelations. Then, we obtain C Y (0) = C X (0) = 1 and what is even more significant:
In order to formally carry out the same reasoning for the absolute value of the price returns process, we need to use Jensen's inequality for convex function. As mentioned above, the autocorrelation function of absolute values of returns are positive, decreasing, and convex. As a result, we obtain an opposite inequality for autocorrelations of processes X and Y (the equality still holds for ∆t = 0).
III. CONCLUDING REMARKS
The main result of this work is the exact relation (8) between autocorrelation function estimators of seasonal (non-stationary) and stationary process. Furthermore, we found that for financial time series, by adding seasonality of time intervals the memory of underlying process is extended. Fortunately, it does not create any additional autocorrelations making the relaxation time to zero longer. Notably, all our calculations assume nothing about processes X and Y , except stationarity of the process X and the relation (2) between them. Such an approach can be used in a broad range of problems and not only analysis of financial data. Besides, it also applies to absolute values of those processes. 
