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Abst rac t - -Based  on the recent research developments of fuzzy number anking, the paper extends 
the centrold expectation approach and proposes a preference weighting function expectation method 
to rank fuzzy numbers. The weighting function gives different emphasis on the possible values of the 
fuzzy number, which can be used to represent the decision maker's pessimistic, neutral, or optimistic 
attitude. An optimistm measure to represent this preference informatmn isproposed Some properties 
of the weightmg function and optimistic measure are systematically analyzed. Then, the paper 
proposes a special class weighting function with maximum entropy principle and analyzes ome of 
its properties. With this parametenzed maximum entropy weighting function, we can get preference 
expectation ofany fuzzy number with given optimtstm level. Next, the weightmg function is extended 
to represent the confidential attitude of the decision maker by giving different emphasis on the cut 
level set of the fuzzy number. Some results about confidential ttitude that parallel to the valuation 
attitude are attained. We especmlly extended the BADD (basra defuzzification distribution) approach 
with preference expectation of fuzzy numbers, and another confidential measure with BADD operator 
is proposed. Finally, the expected valuations of fuzzy numbers are used to ranking the fuzzy numbers, 
Compared with other fuzzy number anking methods, the method of this paper is easily interpreted, 
robust, flexible, and mvarmnt with translating and scaling for real numbers. (~) 2005 Elsevier Ltd 
All rights reserved. 
Keywords - -Fuzzy  number ranking, Weighting function, Maximum entropy, Preference, Opti- 
mistic level. 
1. INTRODUCTION 
Fuzzy set theory  [1] has been applied to many areas which need to manage uncerta in and vague 
data. Such areas include approx imate reasoning, decision making, opt imizat ion,  control, and so 
on, where fuzzy number  ranking is impor tant  m a fuzzy env i ronment  [2-7]. In order to rank fuzzy 
numbers,  one fuzzy number  needs to be evaluated and compared with the others, but  this may 
not be easy. Since fuzzy numbers are represented by possibi l i ty distr ibutions, they  can overlap 
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with each other and it is difficult to determine clearly whether one fuzzy number is larger or 
smaller than another. 
As a special case of fuzzy set ranking, this topic has been studied by many researchers. Some 
of these ranking methods have been compared and reviewed by Bortolan and Degani [8], more 
recently by Chen and Hwang [3], and it still receives much attention in recent years [5-7,9-33]. 
Many methods for ranking fuzzy numbers have been proposed, such as representing them with real 
numbers or using fuzzy relations. Wang and Kerre [34,35] proposed some axioms as reasonable 
properties to determine the rationality of a fuzzy ranking method and systematically compared 
a wide array of existing fuzzy ranking methods. Almost each method, however, has pitfalls 
in some aspect, such as inconsistency with human intuition, indiscrimination, and difficulty of 
interpretation. What seems to be clear is that there exists no uniquely best method for comparing 
fuzzy numbers, and different methods may satisfy different desirable criteria. 
In the existing fuzzy number anking methods, many of them are based on the area measure- 
ment with the integral value about the membership function of fuzzy numbers [5,6,9,12-17,22- 
24,26,30,33,36-44]. A commonly used technique is the centroid based ranking method. In the 
following, we will introduce the developments of centroid based fuzzy number anking methods. 
Yager [42] proposed centroid index ranking method with weighting function. Cheng [16] proposed 
a centroid index ranking method that calculates the distance of the centroid point of each fuzzy 
number and original point to improve the ranking method of [41]. They also proposed a coeffi- 
cient of variation (CV index) to improve Lee and Li's method [36]. Recently, Tsu and Tsao [15] 
pointed out the inconsistent and counter intuition of these two indicies and proposed ranking 
fuzzy numbers with the area between the centroid point and original point. Chen and Chen [33] 
also proposed a centroid point and standard eviations based ranking index to overcome the 
drawbacks of [36,41,42]. 
It should be noted that many existing fuzzy number anking methods tried to make a compari- 
son of the fuzzy numbers in an objective way. However, an important aspect of the fuzzy number 
applications i that it can represent the subjective knowledge of the decision maker. Since the 
results of comparison in real problems affect implicated individuals, the decision maker's ub- 
jectivity attitude should be reflected in the process of ranking. However, the objective ranking 
methods using neutral attitude to evaluate them. In previous research [18,22,39,40,45-47], some 
preference methods were suggested. However, most of them were rather simple. They often 
only considered two extremes (optimistic and pessimistic) and just linearly combined the results 
with both the extremes. Recently, Lee [7] proposed a fuzzy number anking method with user 
viewpoints. Similar to the idea of Lee. Yager and Filve [29] proposed a ranking method with 
parameterized valuation functions. Detyniecki and Yager [17] also proposed a fuzzy number ank- 
ing method with a weighting functions. Trail and Duckstein [9] proposed a weighting function 
that represent the decision maker's attitude, but all these methods did not represent the decision 
maker's preference information in an explicit way. 
As pointed by Wang and Kerre [34], another aspect should be noted in fuzzy number anking 
research is that most of the fuzzy number anking methods are based on intuition criterion which 
is extensively applied by some researchers. If one tries to develop a new method aiming at the 
improvement ofan established ordering procedure, one normally designs ome examples in which 
the newly developed method erives more reasonable resulting rankings than the known one by 
his intuition. 
In this paper, a different way is attempted. The centroid method of fuzzy number is expended 
to a generic form with weighting function. A fuzzy number anking method that integrates the 
centroid method and the weighting function methods together is proposed, which can represent 
the decision maker's preference information explicitly. Some properties of this weighting function 
centroid ranking method are systematically analyzed. First, we extend the centroid method to 
the weighting function centroid method, and let the weighting function to represent the decision 
maker's preference. The weighting function gives different weights to the possible values of the 
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fuzzy number. An optimistic measure for the weighting function is proposed. Some properties of 
the weighting function and the optimistic measure are analyzed. Then, a special class of weighting 
function with maximum entropy principle is proposed, and it is applied to fuzzy number anking 
problem. With the optimistic measure changes from 0 to 1, the preference valuation of fuzzy 
number changes monotonically and continuously from the minimum to the maximum of the fuzzy 
number support, which is consistent with our common sense of decision making. Finally, another 
optimistic measure associated with the membership value of the fuzzy number that represents 
the decision maker's confidential ttitude is proposed. Some results that parallel to the valuation 
attitude are proposed. 
Section 2 proposes weighting function expectation of fuzzy number which includes the tra- 
ditional centroid value as a special case. The decision maker's attitude can be represented by 
selecting different forms of weighting functions. An optimistic valuation measure of the weighting 
function is proposed. Some properties of the weighting function and the optimistic measure are 
analyzed. Section 3 analyzes ome properties of the weighting function with maximum entropy 
and a parameterized weighting function valuation method with maximum entropy weighting func- 
tion is proposed. Section 4 extends the weighting function expectation method that allows the 
inclusion of the decision maker's confidential ttitude. Some results that parallel to the valuation 
attitude are attained. We especially associate the confidential attitude with the BADD opera- 
tor. Another BADD based confidential measure is proposed, and the relationship between these 
two confidential measures i analyzed. Section 5 gives the fuzzy number anking results of some 
typical numerical examples with the proposed approach. Section 6 discusses some properties of 
the ranking method. The ranking method in this paper is easily interpreted, robust, flexible 
and invariant with translating and scaling Section 7 summarizes the main results and draws 
conclusions. 
2. WEIGHTING FUNCTION 
EXPECTAT ION OF  A FUZZY NUMBER 
A real fuzzy number can be defined as a fuzzy subset of the real line R, which is convex and 
normal [2,4]. That is, for a fuzzy number A of R defined by the membership function #A(X), the 
following relations exist, 
max#A (x) ---- 1, #A (&xx + (1 - &) x2) _> min (#A (Xl), #A (X2)), (1) 
where xl,x2 E R, VA • [0, 1]. 
A fuzzy number A with the membership function tZA(X) can be defined as [48], 
as<x<a2,  
1, a2 _< x < a3, 
]Z A (X) = ]2A R (:g), a 3 __~ X ~ a4, 
0, otherwise, 
(2) 
where #LA(z ) is the left membership function that is an increasing function and #L : [al, a~] 
[0, 1]. Meanwhile, /z~(x) is the right membership function that is a decreasing function and 
#AR(x) : [a3, a4] --~ [0, 1]. In addition, a trapezoidal fuzzy number is denoted by (al, a2, a3, a4). In 
particular, (al, a2, a3, a4) can also signify a triangular fuzzy number (al, a3, a4) if a2 = a3. 
For a fuzzy number A, the a-cuts (level sets) as An -- {x e R, pA(X) ~ a},  a E [0, 1] 
are convex subsets of R. A0 = cl {x c • ] #A(X) > 0} is called the support of A, supp (A). 
A1 -- cl {x E R [ #A(X) = 1} is called the core of A, core (A). It is well known that if A is a fuzzy 
number, An is a compact subset of R for all a E [0, 1]. In the following, we will always assume 
that A is bounded, and let supp (A) = [a, b]. 
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In [24], the expectation with the centroid of a fuzzy number is defined as 
b 
E (A) = f~ X#A (x) dx 
f :  #A (X) dx 
(3) 
Similar to the ideas of [17,30], an extension of (3) is proposed. 
DEFINITION 1. The weighting function expectation for fuzzy number A with supp (A) = [a, b] 
can be defined as 
b 
Vf (A) = S~ X#A (x) f (x) dx 
S b PA (x) f (x) dx ' (4) 
where S(~) is caned weighting ~unotio~ with S(~) >_ o, and f~ f(~) dz # O. 
When f(x) = 1, this becomes the ordinary centroid method. 
Obviously, the weighting function expectation of fuzzy number A satisfies a < Vf (A) < b and 
with different f(x), we can get different valuation of fuzzy number A. 
If we regard weighting function f(x) as the preference function that represents the decision 
maker's attitude, an optimistic measure can be defined as the following. 
DEFINITION 2. For weighting function of fuzzy number in [a, b], f(x), the optimistic degree is 
~ = f:  (~ - ~) s (:~) dx 
(b - ~) f~ S (x) dx 
(5) 
As f(x) > O, 0 <_ (x - a)/(b - a) <_ l(x E [a, b]), so 0 < f~f _ 1. 
Some properties of the optimistic measure and the weighting function are analyzed in the 
following. 
THEOREM 1. When A is a interval number as [a,b], Vf(A) becomes the//near combination of 
a, b with ~f.  
PROOF. As ],.tA(X ) ~--- 1, so 
"s (A) y~ ~f (x) ,A (~) dx f~ ~f (~) dx = = = a + (b - a )  ~ I .  ! b 
This is consistent with our common sense. 
THEOREM 2. ~y(x) + ~$(a+b-x)  = 1. 
PROOF. 
~'~f(a-bb-x) = 
f :  (x - a) f (a + b - x) dx 
(b-a)  f : f (a+b-x)  dx 
f~ (b - t) ~ (t) dt 
(b - a) f :  f (t) dt 
f :  (b - a - (t - a)) f (t) dt 
(b - ~) y~ f (t) dt 
= 1 - f~ (t - ~) J (t) dt 
= 1 - f l f (~) .  
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THEOREM 3. For we,ghting function f(x) and g(x) in [a, b], i fVx,  y E [a, b], x > y, f (x) / f (y)  >_ 
g(x)/g(y), then 12f > f~9, and for any fuzzy number A with supp (A) = [a,b], VI(A) >_ Vg(A). 
PROOF. 
~s - ~ = f~ (~ - ~) f (~) dx _ f~ (~ - ~) g (~) d~ 
f~ (x - a) f (x) dx f~ g (x) dx f~ (x - a) g (x) dx f~ f (x) dx 
(b - a) b b f~ f (x) dx f~ g (x) dx 
b b 
f~ f~ (x - a) f (x) g (y) dx dy 
(b a) b b 
- f~ f~ f (x) g (y) dx dy 
b b f~ f~ (x - y) f (x) g (y) dx dy 
f: f~ (x - y) f (x) g (y) dy dx 
(b - a) f~ f~ f (x) g (y) dx dy 
f: f :  (x - y) f (x) g (y) dy dx 
(b - a) f:  f :  f (x) g (y) dx dy 
f: f~ (x - y) f (x) g (y) dy dx 
(b - a) f:  f :  f (x) g (y) dxdy 
+ J: f :  (x -- y) f (x) g (y) dy dx 
(b a) b b - f :  f :  .f (x) g (y) dx dy 
b y 
f~ f~ (x - y) f (x) g (y) dx dy 
(b-  a) f~ f: f (~) 9 (y) dx dy (b-  
f~ f :  (~ - y) [f (z) g (y) - / (y) g (x)] 
(b - a) f :  f :  f (x) g (y) dx dy 
+ J~ f :  (y - ~) f (y) g (~) dy d~ 
a) f~ f~ f (~) g (~) ~ dy 
dy dx 
(b - a) f~ f~ f (x) g (y) dx dy 
As f(x) >_ O, g(x) >>_ O, so (b-a)  f: f :  f(x)g(y)dxdy > O. 
g(x)/g(y), then f(x)g(y) - f(y)g(x) > O, so gtf - fig > 0. 
Similarly, we can get that 
b f :  X#A (x) f (x) dx f: X#A (x) g (x) dz 
V/(A) - Vg (A) = f :  #A (x) f (x) dx - f :  ]z A (x) g (x) dx 
f :  f :  (X -- y) ( f  (X) g (y) -- f (y) g (X) ) ]Z A (X) ]A A (y) dy dx 
As #A(X) >_ O, so Vf(A) - Vg(A) >_ O. 
As when g(x) = 1, f19 = 1/2, Vg(A) = E(A), from Theorem 3, we can get the following. 
COROLLARY 1. For weighting function f(x), 
1. if f(x) is increasing, then ~: >_ 1/2, Vf(A) >_ E(A); 
2. if f(x) is decreasing, then ~f <_ 1/2, Vf(A) <_ E(A). 
I fVx ,  y e [a,b], x >_ y, f (x) / f (y)  > 
Obviously, if we use 12f to represent the decision maker's attitude, when f(x) = 1, f l f  = 1/2, 
Vf(A) = E(A), the decision maker's att itude can be seen as neutral, when f(x) is increasing, 
~f  > 1/2, Vf(A) >_ E(A), the decision maker's attitude is optimistic, and when f(x) is increasing, 
f l f  < 1/2, Vf(A) < E(A),  the decision maker's attitude is pessimistic. 
If the generating function is differentiable and positive, the condition of Theorem 3 can be 
replaced with a more simplified form. 
THEOREM 4. For weighting functlon f(x), g(x), if for Vx e [a, b], f ' (x) / f (x)  >__ g'(x)/g(x), then 
~f  >_ fig, and for any fuzzy number A with supp (d) = [a, b], VI(A) >_ vg(g). 
PROOF. For Vx, y C [a,b],x >_ y, f (x)/ f (y)  >_ g(x)/g(y) if and only if f(z)/g(x) >_ f(y)/g(y). 
Let R(x) = f(x)/g(x), then Vx, y c [a,b], x >_ y, f(x)/g(x) > f(y)/g(y) if and only if 
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R(x) is increasing in [a, b], which means R'(x) = (f ' (x)g(x) -  f(x)g'(x))/(gZ(x)) > 0, that is 
f ' (x) / f (x)  >_ g'(x)/g(x). So, from Theorem 3, if for Vx C [a, b], f ' (x) / f (x)  >_ g'(x)/g(x), then 
fiI >- fig, and for any fuzzy number A with supp (A) = [a, b], Vf(A) > Vg(A). 
THEOREM 5. For weighting function f(x) in [a, b], 
b 1. iff~/ --* O, then V~ E (a, b), f t  f(x) dx -* O, f~a f(x) dx --* fa f(x) dx; 
g 2. if ~t: --~ 1, then V~ e (a, b), f :  f(x) dx --* O, f(x) dz --* fa f(x) dx. 
PROOF. If flS -~ 0, 
b fl: = f: (x - a) f (x) dx 
(b a) b - f : f (x )  dx 
(b - ~) f~ f (x) dx 
> f : (x -a )  f (x )dx+(~-a) f t  f (x)  dx Ce(a,b).  
- (b -  a) b , fa f (x) dx 
As f(x) _> 0, V~ e (a,b), a/  >_ ( (~-a)  f t  f(x)dx)/((b a) b - f : f (x )dx)  >_ O. If~2l --~ O, we 
must have (~-  a) f t f (x )dx  ---* O, we can get for V~ C (a,b), f t f (x )dx  ~ O, f~f (x )dx  = 
f~ :(x)dx- f~ :(~),~x --, :. 
If ~: ~ S~ S(~) dx, 
b 
f~: = f: (x - a) f (x) dx 
(b - a) b f~ f (x) dx 
= 1 - f :  (b - x) f (x) dx 
f~a (b - x) f (x) dx + f t  (b - x) f (x) dx (6) 
-= l -  
(b - a) f :  f (x) dx 
<1-  
- S~ s (x) dx 
< 1, ~ E (a,b). 
As f(x) >>_ O, if fly ~ 1, we must have (b - :) f~a f(x) dx ~ O, we can get for V~ • (a,b), 
b 
f~ f(x)  dx ~ O, f~ :(x) dx = f:, f(x) dx - f~ f (x )  dx  ~ f :  f (x )  dx. 
From this we can see that, given the value of fly in [a, b], if t2: -+ O, f(x) should have a thick 
tail and thin head. On the other hand, if f~: --+ 1, f(x) should have a thick head and thin tail. 
THEOREM 6. For weighting function f(x), and any fuzzy number A with supp (A) --- [a, b], if 
~tf --, 0, Vf(A) ~ a; i f~I  --* 1, V$(A) -* b. 
PROOF. If f~] ~ 0, from Theorem 5, 
v,1 c (a, b), 
As/*A (x) is continuous and bounded, 
b 
f #A (x) f (x) dx--* O, 
f f  f (z) dz -~ O. 
b 
~ X#A (x) f (x) dx ~ O. 
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b 
Vf (A) = f~ X~A (X) f (X) dx 
f :  tZA (X) f (X) dx 
=,A (=) ] (=) d= + (=) f (=) d= 
b 
Let ~ --~ a, with L'I-Iospital's Rule, we can get Vf (A) ~ a. 
Similarly, we can get if f~f --* 1, Vf (A) ---* b. 
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3. MAXIMUM ENTROPY WEIGHTING 
FUNCTION EXPECTATION METHOD 
3.1. Maximum Entropy Weighting Function 
As mentioned before, the weighting function can be seen as the decision function representing 
the decision maker's attitude. In this section, we will propose a special class of weighting functions 
under given optimistic level with maximum entropy principle, and analyze its properties. 
The entropy of weighting function f (x)  can be defined as 
with 
fa 
b 
Hf = - f (x) in f (x) dx, 
f bf  (x) dx = l. 
The maximum entropy weighting function problem with given optimistic level is 
b 
max - fa  f (x )  ln f (x )  dx, 
fb  x - -a f  (x) dx = a, 0 < a < 1, 
s.t. J,~ b -a  
b 
f f (x )  dx=l .  
REMARK 
Theorem 6. They correspond the two extreme cases VI(A ) = a and Vf(A) = b. 
This is a variational optimization problem; the Lagrangian is [49, Ch. 2] 
(7) 
(8) 
1. Here, we will not consider the two special cases for a = 0 and a = 1 as from 
x-a  
A( f  (x ) , f ' (x ) ,x ,  A1,A2) = - f  (x) ln f  (x) + Alb_--~f (x) q-),2f (x). 
The Euler equation gives 
So, 
x-a  + ik2 =0.  -1 -1n  f (x) + )q b a 
f (x) = ce ~(~:-a). 
Considering the constraints of (8), we can get that 
/keA(x-a) 
f ( z )  - e~,(b_a) _ 1 '  
(9) 
(lO) 
(11) 
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where A is the root of the following equatmn, 
A (b - a) e a(b-a) - e ~(b-~) + 1 
(b - a) A (eX(b-~) - 1) 
~Ct .  (12) 
So, the optimistic degree of the weighting function determined by (11) is 
f~f = 
A (b - a) e ~(b-~) - e ~(b-'~) + 1 
(b - a) A (e)~(b-~) - 1) 
The entropy of f (x )  is 
(13) 
L He = - f (x) In f (x) dx = 1 - A (b - a) e ~'(b-'~) _ In e;~(b_-g ) 1 e :~(b-~) - 1 - 
REMARK 2. For (11), (13), and (14), as when 
1 1 
A --* 0, f (x) --* b - a'  f~f --* 2'  
(14) 
and 
Hf  ~ in (b -  a), 
we will regard they are all continuous at A = 0. 
From (13) and (14), we can get that the optimistic level and the entropy of maximum entropy 
weighting function only relate with fuzzy number distribution interval ength, that is the length 
of supp (A), (b - a), and have no relation with the its start or end point (a or b). 
LEMMA 1. For VA E (-cx), +co), A ~ O, and a < b, we have 
(e ~(b-a) - 1) 2 -  (b -  a) 2 A 2e A(b-a) > O. 
k / 
PROOF. As e ~ = ~l~=oA~/n!  = 1 +A+ A2/2! +. . .  +Am/n! +. . . ,  
(e ~(b-~) - 1) 2 -  (b -a )  2 A2e ~(b-~) 
= e )qb-a) (e)~(b-a) ÷ e -)'(b-a) - 2 - (b -  a) 2 A 2) 
= e)'(b-~) ( ~-~ A'' (b~a) '~ + ~-~-' ( -A )n  n=0 n! 
(2n), ; 
_>0. 
- 2 - ,X 2 (b - a) 2 )  
THEOREM 7. The optimistic degree of max imum entropy weighting function f (x ) ,  f~f is strict 
monotonic increase with the parameter A. 
PROOF. Prom (13), the optimistic degree of a weighting function f (x ) ,  f2f is a function of 
parameter A, 
Of~f (e ;~(b-a) - 1) 2 - A 2 (b - a) 2 e )'(b-a) 
OA A 2 (b - a) (eX(b-'~) - 1) 2 
As 
hm cO~f =- -1  (b -a ) ,  
),--.o OA 12 
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F igure  1. The  f l f  changes  w i th  A. 
oh can be seen as continuous at A = 0. From Lemma 1, we can get that ~ > 0 for A ~ 0, 
so ~f  is strict increase with A 
The relationship between ~f  and A is plotted in Figure 1. 
From Theorem 7, we can get that for the given optimistic degree a, the parameter of maximum 
entropy weighting function ), can be uniquely determined, that is the weighting function can be 
uniquely determined unless the two functions have a constant ratio. 
THEOREM 8. For maximum entropy weighting function f (x)  and g(x), if ~f  > ~g, then for any 
fuzzy number A, we have Vf(A) >_ Vg(A ). 
PROOF. From (11), suppose that 
.~ leA l (x -a )  
f (x)  - eX~(b_~) _ 1 
and 
then 
A2eA2(x-a) 
g(x) - e~,2(~_a ) _ 1' 
~'(~) 
f '  (X)  = /~1, - -  ~2,  
f (~) g (~) 
from Theorem 7, if f l l  -> fig, then A1 >_ A2, from Theorem 4, F f (X)  >_ Fg(X ). 
REMARK 3. This property does not hold for ordinary weighting functions. Following is an 
example. 
For a triangular fuzzy number with A = (0, 0, 1), ~A(X) = 1 -- x (0 <_ x <_ 1), with f (x)  = 
0.8x 2 - 0.4x + 0.2, g(x) = -0 .4x  2 + 0.8x + 0.1. 
We can get that 
~ f0 ~xs(x) dx 0.625, ~ f°~ ~g (x) d~ - -  - -  = 1 = 0 .591.  
f l  o f (x) dx fog (x) dx 
Similarly, 
f l  0 Xp, A (X) f (X) dx = 0.400, 
Vf (A) = f~ tZA (x) f (x) dx 
Vg (A) = f l  X#A (x) g (x) dx 
f), ,A  (x) g (x) dx 
f~f > fig in [0, 1], but for A with supp (A) = [0, 1], Vf(A) < Vg(A). 
-- 0.422. 
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THEOREM 9. For maximum entropy weighting function f (x )  and any fuzzy number A with 
supp (A) -- [a,b]. I rA --+ -0% then f~y ~ O, and V f (X)  ~ a, on the other hand, if A -* 0% then 
~f  --~ 1, and V f (X)  -+ b. 
PROOf. As b - a > 0, from (13), 
A (b - a) e ~(b-a) - e ~(b-a) + 1 te t - e t + 1 
lim f f=  lim -- lim =0,  
x-~-oo ~,-+-oo (b -a )~ (eX(b-~) 1) t (e  t 1) 
similarly, limx--.oo fly = 1. From Theorem 6, we can get that if A ~ -oo,  then f f  --~ 0 and 
Vz(A)  -~ a. On the other  hand,  if ~ -~ oo, then  ~]~ -~ 1 and Vf(A) -~ b. 
From Theorems 8 and 9, we can get that for a fuzzy number A with supp (A) = [a, b], then 
for any c E [a,b], there will exist a unique maximum entropy weighting function f(x) with 
parameter ,~which makes Vy (A) = c, that is all the points of the fuzzy number can be seen as the 
preference valuation with different decision attitude. As the decision maker's attitude changes 
from pessimistic to optimistic, that is when fly changes from 0 to 1, the preference valuation 
Vf(A) changes monotonically and continuously from a to b, which is consistent with our common 
sense of decision making. 
THEOREM 10. The entropy of the maximum entropy weighting function f (x )  increase when 
A < O, and decrease when A > O~ that is the entropy o f f (x )  reaches its maxima when A = O. 
PROOF. From (14), 
oi ly (e~(b-o) _ 1) 2 _ ~2 (~ _ ~)2 e~(~_o) 
0,~ ,~ (e~(b-o) _ 1) 2 
As limz-~0 -~ = 0, ~z  can be seen as continuous at A = 0, from Lemma 1, we can get that 
when ,k < 0, ~z  > 0, and when A > 0, ~ < 0. 
The entropy of f(x) changes with parameter A is shown in Figure 2. 
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Figure 2 The  entropy of f(x), Hf changes wi th  ~. 
As when A = 0, flf = 1/2, considering Theorems 7 and 10, we can get the following. 
THEOREM 11. The entropy of the maximum entropy weighting function f (x )  increase when 
f f  < 1/2, and decrease when fl I > 1/2, that is the entropy of f (x )  reaches its maxima when 
f f  = 1/2. 
From the above, we can see that for maximum entropy weighing function method, the parame- 
ter A, the optimistic degree f f ,  and the preference expectation value Vf(A) for any fuzzy number 
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A can be determined. If A = 0, then f(x) is a constant, f l :  = 1/2, V:(A) = E(A), the entropy 
of the weighting function reaches its maximum, and the decision maker can be seen as valuation 
neutral. If A < 0, then f (x) is decreasing, ~:  < 1/2, Vy(A) < E(A), the decision maker can be 
seen as valuation pessimistic, and the smaller the A is, the more decreasing extent of f(x) will be, 
and fly, Vy will also become smaller. When A --~ -oc,  my -~ 0, VI(A) ---* inf{supp (A)}. On the 
other hand, if A > 0, then f (x) is increasing, ~y > 1/2, V:(A) > E(A), the decision maker can be 
seen as valuation optimistic, and the the bigger the A is, the more increasing extent of f(x) will 
be, and Of, V/will also become bigger. When A ~ c~, ~y --~ 1, V:(A) ---* sup {supp (A)}. These 
all consistent with our common sense of decision making, so the maximum entropy weighting 
function can be used to represent the preference information of the decision maker, and fly can 
be used to measure the optimistic level of this preference information. 
3.2. Some Proper t ies  of the Maximum Ent ropy  Weight ing Funct ion 
Expectat ion  Method of  Fuzzy Numbers  
3.2.1. Translation invariance 
This means the relative position of the preference expectation value should remain when the 
membership function is translated, i.e., for fuzzy number A with membership function #A(X) 
and supp (A) - [a, b], let B with #B(X) = #A(X -- C) (C is a constant), then for given valuation 
optimistic level a, 
V~ (B) = V~ (A) + e, 
where V~,(A), V,~(B) are the maximum entropy weighting function expectation of A, B with 
fly = a, respectively. 
PROOF. Obviously, supp (B) = [a + c, b + c]. As 
b rb+c 
Vc, (A) = f£ X/A (x) ]d A (x) dx, V,~ (B) = Ja+c xfB (x) #B (x) dx , (17) 
cb+c f :  fA  (X) ].Z A (X) dx Ja+c JB (x) ]2 B (27) dx 
with 
)~ A e)~ A (x--a) ),, Be)~ B (x--a--c) 
fA (x) = e~A(b_a) _ 1' fB (x) = e),.(b_a ) _ 1 ' (18) 
where AA,/~B are the roots of the following equations, respectively, 
AA (b - a) e )'A(b-~) - e ~'~(b-~) + 1 
(b - -a ) )~A (e  ~A(b-~)  - 1) 
,kB (a -- b) e ~B(b-'~) - e :~B(b-~) + 1 
= ~.  (19)  
= ~' (b -  ~) ~ (~. ( " -o )  - 1) 
From Theorem 7, we must have AA = AB, so fB (x) ---- fA (X -- C). 
fa b+e +~ ~:B (~) ~B (~) d~ 
V~ (B) = ~b+~ 
Ja+¢ J S  (x) #B (x) dx 
f~ (x + c) x:B (~ + c) .B (x + c) d~ 
J~ :B (~ + ~) ~B (~ + c) d~ 
f :  XfA (X) ttA (x) dx 
---- +c 
f~ fA (~).A (~) dx 
= V, (A) + c. 
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3.2.2. Scal ing invariance 
This means on multiplication of the membership values with a constant factor, the relative 
position of the weighting function expectation value should remain, but the statement is re- 
versed when the factor is negative, i.e., for fuzzy number A with membership function #A(X) and 
supp (A) = [a, b], let B :  tzB(x) = pA(X/C) (c C ]~\0), then 
{cV~(A) ,  c > O, (20) 
V,~(B)= cVI - . (A) ,  c<O.  
PROOF. When c > O, supp (B) = [ca, cb], for given valuation optimistic level a,  
/~AeAA (x--a) )~B eAB (x-ca) 
fA (x) -- e;,.~(b_a) _ 1' fB (x) = eXs(~b_ca) _ 1' (21) 
where AA, AB are the roots of the following equation, respectively, 
AA (b - a) e )'A(b-a) - e )'A(b-~) + 1 
(b - a) AA (e ~A(b-~) - 1) = a, 
(22) 
AB (cb - ca) e xB(cb-ca) - e )~'(cb-ca) -t- 1 
~-02. 
(cb - ca) AB (e a"(cb-¢~) - 1) 
From Theorem 7, we can get that AA = cAB, 
cb 
Va (B) = f:a XfB (X) #B (X) dx 
f:~ fB (x) ,B  (x) dx 
f~: xe~"(x-aqttB (x) dx 
f2  . . . .  ),B (x) 
ef~ Xe~"(c~-~")#B (cx) dx 
f :  e;~B(~x-c~)#B (CX) dx 
b 
c f  2 xea~(~-a)#A (x) dx 
= f:e~A(~-a)#A (X) dx 
= cV~ (A).  
When e < 0, supp (B) = [cb, ca], for given valuation optimistic level a,  
"~A e)~A (x--a) /~B e*B (x-cb) 
fA (x) -- eXA(b_~) _ 1' fB (X) -- e;~.(~_cb ) _ 1' (23) 
where AA, AB are the roots of the following equations, respectively, 
/~A (b - a) e xA(b-~) - e AA(b-a )  "Jr- 1 
(b - a) ~A (e'kA(b-a) -- 1) ----- o~, 
(24) 
As (ca - cb) e )'B(c~-~b) - e )'B(c~-cb) + 1 =Ol. 
(ca - cb) : ' .  - 1) 
It can be easily proved that 
--AA (b - a) e -~A(b-a) - e -)~A(b-~) + 1 
= 1 - a. (25) 
(b - a )  - 1) 
From Theorem 7, we can get that AA = --CAB, from (25), 
ca 
V~ (B) = fib xfB (x) #B (x) dx = f~2caxe)"(x-cb)#B (X) dx 
f~b a fs  (X) #B (X) dx f~b e~"(x-cb)#B (x) dx 
fb xe)'S(cx-cb)#B (cx) dx cf:Xe--)'A(~:)#n (X) dx 
= e f:e~,B(~_cb),  s (cx) dx = f~e-~'A(X),A (X) dx' 
= cy,_~ (A). m 
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4. AN EXTENSION OF THE WEIGHTING 
FUNCTION EXPECTAT ION METHOD 
In this section, we will extend the preference expectation of fuzzy number (4) to a more generic 
form. The information in a fuzzy number can be seen in two aspects: the possible value in the 
support set and the membership value associated with this possible value. The weighting function 
expectation method gives different emphasis on the value in the support set of fuzzy number. 
Based on the similar idea, we can also give &fferent emphasis on the membership value of a fuzzy 
number. The weighting function expectation of fuzzy number (4) can be extend as 
Y (A) = f :x f  (x) ~ (#A (x)) dx (26) 
Where ~(x) is defined in [0, 1], it can be seen as the weighting function of the membership value 
,A(~)- 
Comparing (4) and (26), ~(x) plays the role of changing the membership value of A with the 
decision maker's preference information. To make sure the memberstnp function after transfor- 
marion be convex in [a, b], we can set ~(x) be monotonic increasing. 
As ~(x) associates the membership value of fuzzy number, we can see ~(x) represents the 
decision maker's confidential attitude, and the f (x)  we discussed earlier can be seen as the 
valuation attitude of the decision maker. With the same method of valuation optimistic measure 
for f(x),  the confidential optimistic measure for ~(x) can be defined as the following. 
DEFINITION 3. For generic weighting functmn valuation of fuzzy number (26), the confidentiaI 
degree of ~(x) can be de~ned as 
~ = f l  x~ (x) dx 
(27) 
f~ ~(x) ~ 
As ~(x) is monotonic increasing, ~ should be in [1/2, 1], the bigger the parameter ~,  the 
more manifest the value with bigger of ptA (x) will be, the statement is represented more explicitly 
in the following. 
When ~(x) is monotonic increasing, i f~  -~ 1/2, then ~(x) --~ c (c is a constant, 
1 _ fro x~(x)  dx 1 _ f l  o x~(x)  dx -  1/2 f~(x)  dx 
a~ 2 f:  ~(x) dx 2 Yo ~(x) dx 
fo ~ ~ (x) dx f l  ~ (x) dx 
_ f0 ~ fo  ~ (x) (~ - y) dy ~y + f0 ~ f :  ~ (~) (x - y) dy dy 
f0 ~ fo  ~ (~) (x - y) d~ dy + f0 ~ f0 ~ ~ (x) (~ - y) dx dy 
f :  ~(x)  dx 
x 1 x 
f l  fo ~ (~) (x - y) d~ dy + fo fo ~ (Y) (Y - ~) d~ d~ 
= 
f{  ]o (~ (x) - ~ (y)) (x - y) dy dx 
f l~(~) dx 
As ~(x)  is monotonic  increasing, so for y > x, (~(x) - ~(y))(x - y) >_ O, when ~t~ --~ 1/2, we 
must  have for Vx, y e [0, 1], x > y, (¢(x)  - ~(y))(x - y) --* O, so ~(x)  - ~(y)  ~ 0, so ~(x)  ~ c. 
THEOREM 12. 
c¢0). 
PROOF. 
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From Theorem 5, we can also get that if f~  --* 1, then V~ ~ (0, 1), 
(x) dx --* O, ~ (x) dx ~ ~ (x) dx. 
So, for (26), when f~ --* 1/2, V(A) approximate the weighted mean of support set of fuzzy num- 
ber A, and when f~ --* 1, V(A) approximate the weighted mean of core set of fuzzy number A. 
Similar to Theorem 1, we have the following. 
THEOREM 13. For (26), ff#A(X) is a linear function in [0, 1], that is, A is a triangular number, 
when the valuation attitude is neutral, that is f (x)  = 1, then V(A) becomes the midpoint of A 
at 2f~ - 1 cut level. 
PROOF. Suppose that A is a triangular (a, b, c), then 
x-a  a<x<b,  
b -a '  
~A (x) = e-- x b < x < c, 
0, otherwise, 
when f (x)  = 1, 
V(A) = f2 ~v (,A (~)) d~ 
E ¢ (,~ (~)) dx 
f :  ~ (x - a/b - a) dx + fb ~ (c -- x/c -- b) dx 
(b -a )  f~ (a +(b-a ) r )~( r )  dr +(c -b )  f l  o (c - (c -b )  r )~( r )  dr 
(b - a) f~ ~ (r) dr + (c - b) f~ ~a (r) dr 
From 27, we can get that f l  r~(r) dr = ~ f~ ~(r) dr, so 
(b - a) (a + (b - a) ~)  + (c - b) (c - (c - b) ~)  
v (A) = 
b-a+c-b  
= (a + c) (1 - f~)  + (2f~v - 1) b 
a + (2~ - 1) (b - a) + c - (2Ft~ - 1) (c - b) 
2 
= A~_ I  + A~_ I  
2 
So, a revision on confidential optimistic measure (27) to make it in [0, 1] can be defined as 
2 f0 ~ x~ (x) dx ' 1. (28) ~ = 2~ - 1 - f~  ~ (z )  dz  
Similar to the optimistm measure of weighting function f)f, when f)~ changes from 0 to 1, V(A) 
will changes from the weighted mean of supp (A) to the weighted value of core (A). 
From the discussion of Section 3, the maximum entropy weighting function for qo(x) is 
(x) - ~/e~ 
e~ - 1' (29) 
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where ~/is unique real root of the equation about ft~,, 
7e ~ -- e "r + i 
f t~= 7(e~ - 1) (30) 
So, for any fuzzy number A, with the given valuation and confidential optimistic level ~y and ~,  
we can always get the preference expectation ofA with (26), and V(A) is always consistent with 
the preference parameter ~f  and gt~. 
As ~(x) is nonnegative in [0, 1], in spite of the maximum entropy function with (29), another 
function class that can make confidential measure changes continuously in (1/2, 1) and satisfies 
the condition of Theorems 3 or 4, which can be used to express the decision maker's preferences 
is the power function, 
¢ (x) = x ~, 5 E [0, +oc]. (31) 
From (28), we can get that 
2 fo x (z) dx 5 
= - 1 = - -  (32)  
f0  (x) dx 
The fuzzy number expectation of (26) with (31) can be seen as an extension of basic defuzzification 
distribution (BADD) method that proposed by Yager and Filev [50,51]. When f(x) = 1, (26) 
becomes the BADD value, 
X, A (x) (33) BADD (A) = 
So, we will denote (26) with (31) as 
VBADD (A)= 
f :  x f  (x) #~A (X) dx 
, 5 c [0, (34)  
VBADD (A) is some more convenient than V(A) with maximum entropy function (29) and (30) for 
ft~ E [1/2, 1) or f~  ~ [0, 1), as it includes the centroid method and weighting function centroid 
method as special cases. VBABD (A) can also classify the decision maker's confidential ttitude 
more clearly. 
Similar to the valuation attitude of ftf, the confidential ttitude with (34) can also be classified 
as pessimistic, neutral and optimistic for VBADD (A). When 5 = 0, the decision maker can be seen 
confidential pessimistic, he/she neglect he membership degree of A, and regard all the values 
in supp (A) as the same important. When 5 = 1, the decision maker is confidential neutral, 
he/she considers the membership degree as what it is. When 5 > 1, the decision maker put more 
emphasis on the values with bigger membership degree, and as 5 --~ co, all the values except he 
support set are excluded, the decision maker can be seen confidential optimistic. So, a revision 
confidential optimistic measure for VBADD (A) can be defined as the following. 
DEFINITION 4. For (34), the confidential attitude measure can be defined as 
5 
~BADD -- 1 + 5" (35) 
~'~BADD = 0, ~'~BADD ~- 1/2, ~-~BADD ---e 1 correspond to confidential pessimistic, neutral, and 
optimistic attitude, respectively. 
From (35) and (32), we can see that for the same 5, ~~BADD usually have bigger value than 
ft~, which means that for (34), VBADD (A) for ~BADD = OL puts less emphasis on the bigger 
membership value than that for ft~ = ~. The relationship between ~'~BADD and f~ is 
~BADD : (36) 1 + ft~' 
which is plotted in Figure 3. 
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Figure 3. The relationship between flBADD and f~.  
From the properties of maximum entropy weighting function in Section 3, we can see that, 
for (26) and (34), V(A) and VBADD (A) also satisfies the translation and scaling invariance prop- 
erties when the maximum entropy valuation weighting function is used. 
From Theorems 8 and 9 and the proving process of Theorem 3, we can also get that for (34), if 
f(x) is determined with maximum entropy weighting function, for optimistic level i l l , VBADD (A) 
will changes monotonically with valuation optimistic level ~I. On the other hand, with given 
valuation optimistic level fir, when ~'~BADD changes from 0 to 1, V(A) changes continuously from 
the weighted mean of supp (A) to that of core (A). 
5. NUMERICAL  EXAMPLES 
Figure 4 shows some typical fuzzy number anking examples used in [9], which is adapted 
from [3,8,36]. The preference xpectations of these fuzzy numbers with different valuation and 
confidential optimistic levels are listed in Table 1, the results of some other methods are also 
listed in Table 2 in Appendix A. 
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Figure 4 Selected fuzzy number anking examples 
Ranking Fuzzy Numbers 1747 
Table 1 Weighting function expectation of the example fuzzy numbers. 
(a) (b) (c) (d) (e) 
~BADD ~'/f A1 A2 A3 A1 A2 A1 A2 A3 A1 A2 A3 A1 A2 
0 1 0.47 0.47 046 0,27 042 0.54 037 037 0.37 0 37 0.34 042 0.22 
0 2 0 53 0.53 0 52 0.33 0 44 0 59 0.43 0 43 0.43 0.43 0,39 0.49 0 29 
0 3 0.59 0.59 0.58 0.39 0 46 0 63 0 49 0 48 0.49 0 48 0.43 0.55 0.36 
0.4 0 65 0.64 0 63 0 44 0.48 0.66 0 55 0 54 0.55 0.54 0.46 0.61 0.43 
0 1 0 5 0 71 0 70 0 69 0.50 0 50 0 70 0 61 0 60 0.60 0 59 0,50 0 67 0 49 
0.6 0.77 0 76 0 75 0.56 0 52 0.74 0 66 0 65 0.66 0 65 0.54 0.73 0.55 
0.7 0 82 0 81 0 81 0 61 0 54 0 77 0.72 0.71 0.72 0.71 0 57 0 79 0.61 
0 8 0 88 0.87 0 87 0 67 0 56 0 81 0.77 0 77 0 77 0.77 0 61 0 86 0.67 
0 9 0 94 0.93 0.93 0.73 0 58 0.86 0 83 0 83 0 83 0 83 0 66 0 93 0 73 
0.1 0 49 0.48 0 48 0.28 0 43 0.56 0.39 0.38 0.38 0 38 0.36 0 44 0 24 
0.2 0 56 0.56 0 53 0.36 0 45 0.60 0.46 0.44 0.45 0 45 0.40 0.50 0.33 
0.3 0.63 0 61 0.58 0 41 0.47 0.64 0.52 0.49 0.51 0.49 0.44 0 55 0 40 
04 0 69 0.66 062 046 049 0.67 0.57 054 0.56 054 0.47 0.60 0.46 
0.3 0 5 0.74 0 70 0.66 0.50 0 50 0 70 0 62 0.59 0 61 0 58 0.50 0.64 0.51 
0.6 0 78 0.74 0.71 0 54 0 51 0.73 0.66 0 64 0 66 0 63 0 53 0 70 0.56 
0.7 0 82 0 79 0.77 0 59 0.53 0 76 0.71 0 69 0 71 0 68 0 56 0 75 0 61 
0 8 0.87 0 84 0 84 0 64 0 55 0 80 0 75 0.75 0.76 0 74 0 60 0.82 0.66 
0.9 0 92 0.92 0 91 0 72 0 57 0 84 0 82 0.82 0,82 0.81 0.64 0.91 0.72 
0.1 0.52 0.52 0.49 0 32 0.44 0 58 0.42 0 40 0,41 0 41 0.38 0 46 0 28 
0.2 0.62 0,59 0 54 0 39 0.46 0 63 0 51 0 46 0,49 0 47 0.43 0.51 0.39 
0 3 0.68 0 64 0 57 0.44 0 48 0.66 0 56 0.50 0.54 0.50 0 46 0.55 0 46 
0.4 0 73 0 67 0 60 0 47 0 49 0 68 0 60 0.54 0 58 0 54 0 48 0.58 0.51 
0 5 0.5 0 77 0.70 0 63 0 50 0.50 0 70 0.63 0.58 0 62 0 57 050 0 62 0.55 
0.6 0.80 0.73 0 67 0 53 0.51 0.72 0.66 0 62 0.66 0 60 0.52 0 66 0 59 
0 7 0 83 0 76 0.72 0.56 0 52 0 74 0 70 0 66 0 70 0 64 0.54 0 70 0 62 
0 8 0 86 0.81 0 78 0.61 0 54 0 77 0 73 0 71 0 74 0 69 0 57 0 77 0 66 
0.9 0 91 0 88 0.88 0 68 0.56 0 82 0.79 0.79 0.80 0 78 0.62 0.87 0.70 
0.1 0 60 0 58 0 51 0 38 0.46 0 62 0.49 0 42 0 46 0 45 0.42 0 49 0 36 
0.2 0 71 0.64 0 54 0.44 0 48 0.66 0 58 0.47 0 53 0.49 0 46 0 52 0 49 
0.3 0.76 0 67 0.56 0 47 0,49 0 68 0.61 0 51 0.57 0 51 0.48 0 54 0 54 
0.4 0 79 0 68 0 57 0 48 0 49 0 69 0 64 0 54 0 60 0.53 0.49 0 56 0 57 
0 7 0 5 0 81 0.70 0 59 0.50 0 50 0.70 0 65 0 57 0.63 0.55 0.50 0 58 0.60 
0.6 0.83 0.72 0.61 0 52 0 51 0 71 067 0 60 0 66 0 56 0.51 0 60 0 62 
0 7 0 84 0.73 0 64 0 53 0 51 0 72 0,69 0.63 0 69 0.59 0.52 0.63 0.64 
0 8 0 86 0 76 0.69 0.56 0.52 0.74 0,71 0.67 0 73 0 62 0.54 0.68 0 66 
0.9 0 89 0 82 0.80 0.62 0.54 0 78 0,75 0 74 0.78 0 71 0 58 0.79 0,69 
0 1 0.81 0.68 0 52 0 48 0.49 0.68 0.65 0.45 0.53 0 50 0.48 0.51 0.60 
0.2 0 84 0.69 0 52 0 49 0.50 0 69 0.67 0.49 0 58 0 51 0.49 0 52 0 64 
0.3 0 85 0.69 0.53 0.49 0.50 0.70 0 67 0.52 0 60 0.51 0.50 0 52 0 65 
0.4 0 86 0 70 0 53 0 50 0 50 0.70 0.68 0 54 0 63 0 52 0 50 0 53 0 65 
0 9 0 5 0 86 0.70 0 54 0 50 0.50 0.70 0.68 0 56 0 64 0 52 0.50 0 53 0.66 
0.6 0.87 0 70 0.54 0 50 0.50 0 70 0.68 0.57 0 66 0 52 0 50 0.54 0.66 
0.7 0 87 0.71 0 55 0 51 0.50 0 70 0.69 0 60 0.68 0.53 0.50 0 54 0 67 
0.8 0 88 0 71 0 56 0.51 0 50 0 71 0.69 0 62 0 71 0.53 0 51 0 55 0 67 
0.9 0 88 0.72 0.59 0.52 0 51 0 72 0 70 0 67 0 75 0 55 0 52 0.58 068 
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In Case (a), the fuzzy numbers have the same support set. The order relation should be 
A1 > As > Aa in intuition. All the methods give the reasonable results, but the results of this 
paper can also represent the preferences of the decision maker. From Table 1, we can see that 
when the confidential optimistic level ~BADD becomes bigger, the differences between these fuzzy 
number preference expectations also become larger, this is consistent with the decision meaning 
of ~BADD, 
In Case (b), the two symmetrical fuzzy numbers  have the same mode but different supports. 
The  fuzzy number  ranking results should depend the decision maker's attitude. If the decision 
maker  is valuation neutral, the two fuzzy numbers  should be regard as equal, that is AI  -- As. 
If the decision maker  is valuation pessimistic, it should have A 1 ~ As. If the decision maker  
is valuation optimistic, it should have A1 > A2. The  computation results consistent with these 
ideas very well. It should be noted that only the method  of Dubois and Prade's can get these 
three comparison results, and most fuzzy number  ranking methods  give only one answer. The  
advantage of this approach is that it associated the comparison of fuzzy numbers  with the decision 
maker's preference information, the decision becomes more reasonable and transparent. Trail and 
Duekstein [9] also tried to associate the ranking results with the decision maker's attitude, but 
the method  is rather premature. 
In Case (c), the three fuzzy numbers  are different on the left side, in intuition, the ranking 
results should be 
A1 > As > A3. 
Several methods give nondiscriminative r sult. Trail and Duckstein's method [9] gives conflict 
results The method of this paper gives consistent results in the all decision situations. 
Case (d) is a mirror of Case (c), all the results are consistent themselves and with the results 
of Case (c). 
Case (e) is rather complicated, where intuition is not so obvious as in other examples. The 
four indices of Dubois and Prade are not identical. The decision maker faces the difficulty of 
selecting which index as the the ranking criterion. Lee and Li's method give conflicting results 
with different distribution function. Some other methods also give inconsistent results. The 
inner difficulty is that the selection of comparison i dex is arbitrary in most cases, as there is no 
decision making meaning explanation for the selection process. With the method of this paper 
proposed, for a confidential pessimistic decision maker, he will prefer A1 > As. However, if he 
is a confidential optimistic, he will prefer A1 < A2. These are all consistant with common sense 
decision making. 
6. DISCUSSIONS 
Zhu and Lee [52] proposed some criteria that fuzzy number ranking method should satisfy, 
which was used by Trail and Duckstein [9] recently. They include complexity, ease of interpreta- 
tion, robustness, flexibility, and transitivity. 
• Complexity can be judged via the amount of computation to accommodate he ranking. 
The expression of preference expectation value of fuzzy number with maximum entropy 
BADD weighting function is rather simple and can be easily accomplished in computer. 
• Ease of interpretatwn is one of the most crucial criteria for the decision-maker. With 
the current method, all the decision maker needs to do is to select appropriate valuation 
and confidential parameters that can represent his/her preference information. These 
parameters can be easily understood and are commonly used in the daily decision making. 
On the other hand, some concepts in other methods, such as concepts of possibility and 
necessity in [53], or probability measure in [36], are not easy to perceive by decision 
maker(s). 
• Flexibility is the ability to provide more than one index and/or allowing the participation 
of decision makers. Unlike some other multiple index ranking methods, which leave the 
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index selection task to the decision maker, the method of this paper lets the decision maker 
decide his/her valuation and confidential optimistic level in the unit interval, he/she will 
get the corresponding preference expectation of these fuzzy numbers, and get the ranking 
results with preference xpectation of these fuzzy numbers in real number form. 
• Robustness refers to the ability for consistent ranking for a diversity of cases. The method 
in this paper shows its ability of distinguish different fuzzy numbers robustly and consis- 
tently. As the preference expectation value of fuzzy number is continuous for the member- 
ship function and the preference information. A little change in the membership function 
and decision parameters can only result a small change of the preference xpectation 
results of the fuzzy number. 
• Transztwzty refers to the ability to give a consistent conclusion in the comparison of more 
than two fuzzy numbers. As the preference xpectation method maps the fuzzy number 
to a real number, the transitivity can be satisfied naturally. 
In [34], Wang and Kerre also proposed seven axioms that fuzzy quantifier ordering should sat- 
isfy, which include fuzzy number anking as a special case, and use them as reasonable properties 
to determine the rationality of some of fuzzy ordering methods [34,35] (see Appendix B). Simi- 
lar to the discussion of Yager's F1 in [34], we can see that the preference weighted expectation 
method satisfies A-1 to A-5, and from the translation and scale invariance of maximum entropy 
weighting function expectation method, V(A)  also satisfies A-6 and A-7 when c is a real number. 
7. CONCLUSIONS 
The paper extends the centroid expectation method of fuzzy numbers to the weighting function 
expectation method that makes it can represent the decision maker's preference information. An 
optimistic measure to represent this preference is proposed. Some properties of the weighting 
function and this optimistic measure are analyzed. Then, a special class of weighting function 
with maximum entropy is analyzed. A parameterized preference xpectation of fuzzy number 
with maximum entropy weighting function weighting function is proposed. We also propose a 
weighting function method to represent the decision maker's confidential attitude. Some concepts 
that parallel to the valuation weighting function are proposed, and they are used to the BADD 
operator. These techniques are used to rank the fuzzy numbers with their preference expectation 
values. Comparing with other ranking methods, the method in this paper is ease of interpretation, 
robust, invariance of translation and scaling for real numbers. As the ranking results are always 
consistent with the preference parameters, the fuzzy number ranking decision becomes more 
transparent and flexibility. 
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APPENDIX  A 
Table 2. Some fuzzy number anking methods of the examples [9, p. 339]. 
Yager 
Bass & Kwakernaak 
Baldwin & Guild 
Kerre 
Jam 
Dubois & Prade 
Lee & Li 
Fortemps & Roubens Fo 
Tran & Duckstem Dma×, f (x) = x 
D . . . .  f (x )  = X 
Dmax; f (x) = 1 
Dram; I(x) = 1 
(a) (b) (e) 
A1 A2 As A1 A2 A1 A2 A3 
F1 0.76 0.70 0.63 0.50 0.50 0 70 0.63 0.57 
F2 0.90 0.76 0 66 0 61 0 54 0 750 0.75 0.75 
F3 0.80 0.70 0.60 0 60 0.50 0.70 0 65 0.57 
1.00 0.74 0.60 1 00 1.00 1.00 1.00 1.00 
1 : p 0.42 0.33 0.30 0 27 0.27 0.37 0 27 0.27 
g 0.55 0.40 0.34 0 30 0.24 0.42 0 35 0.35 
r : a 0.28 0.23 0 22 0 20 0.23 0.27 0.19 0.19 
1 00 0.86 0.76 0.91 0.91 1.00 0.91 0.75 
k ---- 1 0.90 0.76 0 66 0.73 0.67 0.82 0.82 0 82 
k = 2 0.84 0 65 0.54 0 60 0.48 0.71 0 71 0.71 
1 
k -- 0.95 0 86 0.78 0 83 0.80 0 89 0.89 0 89 
2 
PD 1.00 0.74 0 60 1.00 1.00 1.00 1 00 1.00 
PSD 0.74 0.23 0.16 0 73 0.24 0 50 0.50 0.50 
ND 0 63 0 38 0 18 0 27 0.76 0 67 0 35 0 00 
NSD 0.26 0 00 0.00 0 00 0.00 0 00 0.00 0 00 
U.m 0.76 0.70 0 63 0 50 0.50 0.70 0.63 0 57 
U G 0.12 0.04 
P m 0.80 0.70 0.60 0.50 0.50 0 70 0.65 0.58 
P G - 0.09 0 03 
0.80 0 70 0.60 0.50 0.50 0.70 0.65 0.57 
0.19 0 31 0.44 0.51 0 50 0.30 0 34 0.46 
0 84 0.70 0.57 0.51 0 50 0.70 0 671 0.59 
0.23 0 32 0.41 0 51 0 50 0 31 0 37 0 45 
0 81 0.71 0.61 0.51 0.50 0 70 0.66 0 59 
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Table 2. (cont.) 
Yager F1 
F2 
Fa 
Bass & Kwakernaak 
Baldwin & Gmld 1. p 
g 
r 'a  
Kerre 
Jam k = 1 
k=2 
k = 1/2 
Dubols & Prade PD 
PSD 
ND 
NSD 
Lee &: Li U.m 
U.G 
P.m 
PC 
Fortemps & Roubens F0 
Tran & Duckstem D . . . .  1(~)=~ 
D . . . .  f (x)=x 
D . . . .  f(x) w--'l 
Dmm;f (x)=l  
(d) (e) 
A1 A2 A3 A1 A2 
0 620 0.56 0.50 0.61 0.53 
0.81 0.64 0.58 0 66 0 69 
0.62 0 54 0.50 0 58 0.56 
1.00 1 00 1 00 0 84 1.00 
0.45 0 37 0.27 0.42 0.33 
0.53 0.40 0.28 0.44 0.37 
0.31 0 28 0.21 0.34 0.24 
1.00 0.85 0.75 0.96 0.89 
0.90 0.69 0 64 0.66 0.69 
0.82 0.56 0 45 0.53 0.51 
0.94 0 80 0 77 0.78 0.81 
1 00 1.00 1.00 0 84 1 00 
0 80 0.20 0.00 0.54 0 46 
0 50 0.50 0.50 0.54 0.46 
0 00 0.00 0 00 0 00 0.16 
0.62 0 56 0.50 0.61 0.53 
0.63 0.55 0.50 0.53 0.58 
0.63 0 55 0.50 0.49 0.61 
0.40 0.47 0.50 0 57 0 36 
0.65 0.54 0 50 0.451 0.67 
0.40 0.46 0 50 0.53 0.42 
0.64 0.56 0.50 0 51 0 63 
APPENDIX  B 
Wang and Kerre's Fuzzy Number Ranking Axioms 
The axioms that Wang and Kerre [34, p. 379-380] proposed for fuzzy quantities ranking is in 
the following. 
Let M be an ordering method, S the set of fuzzy quantities for which the method M can be 
applied, and A a finite subset of S. The statement '%wo elements A and B in ,4 satisfy that A 
has a higher ranking than B when M is applied to the fuzzy quantities in A" will be written as 
"A >- B by M on A", "A ~ B by M on A", and "A ~ B by M on A" are similarly interpreted. 
The axioms as the reasonable properties of ordering fuzzy quantities for an ordering approach M 
are [34] as follows. 
A-1. For an arbitrary finite subset A of S and A E A; A ~ A by M on A. 
A-2. For an arbitrary finite subset A of S and (A, B) E As; A ~ B and B _ A by M on A, we 
should have A ~ B by M on A. 
A-3. For an arbitrary finite subset ,4 of S and (A, B, C) E ,43, A ~_ B and B ~- C by M on ,4, 
we should have A ~ C by M on ,4. 
A-4. For an arbitrary finite subset A of S and (A,B) E A2; in fsupp(A)  > supsupp(B) ,  we 
should have A ~ B by M on A. 
A-5. Let S and S' be two arbitrary finite sets of fuzzy quantities in which M can be applied 
and A and B are in S • S'. We obtain the ranking order A ~ B by M on S' iff A _ B by 
MonS.  
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A-6. Let A, B, A÷C and B+C be elements of S. IrA _ B by M on {A, B}, then A+C ~ B÷C 
by M on {A+C,B+C}. 
A-7. Let A,B, AC and BC be elements ors  and C > 0. A_  B byM on {A,B} implies 
AC ~_ BC by M on {AC, BC}. 
