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Prescribing a fourth order conformal invariant
on the standard sphere, Part II:
blow up analysis and applications
Zindine Djadli, Andrea Malchiodi and Mohameden Ould Ahmedou
Abstract
In this paper we perform a fine blow up analysis for a fourth order elliptic equation involving critical
Sobolev exponent, related to the prescription of some conformal invariant on the standard sphere
(Sn, h). We derive from this analysis some a priori estimates in dimension 5 and 6. On S5 these a
priori estimates, combined with the perturbation result in the first part of the present work, allow us
to obtain some existence result using a continuity method. On S6 we prove the existence of at least
one solution when an index formula associated to this conformal invariant is different from zero.
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arguments, blow up analysis
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1 Introduction
Let (M, g) be a smooth 4-dimensional Riemmanian manifold, and consider the following fourth order
operator, introduced by Paneitz [34]
P 4g ϕ = ∆
2
gϕ− divg
(
2
3
Scalgg − 2Ricg
)
dϕ,
where Scalg and Ricg denote the scalar curvature and the Ricci curvature of (M
4, g) respectively. Origi-
nally this operator was introduced for physical motivations and has many applications in mathematical
physics, see [23], [35], [1] and [26]. Moreover the Paneitz operator enjoys many geometric properties, in
particular it is conformally invariant, and can be seen as a natural extension of the Laplace-Beltrami
operator on 2-manifolds. After the pioneering works by T. Branson [12], [13] and S.A. Chang and P.
Yang [21], this operator has been the subject of many papers [14], [17], [18], [29], see also the surveys [15]
and [22]. P 4g has been generalized to manifolds of dimension greater than 4 by T. Branson [13], and it is
given for n ≥ 5 by
Png u = ∆
2
gu− divg (anScalgg + bnRicg) du+
n− 4
2
Qngu,
where
an =
(n− 2)2 + 4
2(n− 1)(n− 2) , bn = −
4
n− 2
Qng =
1
2(n− 1)∆gScalg +
n3 − 4n2 + 16n− 16
8(n− 1)2(n− 2)2 Scal
2
g −
2
(n− 2)2 |Ricg|
2
.
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As for P 4g , the operator P
n
g , n ≥ 5, is conformally invariant; if g˜ = ϕ
4
n−4 g is a conformal metric to g,
then for all ψ ∈ C∞(M) we have
Png (ψϕ) = ϕ
n+4
n−4Png˜ (ψ).
In particular, taking ψ = 1, it is
Png (ϕ) =
n− 4
2
Qng˜ϕ
n+4
n−4 .(1)
In this paper we continue to study the problem of prescribing Q on the standard sphere (Sn, h), n ≥ 5.
By equation (1), the problem can be formulated as follows. Given f ∈ C2(Sn), we look for solutions of
Pnh u =
n− 4
2
f u
n+4
n−4 , u > 0, on Sn.(P )
On the unit sphere (Sn, h), n ≥ 5, the operator Pnh is coercive on the Sobolev space H22 (Sn), and has the
expression
Pnh u = ∆
2
h u+ cn∆h u+ dn u,
where
cn =
1
2
(n2 − 2n− 4), dn = n− 4
16
n (n2 − 4).
Problem (P ) is the analogous, for Paneitz operator, of the so-called Scalar Curvature Problem, to which
many works are devoted, see [4], [6], [2], [8], [9], [10], [11], [20], [16], [27], [32], [30], [33], [38], and the
references therein. We also refer to the monograph [5].
Our aim is to give sufficient conditions on f such that problem (P ) possesses a solution. It is easy to see
that a necessary condition for solving (P ) is that f has to be positive somewhere. Moreover, there are
also obstructions of Kazdan-Warner type, see [24] and [40].
In the first part of the present work, [25], we established a perturbative result, see for a particular case
Theorem 1.1 below. Before stating Theorem 1.1, we introduce some preliminary notation following [20].
For P ∈ Sn and t ∈ [1,+∞) we denote by ϕP,t the conformal map on Sn defined as follows: using
stereographic coordinates with projection through the point P , we set
ϕP,t(y) = t y.
Let also G : Bn+1 → Rn+1 be given by
G
(
t− 1
t
P
)
=
1
ωn
∫
Sn
(f ◦ ϕP,t(x))x dv(h),
where ωn denotes the volume on S
n with respect to its standard volume dv(h).
Theorem 1.1 There exists ε(n) > 0, depending only on n, such that (P ) admits a solution for all
f ∈ C∞(Sn) satisfying
∆h f(q) 6= 0 whenever ∇f(q) = 0,(ND)
and ∥∥∥∥f − n (n2 − 4)8
∥∥∥∥
L∞(Sn)
≤ ε(n),
deg (G, {(P, t) ∈ Sn × (1;+∞), t < t0}, 0) 6= 0 for t0 large enough.
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Our main goal in this second part is to perform a fine blow up analysis of equation (P ) and of its subcritical
approximation. Then we take advantage of this study to derive some compactness and non-perturbative
existence results for problem (P ) in lower dimensions. In order to describe the blow up analysis we need
some preliminaries.
Let Ω ⊆ Rn be a bounded smooth domain, τi ≥ 0 satisfy limi τi = 0, qi = n+4n−4 − τi and {fi}i ∈ C1(Ω)
satisfy
1
A1
≤ fi(x) ≤ A1, for all x ∈ Ω, for all i,(2)
for some positive constant A1. Consider the family of equations
∆2ui =
n− 4
2
fi(x)u
qi
i , ui > 0, ∆ui > 0, x ∈ Ω.(3)
We recall that according to our notation
∆ϕ = −
n∑
i=1
∂2ϕ
∂x2i
, ϕ ∈ C2(Ω).
Our aim is to describe the behavior of ui when i tends to infinity. It is possible to prove, see Remark
2.8, that if {ui}i remains bounded in L∞loc(Ω), then for any α ∈ (0, 1) ui → u in C4,αloc (Ω) along some
subsequence. Otherwise, we say that {ui}i blows up. In the following we adapt to this new framework
the definition of isolated blow up points and isolated simple blow up points which were introduced by R.
Schoen, [37] (see also Y.Y. Li, [30]). Let Br(x) = {y ∈ Rn : |y − x| < r}.
Definition 1.2 Suppose that {fi}i satisfy (2), and {ui}i satisfy (3). A point y ∈ Ω is called a blow up
point for {ui}i if there exists yi → y, such that ui(yi)→ +∞.
In the sequel, if y is a blow up point for {ui}i, writing yi → y we mean that, for all i, yi is a local
maximum of ui and ui(yi)→ +∞ as i→ +∞.
Definition 1.3 Assume that yi → y is a blow up point for {ui}i. The point y ∈ Ω is called an isolated
blow up point if there exist r ∈ (0, dist(y, ∂Ω)) and C > 0 such that
ui(y) ≤ C |y − yi|−
4
qi−1 , for all y ∈ Br(yi) ∩ Ω.(4)
Let yi → y be an isolated blow up point for {ui}i, we define ui(r) to be (here |∂Br| is the n−1-dimensional
volume of ∂Br)
ui(r) =
1
|∂Br|
∫
∂Br(yi)
ui, r ∈ (0, dist(yi, ∂Ω)),(5)
and
uˆi(r) = r
4
qi−1ui(r), r ∈ (0, dist(yi, ∂Ω)).
Definition 1.4 An isolated blow up point y ∈ Ω for {ui}i is called an isolated simple blow up point if
there exist some ̺ ∈ (0, r), independent of i, such that uˆi(r) has precisely one critical point in (0, ̺) for
large i.
The study of equation (3) has the following motivation. Taking a subcritical approximation of (P ), we
consider
Pnh vi −
n− 4
2
fi(x) v
qi
i = 0, vi > 0, on S
n;(6)
qi =
n+ 4
n− 4 − τi, τi ≥ 0, τi → 0.
3
After performing a stereographic projection π : Sn → Rn through the north pole on Sn, equation (6) is
transformed into
∆2 ui(y) =
n− 4
2
fi(y)Hi(y)
τi ui(y)
qi , ui > 0, on R
n,
where
ui(y) =
(
2
1 + |y|2
)n−4
2
vi(x), Hi(y) =
(
2
1 + |y|2
)n−4
2
, y = π(x).(7)
One can check that, under the assumption f > 0, if vi satisfies (6) and ui is given by (7), then it must be
ui > 0,∆ui > 0 on R
n, so we are reduced to study equation (3). Dealing with the blow up phenomenon
we will use the same terminology for both ui and vi, taking into account the relation (7).
Our main result regarding the blow up analysis for equation (6) is the following.
Theorem 1.5 Let n = 5, 6, and assume that {fi}i is uniformly bounded in C1(Sn) and satisfy (2). If
n = 6 we also assume that {fi}i is uniformly bounded in C2(Sn). Let {vi}i be solutions of (6): then
‖vi‖H22 (Sn) ≤ C,
where C is a fixed constant depending on n,A1 and the C
1 bounds of {fi}i (and also the C2 bounds of
{fi}i if n = 6). Furthermore, after passing to a subsequence, either {vi}i remains bounded in L∞(Sn), or
{vi}i has only isolated simple blow up points, and the distance between any two blow up points is bounded
below by some fixed positive constant.
A fundamental ingredient in the blow up analysis is a Harnack type inequality for the above fourth order
operator, proved in Lemma 2.5.
The blow up analysis can be specialized further in the case n = 5, yielding to a concentration phenomenon
at most at one point for sequences of solutions of (6) and also to a compactness result for solutions of
equation (P ) under condition (ND).
Theorem 1.6 Let n = 5, and assume that {fi}i is uniformly bounded in C1 norm and satisfy (2). Let
{vi}i be solutions of (6). Then, after passing to a subsequence, either {vi}i is bounded in L∞(Sn) or
{vi}i has precisely one isolated simple blow up point.
Theorem 1.7 Let n = 5 and f ∈ C2(S5) be a positive Morse function satisfying (ND). Then for any
ε > 0 and any α ∈ (0, 1) there exist positive constants C = C(f, ε) and C˜ = C˜(f, ε, α) such that for all µ
with ε ≤ µ ≤ 1, any positive solution v of (P ) with f replaced by fµ = µ f + (1− µ) 1058 satisfies
C−1 ≤ v(q) ≤ C, for all q ∈ Sn; ‖v‖C4,α(S5) ≤ C˜.
Using Theorem 1.7, we derive the following existence result.
Theorem 1.8 Under the assumptions of Theorem 1.7, assume that the following condition holds,∑
x∈Crit(f),∆hf>0
(−1)m(f,x) 6= −1,(8)
where Crit(f) = {x ∈ Sn|∇f(x) = 0} and m(f, x) denotes the Morse index of f at x. Then equation (P )
has at least one solution, and the set of solutions of (P ) is compact in C4,α(S5).
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The above Theorem is proved using a topological degree argument, following [16]. Theorem 1.1 provides
the initial step of a continuity argument, while the a priori estimates in Theorem 1.7 are used to verify
the invariance of the Leray- Schauder degree as one moves along the parameter in the continuity scheme.
Let us observe that formula (8) appeared first in [10].
In contrast with the case n = 5 where there is only one blow up point, see Theorem 1.6, the cases n ≥ 6
can present multiple blow up points, just as for scalar curvature problem in dimension n ≥ 4, see [9] [11],
[30]. In order to describe our results for n = 6, we introduce some more notation.
Given f ∈ C2(S6), consider
F = {p ∈ S6 : ∇f(p) = 0} ,
F+ = {p ∈ S6 : ∇f(p) = 0,∆hf(p) > 0} ,
F− = {p ∈ S6 : ∇f(p) = 0,∆hf(p) < 0} ,
Mf =
{
v ∈ C2(S6) : v satisfies (P )} .
For p0 ∈ S6, let πp0 : S6 → R6 denote the stereographic projection with pole −p0. In πp0 -stereographic
coordinates, we consider the function Jp0 : S
6 → R given by
Jp0(y) =
1
2
(
1 + |y|2
|y|2
)
, y ∈ R6.(9)
We note that the function Jp0 is singular at p0 and is a multiple of the Green’s function of P
6
h on S
6.
We recall that the Green’s function for this operator with pole p0 is a positive function Gp0 satisfying
P 6hGp0 = δp0 . One can check the existence of such a function taking a multiple of Jp0 , the uniqueness
following from the coercivity of P 6h , see above.
To each {p1, . . . , pk} ⊆ F \F−, k ≥ 1, we associate a k×k symmetric matrix M =M(p1, . . . , pk) defined
by 

Mii =
∆hf(p
i)
(f(pi))
3
2
,
Mij = −15 Jpi (p
j)
(f(pi) f(pj))
1
4
if i 6= j.
(10)
Let ρ = ρ(p1, . . . , pk) denote the least eigenvalue of M . In particular, when k = 1 it is
ρ(p1) =
∆hf(p
1)
(f(p1))
3
2
.
It has been first pointed out by A. Bahri, [8], see also [10], that when the interaction between different
bubbles is of the same order as the ‘self interaction’, the function ρ for a matrix similar to that given in
(10) plays a fundamental role in the theory of the critical points at infinity. For Paneitz operator such
kind of phenomenon appears when n = 6.
Define the set A to be
A = {f ∈ C2(S6) : f is a positive Morse function on S6 such that
∆hf 6= 0 on F , and ρ = ρ(p1, . . . , pk) 6= 0, ∀ p1, . . . , pk ∈ F+}.
Let us observe that A is open in C2(S6) and dense in the space of positive C2 function with respect to the
C2-norm. We introduce an integer valued continuous function Index : A → N by the following formula
Index(f) = −1 +
l∑
k=1
∑
ρ(pi1 ,...pik )>0,
1≤i1<i2≤···≤ik≤l
(−1)k−1+
∑k
j=1 m(f,p
ij ),
5
where m(f, pij ) denotes the Morse index of f at pij , and l = card |F+|.
Now we state our existence and compactness result for n = 6.
Theorem 1.9 Let n = 6 and assume that f ∈ A. Then for all α ∈ (0, 1), there exists some constant
C depending only on minS6 f , ‖f‖C2(S6), minF |∆hf |, min{ρ(p1, . . . , pk) : p1, . . . , pk ∈ F+, k ≥ 2}, and
there exists some constant C˜ = C˜(C,α) such that
1
C
≤ v ≤ C, ‖v‖C4,α(S6) ≤ C˜,(11)
for all solution v of equation (P ). Furthermore, for all R ≥ max(C, C˜)
deg(v − (Pnh )−1(f v5),OR, 0) = Index(f),(12)
where
OR =
{
v ∈ C4,α(S6) : 1
R
≤ v ≤ R, ‖v‖C4,α(S6) ≤ R
}
,
and deg denotes the Leray-Schauder degree in C4,α(S6). As a consequence, if Index(f) 6= 0, then (P ) has
at least one solution.
Theorem 1.9 is proved by using the following subcritical approximation of (P )
Pnh u =
n− 4
2
f u5−τ , u > 0, on S6,(13)
for τ > 0 small. Using the Implicit Function Theorem, similarly to [38] and [30], we find for any k-tuple
of points p1, . . . , pk ∈ F+ with ρ(p1, . . . , pk) > 0 a family of solutions of (13) highly concentrated around
these points. Differently from the scalar curvature case, it is not immediate to check that this kind of
solutions are positive: this fact is proved in Subsection 3.4. Using the blow up analysis we prove that the
only blowing up solutions of (13) are of the above type. Then by a degree argument, using the condition
Index(f) 6= 0, we derive the existence of at least one solution of (P ).
We organize our paper as follows. In Section 2 we provide the main local blow up analysis for (3). In
section 3 we prove a-priori estimates in H22 norm and L
∞ norm for solutions of equation (P ) in dimensions
5 and 6. Then we derive our compactness and existence results. In the Appendix, we provide some useful
technical results.
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2 Estimates for isolated simple blow up points
In this section we study the properties of isolated simple blow up points for equation (3). We first prove
some Harnack type inequalities. In the following, given r > 0, Br will denote the open ball of radius r
centred at 0 in Rn, and Br its closure.
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Lemma 2.1 For σ ∈ (0, 1], let Aσ = B3σ \B 1
3σ
, and A′σ = B2σ \B 12σ. Let g ∈ L∞(Aσ), and suppose u
is a positive C4 solution of
∆2u = g u, ∆u > 0, in B3σ.
Then there exists C = C(n, ‖g‖L∞(Aσ)) such that
max
A′σ
u ≤ C u(2σ).
Proof Set ξ(y) = u(σy), y ∈ B3. It is easy to see that ξ satisfies
∆2ξ(y) = σ4 g(σy) ξ(y), ξ(y) > 0, ∆ξ(y) > 0 y ∈ B3.(14)
Set w1 = ξ, w2 = ∆ξ. Then (w1, w2) is a positive solution of the following elliptic system{
∆w1 = w2 in B3;
∆w2 = σ
4 g(σy)w1 in B3.
(15)
For system (15), being a cooperative elliptic one, we can use the following weak Harnack Inequality due
to Arapostathis, Ghosh and Marcus [3]

maxy∈B2\B 1
2
w1(y) ≤ Cmax
{
miny∈B2\B 1
2
w1(y),miny∈B2\B 1
2
w2(y)
}
maxy∈B2\B 1
2
w2(y) ≤ Cmax
{
miny∈B2\B 1
2
w1(y),miny∈B2\B 1
2
w2(y)
}
,
(16)
where C = C(n, ‖g‖L∞(Aσ)). On the other hand, averaging the first equation in (15), we have
−∆w1(t) + w2(t) = 0, ∀t ∈ (0, 3],
which is equivalent to
w¨1(t) +
n− 1
t
w˙1(t) + w2(t) = 0, ∀t ∈ (0, 3].
Clearly, by the positivity of w1 and w2 and by (15), the functions w1 and w2 are superharmonic, so w1
and w2 are both non-negative and non-increasing. From another part, since ξ is a smooth function, w˙1
and w˙2 are bounded near zero. Hence we can use the following Lemma
Lemma 2.2 (Serrin-Zou, [39]) Let a be a positive real number and assume that y = y(r) > 0 satisfies
y¨(t) +
n− 1
t
y˙(t) + ϕ(t) ≤ 0 ∀t ∈ (0, a),
with ϕ non-negative and non-increasing on (0, a), and y˙ bounded near 0. Then there holds
y(t) ≥ c t2 ϕ(t) ∀t ∈ (0, a),
where c = c(n).
As a consequence, here, we have
w1(t) ≥ c t2 w2(t) ∀t ∈ (0, 2].
which implies that for t ∈ [ 12 , 2] it is w2(t) ≤ c1 w1(t), where c1 is a positive real constant independent of
t. Hence, using (16) and the superharmonicity of w1, we deduce
max
B2\B 1
2
w1 ≤ C max
{
min
r∈[1/2,2]
w1(r), min
r∈[1/2,2]
w2(r)
}
≤ C min
r∈[1/2,2]
w1(r) ≤ C w1(2).
This concludes the proof of Lemma 2.1, coming back to the original function u.
From Lemma 2.1, we deduce the following Harnack Inequality.
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Lemma 2.3 Let Ω ⊆ Rn and g ∈ L∞(Ω), and assume that u is a C4 positive solution of
∆2u = g u, ∆u > 0, on Ω.
Then for every Ω′ ⊂⊂ Ω,there exists C = C(n, ‖g‖L∞(Ω),Ω,Ω′) such that
max
Ω′
u ≤ C min
Ω′
u.
Proof Let σ ∈ (0, 110dist(Ω′, ∂Ω)). First we claim that there exists a constant C˜ = C˜(n, ‖g‖L∞(Ω))
such that for every point x0 ∈ Ω′ there holds
max
Bσ(x0)
u ≤ C˜ u(x0).(17)
Once (17) is established, the assertion follows by covering Ω′ with a finite number of balls of radius σ
starting from a minimum of u on Ω′. Of course, the number of these balls can be chosen depending only
on n,Ω,Ω′.
Let us now prove (17). Consider the function z(y) = u(x0 + y). Then it is clear that z satisfies the
assumptions of Lemma 2.1 for σ ∈ (0, σ), and taking g(x0 + ·) instead of g. Hence we deduce
max
Ω′
z ≤ C˜(n, ‖g‖L∞(Ω)) z(2σ), σ ∈ (0, σ) .
Recalling the definition of z, and taking into account that z is superharmonic, we have
max
Ω′
z ≤ C˜(n, ‖g‖L∞(Ω)) z(0) = C˜(n, ‖g‖L∞(Ω))u(x0).
This implies (17).
Remark 2.4 Let f be a C1 positive function on Sn, and q ∈ [1, n+4n−4 ]. Let u be a positive solution of
Pnh u = f u
q on Sn . It follows from Lemma 2.3 that upper bounds on u imply also lower bounds on u.
Lemma 2.5 Let {fi}i satisfy (2), {ui}i satisfy (3), and let yi → y ∈ Ω be an isolated blow up point.
Then for any r ∈ (0, 13r), we have the following weak Harnack inequality
max
y∈B2r(yi)\B r
2
(yi)
ui(y) ≤ C min
y∈B2r(yi)\B r
2
(yi)
ui(y)
max
y∈B2r(yi)\B r
2
(yi)
(∆ui(y)) ≤ 1
r2
C min
y∈B2r(yi)\B r
2
(yi)
ui(y),
where C is some positive constant depending only on n, C, and supi ‖fi‖L∞(Br(yi)).
Proof Set ξ(y) = r
4
qi−1 ui(yi + r y), y ∈ B3. It is easy to see that ξ satisfies

∆2ξ(y) = n−42 fi(yi + r y)ξ(y)
qi y ∈ B3,
∆ξ > 0 y ∈ B3,
0 < ξ(y) ≤ C |y|− 4qi−1 y ∈ B3.
(18)
The first inequality follows easily from Lemma 2.3. For the second one, it is sufficient to use the above
rescaling, (16) and Lemma 2.2.
8
Remark 2.6 It is clear from the proof of Lemma 2.5 that the conclusion remains true if instead of
assuming that y is an isolated blow up we only assume (4).
Proposition 2.7 Let {fi}i be bounded in C1loc(Ω) and satisfy (2). Let {ui}i satisfy (3), and let yi → y ∈
Ω be an isolated blow up point for {ui}i. Then, for any Ri → +∞ and εi → 0+, we have, after passing
to a subsequence of ui (still denoted {ui}i, {yi}i, etc...), that∥∥∥ui(yi)−1 ui (ui(yi)− qi−14 ·+yi)− (1 + ki | · |2) 4−n2 ∥∥∥
C4(B2Ri (0))
≤ εi,
Ri ui(yi)
−
qi−1
4 → 0 as i→ +∞,
where k2i =
1
2n (n−2) (n+2) fi(yi).
Proof Consider
ξi(x) = ui(yi)
−1 ui
(
ui(yi)
−
qi−1
4 x+ yi
)
∀|x| ≤ r ui(yi)
qi−1
4 .
Clearly 

∆2ξi(x) =
n−4
2 fi
(
ui(yi)
−
qi−1
4 x+ yi
)
ξi(x)
qi |x| ≤ r ui(yi)
qi−1
4 ,
0 < ξi(x) ≤ C |x|−
4
qi−1 , ∆ξi > 0 |x| ≤ r ui(yi)
qi−1
4 ,
ξi(0) = 1, ∇ξi(0) = 0.
It follows from Remark 2.6 and from the superharmonicity of ξi that for r ∈ (0,+∞) we have for i large
max
x∈∂Br(0)
ξi(x) ≤ C min
x∈∂Br(0)
ξi(x) ≤ C ξi(0) = C,
so ξi is uniformly bounded in C
∞
loc(R
n). For every r > 1, by Remark 2.6, we also have
max
∂Br
∆ξ ≤ C
r2
ξi(r) ≤ C.(19)
Since the functions ∆ξi satisfy the equation ∆(∆ξi) = fi(yi + r y) ξ
qi
i , then from L
p estimates (see e.g.
[28], Theorem 9.11) and Schauder estimates (see e.g. [28], chapter 6) {∆ξi}i is bounded in C2,αloc (Rn). By
the same reasons it follows that {ξi}i is bounded in C4,αloc (Rn).
Hence by the Ascoli-Arzela` Theorem, there exists some function ξ such that, after passing to a subse-
quence, 

ξi → ξ in C4loc(Rn),
∆2ξ = n−42 (limi fi(yi)) ξ
n+4
n−4 in Rn,
ξ ≥ 0, ∆ξi ≥ 0, ξ(0) = 1, ∇ξ(0) = 0.
Since ∆ξ ≥ 0, and ξ ≥ 0, it follows from the maximum principle that ξ is positive in Rn. It follows from
standard regularity arguments that ξ is C∞ in Rn, so the result in Lin [31] implies that
ξ(x) =
(
1 + lim
i
ki|x|2
) 4−n
2
.
where k2i =
1
2n (n−2) (n+2) fi(yi). Proposition 2.7 is now proved.
Remark 2.8 It follows from the proof of Proposition 2.7 that, under the assumption that {fi}i is bounded
in C1loc(Ω), if a sequence of solutions {ui} of (3) remains bounded in L∞loc(Ω), then ui converges in C4,αloc
along a subsequence.
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Since passing to subsequences does not affect our proofs, we will always choose Ri → +∞ first, and then
εi (depending on Ri) as small as necessary . In particular εi is chosen small enough so that yi is the
only critical point of ui in 0 < |y| < Ri ui(yi)−
qi−1
4 , uˆi(r) (defined after formula (5)) has a unique critical
point in
(
0, Ri ui(yi)
−
qi−1
4
)
, 2εi <
(
1 + kiR
2
i
) 4−n
2 , and
∥∥∥ui(yi)−1 ui (ui(yi)− qi−14 ·+yi)− (1 + ki | · |2) 4−n2 ∥∥∥
C4(B2Ri (0))
→ 0.
Proposition 2.9 Let {fi}i ∈ C1loc(B2) satisfies (2) with Ω = B2 and
|∇fi(y)| ≤ A2, ∀y ∈ B2,(20)
for some positive constant A2. Assume that {ui}i satisfies (3) with Ω = B2, and let yi → y ∈ Ω be an
isolated simple blow up point for {ui}i, which for some positive constant A3 satisfies
|y − yi|
4
qi−1ui(yi) ≤ A3, ∀y ∈ B2.(21)
Then there exists some positive constant C = C(n,A1, A2, A3, ̺) (̺ being given in the definition of isolated
simple blow up point) such that for Ri ui(yi)
−
qi−1
4 ≤ |y − yi| ≤ 1
C−1ui(yi)
−1 |y − yi|4−n ≤ ui(y) ≤ C ui(yi)−1 |y − yi|4−n.(22)
Furthermore there exists some biharmonic function b(y) in B1 such that we have, after passing to a
subsequence,
ui(yi)ui(y)→ h(y) = a |y|4−n + b(y) in C4loc(B1 \ {0}),
where
a =
(
lim
i
ki
) 4−n
2
.
Before proving Proposition 2.9 we need some Lemmas.
Lemma 2.10 Under the assumptions of Proposition 2.9, except for (20), there exist δi > 0, δi =
O(R
−4+o(1)
i ) such that
ui(y) ≤ C ui(yi)−λi |y − yi|4−n+δi for Ri ui(yi)−
qi−1
4 ≤ |y − yi| ≤ 1,
where λi = (n− 4− δi) ( qi−14 )− 1.
Proof Let ri = Ri ui(yi)
−
qi−1
4 ; it follows from Proposition 2.7 that
ui(y) ≤ C ui(yi)R4−ni , ∆ui(y) ≤ C ui(yi)
qi+1
2 R2−ni for all |y − yi| = ri.(23)
Let uˆi(r) be defined as in (5); it follows from the definition of isolated simple blow up and Proposition
2.7 that there exists ̺ > 0 such that
r
4
qi−1 ui(r) is strictly decreasing for ri < r < ̺.(24)
Using (23), (24) and Lemma 2.5 we have that for all ri < |y − yi| < ̺
|y − yi|
4
qi−1 ui(y) ≤ C |y − yi|
4
qi−1 ui(|y − yi|) ≤ C r
4
qi−1
i ui(ri) ≤ C R
4−n
2 +o(1)
i .
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Therefore
ui(y)
qi−1 = O
(
R
−4+o(1)
i |y − yi|−4
)
for all ri ≤ |y − yi| ≤ ̺.(25)
Now we would like to apply Lemma 4.3 with D = {ri ≤ |y − yi| ≤ ̺}, and L1 = L2 = −∆, h11 = 0 ,
h12 = 1, h21 =
n−4
2 fi u
qi−1
i .
Take α ∈
(
0, 1n−4
)
, and let
ϕ1 = |y − yi|−α, ϕ2 = ∆ϕ1.
By a direct computation, taking into account (25), one can check that{−∆ϕ1 + ϕ2 = 0;
−∆ϕ2 + n−42 fi uqi−1i =
[
−α (2 + α) (n− 2− α) (n− 4− α) +O
(
R
−4+o(1)
i
)]
|y − yi|−(4+α),
for ri ≤ |y − yi| ≤ ̺. It can be easily seen that with our choice of α it is −∆ϕ2 + n−42 fi uqi−1i < 0.
Now set
ϕ1 = |y − yi|4−n+δi , ϕ2 = ∆ϕ1.
Then there holds, again by (25){
−∆ϕ1 + ϕ2 = 0,
−∆ϕ2 + n−42 fi uqi−1i =
[
−δi (2 + δi) (n− 2− δi) (n− 4− δi) +O
(
R
−4+o(1)
i
)]
|y − yi|−n+δi ,
for ri ≤ |y − yi| ≤ ̺. So we can choose δi = O(R−4+o(1)i ) such that −∆ϕ2 + n−42 fi uqi−1i < 0. Now set
ψi(y) = γ1Mi ̺
α |y − yi|−α + γ2 ui(yi)−λi |y − yi|4−n+δi ,
where Mi = max∂B̺ ui, λi = (n − 4 − δi) ( qi−14 ) − 1 and γ1, γ2 > 0. It follows from the previous
computations that we can apply Lemma 4.3 with (w1, w2) = (ψi,∆ψi) and (z1, z2) = (ui,∆ui) provided
we show {
ui ≤ ψi on ∂({ri ≤ |y − yi| ≤ ̺}),
∆ui ≤ ∆ψi on ∂({ri ≤ |y − yi| ≤ ̺}).
(26)
For this purpose we observe that for |y − yi| = ̺, it is ψi ≥ γ1Mi, so if γ1 > 1 we have
ψi(y) ≥ ui(y) for |y − yi| = ̺.
Moreover, by Lemma 2.5 there exist C > 0 such that
max
∂B̺
∆ui ≤ C ui(̺) ≤ CMi,
so one can easily check that for some γ1 > 0 sufficiently large there holds
∆ψi(y) ≥ ∆ui(y) for |y − yi| = ̺.
We observe that we have proved (26) on |y − yi| = ̺; for|y − yi| = ri, we have
ψi(y) ≥ γ2 ui(yi)−λi r4−n+δii .
But ri = Ri ui(yi)
−
qi−1
4 so, taking into account the expression of λi we derive
ψi(y) ≥ γ2 ui(yi)R4−n+δii for |y − yi| = ri.
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By Proposition 2.7, it turns out that ui(y) ≤ C ui(yi)R4−ni for |y − yi| = ri, so it follows that for i large
ψi(y) ≥ ui(y) for |y − yi| = ri.
From another part, it is
∆ψi(y) ≥ γ2 ui(yi)−λi (n− 4 + δi) (2 + δi) r2−n+δii for |y − yi| = ri,
so from the expression of ri and from (23) it follows that for γ2 large enough
∆ψi(y) ≥ ∆ui(y) for |y − yi| = ri.
We have now proved (26), so it is:
ui(y) ≤ ψi(y) for ri ≤ |y − yi| ≤ ̺.(27)
Now, since yi → y is an isolated simple blow up, taking into account (24), Lemma 2.5 and inequality
(27), we deduce that for ri < θ < ̺ it is
̺
qi−1
4 Mi ≤ C ̺
qi−1
4 ui(̺) ≤ Cθ
qi−1
4 ui(θ)
≤ C θ qi−14 (γ1Mi ̺α θ−α + γ2 ui(yi)−λiθ4−n+δi) .
Since we are assuming 0 < α < 2n−4 , we can choose θ independent of i such that
C γ1 ̺
α θ
qi−1
4 −α <
1
2
̺
qi−1
4 ,
and with such a choice it turns out that
Mi ≤ C ui(yi)−λi .(28)
This concludes the proof of the Lemma for ri ≤ |y − yi| ≤ ̺; for ̺ ≤ |y − yi| ≤ 1, it is sufficient to use
Lemma 2.5.
We recall that we have set τi =
n+4
n−4 − qi.
Lemma 2.11 Under the hypotheses of Proposition 2.9 we have
τi = O
(
ui(yi)
− 2
n−4+o(1)
)
,
and therefore
ui(yi)
τi = 1 + o(1).
Proof Applying Proposition 4.1 with r = 1 we obtain
n− 4
2(q + 1)
n∑
j=1
∫
B1
xj
∂fi
∂xj
u
qi+1
i dx +
n− 4
2
(
n
qi + 1
− n− 4
2
)∫
B1
fi u
qi+1
i dx
− n− 4
2(qi + 1)
∫
∂B1
fi u
qi+1
i d σ =
∫
∂B1
B(r, x, u,∇ui,∇2ui,∇3ui) d σ.
From (28), Lemma 2.5 and from standard elliptic estimates, one can easily deduce that∫
∂B1
B(r, x, ui,∇u,∇2ui,∇3ui) d σ = O
(
ui(yi)
−2+o(1)
)
,
∫
∂B1
fi u
qi+1
i d σ = O
(
ui(yi)
− 2n
n−4+o(1)
)
.
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Moreover, using Proposition 2.7 and simple rescaling arguments we derive
j=n∑
j=1
∫
B1
xj
∂fi
∂xj
u
qi+1
i dx = O
(
ui(yi)
− 2
n−4+o(1)
)
.
Hence it follows that
τi = O
(
ui(yi)
− 2
n−4+o(1)
)
+O
(
ui(yi)
−2+o(1)
)
+O
(
ui(yi)
− 2n
n−4+o(1)
)
= O
(
ui(yi)
− 2
n−4+o(1)
)
.
This concludes the proof.
Lemma 2.12 There holds
ui(yi)u
qi
i (y)→ l δ0(y),
where l = 2n(n+2) (limi ki)
−n2 ωn−1 and the convergence is in the weak sense of measures.
Proof Take ψ ∈ C∞c (B1); we clearly have∫
B1
ui(yi)u
qi
i ψ =
∫
Bri
ui(yi)u
qi
i ψ +
∫
B1\Bri
ui(yi)u
qi
i ψ.
Using Proposition 2.7 we deduce by simple computations∫
Bri
ui(yi)u
qi
i ψ = (ψ(0) + o(1)) ui(yi)
∫
Bri
u
qi
i → l ψ(0).(29)
Moreover, by Lemma 2.10 there holds∫
B1\Bri
u
qi
i ≤ C
∫
B1\Bri
(
ui(yi)
−λi |y − yi|4−n+δi
)qi
≤ C Rn−qi(n−4−δi)i ui(yi)−1+O(τi) = o(1)ui(yi)−1,(30)
so the conclusion follows.
Lemma 2.13 Let wi : B1 → R be defined as
wi(y) = ui(yi)∆ui(y),
and let HB1(wi) denote the unique function satisfying{
∆HB1(wi) = 0 in B1,
HB1(wi) ≡ wi on ∂ B1.
If we set w˜i = wi −HB1(wi), then we have
w˜i → l˜ GB1(0, x) in L1(B1),
where
l˜ =
n− 4
n(n+ 2)
(
lim
i
fi(yi)
)(
lim
i
ki
)−n2
ωn−1,
and where GB1 denotes the Green’s function of ∆ in B1 under Dirichlet boundary conditions.
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Proof It is easy to prove, using Lemma 2.12 and the Green’s representation formula, that w˜i(·) →
l GB1(0, ·) pointwise. We will prove that w˜i is bounded in W 1,q0 (B1) for q < nn−1 . Then the Lemma will
follow from the Rellich compactness Theorem.
Hence we are reduced to prove that ∇w˜i is bounded in Lq(B1) for all q < nn−1 . Let f ∈ (Lq
′
(B1))
n,
q′ > n, and consider the problem {
−∆v = divf in W−1,q′(B1),
v ∈ W 1,q′0 (B1).
This problem admits a unique solution v, which satisfies
‖v‖
W 1,q
′
0 (B1)
≤ C ‖divf‖
W−1,q
′
0 (B1)
≤ C′ ‖f‖Lq′(B1).
Moreover, since q′ > n, v ∈ C0(B1) and
‖v‖C0(B1) ≤ C‖v‖W 1,q′0 (B1) ≤ C
′ ‖f‖Lq′(B1).(31)
We can split f into
f = ∇v + f1 with div f1 = 0;
hence we have∣∣∣∣
∫
B1
f · ∇w˜i
∣∣∣∣ =
∣∣∣∣
∫
B1
∇v · ∇w˜i +
∫
B1
f1 · ∇w˜i
∣∣∣∣ =
∣∣∣∣
∫
B1
∇v · ∇w˜i +
∫
B1
〈divf1, w˜i〉
∣∣∣∣ =
∣∣∣∣
∫
B1
∇v · ∇w˜i
∣∣∣∣ .
Writing
∫
B1
∇v · ∇w˜i as
∫
B1
∆w˜i v, we deduce , using (31) and Lemma 2.12∣∣∣∣
∫
B1
f · ∇w˜i
∣∣∣∣ ≤ C′′‖v‖C0(B1) ≤ C ‖f‖Lq′(B1).
Hence by Banach-Steinhaus Theorem the sequence {w˜i}i is bounded in W 1,q for all q < nn−1 . This
concludes the proof.
Lemma 2.14 Let Γ : (0, 1)→ R be defined by
Γ(σ) = lim
i
(∫
Bσ
∆ui
) (∫
B1\Bσ
∆ui
)−1
.
Then, after extracting a subsequence if necessary, Γ(·) is well defined and satisfies Γ(t) > 0 ∀t ∈ (0, 1)
and Γ(t)→ 0 as t→ 0.
Proof Let wi = ui(yi)∆ui. Since HB1(wi) is harmonic, by the mean value property, there holds∫
Bσ
HB1(wi) = ωn−1Hi
∫ σ
0
rn−1,
∫
B1\Bσ
HB1(wi) = ωn−1Hi
∫ 1
σ
rn−1,
where we have set
Hi =
1
ωn−1
∫
∂B1
HB1(wi).
In particular recalling the definition of w˜i, it follows that∫
Bσ
wi =
∫
Bσ
w˜i + ωn−1Hi
∫ σ
0
rn−1;
∫
B1\Bσ
wi =
∫
B1\Bσ
w˜i + ωn−1Hi
∫ 1
σ
rn−1.(32)
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Now two cases may occur: the first is supiHi < +∞, and the second is lim supiHi = +∞. We treat the
two cases separately.
Case 1 supiHi < +∞
Taking into account (32) we have
(∫
Bσ
wi
) (∫
B1\Bσ
wi
)−1
=
(∫
Bσ
w˜i + ωn−1Hi
∫ σ
0
rn−1
) (∫
B1\Bσ
w˜i + ωn−1Hi
∫ 1
σ
rn−1
)−1
.
By Lemma 2.13 it is w˜i → w˜ = l GB1(0, ·) > 0 in L1(B1) so, since up to a subsequence Hi → H , Γ(σ) is
Γ(σ) =
(∫
Bσ
w˜ + ωn−1H
∫ σ
0
rn−1
) (∫
B1\Bσ
w˜ + ωn−1H
∫ 1
σ
rn−1
)−1
.
Case 2 lim supiHi = +∞
Arguing as in the first case, taking into account the convergence of w˜i and the fact that Hi → +∞, we
derive
lim
i
(∫
Bσ
wi
) (∫
B1\Bσ
wi
)−1
=
(∫ σ
0
rn−1
) (∫ 1
σ
rn−1
)−1
.
So in this case Γ(σ) is
Γ(σ) =
(∫ σ
0
rn−1
) (∫ 1
σ
rn−1
)−1
.
In both the cases, the function Γ(σ) satisfies the required properties, hence the conclusion follows.
Lemma 2.15 Set vi(y) = ui(1)
−1 ui(y). Then there holds
vi → v(x) = a1 |x|4−n + b(x) in C2loc(B1 \ {0}),
where
a1 > 0, v > 0, b ∈ C∞(B1), ∆2b = 0.
Proof It is easy to see that vi satisfies
∆2vi =
n− 4
2
ui(1)
qi−1fi(y) v
qi
i in B2.
We observe that by Lemma 2.10, ui(1)→ 0 so it follows from Lemma 2.5 and standard elliptic estimates
(we note that vi(1) = 1 as i → +∞) that {vi} converges in C4loc(B1 \ {0}) to some function v which
satisfies
∆2v = 0, v ≥ 0, ∆v ≥ 0 in B2 \ {0}.
Moreover v must possess a singularity at 0. In fact, since we are assuming that yi → y is an isolated
simple blow up, it follows that also r
n−4
2 v(r) is non-increasing for 0 < r < ̺, which is impossible if v is
regular near the origin.
It follows from Lemma 4.5 that v is of the form
v(x) = a1 |x|4−n + a2 |x|2−n + b(x),
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where a1, a2 ≥ 0, and b ∈ C∞(B1) satisfies ∆2 b = 0. Since v is singular at 0, it is a1+ a2 > 0. Using the
divergence Theorem and the convergence of vi to v, we derive that for σ ∈ (0, 1)
lim
i
ui(1)
−1
∫
Bσ
∆ui =
∫
∂Bσ
−∂v
∂ν
= ωn−1 a2 (n− 2) + oσ(1),
where oσ(1)→ 0 as σ → 0. Using Lemma 2.14 we deduce
ωn−1 a2 (n− 2) + oσ(1) =
∫
∂Bσ
−∂v
∂ν
=
∫
Bσ
∆ui∫
B1\Bs
∆ui
lim
i
ui(1)
−1
∫
B1\Bσ
∆ui → Γ(σ)
∫
B1\Bσ
∆v.
Since ∆v ∈ L1(B1), letting σ → 0 we obtain a2 = 0, taking into account that Γ(σ)→ 0 as σ → 0.
Proof of Proposition 2.9. Let vi be as in Lemma 2.15. We prove first the inequality (22) for
|y − yi| = 1, namely we show that for some C > 0 independent of i
C−1 ≤ ui(1)ui(yi) ≤ C.(33)
Multiply (3) by ui(1)
−1 and integrate on B1, we have∫
∂B1
− ∂
∂ν
(∆ vi) =
n− 4
2
ui(1)
−1
∫
B1
fi u
qi
i ,(34)
where we have set, as before, vi(y) = ui(1)
−1 ui(y). Applying Lemma 2.15, we deduce using the bi-
harmonicity of b
lim
i
∫
∂B1
− ∂
∂ν
(∆ vi) =
∫
∂B1
∂
∂ν
(
2 a1 (4− n)|x|2−n −∆ b
)
= 2 a1 (n− 2) (n− 4)ωn−1 > 0.(35)
From (34) and (35) we deduce that
lim
i
ui(1)
−1
∫
B1
fi u
qi
i = 4 a1 (n− 2)ωn−1 > 0.(36)
From another part, it follows from Lemma 2.12 that
lim
i
ui(yi)
∫
B1
fi u
qi
i → l (limi fi(yi)).(37)
Hence (36) and (37) imply (33). To establish (22) for ri ≤ |y − yi| ≤ 1, we only need to scale the
problem and to reduce it to the case |y − yi| = 1. In fact, arguing by contradiction, if there exists a
subsequence {y˜i}i satisfying ri ≤ |y˜i − yi| ≤ ρ, and limi ui(y˜i)ui(yi) |y˜i − yi|4−n = ∞, set r˜i = |y˜i − yi|,
u˜i(y) = (r˜i)
4
qi−1 ui(yi + r˜i y). Then u˜i satisfies all the assumptions of Proposition 2.9 with the same
constants and with 0 instead of y. It follows from (33) that
C−1 ≤ u˜i(0) u˜i
(
y˜i − yi
r˜i
)
≤ C.
This leads to a contradiction, so we have (22).
Next we compute the value of a. Multiplying equation (3) by ui(yi) and integrating on B1, we have∫
∂B1
− ∂
∂ν
(ui(yi)∆ui) =
n− 4
2
ui(yi)
∫
B1
fi u
qi
i .
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It follows from the harmonicity of ∆b that
lim
i
∫
∂B1
− ∂
∂ν
(ui(yi)∆ui) = −
∫
∂B1
∂
∂ν
(
2 a (n− 4) |y|2−n −∆ b(y)) = 2 a (n− 4) (n− 2)ωn−1.(38)
On the other hand, by Lemma 2.12, we have
lim
i
n− 4
2
ui(yi)
∫
Bri
fi u
qi
i =
n− 4
2
lim
i
fi(yi) l.(39)
It follows from (38) and (39) that
a =
(
lim
i
ki
) 4−n
2
.
The Proposition is established.
Remark 2.16 As a consequence of Proposition 2.9 we have that Lemma 2.11 can be refined to
τi = O
(
ui(yi)
− 2
n−4
)
.
To check this it is sufficient to repeat the proof of Lemma 2.11 and to use (22).
We now state a technical Lemma, which proof is a simple consequence of Proposition 2.7, Lemma 2.11
and Proposition 2.9. We recall that ri = Ri ui(yi)
−
qi−1
4 .
Lemma 2.17 Under the hypotheses of Proposition 2.9, we have
∫
Bri
|y − yi|s ui(y)qi+1 =


ui(yi)
− 2s
n−4
(∫
Rn
|z|s (1 + k |z|2)−n dz + o(1)) −n < s < n,
O
(
ui(yi)
− 2n
n−4 log(ui(yi))
)
s = n,
o
(
ui(yi)
− 2n
n−4
)
s > n
∫
B1\Bri
|y − yi|s ui(y)qi+1 =


o
(
ui(yi)
− 2s
n−4
)
−n < s < n,
O
(
ui(yi)
− 2n
n−4 log(ui(yi))
)
s = n,
O
(
ui(yi)
− 2n
n−4
)
s > n,
where k2 = (limi ki)
2 = 12n(n+2)(n−2) limi fi(yi).
Now we show that under some regularity assumptions on fi, ∇fi(yi) is small for i large.
Lemma 2.18 Let r ∈ (0, ̺), assume that {fi}i is bounded in C2(Br(y)), and ui satisfy equation (3). Let
yi → y ∈ Ω be an isolated simple blow up point of ui. Then
|∇fi(yi)| = O
(
ui(yi)
− 2
n−4
)
.
Proof Consider a cut off function η ∈ C∞c (B1), satisfying
η(x) =
{
1 |x| ≤ 14 ,
0 |x| ≥ 12 .
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Multiplying equation (3) by η ∂ui∂x1 and integrating by parts, it follows from Proposition 2.9 that
1
qi + 1
∫
B1
∂fi
∂x1
u
qi+1
i η = −
∫
B1\B 1
4
∆ui
∂ui
∂x1
∆η +
1
2
∫
B1\B 1
4
∂η
∂x1
(∆ui)
2
− 2
∫
B1\B 1
4
∆ui〈∇η,∇
(
∂ui
∂x1
)
〉 − 1
qi + 1
∫
B1\B 1
4
∂η
∂x1
fi u
qi+1
i
= O
(
ui(yi)
−2
)
.
Therefore, taking into account the boundedness of {fi}i in C2(B1) and Lemma 2.17 we have
1
qi + 1
∫
B1
η u
qi+1
i
∂fi
∂x1
(yi) =
1
qi + 1
∫
B1
(
∂fi
∂x1
(yi)− ∂fi
∂x1
(y)
)
η u
qi+1
i +
1
qi + 1
∫
B1
∂fi
∂x1
(y)uqi+1i η
= O
(∫
B1
|y − yi|ui(y)qi+1 dy
)
+O
(
ui(yi)
−2
)
= O
(
ui(yi)
− 2
n−4
)
.
Clearly, we can estimate
(
∂fi
∂xk
)
(yi), 2 ≤ k ≤ n, in a similar way, so Lemma 2.18 follows immediately.
We notice that according to the above Lemma, if fi → f in C2(Br(y)), then y is a critical point of f .
Proposition 2.19 Assume that {ui}i satisfies equation (3) with n = 5, 6, and
i) if n = 5, {fi}i is bounded in C1loc(B2) ;
ii) if n = 6, {fi}i is bounded in C2loc(B2) .
Let y be an isolated blow up point for {ui}i. Then y is an isolated simple blow up point.
Proof It follows from Proposition 2.7 that r
4
qi−1ui(r) has precisely one critical point in the interval
(0, ri), where ri = Ri ui(yi)
−
qi−1
4 , as before. Arguing by contradiction, suppose that y is not an isolated
simple blow up, and let µi be the second critical point of r
4
qi−1ui(r). We know that µi ≥ ri and, by the
contradiction argument, µi → 0. Without loss of generality, we assume that yi = 0. Set
ξi(y) = µ
4
qi−1
i ui(µi y) |y| ≤
1
µi
.
It follows from (3), the definition of isolated simple blow up and from the properties of µi that ξi satisfies

∆2 ξi(y) = fi(µi y) ξi(y)
qi |y| < 1µi ,
|y| 4qi−1 ξi(y) ≤ A3 |y| < 1µi ,
limi ξi(0) = +∞.
(40)
Moreover, by our choice of µi there holds
r
4
qi−1 ξi(r) has precisely one critical point in 0 < r < 1,
d
d r
(
r
4
qi−1 ξi(r)
)
|r=1 = 0,
where ξi(r) =
1
|∂Br |
∫
∂Br
ξ.
It follows that 0 is an isolated simple blow up for {ξi}i. Therefore, applying Proposition 2.9, there exist
some positive constant a > 0, and some regular biharmonic function b(y) in Rn such that
ξi(0) ξi(y)→ h(y) = a |x|4−n + b(y) in C4loc(Rn \ {0}).(41)
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We notice that h(y) is positive, and ∆h(y) is non-negative.
We now claim that b ≡ c, for some c ∈ R, c ≥ 0. Indeed, we have that ∆ b(y) is bounded from below by
a fixed constant and is harmonic, so by the Liouville Theorem ∆b ≡ d, for some d ≥ 0. We also remark
that b(y) is bounded from below. Hence, if we consider the function l(y) = b(y) + d2n |y|2, we have that
l(y) is bounded from below in Rn and is harmonic so, again by the Liouville Theorem, it follows that l(y)
is constant. Since b is bounded from below, this implies that d = 0. Hence b(y) is an harmonic function
in Rn bounded from below, and so it must be a constant.
The value of b can be computed as follows. Since, by our choice of µi, 1 is a critical point of r
4
qi−1 ξi(r),
we have that
0 = lim
i
d
d r
(
r
4
qi−1 ξi(r)
)
|r=1 = d
d r
(
r
n−4
2 h(r)
)
|r=1;
it follows immediately that
b = a > 0.
Applying Propositions 2.9 and 4.1 to equation (40) we have, for any σ ∈ (0, 1)∫
∂Bσ
B(σ, x, ξi,∇ξi,∇2 ξi,∇3 ξi) ≥ n− 4
2(qi + 1)
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i −
σ(n− 4)
2(qi + 1)
∫
∂Bσ
fi(µi·)ξqi+1i
≥ n− 4
2(qi + 1)
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i −O
(
ξi(0)
−qi−1
)
.
Multiply the above by ξi(0)
2 and send i to infinity, we have∫
∂Bσ
B(σ, x, h,∇h,∇2 h,∇3 h) = lim
i
ξi(0)
2
∫
∂Bσ
B(σ, x, ξi,∇ξi,∇2 ξi,∇3 ξi)
≥ lim
i
ξi(0)
2 n− 4
2(qi + 1)
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i .
Now we want to estimate the last expression.
For n = 5, we recall that we are assuming that {fi}i is uniformly bounded in C1loc(B2) and so, taking
into account Lemma 2.17, there holds∣∣∣∣∣∣
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i
∣∣∣∣∣∣ ≤ C µi
∫
Bσ
|x| ξqi+1i = o
(
ξi(0)
−2
)
.(42)
It follows that∫
∂Bσ
B(σ, x, h,∇h,∇2 h,∇3 h) ≥ lim
i
ξi(0)
2 n− 4
2(qi + 1)
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i = 0.(43)
For n = 6, we recall that we are assuming that {fi}i is uniformly bounded in C2loc(B2); we proceed as
follows. We have, using the Taylor expansion of fi at 0∣∣∣∣∣∣
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i
∣∣∣∣∣∣ ≤ µi
∣∣∣∣
∫
Bσ
y · ∇fi(0)ξqi+1i
∣∣∣∣+ µ2i maxBσ µi |∇2 fi|
∫
Bσ
|y|2 ξqi+1i .
Applying Lemma 2.18 we have that |∇fi(0)| = O
(
ξi(0)
− 2
n−4
)
, therefore using Lemma 2.17 and the fact
that µi → 0, we have∫
∂Bσ
B(σ, x, h,∇h,∇2 h,∇3 h) ≥ lim
i
ξi(0)
2 n− 4
2(qi + 1)
∑
j
∫
Bσ
xj
∂fi(µi·)
∂xj
ξ
qi+1
i = 0.(44)
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By Corollary 4.2, we know that for σ > 0 sufficiently small∫
∂Bσ
B(σ, x, h,∇h,∇2 h,∇3 h) < 0,
and this contradicts both (43) and (44). This concludes the proof of the Proposition.
3 Applications
Once the local blow up analysis is performed, we can adapt to this framework the existence arguments
developed in [16] and in [30] for the scalar curvature equation. As remarked in the Introduction, the
main difference with respect to the scalar curvature problem is to prove the positivity of the solutions
involved in such a scheme. For n = 5, this is related to the estimates in [25], while for n = 6 this is proved
in Proposition 3.6. The main ingredient of these arguments are the a priori estimates given in the next
subsection.
3.1 A priori estimates on S5, S6
Consider for n ≥ 5 the following equation

Pnh v − n−42 f(x) vq = 0 on Sn,
v > 0, on Sn,
q = n+4n−4 − τ, 0 ≤ τ < 8n−4 .
(45)
Proposition 3.1 Suppose f ∈ C1(Sn) satisfies for some positive constant A1
1
A1
≤ f(p) ≤ A1 for all p ∈ Sn.
Then, for any 0 < ε < 1, R > 1, there exist some positive constants C∗0 > 1, C
∗
1 > 1 depending on
n, ε, R,A1, ‖f‖C1 such that, if v is a solution of (45) with
max
Sn
v > C∗0 ,
then there exists 1 ≤ k = k(v) < +∞ and a set
S(v) = {p1, . . . , pk} ⊆ Sn, pi = pi(v)
such that
(1) 0 ≤ τ < ε ,
(2) p1, . . . , pk are local maxima of v and for each 1 ≤ j ≤ k, using y as some geodesic normal coordinates
centered at pj, we have ∥∥∥v(0)−1 v (v(0)− q−12 y)− δj(y)∥∥∥
C4(B2R(0))
< ε
and {
B
Rv(pj)
−
q−1
4
(pj)
}
1≤j≤k
are disjoint balls.
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Here
δj(y) =
(
1 + kj |y|2
) 4−n
2
is the unique solution of {
∆2 δj =
n−4
2 f(pi) δ
n+4
n−4
j in R
n,
δj > 0, δj(0) = 1, ∇δj(0) = 0 in Rn,
and
k2j =
1
2n(n+ 2)(n− 2) f(pj),
(3) v(p) ≤ C∗1 {dist(p,S(v))}−
4
qi−1 for all p ∈ Sn , and dist(pi, pj)
4
qi−1 v(pj) ≥ C∗0 .
Proof This can be proved by quite standard blow up arguments, using the results of [31], see [38].
Proposition 3.2 Let n = 5, 6 and assume that f ∈ C1(Sn) satisfies, for some positive constant A1
1
A1
≤ f(p) ≤ A1 ∀p ∈ Sn.
If n = 6, we also assume that f is of class C2 on Sn. Then for every ε > 0 and R > 1, there exists some
positive constant δ∗ > 0, depending on n, ε, R and ‖f‖C1 (and also on ‖f‖C2 if n = 6), such that for any
solution v of (45) with maxSn v > C
∗
0 we have
|pj − pl| ≥ δ∗ for all 1 ≤ j 6= l ≤ k,
where C∗0 , pj = pj(v), pl = pl(v) and k = k(v) are as in Proposition 3.1.
Proof Suppose the contrary, that is for some constants ε,R,A1 there exist {qi}, {fi} satisfying the
assumptions of Proposition 3.2 and a sequence of corresponding solutions vi such that
lim
i
min
j 6=l
|pj − pl| = 0.
Without loss of generality, we assume that
|p1(vi)− p2(vi)| = min
j 6=l
|pj(vi)− pl(vi)| → 0.(46)
Since B
Rvi(p1)
−
qi−1
4
(p1) and B
Rvi(p2)
−
qi−1
4
(p2) are disjoint we have by (46) vi(p1)→ +∞ and vi(p2)→
+∞.
Performing a stereographic projection with p1 as the south pole and using formula (7), equation (45) is
transformed into 

∆2 ui =
n−4
2 f(x)H(x)
τi u
qi
i on R
n,
v > 0 on Rn,
qi =
n+4
n−4 − τi, 0 ≤ τ ≤ 2n−4 .
(47)
Let us still use p2 ∈ Rn to denote the stereographic coordinates of p2 ∈ Sn, and set σi = |p2| → 0. For
simplicity we assume that p2 is a local maximum of ui. It is easy to see that
σi >
1
C(n)
max
{
Rui(0)
−
qi−1
4 , R ui(p2)
−
qi−1
4
}
.(48)
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Set now
wi(y) = σ
4
qi−1
i ui(σi y) |y| <
1
σi
.
It follows that wi satisfies {
∆2 wi =
n−4
2 f(σi y)H(σi y)
τi w
qi
i |y| ≤ 1σi ,
wi > 0, ∆wi > 0, |y| ≤ 1σi .
(49)
Notice that by Proposition 3.1 there holds
vi(y) ≤ C1 |y|−
4
qi−1 for all |y| ≤ 1
2
σi,(50)
vi(y) ≤ C1 |y − p2|−
4
qi−1 for all |y − p2| ≤ 1
2
σi.(51)
It is not difficult to see, using (48) and the last estimates, that
wi(0) ≥ C2, limi wi(|p2|−1 p2) ≥ C2,
|y| 4qi−1 wi(y) ≤ C1 |y| ≤ 12 ,
|y − |p2|−1 p2|
4
qi−1 wi(y) ≤ C1 |y − |p2|−1 p2| ≤ 12 .
We first show that
wi(0)→∞, wi(p2|p2|−1)→∞.(52)
If one of these sequences tends to infinity along a subsequence, say wi(0) → ∞, then 0 is an isolated
simple blow up. Therefore wi(|p2|−1p2) must tend to infinity along the same subsequence, since otherwise,
using (50), it is easy to prove that (wi) is uniformly bounded near |p2|−1p2 along a further subsequence.
In turn, using Proposition 2.9 and the Harnack Inequality we obtain that wi tends to 0 uniformly near
|p2|−1p2, which is impossible. On the other hand if both wi(0) and wi(|p2|−1p2) stay bounded, wi will
be locally bounded and will converge in C2loc to some function having at least two critical points, which
violates the uniqueness result of C. S. Lin [31]. We thus established (52).
It then follows from Proposition 2.19 that 0 and q = limi |p2|−1 p2 are both isolated blow up points
for wi. Hence by Proposition 2.19 they are indeed isolated simple blow up points of wi.
We deduce from property (3) in Proposition 3.1, (46), Lemma 2.5 and Proposition 2.9 that there exist
an at most countable set S1 ⊆ Rn such that
min {|x− y| : x, y ∈ S1} ≥ 1,
lim
i
wi(0)wi(y) = h
∗(y) in C4loc(R
n \ S1),
h∗(y) ≥ 0, ∆h∗(y) ≥ 0, ∆2h∗(y) = 0 y ∈ Rn \ S1,
and h∗(y) must be singular at 0 and at p = limi |p2|−1 p2 (0, p ∈ S1). Hence for some positive constants
a1 and a2 it is
h∗(y) = a1 |y|4−n + a2 |y − q|4−n + b∗(y) y ∈ Rn \ {S1 \ {0, p}},(53)
where b∗(y) : Rn \ {S1 \ {0, p}} satisfies
∆2 b∗(y) = 0, lim inf
|y|→+∞
b∗(y) ≥ 0, lim inf
|y|→+∞
∆b∗(y) ≥ 0.
The maximum principle, applied first to ∆b∗(y) and then to b∗(y), yields b∗(y) ≥ 0 in Rn \ {S1 \ {0, p}}.
Hence the conclusion follows from (53), reasoning as in the proof of Proposition 2.19.
Proof of Theorem 1.5 Proposition 3.2 and statement (3) in Proposition 3.1 imply that the blow up
points are in finite number and are isolated. Hence by Proposition 2.19 they are also isolated simple.
Then the conclusion follows from Proposition 2.7 and Lemma 2.17.
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3.2 Existence and compactness results on S5
This subsection is devoted to the proof of our existence and compactness results on S5. The first ingredient
is the fact that there is at most one blow up point; this is the content of Theorem 1.6.
Proof of Theorem 1.6 Assume the contrary, namely that {vi} has p1, p2 ∈ Sn, p1 6= p2 as blow up
points. Let p1i → p1, p2i → p2 be local maxima of vi as before. Without loss of generality, we may assume
that p2 6= −p1. We make a stereographic projection with p1i being the south pole. In the stereographic
coordinates, it is p1i = 0 and we still use the notation p
2
i , p
2 for the projection of those points. According
to (7), equation (6) becomes
∆2 ui(y) =
n− 4
2
fi(y)Hi(y)
τi ui(y)
qi in Rn.
As before we can assume that p2i is a local maximum of ui. We recall that, by Proposition 3.2, the number
of blow up points is bounded by some constant independent of i. Therefore, reasoning as above, there
exist some finite set S2 ⊆ Rn, 0, p2 ∈ S2, some constants a1, A > 0 and some function h(y) ∈ C4(Rn \S2)
such that
lim
i
ui(0)ui(y) = h(y) in C
4
loc(R
n \ S2),
h(y) = a1 |y|4−n +A+O(|y|) for y close to 0.
It follows from the proof of Proposition 2.19 that for any 0 < σ < 1, we have
lim
i
ui(0)
2
∫
Bσ
y · ∇(fiHτii )uqi+1i = 0.
From Corollary 4.2 we obtain a contradiction as before. Theorem 1.6 is therefore established.
Theorem 3.3 Let n = 5, 6, and assume that f ∈ C2(Sn) is a positive Morse function which satisfies
(ND). Let {fi}i be a sequence of Morse functions converging to f in C2(Sn), and let vi be a solution of
(P ) with f = fi. Then, after passing to a subsequence, either vi stays bounded in L
∞(Sn), or has at least
two blow up points.
Proof Suppose by contradiction that vi has precisely one blow up point q0. Making a stereographic
projection with q0 being the south pole, the equation is then transformed into
∆2 ui =
n− 4
2
fi(y)ui(y)
n+4
n−4 , ui > 0, ∆ui > 0 in R
n.(54)
Here we have identified fi with its composition with the stereographic projection. We know by Theorem
1.6 that yi → 0 is an isolated simple blow up point for ui. It follows from Lemma 2.18 that
|∇fi(yi)| = O
(
ui(yi)
− 2
n−4
)
.
We can suppose without loss of generality that q0 is a critical point of fi: hence, from the uniform
invertibility of ∇2 fi in q0 we deduce that
|yi| = O
(
ui(yi)
− 2
n−4
)
.(55)
Let ξ = limi ui(yi)
2
n−4 yi, and let Q(x) = (D
2f(0)x, x). By means of (55), following the computations in
[30], pages 370-373, we deduce that ξ and Q satisfy∫
Rn
∇Q(x+ yi) (1 + k |z|2)−n = 0.(56)
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∫
Rn
(z + ξ)∇Q(x+ yi) (1 + k |z|2)−n = 0.(57)
It is easy to see that (56) and (57) contradict the hypothesis (ND).
Proof of Theorem 1.7 It is an immediate consequence of Theorems 1.6 and 3.3.
Proof of Theorem 1.8 For µ ∈ [0, 1], consider the function fµ defined by
fµ = µf + (1 − µ)105
8
.
Let α ∈ (0, 1) be fixed. By Theorem 1.7, for every µ0 ∈ ]0, 1[ there exists a positive constant C(µ0) such
that every positive solution v of (P ) with f = fµ and µ ≥ µ0 satisfies
1
C(µ0)
≤ v ≤ C(µ0), ‖v‖C4,α(S5) ≤ C(µ0).(58)
Using the L∞ estimates in [25], we can follow the arguments in [16] (Section 7) to check that for µ0
sufficiently small there holds
degC4,α
(
u− (P 5h )−1(
1
2
fµ0 |u|8u),
{
1
C(µ0)
≤ v ≤ C(µ0)
}
, 0
)
= (−1)n deg
(∫
Sn
f ◦ ϕP,t(x)x,B, 0
)
.
Under assumption (8), it follows that deg
(∫
Sn
f ◦ ϕP,t(x)x,B, 0
) 6= 0, see [16].
By Theorem 1.7, u − (P 5h )−1(12 fµ |u|8u) is different from zero on the boundary of
{
1
C(µ) ≤ v ≤ C(µ)
}
hence, from the homotopy property of the degree, we have also
degC4,α
(
u− (P 5h )−1(
1
2
f |u|8u),
{
1
C(µ)
≤ v ≤ C(µ)
}
, 0
)
6= 0.
This concludes the proof.
3.3 Existence and compactness results on S6
This subsection is devoted to prove the existence and compactness results on S6. Similarly to the four
dimensional case for scalar curvature, there could be solutions of (6) blowing up at more than one point.
In the following Proposition, we give necessary conditions for solutions to blow up, and we locate their
blow up points.
Proposition 3.4 Let f ∈ C2(S6) be a positive function. Then there exists some number δ∗ > 0, depend-
ing only on minS6 f and ‖f‖C2(S6), with the following properties.
Let {qi} satisfy qi ≤ 5, qi → 5, {fi}i ∈ C2(S6) satisfy fi → f in C2(S6), vi satisfy
Pnh vi = f v
qi
i , vi > 0 on S
6,(59)
and lim supimaxS6 vi = +∞. Then after passing to a subsequence, we have
i) {vi}i has only isolated simple blow up points (p1, . . . , pk) ∈ F \F− (k ≥ 1), with |pj−pi| ≥ δ∗ ∀j 6= k,
and ρ(p1, . . . , pk) ≥ 0. Furthermore p1, . . . , pk ∈ F+ if k ≥ 2.
ii) Setting
λj = f(p
j)−
1
4 lim
i
vi(p
1
i ) (vi(p
j
i ))
−1, µj := lim
i
τi vi(p
j
i )
2,
where pji → pj is the local maximum of vi, there holds
λj ∈]0,+∞[, µj ∈ [0,+∞[ ∀j = 1, . . . , k.
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iii) When k = 1
µ1 =
∆f(p1)
(f(p1))
3
2
;
when k ≥ 2
k∑
l=1
Mljλl = 4
√
6
3
λj µ
j ∀j = 1, . . . , k.(60)
iv) µj ∈ ]0,+∞[ ∀j = 1, . . . , k if and only if ρ(p1, . . . , pk) > 0.
Proof Assertion ii) follows from Proposition 2.9, Lemma 2.5 and Remark 2.16. From another part, it
follows from Proposition 3.2, Proposition 2.19 that vi has only isolated simple blow up points p
1, . . . , pk ∈
F (k ≥ 1) with |pj − pl| ≥ δ∗ (j 6= l) for a fixed δ∗ > 0.
Let p1i → p1 be the local maximum of vi for which vi(p1i ) → +∞. Making a stereographic projection
with south pole p1i , equation (59) is transformed into
∆2ui(y) = fi(y)H
τi(y)uqii y ∈ R6.
By our choice of the projection, 0 is a local maximum for all ui; moreover, it is clear that 0 is also
an isolated simple blow up point. We can also suppose that none of the points {p1, . . . , pk} is mapped
to +∞ by the stereographic projection, and we still denote their images by p1, . . . , pk. It follows from
Proposition 2.9 that
ui(y
j
i )ui(y)→ hj(y) := 8
√
6 f(pj)−
1
2 |y|−2 + bj(y) in C4loc(R6 \ {p1, . . . , pk}),(61)
where bj is some biharmonic function in R6 \ {p2, . . . , pk}.
Coming back to vi we have
lim
i
vi(p
1
i ) vi(p) = 4
√
6 f(pj)−
1
2 Jp1(p) + b˜
1(p) in C4loc(S
6 \ {p2, . . . , pk}),
where b˜1 is some regular function on S6 \ {p2, . . . , pk} satisfying P 6h b˜j = 0.
If k = 1, then b˜1 = 0 while for k ≥ 2, taking into account the contribution of all the poles, we deduce
that for all j = 1, . . . , k it is
lim
i
vi(p
j
i ) vi(p) = 4
√
6

 Jpj (p)√f(pj) +
∑
l 6=j
lim
i
vi(p
j
i )
vi(pli)
Jpl(p)√
f(pl)

 ,
where the convergence is in C4loc(S
6 \ {p1, . . . , pk}). In fact, subtracting all the poles from the limit
function, we obtain a regular function r : S6 → R for which P 6h r = 0; by the coercivity of P 6h on H22 (S6)
it must be r = 0.
Using the last formula, we can compute the exact expression of hj(y), which is
hj(y) = 8
√
6 f(pj)−
1
2 |y|−2 + 16
√
6
∑
l 6=j
lim
i
vi(p
j
i )
vi(pli)
Jpl(p
j)√
f(pl)
+O(|y|).(62)
Hence, using (62) and Corollary 4.2, we deduce that
lim
σ→0
∫
∂Bσ
B(σ, x, hj ,∇hj ,∇2hj ,∇3hj) = −3 (29)ω5
∑
l 6=j
lim
i
vi(p
j
i )
vi(pli)
Jpl(p
j)√
f(pl)
√
f(pj)
.
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From another part, it follows from Propositions 4.1, 2.7 and Lemma 2.11 that, for any 0 < σ < 1∫
∂Bσ
B(σ, x, hj ,∇hj ,∇2hj ,∇3hj) = −2
9
5
ω5
∆hf(p
j)
f(pj)2
+
√
6 211
15
ω5
µj√
f(pj)
.
From the last two formulas, using the expression of µl and λl, we obtain
−15

∑
l 6=j
Jpl(p
j)
f(pj)
1
4 f(pl)
1
4
λl

+ ∆hf(pj)
f(pj)
3
2
λj = 4
√
6
3
µj λj .
We have thus established (60); in particular when k = 1 we obtain µ1 = ∆hf(p
1)
f(p1)
3
2
, so we have deduced
iii).
It follows that pj ∈ F \ F−, ∀j = 1, . . . , k, and when k ≥ 2, pj ∈ F+. Furthermore, since Mii ≥ 0,
and Mij < 0 for i 6= j, it follows from linear algebra and the variational characterization of the least
eigenvalue that there exists some x = (x1, . . . , xk) 6= 0, xl ≥ 0 ∀l, such that
∑k
j=1 Mlj xj = ρ xl.
Multiplying (60) by xj and summing over j, we have
ρ
∑
j
λj xj =
∑
l,j
Mlj λj xl = 2
√
6
3
∑
j
λj xj µ
j ≥ 0.
It follows that ρ ≥ 0, so we have verified part i). Part iv) follows from i)-iii).
Now we perform the following construction, needed in the proof of Theorem 1.9. For a ∈ S6 and λ > 0,
let ϕa,λ : S
6 → S6 be the conformal transformation defined in the introduction, and let
δa,λ(x) = | det dϕa,λ−1 |
1
6 .
For all the choices of a and λ, the function δa,λ satisfies P
6
hδa,λ = 24 δ
5
a,λ. We consider the following
scalar product and norm on H22 (S
6) which is equivalent to the usual one, see [24],
〈u, v〉 =
∫
S6
(Pnh u) v, ‖u‖ = 〈u, u〉
1
2 .
Set for τ > 0 small
Iτ (u) =
1
2
∫
S6
(∆u)2 + 10 |∇u|2 + 24 u2 − 1
6− τ
∫
S6
f |u|6−τ u ∈ H22 (S6).
Let p1, . . . , pk ∈ F+ be critical points of f with ρ(p1, . . . , pk) > 0. For ε0 small, let Vε0 = Vε0(p1, . . . , pk) ∈
Rk+ × Rk+ × (S6)k be defined by
Vε0 =
{
(α, λ, a) ∈ Rk+ × Rk+ × (S6)k :
∣∣∣∣∣αi −
(
24
f(ai)
) 1
4
∣∣∣∣∣ < ε0, |ai − pi| < ε0, λi > 1ε0 , i = 1, . . . , k
}
.
It follows arguing as in [8], [10], that there exists ε0 > 0 small, depending only on minS6 f , and ‖f‖C2(S6),
with the following property. For any u ∈ H22 (S6) satisfying for some (α˜, λ˜, a˜) ∈ V ε02 the inequality∥∥∥u−∑ki=1 α˜i δa˜i,λ˜i
∥∥∥ < ε02 , we have a unique representation
u =
k∑
i=1
αi δai,λi + v,
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with (α, λ, a) ∈ Vε0 and
〈v, δai,λi〉 = 〈v,
∂δai,λi
∂ai
〉 = 〈v, ∂δai,λi
∂λi
〉 = 0.(63)
Denote by Eλ,a the set of v ∈ H22 (S6) satisfying (63). It follows that in a small neighborhood (independent
of τ) of
{∑k
i=1 αi δai,λi : (α, λ, a) ∈ Ω ε02
}
, (α, λ, a, v) is a good parametrization of u. For a large constant
A and for a small constant v0, set
Στ = Στ (p1, . . . , pk) = {(α, λ, a, v) ∈ V ε0
2
×H22 (S6) :
|ai − pi| <
√
τ | log τ |, A−1√τ < λ−1i < A
√
τ, v ∈ Eλ,a, ‖v‖ < v0}.
Without confusion, we use the same notation for
Στ =
{
u =
k∑
i=1
αi δai,λi + v : (α, λ, a, v) ∈ Στ
}
⊆ H22 (S6).
From Proposition 3.4 and Remark 2.4, one can easily deduce the following Proposition. We recall that
we have set
OR =
{
v ∈ C4,α(S6) : 1
R
≤ v ≤ R, ‖v‖C4,α(S6) ≤ R
}
.
Proposition 3.5 For f ∈ A, α ∈]0, 1[, there exist some positive constants v0 << 1, A >> 1, R >> 1,
depending only on f such that when τ > 0 is sufficiently small,
u ∈ OR ∪
{
Στ (p
1, . . . , pk) : p1, . . . , pk ∈ F+, ρ(p1, . . . pk) > 0, k ≥ 1
}
,
for all u satisfying u ∈ H2(S6), u > 0 and I ′τ (u) = 0.
If f ∈ A, we can also give sufficient conditions for the existence of positive solutions of I ′τ = 0.
Proposition 3.6 Let f ∈ A, v0 > 0 be suitably small and A > 0 be suitably large. Then, if p1, . . . , pk ∈
F+ with ρ(p1, . . . , pk) > 0, and if τ > 0 is sufficiently small, the functional Iτ has a unique critical point
u in Στ . In the above parametrization, we have v → 0 as τ → 0.
This function u is positive, and as a critical point of Iτ it is nondegenerate with Morse index 7k −∑k
j=1m(f, p
j), where m(f, pj) is the Morse index of K at pj.
Proof The proof of the existence and uniqueness of a non degenerate critical point is based only on the
study of Iτ is Στ and this can be performed as in [30], see also [11], so we omit it here. We just remark
that it uses a local inversion theorem, which can be applied by the properties of the spectrum of the
conformal laplacian on Sn. Since the spectrum of Pnh possesses analogous properties, see [25] Theorem
2.2, we are indeed in the same situation from the variational point of view.
Differently from the scalar curvature case, the proof of the positivity is more involved, and we perform it
in Subsection 3.4. This difficulty arises from the fact that we cannot use as a test function the negative
part of u.
When the number τ is bounded from below, we have also the following compactness result for positive
solutions.
Proposition 3.7 Let f ∈ C2(S6) be a positive function, 0 < τ0 < τ ≤ 4− τ0. There exist some positive
constants C and δ depending only on τ0, minS6 f , and ‖f‖C2 with the following properties
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i)
{
u ∈ H22 (S6) : u ≥ 0 a.e., I ′τ (u) = 0
} ⊆ OC ,
ii) setting OC,δ = {u ∈ H22 (S6) : ∃v ∈ OC such that ‖u− v‖H22 < δ}, it is I ′τ 6= 0 on ∂OC,δ, and
degH22 (u− (P
6
h )
−1(f |u|4−τu),OC,δ, 0) = −1.(64)
Proof Property i) is a consequence of the nonexistence results of [31] and of Remark 2.4. The fact
that I ′τ 6= 0 on ∂OC,δ is a consequence of the L∞ estimates in [25], see e.g. Lemma 4.9 there.
In fact, having uniform estimates from above and from below on the positive solutions of I ′τ = 0, it is
possible to prove (subtracting the equations) that solutions u of P 6hu = f |u|4−τ u which are close in H22
to elements of OC are also L∞ close. Hence they are positive and still contained in OC .
About the computation of the degree, consider the homotopy ft = tf +(1− t)f∗, with f∗ = x7+2, recall
that S6 = {x ∈ R7 : ‖x‖ = 1}. It follows from the Kazdan-Warner condition, see the Introduction, that
there is no solution of (P ) with f = f∗. Therefore we only need to establish (64) for f∗ and τ very small.
This follows from Propositions 3.4, 3.5 and 3.6.
Proof of Theorem 1.9 The norm inequality in (11) follows from Theorem 1.5. Suppose by contradic-
tion that the second inequality is not true; then there exist solutions vi blowing up at p
1, . . . , pk ∈ S6, and
these are isolated simple blow up points. It follows from Theorem 3.3 that k ≥ 2: taking into account
that f ∈ A and µj = 0 for all j (τi = 0), we get a contradiction by Proposition 3.4 iv). Hence (11) is
proved.
Using Proposition 3.5, (11) and the homotopy invariance of the Leray-Schauder degree, we have
deg(u − (Pnh )−1(f |u|4u),OR, 0) = deg(u− (Pnh )−1(f |u|4−τu),OR, 0).(65)
By Propositions 3.5 and 3.6, for suitable values of τ, A and v0 we know that the positive solutions of
I ′τ = 0 are either in OR or in some Στ , and viceversa for all p1, . . . , pk ∈ F+ with ρ(p1, . . . , pk) > 0,
there is a nondegenerate critical point of Iτ in Στ which is a positive function. This gives a complete
characterization of the positive solutions of (45) when τ is positive and small.
Let C and δ be given by Proposition 3.7. It is clear that if C is sufficiently large and δ1 is sufficiently
small, then OR,δ1 ⊆ OC,δ. By Proposition 3.6, (64) and by the excision property of the degree, we have
degH22 (u − (P
n
h )
−1(f |u|4−τu),OR,δ1 , 0) = Index(f).(66)
As in the proof of Proposition 3.7, one can check that there are no critical points of Iτ in OR,δ1 \ OR,
hence Theorem B.2 of [30] Part I applies and yields
degH22 (u − (P
n
h )
−1(f |u|4−τu),OR,δ1 , 0) = deg(u− (Pnh )−1(f |u|4−τu),OR, 0).(67)
Then the conclusion follows from (65), (66) and (67). The proof of Theorem 1.9 is thereby completed.
3.4 Positivity of the solutions
In this subsection we prove the positivity statement in Proposition 3.6. We define the operator Lh to be
Lhu = ∆u +
cn
2 u, and we consider the problem
L2hu = g on S
n,(68)
where g ∈ Lp(Sn), for some p > 1. From standard elliptic theory there exists an unique weak solution
u ∈ Hp4 (Sn), and moreover
‖u‖Hp4 ≤ C(n, p) ‖g‖p,(69)
for some constant C(n, p) depending only on n and p. We recall the following Proposition from [25].
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Proposition 3.8 Let q ∈ L∞(Sn), r ∈ Ls(Sn), for some s > 1, and let 1 < p ≤ n+4n−4 . Suppose
u ∈ H22 (Sn) is a weak solution of the equation
L2hu = q |u|p−1u+ r on Sn.(70)
Then for all s > 1, there exists a positive constant βn,s depending only on n and s, such that if
‖q |u|2♯−2‖
L
n
4 (Sn)
≤ βn,s, then u ∈ Ls(Sn), and
‖u‖s ≤ C(n, s) ‖r‖s,
where C(n, s) is a constant depending only on n and s.
We are going to prove the following Proposition.
Proposition 3.9 Let k ∈ N, a1, . . . , ak ∈ Sn, α1, . . . , αk ∈ (0,+∞), A > 1, γ > 1, and let f ∈ C(Sn) be
a positive function. Suppose that
A−1 τγ ≤ λi ≤ Aτ
1
γ i = 1, . . . , k, τ ∈ (0, τ0),(71)
αi =
(
2
n− 4 dn f(a
i) + o(1)
)n−4
2
as τ → 0,(72)
and suppose u is a solution of
Pnh u =
n− 4
2
f(x) |u| 8n−4−τu on Sn, τ ∈ (0, τ0),
with
u =
k∑
i=1
αi δai,λi + vτ , vτ → 0 in H22 (Sn) as τ → 0.(73)
Then u > 0 for τ sufficiently small.
As an immediate consequence of Proposition 3.9 we have a complete proof of Proposition 3.6.
Now we come to the proof of Proposition 3.9. We are dealing with a solution u of the equation
Pnh u =
n− 4
2
f(x) |u|p−1 u on Sn,(74)
where p = n+4n−4 − τ . It is convenient to perform the conformal transformation ϕa,λ1 on Sn, which induces
naturally the isometry Tϕa,λ1 : H
2
2 (S
n)→ H22 (Sn) given by
Tϕa,λ1 : u → | detϕa,λ1 |
n−4
2n u ◦ ϕa,λ1 .
Setting u = Tϕa1,λ1u, using (73) one can check that
u = α1 +
k∑
i=2
αi δbi,ζi + rτ ,
where {bi}i ⊆ Sn, ζi → +∞ and rτ → 0 in H22 as τ → 0. Moreover, by the conformal invariance of Pnh ,
u is a solution of
Pnh u = f(ϕa1,λ1(x)) δ
−τ
a1,λ1
|u|p−1 u on Sn.
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Now, writing u = α1 + w, it is sufficient to prove that
w ≥ −1
2
α1, for τ small enough.(75)
In fact this implies that u > 0 and hence u > 0.
By a simple computation we obtain that w satisfies
L2h w = φτ (x,w(x)) in S
n,
where
φτ (x, t) =
n− 4
2
f(ϕa1,λ1(x)) δ
−τ
a1,λ1
|α1 + t|p−1(α1 + t) + en t− dn α1,
with p = n+4n−4 − τ , and en =
c2n
4 − dn > 0.
Setting f˜ = φτ (x,w(x)), we denote by w1 and w2 the solutions of
L2hw1 = f˜
+, L2hw2 = −f˜−,
where f˜+ = max{f˜ , 0} and f˜− = −min{f˜ , 0}. By the maximum principle, we have w1 ≥ 0, w2 ≤ 0;
moreover, it is clear that w1 + w2 = w.
Inequality (75) is proved if we are able to show that
w2 ≥ −1
2
α1 for τ small.(76)
In order to do this, we set
Ξ = {x ∈ Sn : f˜(x) < 0}.
We notice that φτ (x, 0) is uniformly bounded on S
n, and ∂φ∂t (x, t) ≥ γ1 for a fixed γ1 > 0, hence we have
x ∈ Ξ ⇒ w(x) ≤ C,(77)
where C is a fixed constant.
Fix a small ε > 0, and consider the sets
Ωε = Ξ ∩ {x ∈ Sn : −ε < w2 ≤ 0}, Θε = Ξ ∩ {x ∈ Sn : w2 ≤ −ε}.
Lemma 3.10 Let η > 0 be a small fixed positive number. The following properties hold true
i) ‖w‖L∞(Ωε) ≤ C, for some fixed constant C ;
ii) in Θε, it is
|w|
|w2|
≤ Cε, for some constant Cε depending only on ε ;
iii) ‖w‖
L
2n
n−4 (Ξ)
→ 0 as τ → 0 ;
iv) |f˜ | ≤ C1 + C2 |w|
n+4
n−4 , for some fixed positive constants C1 and C2 ;
v) for any η > 0, the function φτ (x, t) satisfies the following properties
a) φτ (x, 0)→ 0 uniformly on Sn \Bη(−a1) ,
b) |φτ (x, t)| ≤ |φτ (x, 0)|+ C
(
|t|+ |t| n+4n−4
)
, for some fixed constant C .
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Proof Property i) follows easily from (77) and from w = w1 + w2 ≥ w2 ≥ −ε > −1 in Ωε (we
can suppose ε ∈ (0, 1)). Property ii) follows from the inequality |w2| ≥ ε in Θε: in fact, in Ξ we have
w1 ≤ C + w2, and hence we deduce immediately
|w|
|w2| ≤
|w1|+ |w2|
|w2| ≤
C + 2 |w2|
|w2| ≤ 2 +
C
ε
.
Property iii) follows from (77) and ζi → +∞. Properties iv) and v) are very easy to check, we just notice
that for v)− a) we use δ−τa1,λ1 → 1 uniformly on Sn, because of (71) and (72).
Before proving (76), we first show that w2 tends to zero in H
2
2 (S
n). From now on we write Bη for
Bη(−a1).
Lemma 3.11 We have
‖w2‖H22 → 0 as τ → 0;
in particular, fixed ε > 0, |Θε| → 0 as ε→ 0.
Proof We write
L2hw2 = χΞ f˜ = χΞ χBη f˜ + χΞ χSn\Bη f˜ .(78)
In Ξ ∩Bη we can use property iv) above, so we deduce
∥∥∥χΞ χBη f˜∥∥∥
L
2n
n+4
≤
(∫
Bη∩Ξ
(
C1 + C2 |w|
n+4
n−4
) 2n
n+4
)n+4
2n
≤ C
(
|Bη|+ ‖w‖
2n
n−4
L
2n
n−4 (Ξ)
)n+4
2n
.
Since by iii) we have ‖w‖
L
2n
n−4 (Ξ)
→ 0 as τ → 0, we obtain
∥∥∥χΞ χBη f˜∥∥∥
L
2n
n+4
= oη(1) + oτ (1) for η and τ small.(79)
We also have, by property v)-b)∣∣∣χΞ χSn\Bη f˜ ∣∣∣ ≤ Cτ + C (|w|+ |w| n+4n−4) in Ξ ∩ (Sn \Bη),
and hence ∥∥∥χΞ χSn\Bη f˜∥∥∥
L
2n
n+4
≤ C
(∫
Sn\Bη
|φτ (x, 0)| 2nn+4 +
∫
Ξ
(
|w|+ |w| 2nn−4
))n+42n
.
Using iii) and v)-a) we deduce ∥∥∥χΞ χSn\Bη f˜∥∥∥
L
2n
n+4
→ 0 as τ → 0.(80)
From (79), (80) and the arbitrariness of η it follows that limτ→0 ‖χΞ f˜‖
L
2n
n+4
= 0. So the Lemma is a
consequence of (78), (69) and the Sobolev embeddings.
Now we come to the conclusion, namely we prove (76). We consider the function f˜ separately in the
three sets Θε,Ωε ∩Bη and Ωε ∩ (Sn \Bη).
In Θε we have, using property iv)
|f˜(x)| ≤ C1 + C2 |w|
n+4
n−4 ≤ C
(
1 + |w| n+4n−4
|w2|
n+4
n−4
)
|w2|
n+4
n−4 x ∈ Θε.
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So, since x ∈ Θε, from ii) it follows that
f˜(x) = gε,τ (x) |w2| 8n−4w2 in Θε, and |gε,τ (x)| ≤ Cε,(81)
where Cε is a positive constant depending only on ε.
By (77), i) and iv), we have
|f˜(x)| ≤ C x ∈ Bη ∩ Ωε,(82)
for some fixed positive constant C.
Moreover for x ∈ Ωε it is w(x) ≥ ε hence, fixing η > 0, we have by v)− a)
−hηε,τ ≤ f˜(x) < 0 x ∈ (Sn \Bη) ∩ Ωε,(83)
where hηε,τ is a positive constant which tends to zero as (ε, τ)→ 0.
Hence, taking into account (81), (82) and (83) we have
L2hw2 = χΘε gε,τ (x) |w2|
8
n−4w2 + fˆ(x),(84)
where
‖gε,τ‖L∞ ≤ Cε, |fˆ(x)| ≤ hηε,τ + C χBη(x).
Now we fix α > n4 and s >
n+4
n−4 α, so in particular it is s > α. Since w2 → 0 in H22 as τ → 0, by Lemma
3.11, it turns out that ‖χΘεgε,τ (x) |w2|
8
n−4 ‖
L
n
4
→ 0 as τ → 0. We can apply Proposition 3.8 and we
deduce that
‖w2‖s ≤ C(n, s) ‖fˆ‖s.(85)
The last Ls norm can be estimated as
‖fˆ‖s ≤
(∫
Sn
(
hηε,τ + C χBη
)s) 1s ≤ C (‖hηε,τ‖∞ + η ns ) .(86)
Applying (69) to equation (84) and using the Ho¨lder inequality and the Sobolev embeddings we derive
‖w2‖∞ ≤ C(n, α)
(
‖χΘε gε,τ |w2|
n+4
n−4 ‖α + Cα,s ‖fˆ‖s
)
.(87)
Let p = sα
n−4
n+4 > 1, and let p
′ be the conjugate exponent of p: using the Ho¨lder inequality we have that
‖χΘε gε,τ |w2|
n+4
n−4 ‖α ≤
((∫
Sn
|w2|s
) 1
p
(∫
Ξ
|gε,τ |αp
′
) 1
p′
) 1
α
≤ Cαp′ε ‖w2‖
s
pα
s |Θε|
1
αp′ .(88)
From (87) and (88) it follows that
‖w2‖∞ ≤ C(n, α)Cαp
′
ε ‖w2‖
s
pα
s |Θε|
1
αp′ + C(n, α)Cα,s ‖fˆ‖s.
Hence we have by (85) and (86)
‖w2‖∞ ≤ C(n, s, α)
(
Cαp
′
ε
(‖hηε,τ‖∞ + η ns ) spα |Θε| 1αp′ + (‖hηε,τ‖∞ + η ns )) .
Having fixed α and s, we can now choose first η and then ε such that C(n, s, α)
(‖hηε,τ‖∞ + η ns ) ≤ 14 α1
for τ sufficiently small. Since |Θε| → 0 as τ → 0 by Lemma 3.11, (76) follows from the last formula. This
concludes the proof.
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4 Appendix
4.1 A Pohozahev-type identity
Proposition 4.1 Let n ≥ 5, let Br be the ball in Rn centered at 0 and with radius r, and let p ≥ 1 and
let u be a positive C4 solution of
∆2u =
n− 4
2
f(x)uq x ∈ Br.(89)
We have
n− 4
2(q + 1)
∑
i
∫
Br
xi
∂f
∂xi
uq+1 dx +
n− 4
2
(
n
q + 1
− n− 4
2
)∫
Br
f uq+1 dx
− r n− 4
2(q + 1)
∫
∂Br
f uq+1dσ =
∫
∂Br
B(r, x, u,∇u,∇2u,∇3u) dσ,
where
B(r, x, u,∇u,∇2u,∇3u) = −n− 2
2
∆u
∂u
∂ν
− r
2
|∆u|2 + n− 4
2
u
∂
∂ν
(∆u)
+ 〈x,∇u〉 ∂
∂ν
(∆u)−∆u
∑
i
xi
∂
∂ν
ui.
Proof Multiplying equation (89) by u we have∫
Br
u∆2u dx =
n− 4
2
∫
Br
f uq+1 dx,
so integrating by parts we obtain∫
Br
(∆u)2 dx =
n− 4
2
∫
Br
f uq+1 dx−
∫
∂Br
∆u
∂u
∂ν
dσ +
∫
∂Br
u
∂
∂ν
(∆u) dσ.
Multiplying equation (89) by
∑n
i=1 xi ui we obtain
n∑
i=1
∫
Br
∆2u xi ui dx =
n− 4
2
n∑
i=1
∫
Br
xi ui fu
q dx.(90)
Integrating by parts, we rewrite the right hand side of (90) as
n∑
i=1
∫
Br
xi ui fu
q dx = − n
q + 1
∫
Br
f uq+1 dx+
r
q + 1
∫
∂Br
f uq+1 dσ
− 1
q + 1
n∑
i=1
∫
Br
xi
∂f
∂xi
uq+1 dx.(91)
Next, one can transform the left hand side of (90) in the following way
n∑
i=1
∫
Br
∆2u xi ui dx =
4− n
2
∫
Br
(∆u)2 dx+
r
2
∫
∂Br
(∆u)2 dσ +
∫
∂Br
∆u
∂u
∂ν
dσ(92)
−
∫
∂Br
〈x,∇u〉 ∂
∂ν
(∆u) dx+
n∑
i=1
∫
∂Br
xi
∂
∂ν
(ui)∆u dx.
So, putting together equations (90), (91) and (92) we obtain the result.
It is easy to check that the boundary term enjoys the following properties
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Corollary 4.2 B(r, x, u,∇u,∇2u,∇3u) has the following properties
i) for u(x) = |x|4−n, it is
B(r, x, u,∇u,∇2u,∇3u) = 0 for all x ∈ ∂Br,
ii) for u(x) = |x|4−n + A+ α(x), where A > 0 is some positive constant and α(x) is some C4 function
with α(0) = 0, then there exists some r∗ > 0 such that, for any r with 0 < r < r∗ we have
B(r, x, u,∇u,∇2u,∇3u) < 0 for all x ∈ ∂Br,
and
lim
r→0
∫
∂Br
B(r, x, u,∇u,∇2u,∇3u) = −(n− 4)2(n− 2)ωn−1A.
4.2 A maximum principle for elliptic systems on domains
We recall the following result, see [36] page 193.
Lemma 4.3 Let D ∈ Rn be a bounded smooth domain, and let w(·) > 0 be a vector field on D such that
Lµ[wµ] +
k∑
ν=1
hµ νwν ≤ 0 in D µ = 1, . . . , k,
where
Lµ =
n∑
i,j=1
a
(µ)
ij (x)
∂2
∂xi∂xj
+
n∑
i=1
b
(µ)
i (x)
∂
∂xi
,
where a
(µ)
ij (x), b
(µ)
i (x) are uniformly bounded, a
(µ)
ij (x) are uniformly elliptic, and hµ ν ≥ 0 for µ 6= ν.
Suppose that the vector field z(x) satisfies the system of inequalities
Lµ[zµ] +
k∑
ν=1
hµ νzν ≥ 0 in D µ = 1, . . . , k,
and that there exists some constant M > 0 such that z ≤M w on ∂D. Then z ≤M w in D.
4.3 Some properties of biharmonic functions
We recall the following well known Lemma, see for example [7].
Lemma 4.4 (Bo¨cher) Suppose n ≥ 3, a0 ∈ R, and v ∈ C2(B2 \ {0}) satisfies the conditions{
∆v = 0 in B2 \ {0},
v ≥ a0 |x|2−n in B2 \ {0}.
Then there exist a1 ≥ a0 and an harmonic function d : B1 → R such that
v(x) = a1 |x|2−n + d(x) x ∈ B1 \ {0}.
Taking into account Lemma 4.4, we can prove the following analogous result regarding the biharmonic
operator.
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Lemma 4.5 Suppose n ≥ 5, and suppose v ∈ C4(B1 \ {0}) satisfies the conditions

∆2v = 0 in B2 \ {0},
v ≥ 0 in B2 \ {0},
∆v ≥ 0 in B2 \ {0}.
Then there exist a1, a2 ≥ 0 a function b ∈ C∞(B1) with ∆2b = 0 such that
v(x) = a1 |x|4−n + a2 |x|2−n + b(x) x ∈ B 1
2
\ {0}.
Proof Set w = ∆v. Then one can easily check that w satisfies the assumptions of Lemma 4.4 with
a0 = 0, so there exist a3 ≥ 0 and a function d ∈ C∞(B1) with ∆d = 0 such that
w(x) = a3 |x|2−n + d(x) x ∈ B1 \ {0}.
Define v˜ : B1 \ {0} to be
v˜(x) =
a3
2 (n− 4) |x|
4−n +∆−1d(x) x ∈ B1 \ {0}.
where ∆−1d denotes a classical solution of ∆u = d in B1. It is easy to see that, setting v = v − v˜, there
exists C > 0 such that v satisfies {
∆v = 0 in B1 \ {0},
v ≥ −C |x|4−n in B1 \ {0}.
Hence, applying Lemma 4.4 to v, there exist a2 ≥ 0 and e ∈ C∞(B1) with ∆e = 0 such that
v(x) = a2 |x|2−n + e(x) in B1 \ {0}.
Hence the Lemma follows setting
a1 =
a3
2 (n− 4) , b = e +∆
−1d.
The proof is concluded.
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