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Abstract
The emergence of pseudo-marginal algorithms has led to improved computational efficiency
for dealing with complex Bayesian models with latent variables. Here an unbiased estimator
of the likelihood replaces the true likelihood in order to produce a Bayesian algorithm that
remains on the marginal space of the model parameter (with latent variables integrated out),
with a target distribution that is still the correct posterior distribution. Very efficient proposal
distributions can be developed on the marginal space relative to the joint space of model
parameter and latent variables. Thus psuedo-marginal algorithms tend to have substantially
better mixing properties. However, for pseudo-marginal approaches to perform well, the
likelihood has to be estimated rather precisely. This can be difficult to achieve in complex
applications. In this paper we propose to take advantage of multiple central processing units
(CPUs), that are readily available on most standard desktop computers. Here the likelihood
is estimated independently on the multiple CPUs, with the ultimate estimate of the likelihood
being the average of the estimates obtained from the multiple CPUs. The estimate remains
unbiased, but the variability is reduced. We compare and contrast two different technologies
that allow the implementation of this idea, both of which require a negligible amount of extra
programming effort. The superior performance of this idea over the standard approach is
demonstrated on simulated data from a stochastic volatility model.
Keywords: MATLAB, OpenMP, Parallel computing, Particle Markov chain Monte Carlo,
Pseudo-marginal algorithms
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1 Introduction
The use of pseudo-marginal algorithms to help deal with complex Bayesian models with la-
tent variables is rapidly growing in the literature. The original idea proposed by Andrieu and
Roberts (2009) is to generate an unbiased estimate of the likelihood (with latent variables
marginalised over) which is then fed into a Markov chain Monte Carlo (MCMC) algorithm
which samples over the marginal space of the parameter of interest, which is typically low-
dimensional relative to the joint parameter/latent variable space. Quite incredibly, this pro-
cedure still results in an algorithm which has the true posterior distribution of the parameter
of interest as its limiting distribution. The major advantage of this approach is that very
efficient proposal distributions for the MCMC can be devised on this marginal space. For
example, it is straightforward to incorporate the scales of the parameters and correlations
between the parameters in the proposal. Alternatively, the literature on adaptive MCMC
can be utilised (Peters et al., 2010). An additional advantage is that more efficient propos-
als in reversible jump MCMC for Bayesian model choice problems can be devised on the
marginal space (Drovandi and Pettitt, 2013) and the elimination of the latent variables im-
plies that moves are made between models of similar dimension (see, for example, Drovandi
et al. (2012)).
Despite the success of the pseudo-marginal approach, which has been reported in several
articles (e.g. Knape and De Valpine (2012); Hosack et al. (2012)), it still suffers from at
least one major drawback. In particular, poor mixing will be obtained if the estimate of the
likelihood has high variability; even though the original motivation of the pseudo-marginal
algorithm was to improve mixing. Doucet et al. (2012) demonstrate that, for reasonable
performance in a pseudo-marginal approach, the log-likelihood of a parameter value with
non-negligible posterior support should be estimated with a standard deviation no greater
than one. A popular application of the pseudo-marginal idea is to state space models, which
results in the particle MCMC (PMCMC) method of Andrieu et al. (2010). Here a particle filter
is run to estimate unbiasedly the likelihood for a particular value of the (static) parameter,
whose estimate is then passed into an MCMC algorithm. It can be shown that the variability
of this estimate increases as the number of observations grows (see, for example, Pitt et al.
(2010)). Thus, PMCMC is not suitable for long time series. See also Drovandi et al. (2012)
who demonstrate the difficulty of estimating the likelihood to reasonable precision in complex
models.
The purpose of this article is to demonstrate the use of multiple central processing units
(CPUs) to assist in the mixing of pseudo-marginal algorithms. In particular, for a certain pa-
rameter value, the likelihood is estimated independently on several CPUs in parallel. The esti-
mates are combined by taking the average, which results in an overall unbiased estimate with
a variance that decreases linearly with the number of CPUs, which should improve the mixing
in complex problems. We will demonstrate that a negligible amount of extra programming
effort is required to take advantage of multi-core processors that are now commonly installed
on desktop computers. Thus, the idea will be accessible to many practitioners. Moreover, we
show that this is a much more efficient approach in terms of computer time to improving the
mixing of pseudo-marginal algorithms compared with the brute force approach (e.g. increas-
ing the number of particles in a particle filter) of decreasing the variability of the estimated
likelihood. Additionally, two technologies for multi-core processing for this purpose, the par-
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for construct in MATLAB (MATLAB, 2012) and OpenMP (OpenMP Architecture Review
Board, 2013), are compared and contrasted.
The paper is organised as follows. In Section 2 the common notation used throughout the
article is defined. Section 3 describes pseudo-marginal algorithms (as well as the PMCMC
algorithm) and how multiple CPUs can be utilised to potentially improve the MCMC mixing.
In Section 4 we describe two technologies available for easy implementation of the multiple
CPU idea. Section 5 illustrates the concepts and presents the results using simulated data
from a stochastic volatility state space model. The paper is concluded with a discussion in
Section 6.
2 Notation
2.1 General Notation
We denote the parameter of a statistical model as θ with an associated likelihood function
p(y|θ) where y is the observed data. The prior distribution of the parameter is given by
p(θ). We assume that the model requires, or is facilitated by, an auxiliary variable x, whose
value is not of direct interest. The so-called complete likelihood is denoted by p(y,x|θ). The
likelihood is obtained by
p(y|θ) =
∫
x
p(y,x|θ)dx
=
∫
x
p(y|x,θ)p(x|θ)dx,
which, for non-toy problems, is an analytically intractable integral.
2.2 State Space Model Notation
Here the data consists of a time series y = (y1, . . . ,yT ) observed at a set of times where T
is the number of observations. A state space model is governed by the transitional densities
p(xt|xt−1,θ) for t = 1, . . . , T of the hidden state, the observation densities p(yt|xt,θ) for
t = 1, . . . , T , and the distribution of the initial hidden state p(x0|θ). We assume that interest
is purely in the static parameter, θ, of the model. However, PMCMC can be used to make
inferences about the latent variables as well (Andrieu et al., 2010).
Unfortunately, the likelihood p(y|θ) is intractable for non-Gaussian and/or non-linear state
space models. However, the likelihood for a particular parameter can be estimated unbiasedly
by applying a particle filter (Del Moral, 2004), which is detailed in Section 3.3.
3
3 Pseudo-Marginal Algorithm with Multiple CPUs
3.1 Marginal Metropolis-Hastings Algorithm
In this paper we focus on the so-called grouped independence Metropolis-Hastings (GIMH)
algorithm presented in Andrieu and Roberts (2009) and first derived by Beaumont (2003). In
this algorithm, the value of the estimated likelihood for the current parameter value in the
Markov chain is recycled for the next iteration. This has a computational advantage over the
other approach in Andrieu and Roberts (2009), the Monte Carlo within Metropolis (MCWM)
algorithm, which requires re-estimating the likelihood for the current value of the Markov
chain at every iteration (i.e. the estimate of the likelihood for the current parameter of the
Markov chain is not recycled). An additional, and probably most important, advantage of
the GIMH approach over the MCWM method, is that it results in a Markov chain that has
the true posterior distribution as its stationary distribution (Andrieu and Roberts, 2009).
The MCWM approach relies on a very precise estimate of the likelihood, and even then
only produces approximate Bayesian inferences. This approach can be found in Algorithm 1.
An issue with the GIMH approach is that poor mixing can be obtained if the likelihood is
not estimated precisely. We address this issue to some extent in the next section by taking
advantage of multiple CPUs.
Algorithm 1 GIMH Algorithm.
Input: θ0 and iters
Output: MCMC output θ1, . . . ,θiters
1: Compute φ0 = pˆ(y|θ0)
2: for i = 1 to iters do
3: Propose θ∗ ∼ q(·|θi−1)
4: Compute φ∗ = pˆ(y|θ∗)
5: Compute α = min
(
1, φ
∗p(θ∗)q(θi−1|θ∗)
φi−1p(θi−1)q(θ∗|θi−1)
)
6: Draw u ∼ U(0, 1)
7: if u < α then
8: Set φi = φ∗ and θi = θ∗
9: else
10: Set φi = φi−1 and θi = θi−1
11: end if
12: end for
3.2 Marginal Metropolis-Hastings Algorithm with Multiple CPUs
We assume that the practitioner has available K CPUs on their desktop machine. Denote
the proposed value of the parameter in the MCMC as θ∗. Our approach involves pro-
ducing independent replicates of pˆ(y|θ∗) in parallel on the K CPUs, producing estimates
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pˆ1(y|θ∗), . . . , pˆK(y|θ∗), then estimating p(y|θ∗) by calculating the mean of the K estimates
pˆmulti(y|θ∗) = 1
K
K∑
k=1
pˆk(y|θ∗).
Since we assume that pˆ(y|θ∗) is unbiased it immediately follows that E[pˆmulti(y|θ∗)] =
p(y|θ∗). Furthermore, Std[pˆmulti(y|θ∗)] = Std[pˆ(y|θ∗)]/
√
K. One simply replaces pˆ in Al-
gorithm 1 with pˆmulti. Here the K estimates are computed in parallel and thus there is
theoretically no increase in computer time (practically there is a small increase, which we in-
vestigate in Section 5). The major advantage is that the likelihood is estimated more precisely,
and thus will result in improved mixing, which can be quite substantial in complex problems
(as demonstrated in Section 5). In Section 4 we discuss two technologies that are useful for
multi-core computing that only require a very small amount of additional programming effort.
3.3 Particle MCMC
The above approach is general and can be applied whenever a pseudo-marginal algorithm is
used. However, to demonstrate the method, we focus on inference for the static parameters of
state-space models. For these models, a pseudo-marginal approach can be implemented where
the likelihood for a particular static parameter value is estimated by a particle filter. In this
case the pseudo-marginal method is called, the more specialised, particle MCMC (PMCMC)
(Andrieu et al., 2010). In accordance with the GIMH algorithm specified in Algorithm 1,
we focus on the particle marginal Metropolis-Hastings (PMMH) algorithm of Andrieu et al.
(2010).
For completeness, we reproduce the bootstrap particle filter of Gordon et al. (1993) in Algo-
rithm 2. In the algorithm, N is the number of particles. We note that several other more
efficient particles filters have appeared in the literature, such as the auxiliary particle filter
(Pitt and Shephard, 1999). However, we restrict our attention to the bootstrap particle filter,
since it can be applied more generally. In particular, it can still be implemented even if the
transitional density, p(xt+1|xt,θ), is intractable to evaluate (but can still be simulated from),
which is the case for the model considered in Section 5.
4 Technologies for Multi-Core Computing
In this section we detail, compare and contrast two technologies available for multiple CPU
computing in the context of pseudo-marginal algorithms. Our focus here is on approaches
that result in only a negligible amount of extra programming effort, and are thus accessible to
most practitioners who are able to implement a pseudo-marginal algorithm such as PMCMC.
It is not a focus of this paper to give a thorough review of these technologies nor to list their
complete functionality. Here we demonstrate specific details for implementing our idea in
Section 3.2 in the context of pseudo-marginal algorithms. It is important to note that here
we are in the ideal setting for parallel computing, that is, single instruction multiple data
(SIMD) processing (see, for example, Durham and Geweke (2013)). Here the ‘instruction’
refers to the algorithm for obtaining an unbiased estimate of the likelihood (the particle filter
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Algorithm 2 Bootstrap particle filter of Gordon et al. (1993).
Input: A particular value of the parameter, θ, and the number of particles, N
Output: log pˆ(y|θ) (i.e. the log of the estimated likelihood)
1: Set log pˆ(y|θ) = 0
2: for t = 1 to T do
3: for k = 1 to N do
4: Generate xk
t
∼ p(·|xk
t−1,θ)
5: Compute wkt = p(yt|xkt ,θ)
6: end for
7: Set log pˆ(y|θ) = log pˆ(y|θ) + log(∑Nk=1wkt /N)
8: Renormalise the weights W kt = w
k
t /
∑N
i=1w
i
t for k = 1, . . . , N
9: Resample xk
t
from the particle set {xi
t
,W it }Ni=1 for k = 1, . . . , N
10: end for
in Algorithm 2 in this paper) and the ‘data’ could be interpreted as a particular value of the
random ‘seed’ that is input into the unbiased estimator of the likelihood. Therefore, in terms
of parallel computing, the implementation is rather straightforward, as we demonstrate in the
next section.
On a single processor our idea in Section 3.2 could be implemented using a ‘for’ loop, with
the index k = 1, . . . ,K being the kth (independent) estimate of the likelihood. Since this fits
in with SIMD processing, our idea is to run each iteration of the ‘for’ loop on a different CPU.
Therefore we require some modification to this ‘for’ loop in terms of implementation to take
advantage of the K available CPUs. We describe this implementation below for two different
technologies.
4.1 OpenMP
The OpenMP technology is available in various compilers of C, C++ and Fortran code and
can be used on most operating systems. In this work, we used a C implementation. The
OpenMP syntax for Fortran will of course be slightly different to what is presented below.
Firstly, to make use of the OpenMP functionality, the following is required towards the start
of the code:
#include <omp.h>
In OpenMP, so-called preprocessor directives (any statement that begins with a #) are used to
highlight which part of the code is to be run using multiple processors and any other necessary
details required for correct implementation. A code snippet to implement our idea in Section
3.2 using OpenMP is provided below:
#pragma omp parallel private(i) shared(loglike_vec,y,theta_prop,N,T,K) num_threads(K)
{
#pragma omp for
for (i=0; i<K; i++){
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loglike_vec[i] = bootstrap_filter_sv(theta_prop,y,N,T);
}
}
Here theta_prop is the proposed value of θ in the pseudo-marginal algorithm, y is the data
and N controls the accuracy of the estimate of the likelihood (in this paper it refers to the
number of particles in the particle filter). For the purposes of this section, the function
bootstrap_filter_sv implements the procedure to estimate the likelihood (here it is the C
code that implements the particle filter for the example in Section 5). T is the number of
observations in the data so is not a strict parameter of the method; we simply use it for ease
of implementation.
Firstly, we note that a single-core implementation would not require the #pragma lines. There-
fore it can be seen that very little extra programming effort is required to take advantage of
multiple CPUs. Experienced OpenMP users would note that the implementation could be
made even shorter by taking advantage of default settings and short-cuts. For example, the
following is still valid:
#pragma omp parallel num_threads(K)
{
#pragma omp for
for (i=0; i<K; i++){
loglike_vec[i] = bootstrap_filter_sv(theta_prop,y,N,T);
}
}
The #pragma omp parallel statement together with the first set of {} brackets highlight
the section of the code where multiple cores are required. The rest of the first line of code
specifies: which variables should be accessible by all processors simultaneously (shared),
which should be local to each processor (private) and how many CPUs will be utilised
(num_threads). The #pragma omp for statement indicates that the iterations of the for loop
are to be distributed among the K processors. In our context, each iteration of the loop will
be assigned its own processor, but this need not be the case. To obtain the overall estimate of
the log-likelihood, the following operation is required: -log(K) + logsumexp(loglike_vec),
where logsumexp(.) stably computes the log of the sum of the individual exponentiated log-
likelihood estimates.
In our implementation the rest of the pseudo-marginal code was written in MATLAB, which
calls the above C code using MATLAB’s mex interface. This is clearly not a requirement; the
entire code could have been written in C or Fortran, or other higher level languages like R or
Python could call this C code. Thus the OpenMP approach offers a great deal of language
flexibility, at least relative to MATLAB’s parfor approach in the next section. When compiling
C code that uses OpenMP technology, a flag must be added to the compilation statement.
With our choices, the C code can be compiled and called by MATLAB by running the following
statement in MATLAB
mex bootstrap_filter_sv_openmp.c mt19937ar.c simulate.c COMPFLAGS="/openmp $COMPFLAGS"
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Here bootstrap_filter_sv_openmp.c contains the multiple CPU implementation to esti-
mate the likelihood, mt19937ar.c relates to pseudo-random number generation (see later)
and simulate.c is a helper library written by the author. The compilation statement will be
different for different choices, but we note the /openmp extra compilation flag.
4.2 MATLAB’s parfor Construct
MATLAB provides multi-core functionality via the parfor construct. The MATLAB code for
our implementation here is provided below:
parfor k = 1:K
loglike_vec(k) = bootstrap_filter_sv(theta_prop,y,N);
end
loglike_prop = -log(K) + logsumexp(loglike_vec);
The only modification required to make to the equivalent implementation on a single processor
is to replace the MATLAB for statement with parfor. It is important to mention that the
practitioner must firstly inform MATLAB to make use of the K processors. For example, if
the practitioner wishes to make use of K = 2 processors, the following command is required:
matlabpool open 2
We note that this only needs to be called once before the pseudo-marginal algorithm is run,
and only takes a few seconds to run. After the pseudo-marginal algorithm has completed, the
processors should be released by MATLAB using
matlabpool close
The parfor functionality in MATLAB provides a slightly easier implementation compared to
OpenMP, since MATLAB automatically identifies which variables in the loop should be shared
or private. However, in our context of pseudo-marginal algorithms, both implementations are
rather straightforward
Our implementation of the particle filter here is in C (again called in MATLAB via the mex
interface), and all pseudo-random numbers for the particle filter were generated in C. One issue
that we had to overcome was that the same random seed was being used by each processor.
Since the same model parameter is being used, the estimate of the likelihood was the same
across processors. To overcome this we added a line of code to the C implementation that
sets the seed based on the current time and also the identification number of the processor.
The following line of code ensures that each processor uses a different seed for the likelihood
estimation:
init_genrand(time(NULL)*getpid());
Here init_genrand() is a function that sets the seed for the random number generator that
we use (with more detail provided in Section 5.2), time(NULL) represents the current time
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and getpid() returns the processor id. It is important to keep in mind that this line of code
is likely to be compiler dependent. We note that this line was not required in the OpenMP
implementation above.
It is important to note that the parfor construct is available as part of the Parallel Computing
Toolbox (PCT) of MATLAB. The MATLAB version must be 2008a or later to use this
functionality. Clearly the user is restricted to, at least in part, a MATLAB implementation
to take advantage of parfor, whereas OpenMP allows for much greater flexibility with respect
to programming language choice (see the discussion for more details). The computational
efficiency of the two approaches is compared in the following section. Furthermore, in the
latest version of MATLAB (at the time of writing this was 2013b), parfor is restricted to use
at most 12 processors (MATLAB, 2013). For running parallel code with more processors on
a local machine or computer cluster the MATLAB Distributed Computing Server is required
in addition to the PCT (MATLAB, 2013). An additional advantage of OpenMP over parfor
is that the number of cores that can be used is unrestricted.
5 Example
5.1 Model and Data
To demonstrate our approach we consider the stochastic volatility model that is outlined in,
for example, Chopin et al. (2013). Here we reproduce the model for completeness but refer
the reader to Chopin et al. (2013) (and some of the references therein) for more details and
an interpretation of the model. The observation at time t is scalar and has the following
observation distribution, yt ∼ N(µ+ βvt, vt) where vt denotes the variance of the observation
process and forms part of the hidden aspect of the model. Here µ and β are static parameters.
The state of the process consists of two random variables, xt = (vt, zt), where vt and zt can
be determined by the following stochastic evolution
k ∼ Poi(λξ2/w2),
c1:k
iid∼ U(t− 1, t),
f1:k
iid∼ Exp(ξ/w2)
zt = e
−λzt−1 +
k∑
j=1
e−λ(t−cj)fj
vt =
1
λ

zt−1 − zt +
k∑
j=1
fj

 ,
where ξ, w2, λ are additional static parameters so that θ = (µ, β, ξ, w2, λ). Our priors are:
µ, β ∼ N(0, 2), ξ, w2 ∼ Exp(5) and λ ∼ Exp(1), with all parameters being independent a
priori. Also we have z0 ∼ Γ(ξ2/w2, ξ/w2).
The observed data for this example was generated from the model based on the same param-
eter configuration as Chopin et al. (2013), given by µ = 0, β = 0, ξ = 0.25, w2 = 0.0625, λ =
0.01. However, unlike Chopin et al. (2013), we produce T = 5000 observations as opposed
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Figure 1: Data simulated from the stochastic volatility model of Section 5.1.
to T = 1000. The length of this time series creates a challenging problem for PMCMC
algorithms. The data is shown in Figure 1.
5.2 Implementation Details
For our implementation of the PMCMC algorithm for our example we programmed the par-
ticle filter in the C language (multi-core implementation with OpenMP and single-core im-
plementation when used with MATLAB’s parfor technology) and called it into MATLAB
(version 2012a) through the mex interface. The rest of the code, i.e. the MCMC algorithm,
was implemented in MATLAB. The C code was compiled using the Intel R© C++ Composer
XE 2013 Compiler. We used the OpenMP implementation that came with this compiler
package. The Windows 7 operating system was used.
Our C code makes use of the Mersenne Twister random number generation approach of
Matsumoto and Nishimura (1998). This code can be downloaded from http://www.math.
sci.hiroshima-u.ac.jp/~m-mat/MT/MT2002/emt19937ar.html.
5.3 Computer Specifications
The machine that the computations were performed on consists of 2 × quad Intel R© Xeon R©
ES-1620 processors each running at 3.60GHz and there is 16 GB of RAM. Each run of the
pseudo-marginal algorithm only makes use of the number of processors specified.
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5.4 Results
In order to illustrate the effect of using multiple CPUs with a pseudo-marginal algorithm
we performed a simulation study that consists of enumerating all combinations with N =
100, 200, 500, 1000 particles, 1, 2, 4 and 8 CPUs and running the 2, 4 and 8 core cases with
OpenMP and parfor technologies.
We use this simulation study to compare parfor and OpenMP, as well as showing the im-
provements in mixing by using multiple cores. In order to compare the runs we considered
the effective sample size (ESS) for each parameter, which can be computed using the effec-
tiveSize() function within the R package coda (Plummer et al., 2006). As an overall measure
of efficiency we consider the average ESS over all parameters and adjust for the number of
MCMC iterations performed.
5.4.1 Comparison of OpenMP and parfor
Table 1 shows the results when using OpenMP and parfor. For a small number of cores (i.e. 2),
OpenMP and parfor perform similarly. However, it is evident that OpenMP did not scale well
as the number of cores increased. Particularly, the parfor technology was more efficient when 8
cores was used since more iterations could be run per second. The results show that for a large
number of particles, the introduction of extra processors results in only a small increase in
time. This is not surprising, as fewer iterations are required for a larger value of N and hence
there is, overall, less overhead associated with using the extra processors. This highlights that
the introduction of multiple processors will be more beneficial on complex examples (such as
the one here) where a significant amount of computational effort is required to estimated the
likelihood to a reasonable level of precision.
To be conservative as to the benefit of applying multiple CPUs in this setting, we consider from
now on only the results produced by the OpenMP technology. Furthermore, the OpenMP
technology can be used more widely whereas parfor restricts the practitioner to MATLAB
code (see the discussion section for more details).
5.4.2 Effect of Multiple CPUs
The results when using a different number of CPUs for varying particle sizes is shown in Table
2. The following results are evident from the table:
• For N = 500 and N = 1000 particles the multiple-CPU approach provides a substantial
benefit. For N = 100 and N = 200 particles there is little to no benefit. This is due
to the fact that taking the average is not robust to very poorly estimated likelihoods,
and the PMCMC algorithm is prone to getting stuck when the likelihood is estimated
to be much higher than its true value. This suggests, that for the modest number of
cores investigated here, it is important that the likelihood be estimated to a reasonable
level of precision to achieve good improvements from using multiple cores.
• It is evident that good improvements can be achieved for the right value of N only using
a modest number of cores (e.g. 4).
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Table 1: Number of iterations performed for the multi-core technologies, parfor loop in Matlab
(parfor) and the OpenMP architecture (openmp).
N iters cores technology time (hrs) iters/sec
100 600000 2 openmp 13.42 12.42
parfor 14.69 11.35
4 openmp 19.41 8.59
parfor 20.30 8.21
8 openmp 25.71 6.48
parfor 20.20 8.25
200 250000 2 openmp 15.64 4.44
parfor 14.62 4.75
4 openmp 19.34 3.59
parfor 17.5 3.97
8 openmp 24.32 2.86
parfor 18.9 3.67
500 50000 2 openmp 13.84 1.00
parfor 13.42 1.03
4 openmp 14.71 0.94
parfor 13.54 1.03
8 openmp 18.18 0.76
parfor 14.21 0.98
1000 16000 2 openmp 13.82 0.32
parfor 14.69 0.30
4 openmp 16.09 0.28
parfor 14.80 0.30
8 openmp 17.09 0.26
parfor 15.30 0.29
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Table 2: The average ESS obtained via PMCMC for different numbers of particles and different
numbers of cores. For the multi-core results, OpenMP was used.
N iters cores time (hrs) acc rate (%) Avg ESS / hour
100 600000 1 12.89 0.004 1.07
2 13.42 0.02 1.33
4 19.41 0.04 2.16
8 25.71 0.02 1.69
200 250000 1 14.64 0.26 4.51
2 15.64 0.20 6.22
4 19.34 0.70 7.21
8 24.32 0.72 7.94
500 50000 1 13.32 3.42 11.05
2 13.42 5.20 16.72
4 14.71 6.90 19.57
8 18.18 10.20 22.04
1000 16000 1 14.90 9.43 11.23
2 13.82 13.00 12.51
4 16.09 15.80 13.16
8 17.09 23.13 21.79
• Clearly the 8 core options for N = 500 and N = 1000 outperform the other configura-
tions.
• The computational complexity of the PMCMC algorithm seems to be above O(N).
That is, when doubling the number of particles, the number of iterations that are able
to be performed in the time allocated is less than half.
Figure 2 shows the trace of the log-likelihood estimates obtained during the algorithm for 1,
2, 4 and 8 cores when N = 1000 particles was used. It is clear from the figure that in the 1
core case the PMCMC algorithm can become stuck due to a very high estimated likelihood,
which can happen when the likelihood is poorly estimated. Increasing the number of cores
decreases the variance of the estimated likelihood and thus mitigates this behaviour.
It should be noted that to be conservative we used the OpenMP approach for the multi-core
results in this section. However, as shown in the previous section, the parfor technology seems
to be more efficient as the number of cores is increased. If these results are included, then the
results for 4-core parfor are similar to that for 8-core OpenMP (for N = 500 and N = 1000)
and further improvements are obtained with 8 cores.
Of course, further improvements in the results would be expected for N = 100, N = 200
and N = 500 by increasing the number of cores even further. The acceptance probability
for N = 1000 is already quite high, thus there would be little gain in using a larger number
of cores. Doucet et al. (2012) have demonstrated that for a pseudo-marginal algorithm to
perform as well as the same algorithm that uses the true likelihood, the log-likelihood for
a parameter value with reasonable posterior support should be estimated with a standard
deviation no greater than 1. The approximate value of the standard deviation of the log
estimated likelihood (based on the true value of the parameter and 100 repetitions of the
13
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Figure 2: Trace plots of the estimated log-likelihoods during the PMCMC for N = 1000
particles based on (a) 1 core, (b) 2 cores, (c) 4 cores and (d) 4 cores
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log-likelihood estimation) for N = 500 and 8 cores was about 1.5. This demonstrates that
there would be more to gain here by adding extra cores. Some simple calculations show that
approximately 18 cores would be required to achieve the optimality result of Doucet et al.
(2012). However, for N = 1000 and 8 cores, the corresponding estimated standard deviation
of the log-likelihood was roughly 0.9, showing that the likelihood is already being estimated
well enough with this many cores.
We note that there will be some between run Monte Carlo variability in the results presented
in Tables 1 and 2 (especially Table 2). However, the general trends for N = 500 andN = 1000,
which are reported on above, appear to be quite clear.
6 Discussion
In this paper we have presented an approach for utilising multiple CPUs for improving the
performance of pseudo-marginal algorithms. An unbiased estimate of the likelihood can be
formed by taking the average of independent unbiased estimates of the likelihood produced
by the K CPUs. This decreases the variability of the estimated likelihood whilst still main-
taining an exact algorithm. The focus here has been on using multi-CPU technologies such
that only minor modifications to existing pseudo-marginal code are required, making the ap-
proach accessible to many practitioners. For a fixed computer time, the multi-core results
showed substantial gains for an appropriate number of particles over the usual single-core
implementation for the example considered in this paper.
Here we demonstrated the use of multiple CPUs to improve mixing for PMCMC algorithms,
which is a popular application of pseudo-marginal algorithms designed for inference in state
space models. However, clearly the ideas presented here are applicable to other models where
the pseudo-marginal algorithm can be applied. We suggest that our multi-core approach will
be most beneficial for complex models such that the likelihood cannot be estimated cheaply
with high precision. For very simple situations the overhead required for multi-core computing
may outweigh the benefits of parallelisation.
In this article we considered the parfor construct in MATLAB and the OpenMP architecture
for conveniently implementing the multi-core idea. We found, for the example in Section 5,
better performance with the parfor technology compared with OpenMP. Unfortunately, this
functionality is specific to MATLAB. However, the gains over OpenMP were not substantial
and furthermore significant gains were obtained with the OpenMP implementation over run-
ning the pseudo-marginal algorithm with a single core. The OpenMP architecture is available
in both C and Fortran code, which provides the user with a great deal of flexibility as to the
choice of programming languages. Thus popular options such as combined C/Matlab code
(as done here) and combined Fortran/Python code as well as many other combinations are
available to the practitioner when OpenMP is used. We note that there is an implementa-
tion in R that is similar to parfor and OpenMP (see Revolution Analytics and Steve Weston
(2013b) and Revolution Analytics and Steve Weston (2013a) for more details).
Another algorithm that has recently been proposed for state space models is the SMC2 algo-
rithm of Chopin et al. (2013). This algorithm follows the approach of Chopin (2002), where an
SMC algorithm is applied to sample from an artificial sequence of target distributions based
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on data annealing. Following a re-sample, the particles are diversified via an MCMC kernel
that is stationary for the current target. In Chopin et al. (2013), within the state space model,
the authors propose to use a PMCMC kernel for diversity. There is a rule in the algorithm
to double the number of particles used in the PMCMC kernel every time the acceptance rate
of the mutation step falls below a certain threshold. The ideas in this paper could offer an
alternative rule to take advantage of multiple CPUs. Every time the acceptance rate falls
below the pre-specified level, another core could be added to the PMCMC kernel. Once the
maximum number of cores is reached, one could revert back to the rule of Chopin et al. (2013)
thereafter. As we have shown here, the application of multiple CPUs in this setting only adds
a small amount of computation time, while greatly improving the PMCMC acceptance rate
in some cases.
Our focus has been on parallel approaches that require a negligible amount of extra effort
to implement and can be utilised on standard desktop computers. An alternative parallel
computing approach in the context of pseudo-marginal algorithms is to take advantage of
Graphics Processing Units (GPUs). Here the focus is on making use of GPUs to substantially
speed up the estimation of the likelihood which is then fed into a pseudo-marginal algorithm
run on a single CPU. The idea is that, due to computational savings, N can be increased to
obtain a more precise estimate of the likelihood. Many of the computations required in the
estimate of the likelihood are likely to fall in the SIMD architecture, implying that a GPU
implementation has a reasonable chance of a significant speed-up for fixed N . For example,
Lee et al. (2010) present a GPU implementation for a particle filter, which could have been
used in the PMCMC example of this paper. Unfortunately, to fully harness the computing
capabilities of the GPU, so-called Compute Unified Device Architecture (CUDA) code is
required, which requires a substantial amount of additional implementation burden relative
to the methods presented in this paper. Such an approach may currently be beyond the
programming skills of many practitioners, both in the statistics and applied fields. There are
other libraries being developed to make a GPU implementation more seamless, but would be
substantially slower relative to using CUDA code. Furthermore, the computations required in
the likelihood estimate may not necessarily be suited to a GPU implementation. Additionally,
in many cases a clever algorithm/implementation (see, for example, the parallel resampling
algorithm of McAlinn et al. (2012)) is required to take full advantage of the GPU (Lee et al.,
2010), which places further burden on the practitioner. The approach presented in this paper
is more accessible to practitioners.
In this paper we have shown that substantial improvements can be obtained using only a
modest amount of cores on a single desktop machine. Further improvements are likely to be
achieved by making use of nodes available on a larger computer cluster. Of course, a much
more sophisticated implementation then the one presented in this paper would be required to
take advantage of this.
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