We show that Tobin's q, as proxied by the ratio of the firm's market value to its book value, increases with the firm's systematic equity risk and falls with the firm's unsystematic equity risk. Further, an increase in the firm's total equity risk is associated with a fall in q. The negative relation between the change in total risk and the change in q is robust through time for the whole sample, but it does not hold for the largest firms.
Introduction.
This paper explores the relation between expected risk and Tobin's q, proxied by the ratio of the firm's market value to the book value of its assets. We find that an increase in systematic equity risk increases q and that an increase in unsystematic equity risk and in total equity risk decreases q, except for the largest firms.
If expected cash flows are unrelated to equity risk, q should be negatively related to systematic risk because cash flows are discounted at a higher rate for firms with greater systematic risk and we would expect unsystematic risk to have no relation with firm value. Our evidence is therefore inconsistent with the view that expected cash flows are unrelated to risk and shows instead that expected cash flows must increase with systematic risk if the capital market discounts cash flows using the capital asset pricing model. Further, our evidence shows that expected cash flows increase with systematic risk to an extent greater than would be required to offset the impact of the increase in systematic risk on the discount rate to keep the present value of cash flows constant as systematic risk increases.
Modern finance theory offers several reasons why expected cash flows might be related to the risk of cash flows. Firm value is often decomposed into the value of assets in place and the value of growth opportunities. There is a considerable literature that emphasizes the option properties of growth opportunities.
1 If growth opportunities are real options on cash flows from assets in place, firms with greater volatility would have more valuable growth opportunities everything else kept constant. The real options view of growth opportunities therefore suggests that a firm's q should increase with the firm's total risk.
Both the static-tradeoff capital structure literature and the risk management literature make the volatility of equity endogenous. With the static-tradeoff capital structure literature, the firm trades off tax benefits from debt with costs of financial distress. For a given level of debt, the 1 See Dixit and Pindyck (1993) .
greater the volatility of equity the more likely it is that the firm will incur costs of financial distress. The firm can reduce the volatility of equity by reducing its debt. Everything else equal, it is optimal for firms with high costs of financial distress to have less debt and hence a lower equity volatility. If the positive correlation between debt and equity volatility is strong enough, firms with lower equity volatility will have a smaller tax shield of debt and a lower q. 2 In this case, therefore, firm q is negatively related to equity volatility over some range.
The risk management literature argues that firms can benefit from managing risk because excess risk increases the present value of the costs of financial distress and can lead to suboptimal investment if external financing and renegotiations are costly. 3 While Minton and Schrand (1999) provide evidence of a negative contemporaneous relation between cash flow volatility and investment and of a positive contemporaneous relation between the cost of debt and cash flow volatility that is supportive of the arguments of the risk management literature, there is no investigation that focuses on the relation between firm value and expected risk. On theoretical grounds, the risk management literature implies that the equilibrium relation between equity risk and firm q can be positive or negative. To understand this, it is best to think of a firm choosing the optimal amount of hedging by setting the marginal cost of bearing unhedged risk equal to the marginal cost of hedging risk. It is reasonable to assume that the marginal cost of bearing 2 Note that as equity volatility falls for a constant face value of debt, the probability of financial distress falls if the firm is not currently financially distressed (see Stulz (2000) , chapter 18). As a result, for constant debt, one would expect that a decrease in equity volatility is associated with an increase in the value of the tax shields of debt. Hence, for the assumed result to hold, it must be that debt falls fast enough as equity volatility increases to offset the positive impact of a decrease in equity volatility on the present value of tax shields of debt. 3 For models where risk leads to suboptimal investment, see Stulz (1990) and Froot, Scharfstein, and Stein (1993) . Smith and Stulz (1985) focus on tax and financial distress costs as determinants of risk management policies. A number of recent papers show that the theoretical risk management literature is useful to understand the risk management policies of firms (see, for instance, Geczy, Minton, and Schrand (1997) , Tufano (1996) , and Haushalter (2000)). Under some conditions, an optimal risk management policy can increase risk. As pointed out by Froot, Scharfstein, and Stein (1993) , a policy designed to enable the firm to take advantage of its investment opportunities can lead the firm to take positions in derivatives that increase the variability of its cash flow if investment opportunities are positively correlated with cash flows.
unhedged risk increases with the amount of unhedged risk and that the marginal cost of hedging risk increases with the amount of risk hedged. If the marginal cost function of bearing unhedged risk varies across firms but the marginal cost function of hedging risk does not, firms with a high cost of bearing unhedged risk will have less unhedged risk and there is a positive relation between risk and q. If the marginal cost function of bearing unhedged risk is the same across firms but the marginal cost function of hedging risk varies across firms, the opposite is true. Yet, in both of these cases, an exogenous increase in unhedged risk is associated with a decrease in firm q, so that there is a negative relation between changes in risk and changes in q.
The literature on the diversification discount offers a different reason for why q should increase with firm risk. That literature shows that diversified firms are valued less on average than comparable portfolios of specialized firms. 4 Everything else equal, a diversified firm will generally have lower volatility than a specialized firm. Consequently, the existence of a diversification discount implies that higher volatility firms have higher value. Our evidence is consistent with the existence of a diversification discount for large firms, in that an increase in volatility for these firms has a positive effect on their q.
Finally, the option pricing literature predicts a negative relation between changes in equity value and equity volatility for a levered firm when the rate of return for the firm as a whole has a constant volatility. This negative relation has been studied extensively in papers that analyze the time-series behavior of volatility. Following Black (1976) and Christie (1982) , these papers investigate whether the negative relation between equity value and volatility depends on leverage.
Some of these papers look at firms (for instance, Cheung and Ng (1992) , Duffee (1995) , and Bekaert and Wu (2000) ) while other papers look at the market as a whole (for instance, Schwert (1989) ). The evidence from these papers suggests that in time-series models the negative relation between equity and volatility cannot be explained by leverage alone. This literature therefore raises the question of how the negative relation between equity value and volatility can be explained.
The paper is organized as follows. In Section 2, we make clearer the predictions of the various literatures summarized in the introduction and discuss the difficulties associated with evaluating the relation between risk and firm value. In Section 3, we describe how our sample and our risk measures are constructed. In Section 4, we show the relation of q to systematic risk, unsystematic risk, and total risk. In Section 5, we attempt to explain our results on the relation between unsystematic risk and firm q. We conclude in Section 6.
2. Risk, growth opportunities, and firm value: Some theoretical issues.
In this section, we discuss the predictions about the relation between risk and firm value in more detail. q is the market value of equity (E) plus debt (D) divided by assets (A), or (E + D)/A.
In our empirical work, D is measured using book values since market values of debt are not available for samples like ours. Our empirical work uses various measures of risk, but unless specified otherwise, risk is understood to be total risk, meaning the sum of systematic and unsystematic risk. We divide the analysis into three parts. First, we discuss the impact of growth options on the relation between firm q and risk. Second, we derive the predictions of static capital structure theories and of risk management theories for the relation between q and risk. Third, we investigate the implications of the fact that equity is an option whose value depends on its volatility for our empirical analysis. Fourth, we summarize the testable hypotheses.
Growth opportunities and the relation between firm q and risk.
To understand the impact of growth opportunities on the relation between firm q and risk, we consider an all-equity firm. We assume further that the firm has an asset in place plus a growth opportunity. The value of the asset in place, A, is given and does not depend on the volatility of its return. If the growth opportunity is an opportunity to expand the firm by acquiring ω more of the asset in place at a cost of K, the value of the firm is A + C, where C is the value of a call option on ωA with exercise price equal to the required investment K. With our assumptions, an increase in the variance of the rate of change of A has no impact on A but increases C. With this notation, q is (A+C)/A. Consequently, for a given value of A, q is an increasing function of the variance of A. An increase in A necessarily increases q since it increases the value of the firm's growth opportunity.
Real options theory does not make an unambiguous prediction for the relation between the variance of equity and q. For instance, nothing precludes the possibility that high volatility firms have high K's. If the positive relation between equity volatility and K were large enough, then there would be a negative relation between q and equity volatility. Growth options would have trivial value for high volatility firms because the exercise price of the options would be large for these firms. Yet, for a given firm, an increase in volatility keeping K, ω, and A constant necessarily increases q.
Capital structure and risk management theories.
To simplify the analysis, consider a model where large negative shocks to cash flows -and hence firm value --have deadweight costs. In particular, such shocks increase the costs of financial distress and decrease the tax benefits of debt. Figure 2 . Firms with less unhedged risk will have lower q, however, because their combined total cost of bearing unhedged risk plus hedging risk will be higher. Consequently, it is perfectly possible for firms with more unhedged risk to have higher value when risk management is more valuable for some firms than others.
Consider now the impact of an exogenous increase in risk before hedging. This shifts the cost of hedging risk curve to the right and leaves the cost of bearing unhedged risk curve unchanged as shown in Figure 3 . Following the increase in risk before hedging, the firm incurs a larger cost of bearing unhedged risk and pays more to hedge risk. As a result, the firm's q falls and its equilibrium level of bearing unhedged risk increases. Hence, there is a negative relation between changes in unhedged risk and changes in q.
Equity as an option and the relation between firm q and risk.
The fact that equity has option characteristics has important implications for our analysis.
Many papers, using the insights of the option pricing literature, emphasize the relation between equity volatility and firm leverage. These papers have shown a negative relation between equity value and volatility that has been attributed partly to leverage. In particular, Christie (1982) provides evidence that is supportive of the role of leverage in the relation between equity and volatility. A number of recent papers find that leverage can only explain part of the negative relation between stock returns and leverage. For instance, Schwert (1989) finds some support for the leverage hypothesis at the market level. Cheung and Ng (1992) and Duffie (1995) find that the negative relation between the level of stock prices and volatility is stronger for smaller firms.
Duffie (1995) argues that the negative relation between changes in volatility and returns is due to a strong positive relation between returns and contemporaneous volatility rather than by the negative relation between future volatility and returns predicted by the leverage argument. Bekaert and Wu (2000) reject the Christie (1982) To understand the implications of the option characteristics of equity for this paper, it is useful to use Merton's (1974) model of equity and debt valuation. With this model, firm value, V, is lognormally distributed and trading is continuous. Financial markets are assumed to be perfect.
Interest rates are assumed to be constant. The firm has issued discount debt that matures at a future date and has face value of F. Equity is an option on firm value that pays Max(V -F, 0) at maturity of the discount debt. With these assumptions, the Black-Scholes formula gives the value of equity. Firm value minus the value of equity is the value of the debt. The Modigliani-Miller proposition of leverage irrelevance holds.
With Merton's model, the volatility of the firm is constant and the face value of the debt is
constant. Yet, because the firm is levered, the volatility of equity depends on firm value. As firm value increases, the firm becomes less levered and as a result the volatility of equity falls. The relation between firm volatility and equity volatility can be stated precisely as:
where E V is the derivative of equity value with respect to firm value, which is simply the call option's delta. Figure 4 plots equity volatility as a function of firm value and face value of debt in Merton's model. There is a negative relation between equity volatility and firm value, but this relation depends nonlinearly on the level of firm value. As firm value becomes large relative to the face value of debt, a change in firm value has almost no impact on equity volatility. In contrast, for highly levered firms, a small change in firm value can have a large negative impact on equity volatility. In Merton's model, the face value of debt is given and does not change. The result that we emphasize holds as long as the firm does not increase its debt as firm value increases up to the point where the volatility of equity is kept constant.
Merton's model implies a negative relation between changes in firm value and changes in equity volatility even though in that model there is no relation between firm value and firm risk.
Consequently, finding a negative relation between a change in firm value and a change in equity volatility by itself has no implication for whether total risk has an adverse impact on firm value.
One might think that focusing on firm total risk instead of equity total risk could eliminate this difficulty. Unfortunately, this is not so with book debt. Without debt values, we cannot estimate the debt beta. If we take the debt beta to be zero, firm volatility is E/(D+E) times equity volatility.
Since D + E is our measure of firm value, our estimate of firm volatility is then E/V times equity volatility. Since q is V/A, or (E + D)/A, this approach creates a mechanical positive relation between q and firm volatility for constant equity volatility. To see this, suppose E increases for constant equity volatility, book value of debt, and book value of assets. As a result, firm volatility increases since E/V increases. At the same time, though, q increases because V increases for constant assets, so that there is a positive relation between an increase in V and an increase in firm volatility. With market value measures of debt, we would be able to measure the risk and value of debt. An increase in E for constant equity volatility would correspond to an increase in firm volatility which would decrease D. If firm value is unrelated to firm volatility, D would fall sufficiently to keep V unchanged, so that there would be no relation between firm volatility computed using market values and q computed using market values. To avoid the mechanical relation between q and firm volatility resulting from the use of book values, we focus instead on equity volatility.
Since Merton's model implies a negative relation between firm value and volatility that is due to changes in firm value rather than changes in firm volatility, we should be able to eliminate the effect predicted by Merton's model if we control for changes in firm value that are not caused by changes in firm volatility. Suppose that firm volatility is constant. In this case, firm value changes because of changes in expected cash flows. Hence, by controlling for earnings changes, we should capture some of the value change that is not caused by volatility changes but causes changes in equity volatility. Therefore, when we consider the impact of volatility changes on q taking into account earnings changes, we should be measuring the impact of volatility changes that is not due to the leverage effect. Unfortunately, by doing so we might be understating the impact of volatility changes not due to the leverage effect because an increase in volatility could have an immediate negative impact on earnings. Another way to evaluate the impact of volatility changes that is free of the leverage effect is to look at firms with trivial leverage. We employ both approaches.
Merton's model assumes a constant volatility of firm value. However, if we increase the volatility of firm value keeping the value of assets in place constant, q increases. Hence, if we can use the comparative statics of Merton's model to approximate the comparative statics in a world where firm volatility changes randomly, it follows that positive shocks to firm volatility are associated with increases in q in that model when book value of debt is used. In other words, if
we were able to explain changes in value that are not due to changes in volatility, then we should find a positive relation between volatility and q. This is the traditional asset substitution effect emphasized by Jensen and Meckling (1976) .
Testable hypotheses.
None of the theories discussed in this section offer unambiguous predictions about the relation between q and risk, but all theories have clear predictions for the relation between changes in risk and changes in q. These predictions are as follows:
1. Growth options. An increase in volatility increases the value of growth options.
Since growth options are part of V -A, an increase in the value of growth options increases q. Therefore, there is a positive relation between changes in q and changes in firm risk.
Cost of risk.
Existing static tradeoff capital structure theories and risk management theories generally show that there is a negative relation between unexpected changes in risk and changes in q.
3. Option characteristics of equity. Keeping the book value of assets constant, an increase in risk increases the value of equity. However, for constant risk of firm value and constant debt, an increase in firm value decreases the volatility of equity. Hence, keeping volatility of firm value constant, there is a negative relation between the changes in equity risk and the changes in q. This negative relation should be more pronounced for firms with more debt. Further, the option pricing model implies that the relation between risk and firm value is asymmetric -an increase in firm value has a smaller absolute value impact on volatility than a decrease in firm value.
The sample and the risk measures.
Following Fama and French (1998) , we start with all firms recorded in COMPUSTAT for the period from 1965 to 1992. Since we use stock returns to measure risk, we restrict our sample to firms whose stock returns are available on the CRSP database. We drop 1% of the observations in each tail of each independent variable used in the regressions we report and require that sample firms have at least one million dollars of assets.
We focus on three different measures of risk. The first measure is systematic risk, measured as beta squared times the variance of the market return. The second measure is unsystematic risk, computed as the variance of the residual of a market model regression. The third measure is the firm's total risk, measured as the variance of the firm's stock return.
The corporate finance literature we referred to in the introduction argues that expected risk measures are relevant in firm valuation. This requires us to form measures of expected risk. One approach would be to use a time-series model. This approach would increase our data requirements since we would need enough past stock returns. A second approach would be to use implied volatilities. However, we want our study to use a broad cross-section of firms rather than only firms that have traded options. We therefore proceed as follows for most tests reported in this paper. When we consider q in fiscal year t, this is the q corresponding to the data available at the end of year t. The focus of our analysis is whether q in year t is related to expected risk for year t+1. We proxy for expected risk in year t+1 by the realized risk in year t+1. The risk measures do not follow random walks. Consequently, we cannot use the risk measure in year t as the expectation of the risk measure in year t+1. If we were to use data before year t+1 to forecast risk in year t+1, we would therefore need a time-series model. Using such a model would force us to discard a large number of firms from our sample if we wanted to forecast yearly volatility. The survivorship bias that the resulting sample would severely limit the interest of our results. 5 With rational expectations, risk in year t+1 is equal to the market's expectation plus a random error. We do not observe the market's expectation of the firm's risk for year t+1. Our proxy for the market's expectation is the market's expectation plus a random error. This error biases the slope of the regression coefficient towards zero when the only independent variable is the risk measure. As a result, we might fail to find a significant relation between changes in risk and changes in firm value because of the errors-in-variables problem.
We estimate the yearly standard deviation of a stock's return using daily returns following Schwert (1989) for the fiscal year period (not for the calendar period). The estimator of the variance of the yearly return is the sum of the squared daily log returns after subtracting the average daily log return in the fiscal year:
where there are N t daily log returns, r jt , in fiscal year t firm j. To obtain estimates of systematic and unsystematic risk, we use the market model:
where r ij is the log return of firm j for day i and r mi is the log return of the CRSP value-weighted index for day i. We report results using ordinary-least-squares estimates of the market model. We also estimated Scholes-Williams β's, which led to similar results. Systematic risk is the product of 5 Duffee (1995) points out that the relation between volatility and returns is stronger for firms that do not survive in his sample than for firms that do. Total risk is the sum of systematic risk and unsystematic risk. 4. The relation between risk and q. Table 2 shows the relation between risk and q using several different specifications for our whole sample. In all regressions reported in that table, we use the same control variables. We choose the control variables to be exogenous, but useful in predicting q. We therefore use industry dummy variables determined by the firm's two-digit SIC code, the log of the firm's age, and the log of the firm's assets. The firm's age is the number of years for which the firm is recorded in COMPUSTAT files up to a given year. The firm's assets are measured in 1992 dollars using the Consumers Price Index as a deflator. These control variables allow for industry, age, and size effects. In all regressions in Table 2 , we use levels of these control variables. We do not reproduce the estimates of coefficients for the control variables.
In the first part of the table, we examine the relation between the level of risk and the level of q. Remember that the predictions from Section 2 are ambiguous for the relation between the level of risk and q while they are unambiguous for the relation between the change in risk and the change in q. Nevertheless, it is instructive to examine the relation between levels. The first four rows of Table 2 show the relation between risk and q using averages across firms over subperiods of length corresponding to half the sample period. These are regressions of average q on average risk, average of log of inflation-adjusted total assets, average log of firm age, and industry dummies. Regressions (1) and (2) are for the first half sub-period while regressions (3) and (4) are for the second half sub-period. The regressions use the firms with no missing values for variables used in the regressions for the whole sub-period. We also estimated the regressions using averages across the whole sample period, but do not report these regressions here. The results of these regressions are consistent with the results of the regressions we report but the sample is smaller. The concern with these regressions is that they introduce a heavy survivorship bias by requiring firms to be in the sample for so long. In regressions (1) and (3), we use as risk variables the systematic risk and the unsystematic risk of equity. We find results that will hold throughout the paper: there is a positive and highly significant relation between systematic risk and q and a negative and significant relation between unsystematic risk and firm value. The result for systematic risk is consistent with the finding of Fama and French (1993) that growth firms have higher betas. We know that systematic risk is much smaller than unsystematic risk at the firm level. The coefficient of systematic risk is much larger than the coefficient of unsystematic risk, but because unsystematic risk is large compared to systematic risk, the coefficient on total risk is negative and significant in regressions (2) and (4). Regressions (5) and (6) in the table provide average coefficient estimates of the relation between risk and q obtained with yearly cross-sectional regressions. With these regressions, each year we use firms that are in the sample that year and have the information we require to estimate the regression. The survivorship bias in these regressions is therefore minimal. In Table 2 as well as in subsequent tables that report results of cross-sectional regressions, we use standard errors for the t-statistics as in Fama and MacBeth (1973) . Regression (5) yields similar results to regressions (1) and (3).
We now turn to regressions that adjust for firm fixed effects, so that our estimates consider the impact of changes in risk on changes in q. Regressions (7) and (8) provide traditional fixed effects estimates using all firms and all years in our sample. We keep industry dummies without taking the difference from the firm mean in the regressions to allow for industry effects in changes in q. We do not require firms to be in the sample every year, but we require that firms be in the sample for at least two years. We find a strong positive relation between q and systematic risk and a strong negative relation between q and unsystematic risk. Again, the coefficient on systematic risk is large in absolute value relative to the coefficient on unsystematic risk, but not so large as to preclude a significant negative relation between unsystematic risk and q. We estimated these regressions using random effects and found similar results.
A natural concern with regressions that use the whole sample is that clustering in the data may lead us to overstate the significance of the estimates. An alternative approach that does not have this difficulty but makes less efficient use of the data absent the clustering problem is to estimate cross-sectional regressions using changes in the variables. Regressions (9) and (10) present averages of yearly cross-sectional estimates. The results are qualitatively the same in these regressions, but the significance is lower as one would expect. Nevertheless, all the coefficients of interest are significant. The reported t-statistics would be overstated if the slope estimates were correlated across years. We find that correlation of the slope estimates is not a problem for the slopes for non-systematic risk and for total risk. There is a significant and large correlation for the slopes for systematic risk. However, the coefficient for systematic risk exceeds five, so that it would remain significant after making the ad hoc adjustments suggested by Frama and French (1998). It is clear from the regressions of Table 2 that changes in systematic risk are related to changes in q differently from changes in unsystematic risk. This is a puzzle, in that the analysis of Section 2 had nothing to say about the distinction between systematic and unsystematic risk.
We saw in Section 2 that none of the theories discussed there made unambiguous predictions about the relation between the level of risk and the level of q even though they made unambiguous predictions about the relation between changes in risk and changes in q. The reason for this is that risk can be related to other variables that predict q. The regressions that use fixed effects or changes allow the firm to be its own control. The regressions with levels use control variables to attempt to capture the cross-sectional variation in q that is not due to cross-sectional variation in risk. We estimate the regressions of As argued in Section 2, theory makes strong predictions about the relation between changes in risk and changes in q. This makes it important for us to understand the robustness of our results when we look at change regressions or fixed effects regressions. We have investigated the robustness of the results in a number of different ways. Table 3 reports the results of some of these investigations. Table 3 shows estimates for the change regressions (we omit the coefficients on the control variables) for the whole sample period and two sub-periods for the four sets of control variables. It is immediately clear from Table 3 that the choice of control variables is not important in the change regressions. We get essentially the same results without control variables and with the full set of changes in the variables that Fama and French (1998) use to try to explain q. In all four sets of results, we find that using the whole sample, the coefficient on systematic risk is significantly positive while the coefficients on unsystematic risk and total risk are significantly negative. We estimated additional regressions not reported here that gave added weight to our conclusion that the control variables are not important in the change regressions. In particular, we estimate the change regressions of Table 2 including the change in total assets and obtained similar results. Another clear result from Table 3 is that the results hold across subperiods. Table 3 provides two additional robustness tests. First, we re-estimate the change regressions of Table 2 , but instead of eliminating the highest and lowest 1% of the variables, we now eliminate the highest and lowest 5% of the variables. This does not affect our results.
Second, we re-estimate the change regressions of Table 2 on a sample that eliminates financial firms and utilities. Financial firms are firms with an SIC between 6000 and 6999. Utilities are firms with an SIC between 4900 and 4999. Again, our results are not affected. Table 3 shows that the negative relation between changes in risk and changes in q cannot be explained by Merton's model. The regressions in Panels 2 and 4 include control variables that should capture the change in q that is not due to the change in risk. Yet, even after including these control variables, we still find a negative relation between changes in risk and changes in q.
We examine the stability of our results over time by inspecting the coefficients of the yearly regressions. Using the cross-sectional specification in Table 2 , we find but do not report in a table that the coefficient for systematic risk is positive in all but three years. For unsystematic risk, the coefficient is never positive. Finally, for total risk, the coefficient is positive for four years. It follows from this that the negative relation between changes in risk and changes in q holds through time and that there is no evidence that it holds more strongly earlier or later in our sample period.
The determinants of the relation between risk and q.
The empirical evidence shown in Tables 2 and 3 shows that there is a robust relation between changes in unsystematic risk and changes in q. This relation is generally strong enough to lead to a negative relation between changes in total risk and changes in q. At the same time, however, there is a strong positive relation between changes in systematic risk and changes in q. In this section, we investigate whether these results can be explained by the theoretical arguments discussed in Section 2.
We know from Section 2 that Merton's model implies a negative relation between changes in total risk and changes in q when one uses book values of assets and debt to compute q. The regressions in Table 3 were interpreted as evidence that Merton's model is not sufficient to explain the negative relation between changes in total risk and changes in q. With Merton's model, one would expect a stronger negative relation between changes in total risk and changes in q for more highly levered firms. Panel A in Table 4 shows that this is not the case. In that Panel,
we split the sample into three groups of firms according to their leverage. We find that the q of less highly levered firms increases more as systematic risk increases and falls more as unsystematic risk increases, but the impact of changes in total risk is unrelated to leverage. The option pricing approach would predict that a change in total risk matters more for more levered firms. We find instead that the absolute value of the coefficient on total risk is larger for less levered firms but not significantly so.
The growth options argument discussed in Section 2 would imply that an increase in risk should have a less adverse impact on firms with more growth opportunities. Panel B in Table 4 uses R&D investment as a proxy for growth opportunities. There is no evidence that firms with more R&D investment are hurt less by an increase in total risk. Another way to proxy for growth opportunities might be to split the sample according to the exchange on which firms are listed, under the presumption that firms with better growth opportunities might belong to NASDAQ. We find in Panel C of Table 4 that both NASDAQ and NYSE firms have a significant negative relation between changes in unsystematic risk and changes in q. There is no evidence that the coefficient on changes in unsystematic risk or changes in total risk are higher for NASDAQ firms than for NYSE firms. This result is not supportive of the real options story discussed in Section 2.
With that story, one would expect the negative relation between risk and q to be at least attenuated for NASDAQ firms relative to NYSE firms since one would expect growth opportunities to be generally more valuable with NASDAQ firms than with NYSE firms. This result does suggest, however, that the negative relation between q and risk might be less important for large firms since on average NYSE firms are larger than NASDAQ firms. We explore this conjecture in the next paragraph. A final way to split firms according to investment opportunities is to split the sample according to the firms' q. Presumably, high q firms have higher growth opportunities. Panel D of Table 4 shows that the negative relation between changes in q and changes in total risk is stronger for firms with higher q. However, an increase in unsystematic risk or in total risk has a significant negative impact on q for low q firms also.
One would generally think that risk would be less costly and would be cheaper to manage for large firms. Presumably, large firms have easier access to capital markets and can benefit from the economies of scale associated with risk management. Panel E of Table 4 splits the sample according to firm size. We find that the negative relation between changes in risk and changes in q does not hold for the largest firms. The coefficient on changes in total risk for large firms is 0.162 with a t-statistic of 1.26.
In Table 5 , we examine the extent to which the results differ for large and small firms in greater detail. We split the sample so that the small firms are the NYSE and NASDAQ firms whose assets are in the bottom 30 th percentile of NYSE firms to make sure that the smallest firms are not just NASDAQ firms. The large firms are the NYSE and NASDAQ firms whose assets are in the top 30 th percentile of NYSE firms. We consider the relation between changes in q and changes in total risk for small and large firms for sub-periods and for different control variables.
For small firms, there is a significant negative relation between total risk and q regardless of the control variables we use and regardless of the sub-period. For large firms, there is no significant relation between total risk and q for the first half of the sample period irrespective of the control variables we use. For the second half of the sample period, there is a significant positive relation between total risk and q when we use the change in earnings as a control variable but not otherwise.
Another perspective on the impact of firm size on the relation between risk and q comes from pooled fixed effect regressions using large firms only. In regressions for large firms not reported here, we find a significant positive coefficient on total risk when we control for earnings. For instance, when we use the Fama and French (1998) control variables, the coefficient on total risk is 0.177 with a t-statistic of 8.46. Without control variables, the coefficient is -0.045 with a tstatistic of -2.20. Remember that as discussed in Section 2 changes in firm value for a levered firm can lead to a negative relation between changes in risk and changes in q. It is therefore possible that the negative relation between changes in risk and changes in q without controlling for earnings changes is due to that effect so that the impact of changes in risk on q for large firms is measured correctly when we control for earnings but not otherwise. With small firms, the control variables are irrelevant in the sense that the coefficient on total risk is negative and has a t-statistic that is in excess of 13 in absolute value irrespective of the specification in fixed effect regressions.
The standard deviation of the change in total risk is about four times larger for small firms than for large firms. The largest increases and decreases in total risk are similar for the small firms and for the large firms, but there are fewer of them for the large firms than for small firms.
Absent our evidence of a positive significant relation between changes in total risk and changes in q for some specifications, one might argue that the smaller dispersion of changes in total risk for large firms might make it harder for us to estimate the relation between changes in total risk and changes in q for these firms. However, the coefficient estimate on total risk is generally positive and significant for the large firms. Further, though this approach leads to biased coefficients, we estimated our regressions after eliminating the 5% largest and smallest values for both the dependent and the independent variables. When we do that, our conclusions are not affected.
The option pricing model predicts an asymmetric relation in the impact of a change in equity on the volatility of equity for a levered firm. The extent to which an increase in the value of equity lowers the volatility of equity is less than the extent to which a decrease in the value of equity increases it. To evaluate the existence of asymmetries in the relation between changes in risk and changes in firm value, we re-estimated our cross-sectional equations allowing for a different effect of increases in risk and decreases in risk. We report the results in Table 6 . We cannot reject the hypothesis that the relation between changes in q and either changes in unsystematic risk or changes in total risk is symmetric for the whole sample. However, the absolute value of the impact of an increase in systematic risk is higher than the absolute value of the impact of a decrease in systematic risk. When we look at subsamples based on leverage, we find little evidence of asymmetries except for the firms with the lowest leverage. For these firms, the absolute value of the impact of an increase in unsystematic risk is higher than the absolute value of the impact of a decrease in unsystematic risk. This is consistent with the option pricing model. When we look at subsamples based on size, we find evidence of asymmetries for medium and large firms, but not for small firms. For large firms, an increase in unsystematic risk has a significant negative effect on q, but a decrease in unsystematic risk is associated with an insignificant decrease in firm value. Perhaps more surprisingly, a decrease in total risk for large firms is associated with a significant decrease in firm value. These results indicate that not only is the magnitude of the relation between risk and firm value different for large firms, but so is the shape of that relation.
Interestingly, the impact of leverage on the relation between risk and q is also quite different for small firms and large firms. Though we do not report these results in a table, the effect of an increase in total risk on q for small firms is not significantly different for firms with high leverage and firms with low leverage. In contrast, there is a significant difference in the coefficient on total risk between large firms with low leverage and large firms with high leverage.
In particular, for the whole sample period, an increase in total risk significantly increases the q of large firms with low leverage, but not the q of large firms with high leverage.
Conclusion.
In this paper, we document a positive relation between changes in systematic risk and changes in q and a negative relation between changes in unsystematic risk and changes in q.
These relations hold over time and for a variety of specifications. They lead to a negative relation between changes in total risk and changes in q. We do not find support for the hypothesis that the real option properties of growth opportunities mitigate the adverse impact of increases in risk on q. The negative relation between changes in risk and changes in q cannot be explained by the option properties of equity because it holds at least as strongly for firms with low leverage as for firms with high leverage. Strikingly, the negative relation between q and total risk does not hold for large firms. In the second half of our sample period, the relation between q and total risk is positive for large firms, but the significance depends on the regression specification. One possible explanation for this evidence is that it is consistent with the view that total risk matters less for large firms because of easier access to capital markets and of the economies of scale of risk management. It is interesting to note in this perspective recent evidence showing that derivatives usage reduces firms' exposure to risks and increases firm value. 6 None of the existing theories discussed in this paper help to understand the positive relation between expected cash flows and systematic risk, so that a better understanding of this relation is left for further work. The sample period is from 1965 to 1992. The sample consists of all firms in COMPUSTAT with the required data whose stock returns are available from CRSP and whose total assets are greater than 1 million dollars. Following Fama and French (1998) , one percent of the observations in each tail of each independent variable is dropped. q is defined as the market value of the firm over its book value. The risk variables are computed using the market model with the valueweighted CRSP index as a proxy for the market portfolio. Systematic risk is the product of the market model beta squared and the variance of the value weighted index return. Unsystematic risk is the variance of market model residuals. Total risk is the sum of systematic risk and unsystematic risk. Table 2 . Pooled regressions of q on risks
The sample period is from 1965 to 1992. For all regressions, control variables are industry dummy variables determined by the firm's two-digit SIC code, the log of the firm's age, and the log of the firm's assets. Regressions (1) through (4) are regressions of firm average q on firm average risks for firms with data for each year in the sub-period. Regressions (1) and (2) are for the first half sub-period. Regressions (3) and (4) are for the second half sub-period. Regressions (5) and (6) are average coefficients of the yearly level cross-section regressions. Regressions (7) and (8) are fixed effects estimates using all firms and all years with year and industry dummies.
Regressions (9) and (10) are averages of estimates of yearly cross-section regressions using changes in q and changes the risk measures. For regressions (5), (6), (9) and (10), the t-statistic is for the average coefficient. Fama and French (1998) . Regression (3) uses industry dummy variables determined by the firm's twodigit SIC code, the log of the firm's age, and the log of the firm's assets as control variables. Regression (4) uses control variables of Regression (3) as well as changes in earnings. Regression (5) uses a sample where the highest and lowest 5% of the variables are eliminated. Regression (6) uses a sample that eliminates financial firms and utilities. Regressions (5) and (6) Table 6 . Change regressions of q on positive and negative risks
The sample period is from 1965 to 1992. In Panel A, the sample is split into three groups of firms according to their leverage each year. The low (high) long-term debt ratio group includes firms in the bottom 30 (top 30) percentile of the sample in long-term debt ratio. Panel B splits the sample according to firm's total assets each year. The small (large) firm group includes firms whose book value of total assets are in the bottom 30 th (top 30 th ) percentile in total assets. Regressions are performed every year and the reported estimate is the average of the yearly coefficients, and the t-statistic computed following Fama and McBeth (1973) . Control variables are industry dummy variables determined by the firm's twodigit SIC code, the log of firm's age, and the log of the firm's assets. 
