The 
Introduction
Recent advances in electronics such as power saving LSIs have led to small sensors with communication capability. Since a sensor network composed of these sensor nodes enables wide area and large-scale information gathering, expectations for sensor networks are growing.
Although a sensor network is a kind of ad hoc network, it differs in some ways and has new issues [1] . One issue is to evaluate the fault tolerance and build technology that can improve it, because sensor nodes are prone to fail and have limited power capacity.
So far, research on fault tolerance has focused on battery exhaustion. The main research topics are the power saving mode of the MAC protocol [9, 11, 10] and energy efficient route selection [4, 3, 7] . Since placement affects whether there are nodes that can sense and routes to the base station, the placement of sensor nodes is also important. However, there has been little research on the placement of sensor nodes and all of it is based on deterministic placement [5, 2] , which is not realistic when many sensor nodes are placed in a large area. In such a situation, stochastic placement is needed.
Therefore, this paper evaluates the fault tolerance from the viewpoint of stochastic node placement. Moreover, this paper deals with the tolerance against both random failure and battery exhaustion. This is because we consider that tolerance against random failure is also important since sensor nodes are prone to fail.
Background

Communication Model
In this paper, we consider applications where we cannot know the location of the target in advance (e.g. monitoring a vehicle in a forest). A target is generated in region A. A sensor node can explore a target only if it is in sensing range of the node. A sensor node can transmit data to or receive data from other sensor nodes within the radio transmission range. Generally, the sensing range is much smaller than the radio transmission range. When a target is generated, all the sensor nodes that have it within their sensing ranges send the sensory information to the base station during period D. Here, the data sending rate is so small that no data collisions occur. Routes are selected based on the minimum hop strategy. An example of the sensing process is illustrated in Fig. 1 .
A sensor node consumes its battery energy to transmit (E t [J/bit]) and to receive bits (E r [J/bit]). When a sensor node exhausts its battery energy, all the functions of the sensor node stop and an alternative route is selected for the remaining information.
Placement of sensor nodes
When a lot of sensor nodes are placed in a large area, it is not realistic for someone to place them all at predetermined positions. Instead, stochastic placement is needed. In this paper, we consider three typical types of stochastic sensor-placement. Simple diffusion The simplest way to distribute sensornodes is to scatter them from the air. We call this simple diffusion. Since all the information must reach the base station, we center the distribution on the base station.
If weight of sensor nodes is light, they will have high air resistance. This randomizes their placement, which can be described by diffusion equation. Since solution of diffusion equation forms the two-dimensional normal distribution, f (x), the prob-
In (1), c ∈ R 2 is the position at ground which is just under the point where sensor nodes are scattered and σ 2 is the variance of the distribution. The variance is determined by various factors (e.g., shape or weight of sensors, or the hight at which sensors are released).
An example of simple diffusion is illustrated in Fig. 2 . Here, the number of sensor nodes is 400 and the variance is set so that 99% of them may be placed within 500 [m] of the base station.
Constant placement
In many papers, sensor nodes are placed so that their density is constant. We call this constant placement. The p.d.f of sensor-positions is
1 The probability of a sensor being within region A = {X 1 ≤ x 1 , X 2 ≤ x 2 } can be written by using p.d.f as follows:
An example is illustrated in Fig. 3 , where the number of sensor nodes is 400 and they are within 500 [m] of the base station.
R-random placement Finally, we propose a new method called the R-random placement. Sensor nodes are uniformly scattered in terms of the radius and angular direction from the center, which coincides with the base station. When all the sensor nodes are within range R of the base station, the p.d.f of sensor-positions in polarcoordinates (r, θ) is
In (4), we set the base station to the origin without losing generality. An example of R-random placement is illustrated in Fig. 4 , where the number of sensor nodes is 400 and all of them are within 500 [m] of the base station.
Note that density of sensor nodes nearer the base station is higher in R-random placement, though p.d.f of sensor-positions does not depend on radius and angle. Actually, ρ(r 1 , θ 1 ), the density of sensor node at position (r 1 , θ 1 ), is given as follows: Note that the normal distribution can be used as a basis function. Therefore, any p.d.f of sensor-position can be approximated as a superposition of normal distributions as follows [8] :
That is, repeated simple diffusion can lead to any stochastic sensor-placements.
Simulation Settings
Setting of targets
The sensing targets were randomly generated within region A, a circle with a radius of 500 [m] centered on the base station.
For the evaluation of tolerance against battery exhaustion, we set the target sensing period to be exponentially distributed with an average of 72 [min].
Setting of sensor nodes
The number of sensor nodes was 250. For constant and R-random placement, all the sensor nodes were placed in region A. For simple diffusion, the variance was set so that 99% of sensor nodes would be placed within region A.
The [6] . The initial energy of each sensor node was 20 [J].
Performance criteria
In this subsection, we describe how to evaluate the fault tolerance. We consider the sensing of a target is successful when at least one sensor node is within sensing range of it and at least one of these nodes has a route to the base station.
In order to evaluate the tolerance against battery exhaustion, we consider the case where the number of sensor nodes that exhaust their battery energy increases as the number of generated targets increases.
As for performance metrics, both the x%-lifetime and the cumulative number of received bits are used. Here, x%-lifetime is defined as the time (i.e., number of targets generated) when the virtual sensing-success-ratio drops below x%. The virtual sensing-success-ratio means the probability that sensing a target is successful in the current state. Here, we say "virtual", because it does not mean the actual sensing-success-ratio but the probability of sensing is successful if a target is generated in the current state. It is calculated after target sensing is completed.
Cumulative number of received bits is incremented when the base station receives new data (note that we increment them only once for he same data though multiple sensor nodes send the same data). A longer lifetime means higher tolerance against battery exhaustion and more cumulative received bits means a lower ratio of missing the target. In each simulation, 200 targets were generated and the simulation was repeated five times.
In order to evaluate the tolerance against random failure, we considered the case where each node fails with the probability of p. The sensing-success-ratio was evaluated for various values of p. In each simulation, 1000 targets were generated and the simulation was repeated 30 times. The performance metrics was the the virtual sensing-successratio.
Simulation Results
Tolerance against battery exhaustion
To show the transient behavior, we plot the number of cumulative received bits in Fig. 5 . On the left, they are lowest for simple diffusion. As the number of objects increased, the number of received bits in constant placement saturated first. The number of received bits was higher in R-random placement in almost all regions. Figure 6 shows 5%-lifetime and the number of cumulative received bits corresponding to the lifetime. R-random placement had the longest lifetime and the most received bits. These results can be explained as follows. Since sensors nearer the base station have a higher probability of being used as relay nodes, these nodes exhaust their battery energy earlier. Therefore, the lifetime becomes longer when the density nearer the base station is higher. However, in that case, there is a higher probability of there being no sensors in the sensing range, which decreases cumulative received bits.
In order to apply the explanation to the results, the probability of there being no sensors within sensing range of a target is shown in Fig. 7 and the conditional probability of there being no routes (when there are sensors that can sense) is shown in Fig 8. In addition, Fig. 9 shows the number of alive nodes (i.e, nodes that did not exhaust their battery energy) within x [m] of the base station. In Fig. 7 , simple dif- fusion has the highest probability of having no sensors in any regions, while constant placement has the highest probability of having no routes in Fig. 8. In Fig. 8 , the number of alive nodes nearer the base station is much lower, especially for simple diffusion and constant placement. That is why the probability of there being sensors within sensing range is high and the lifetime is long in R-random placement. 
Tolerance against random failure
The sensing-success-ratio is shown in Fig. 10 . When the sensor error ratio is low, simple diffusion has the lowest success-ratio and constant placement has the highest. This is because the probability of there being sensor nodes that can sense is lowest in simple diffusion and highest in constant placement. However, when the sensor error ratio exceeds 0.4, the success-ratio in constant placement drops rapidly, which means that the fault tolerance in constant placement is the lowest of the three. In all regions, R-random shows a higher success-ratio.
From another point of view, evaluation on tolerance against random failure is equivalent to that on the density of sensor nodes in region A. Considering this, Fig. 10 also indicates success-ratio for R-random placement is almost proportional to the number of sensor nodes in region A, while this is not true in the other placements. We consider this observation reveals the essential advantage of Rrandom placement in that the newly added nodes are effectively placed when the number of nodes increases. In other words, R-random placement well brings out the potential of sensor nodes, which leads to the desirable performance of the sensor network.
In order to examine the results in detail, we plot the probability of having no sensors in Fig. 11 and the conditional probability of having no routes (when there are sensors that can sense) is shown in Fig. 12 . As shown in Fig. 11 , the probability of there being no sensors that can sense does not decrease as the error ratio decreases in simple diffusion, while it decreases in constant and R-random placement. As for routes to the base station, constant placement shows much higher probability of there being no routes in Fig. 12 . Summarizing above, we can say R-random placement has a higher probability of having both nodes that can sense and routes to the base station. 
Conclusion
In this paper, we evaluated the fault tolerance in sensor networks and examined how to place sensor nodes to raise the tolerance. Through simulation study, we found a trade-off between the existence of nodes that can sense and the tolerance against failure. Simple diffusion and constant placement are the most typical stochastic placements. However, results show that the probability of having nodes that can sense is low in simple diffusion and the tolerance against failure is low in constant placement. R-random placement, which is our proposal, has high fault tolerance with the high probability of having nodes that can sense. This is because the density near the base station is higher, while that far from the base station is not too low.
R-random placement may not be optimal, but the results in this paper indicate that the fault tolerance against both battery exhaustion and random failure can be raised by improving sensor-placement and R-random placement is an example of good placement. Moreover, the results also shows R-random placement well brings out the potential of sensor nodes, in that the newly added nodes are effectively placed when the number of nodes increases.
For further study, we plan to establish optimal stochastic placement based on the observations reported in this paper.
