Abstract: Diesel engines produce a variety of particles generically classified as diesel particulate matter (PM) owing to incomplete combustion. The increasingly stringent emissions regulations require that engine manufacturers must continue to reduce the PM. The ability to predict the PM emissions is one of the key technologies that could be used in a PM reduction strategy. This paper describes a predictive technique that can be used as a virtual sensor for monitoring PM emissions in both steady and transient states for a medium-or heavy-duty diesel engine. The predictive structure is stable over a broad range of engine operation points. The input parameters are chosen on the basis of the PM formation mechanism, physical knowledge of the process, and an insight into the underlying physics. Principal-component analysis (PCA) is used to reduce the dimensionality of the inputs of a non-linear autoregressive model with exogenous inputs (NLARX) from nine inputs to five inputs. PCA not only reduces the input number but also improves the performance of the prediction model. The results show that the NLARX model could predict the particulate matter successfully with an R 2 value above 0.99 with only five inputs.
INTRODUCTION
Diesel engines produce a variety of particles generically classified as diesel particulate matter (PM) owing to incomplete combustion. The increasingly stringent emissions regulations require that engine manufacturers must continue to reduce the PM. The technologies available for PM reduction may be classified into two groups. The first method is based on after-treatment systems, such as a diesel particular filter (DPF), to trap particles that are then burned in a controlled way from time to time. The second method is based on combustion modification technologies consisting of both injection technologies and real-time advanced control systems that modify combustion systems to reduce PM without substantial increases in the nitogen oxide (NO x ) concentrations. For the first method, accurately measuring PM is crucial for the DPF life. If regeneration is too frequent, the DPF life will be shortened. If it is regenerated less often and there is too much mass accumulated on the DPF, the regenerating temperature will be very high, thereby shortening the DPF life. The second method must use measurements or estimates of the PM signals for control purposes. Both methods rely heavily on the measurement of PM, and therefore a PM model with a good prediction performance is of fundamental importance. The ability to predict PM emissions is one of the key technologies that could be employed to reduce PM emissions.
The question addressed in this paper is how best to represent the production of PM using commonly available engine parameters. The target application is a single engine type where the combustion process is defined, but where the details of airflow, exhaust gas recirculation (EGR), injection structure, and variable boost remain to be defined in detail. While in-cylinder conditions are vital to describe the details of particulate production, the process itself is fundamentally defined by the engine controls themselves; hence the paper's focus is on the use of the set of control variables. Given an engine design, the precise pattern of particulate formation is a function of the airflow, fuel delivery, and EGR, all of which are determined by the engine's controlled variables. One practical use of such a modelling capability is to understand the effect on the particulate emissions of a particular choice of control strategy. This capability is of great significance in the development of an engine.
The principal goal has been to demonstrate that the particulate emissions of the engine under test are capable of being represented and accurately reproduced. The assertion is that, if the modelling process is successful, the generic nature of this approach means that it is very likely to be applicable readily to other engine types.
Diesel engine PM prediction has always been a major challenge to the industry [1] [2] [3] . Computational-fluid-dynamics-based PM models are computationally intensive and are not suitable for control purposes and real-time measurement. Recently, neural networks have been used in a wide variety of automotive applications. Neural networks have been successfully used for emissions prediction [4] . He and Rutland [5] built a model that considers several engine parameters such as the boost pressure and EGR, and it generates several outputs including PM emissions. Maass et al. [6] presented a smoke prediction neural network model using a three-layer non-linear autoregressive model with exogenous inputs (NLARX) model to predict PM. Bose and Kumar [7] used fuzzy logic to predict the engine emissions, but one of the inputs was the cylinder peak pressure, which is difficult to obtain in normal engines. For all those applications, there is still no systematic method to design an experiment and to decide the inputs of the neural networks.
How to choose the effective inputs based on easily obtained parameters is of great importance for building a successful PM model. Schilling et al. [8] designed a real-time model to predict the NO x emissions whose inputs are the start of injection, the injection duration, the air mass flow, and the boost pressure. They chose these inputs based on a sensitivity analysis. Thompson et al. [9] used ten inputs to predict emissions without performing any analysis.
The advantage of neural networks is their ability to be used as an arbitrary function approximation mechanism without knowledge of the complex underlying process; this is an economic way to obtain the measurement. In this paper, various kinds of experiment (such as random-walk (RW) tests, a constant-speed load acceptance (CSLA) test, a test on the change from idle (zero torque) to full throttle (maximum torque) (IFT) with minimum time, and a non-road transient cycle (NRTC) test) are designed to determine all the characteristics of PM production. The model is developed to estimate the PM based on the easily available sensors in engine operation. The model could be used to indicate the DPF regeneration time, optimizing engine operation and control actions. Such a model must be simple to implement, must be easily trained or retrained, and must produce a good prediction performance over unseen data. Moreover, in order that it can be used for different diesel operations, the model should also convey rich system information. In general, developing PM models must address some unique problems.
Problem 1:
The basic PM equations could not be used directly as many variables are either unmeasurable or unreliable; the choice of the structure of such a model will be very difficult.
Problem 2: The model that captures both the steady state and the transient state of PM is challenging because of the required versatility and the need to address the different physical and chemical processes that develop during transient operation.
Problem 3: There is no systematic method that can be used to choose the available parameters and to minimize the input variables.
Therefore, this paper will use the NLARX model to overcome problems 1 and 2. Problem 1 may be overcome by using 'black-box' models such as artificial neural networks. Problem 2 will be overcome by designing various kinds of experiment to validate the model robustness; these experiments together catch the full dynamics of PM production in diesel engines. In this paper, the minimum number of input variables that needs to use the available parameters according to problem 3 will be overcome using principal-component analysis (PCA) and selective testing of measurements; these will require the following:
1. The use of available data to fit a model. 2. The use of additional data to validate the model. The reduction in the dimensionality of the inputs, in reality, means a reduction in the number of sensors. The modelling process consists of four major stages:
1. The first stage includes the study of PM formation by analysing the chemical reactions of the air and fuel in the diesel cylinder for the purposes of identifying the significant manipulated variables that contribute to PM formation and production. 2. The second stage is to construct the different models based on the selected input parameters. Different approaches are used to assess the suitability of the selected input parameters. 3. By both analysis and the trial-and-error technique, more model inputs are selected to ensure acceptable performance if the model is not good enough when using the inputs selected during (2). 4. The number of the input parameters is minimized by using PCA.
In this paper the four-step modelling process is demonstrated. First, different experiment methods are reported that are designed to catch both the dynamic and the steady state aspects of diesel engine dynamics. The input parameters are decided according to the PM formation mechanism, physical knowledge of the process, insight of the underlying physics, and use of the trial-anderror method. PCA is utilized to reduce the dimensionality of the inputs of the NLARX model from nine inputs to five inputs.
The NLARX model is trained and validated to predict the PM. The engine is operated in different transient and steady states and the data recorded. The resulting data are normalized and processed into a training and validation set. This paper reduces the input parameters based on PCA, which is very useful for reducing the number of sensors employed and therefore the ultimate cost in production. These methods could be applied to any other kind of modelling technique. The results demonstrate that a model is able to cover both the steady and the transient states with an R 2 value of 0.99 for both training and validation, implying both accuracy and generality. For future legislation which is linked to the number density and the size distribution of soot particles, this model approach will be suitable for identifying the model of the number density of nanoparticles based on experimental observations. Maybe equation (2) could be linked to the number density of nanoparticles.
In section 1 a brief background of the research is introduced. Section 2 describes the mechanism of PM formation. Section 3 introduces the experimental facility for data collection. Section 4 explains the detailed procedure for data collection and preparation. Section 5 explains the implemented model architecture and PCA. Section 6 shows the results of modelling and discusses the choice of input parameters based on PCA. Section 7 presents the conclusions and new research ideas emerging from the work.
PHYSICAL PM MODEL
In diesel engines, the fuel is directly injected into the cylinder prior to the ignition and combustion processes or during the combustion processes. The airflow to the cylinder is controlled through the boost pressure and EGR and is designed to enable complete combustion to occur. A full phenomenological modelling exercise for either ignition or combustion would be very complicated [10] . This paper follows the same theoretical analysis as reference [10] beginning with an assumption of the combustion process as Air + fuel ! PM + other products The rate r of appearance of a reaction product is given by
where m f is the unburned fuel mass fraction, m a is the unburned oxidizer mass fraction, R is the universal gas constant, and c, d, E, and A are all constants. The activation energy E and pre-exponential factor A are found from experiments. Such a model, while physically consistent, is impractical as the basis for a control-oriented model.
To aid simplification, the assumption is made that the chemical reaction constant depends on the temperature. The order of the reaction depends on the reaction pressure. However, the combustion pressure is not constant. It is reasonable to link the reaction order to the cylinder pressure, which in turn is dependent on the volume variation due to the mixture of air and fuel in the cylinder. The volume variation is linked to the engine speed. Therefore the particulate emissions are ultimately linked to the engine speed and load as
where N is the engine speed. It is this theoretical analysis that is the basis for the initial input parameters for model identification. This model is generic to all engines using compression ignition [10] . PM is highly correlated with the in-cylinder conditions. Both the fuel and the air components of equation (1) are related to the load. The air supply is related to the boost pressure which is linked to the exhaust conditions and in turn to the engine load. The fuel quantities are directly related to the load. The load is implicitly represented in the variables which are pertinent to explanations of the formation of PM.
EXPERIMENTAL FACILITY
The engine employed in this study is a Cat Ò C6.6 ACERT TM medium-duty off-highway engine. This is a six-cylinder engine with a Cat common-rail fuel system. The engine calibration used in this work produces up to 159 kW at the rated speed (2200 r/ min) with a peak torque of 920 N m at 1400 r/min. The engine has been modified with a high-pressure loop EGR system and a variable-geometry turbine (VGT) for experimental purposes. The engine used in this paper was modified and therefore not representative of a production engine.
The engine is fully instrumented to measure the air, fuel, and cooling system pressures, temperatures, and flowrates. Emissions data are gathered principally using an AVL 415 smoke meter and AVL 439 opacity meter (offering steady state measurement and transient measurement respectively) and a Horiba 9100 exhaust gas analyser measuring nitrous oxide, carbon dioxide, carbon monoxide, unburned hydrocarbons, and oxygen. The temperature and pressure at the exhaust port are measured for each of the six cylinders. This is supported by exhaust manifold, post turbocharger, pre-and post-EGR cooler and control valve temperature and pressure measurements. Figure 1 shows the engine facility.
DATA COLLECTION
All the engine parameters are recorded at a 1 Hz and 10 Hz sampling frequency under these conditions. For an initial model set-up, four test cycles are operated on the engine. The engine control module is set to standard calibration mode. These test cycles are as follows: different transient and steady data sets (RW, NRTC, CLSA, and IFT tests). The different dynamics of these cycles can be seen from Figs 2, 3, 4, and 5 in the following. The data are rearranged for training and validation purpose according to the respective transient and steady characteristics of each cycle.
Random-walk tests
The RW test results are shown in Fig. 2 . An RW is a mathematical formalization of a trajectory that consists of taking successive random steps. Often, an RW is assumed to consist of Markov chains. A Markov chain is a sequence of random values. The probabilities of the Markov chain at a time interval depend upon the value of the number at the previous time. The transition probability from one state to another state is a conditional probability. Suppose that the current state is known; at a certain moment it moves to a new state, where the probability of moving from state X i to state X j is P ij . P ij is the transition probability.
Given a starting point, the distance from one point in the path to the next is constant, and the direction from one point in the path to the next is chosen at random; no direction is more probable than another. Often, the walk is in discrete time, and indexed by the natural numbers, as in X 0 , X 1 , X 2 , .. In this paper, two different distances are chosen: one is called slow pace and the other is called fast pace. Both the torque and the speed are subject to the RW walk variation: In this case, the maximum load request is reduced from 100 per cent to 70 per cent of the rated torque in order to avoid engine stall. Figure 3 shows the results of the CSLA test. The duration of the test is 45 min. The speed is changed from 1000 r/min to 2200 r/min in 200 r/min increments. For each speed step, a step change towards the maximum torque value is imposed and the response is recorded over a holding time. The ramp times and holding times for each test point are defined in Table 1 . Figure 4 shows the IFT test results. The engine response is recorded from idle (no torque) to full throttle (peak torque).
Constant-speed load acceptance test

Idle-to-full-throttle test
Non-road transient cycle test
The NRTC is an engine dynamometer transient driving schedule with a total duration of about 1200 s. The speed and torque during the NRTC test are shown in Fig. 5 . The NRTC is a cycle that was devised by the US Environmental Protection Agency to represent the range of operating conditions of off-highway machinery. It is the standard test cycle for Tier 4 emissions standards. For this project the motivation for this choice of cycle is twofold. First, experience has shown that this is one of the most challenging cycles in terms of emissions modelling. Second, meeting emission formation requirements under the NRTC is also a major concern to engine manufacturers. The current trend is to design engines which pass legislative emission test by a Figure 5 shows the NRTC results. The test is completed with 70 per cent maximum load and full speed range covering a wide range of engine transients at different frequencies and combinations. The load limitation is due to formulation of the speed governor which, at the time of conducting the experiments, was not fully optimized for speed following in the NRTC.
Test cycle data processing
The test cycle data, once acquired, are processed into a training set and validation set. Each cycle is split into a training part (indicated by T in the figures ) and a validation part (indicated by V in the figures) . These parts are recompiled as shown in the scheme in Fig. 6 .
The resulting training and validation sets are shown in Figs 7 and 8 . Each set contains the same amount of data from each test cycle. The feature density is high, covering a wide scope of engine operation behaviours in both steady state and transient operation. The curves show the complete range of the present engine from 800 r/min to 2300 r/min for the speed and from 0 N m to 900 N m for the torque. Each data set is initially processed to give a 1 Hz sampling frequency for the initial model identification. 
NLARX model
The field of virtual sensing has become more and more popular with growing complexity of systems such as in combustion engine control. Its origin lies in the field of estimators which are specified through physical and numerical relations whereas virtual sensors are characterized through black-box approaches such as neural networks. Neural networks can be split into the following three categories:
1. Single-layer feedforward networks (SLFNs). 2. Multiple-layer feedforward networks (MLFNs). 3. Recurrent neural networks.
The chosen network structure or architecture is crucial for the output performance. Depending on the systems characteristic (linear or non-linear; static or dynamic), the network needs to be designed accordingly. Here, the prediction of PM is recognized as highly dynamic and non-linear, which implies that a recurrent network structure has to be chosen to offer sufficient predictive capability. The NLARX structure can accommodate the dynamics of the system by feeding previous network outputs back into the input layer. It also enables the user to define how many previous output and input time steps are required to represent the systems dynamics best. In this paper an NLARX model is applied as it is suitable for non-linearity of the problem. Although an important result of approximation theory is that a three-layer feedforward neural network with sigmoid activation functions in the hidden layer and linear activation functions in the output layer has the ability to approximate any continuous mapping to arbitrary precision, provided that the number of units in the hidden layer is sufficiently large [11] . However, the performance of feedforward neural networks is limited because of limitations to the number of units in the hidden states. Performance is further limited by the memory of personal computers. It is for this reason that SLFNs and MLFNs have not formed part of the work reported in this paper.
A typical structure of an NLARX model is illustrated in Fig. 9 . The inputs are represented by u(n) and the outputs are described by y(n). The formulation of this NLARX model can be described as
where n y is the number of past output terms used to predict the current output and where n u is the number of input terms used to predict the current output. NLARX model training can be cast as the nonlinear unconstrained optimization problem
where
, M is a training data set, y(k) represents the measured output which is the measured PM in the training set,ŷ(kju) is the NLARX output which is the predicted PM, ||.|| 2 is a 2-norm operation, and u is a parameter vector, where u = u 1 , . . . u i , . . . , u p Â Ã and p is the number of parameters.
The training process is described as follows. Given a neural network described by equation (3), there is an error metric that is referred to as the performance index of equation (4), which is to be minimized. This index is a representation of the approximation of the network to some given training patterns. The task will be to modify the network parameters u to reduce the index F M (u, Z M ) over the complete trajectory to achieve the minimal value. In this paper the neural networks are trained using gradient descent algorithms while the initial value of u is perturbed several times in order to avoid the local minimual solution. The gradient descent methods will calculate the vector r u F M , whose elements are dF i /du i (i = 1, ., i, ., p). The training algorithm will find the parameters of the network for which the performance index has reached a desirable value. Given a vectorizing trajectory for the network output and training patterns, the performance index is the Euclidean norm of the error matrix of the whole training batch for the output PM.
Principal-component analysis
PCA is used to reduce the input numbers of the NLARX model. PCA generates a new set of variables, which are the principal components. Each principal component is a linear combination of the original variables. All the principal components are orthogonal to each other, meaning that no redundant information exists. The set of principal components forms an orthogonal basis for the space of the data. While there are many ways to construct an orthogonal basis for several columns of data, PCA assumes that the directions along which the variations are the largest include the most information about the model. The most common approach to construct a PCA is to use the standardized linear projection, which constructs the maximum variance in the projected space [12, 13] . Suppose that there is a qdimensional data set D; the n principal axes P 1 , P 2 , P 3 , ., P n , with n \ q, are orthogonal axes on to which the retained variance is maximum in the projected space. Generally, P 1 , P 2 , P 3 , ., P n can be given by the n leading eigenvectors l i of the sample covariance matrix C = (1=s)
where d i 2 D (i = 1, 2, ., s), m is the sample mean, and s is the number of samples, so that CP i = l i P i .
The n principal components of D are decorrelated in the projected space. Most of the information in the observation vectors is contained in the subspace spanned by the first m principal axes, where m \ q. Therefore, each original data vector can be represented by its principal-component vector with dimensionality m [12] .
The first principal component is a single axis in space. When each variable is projected on that axis, a new variable is formed, whose variance is the maximum among all possible choices of the first axis. The second principal component is another axis in space, which is perpendicular to the first axis. The variable on this axis is projected on to this second axis, and the second new variable is formed whose variance is the maximum among all possible choices of this second axis. This process continues until all variables are used. The full set of principal components is as large as the original set of variables. However, it is natural for the sum of the variances of the first few principal components to exceed 80 per cent of the total variance of the original data. After studying plots of these few new variables carefully, a deeper understanding of the driving forces that generated the original data could be understood. Therefore, dimensionality could be reduced.
MODELLING EXERCISE AND
PRINCIPAL-COMPONENT ANALYSIS
Initial model identification with seven inputs
For the initial model identification, seven inputs were chosen:
1. The torque or load. 2. The engine speed.
3. The intake manifold temperature. 4. The mass airflow. 5. The air-to-fuel ratio. 6. The boost pressure. 7. The exhaust pressure.
The initial parameters were chosen based on the model analysis of equation (2), a physical knowledge of the process, and an insight into the underlying physics. From equation (2), it is known that PM is mainly affected by the engine speed, the unburned fuel, and the air fraction, which are not independent variables. Therefore, the inputs will include all the parameters that affect these variables. The air-to-fuel ratio provides an indicative threshold of smoke formation. Both internal EGR and external EGR will change the combustion temperature, thus affecting the PM formation. Since the EGR flow is not measured directly, the exhaust and boost pressures are used instead as the inputs. It is believed that this is equivalent to having the EGR flowrate as an input. Another important input is the compressor mass airflow as it affects the fresh-air supply to the engine. The emission formation rate is also dependent on the engine speed and torque transient responses and therefore these are included as inputs. The effect of the rail pressure and the start of injection are also included because of their effects on the combustion process.
Three different approaches were tested for this initial model identification in order to find a suitable model structure. Each set was reduced to 1 Hz data, and the inputs and outputs are normalized for data range reduction. The three different modelling approaches are the following: 1. A single NLARX structure. 2. A three-layer parallel NLARX structure. 3. A fuzzy model. Each model was trained on the training set ( Fig. 7) and validated against the validation set (Fig. 8) . The correlation between the desired measured test data and the model predicted output is determined through the coefficient of determination, R 2 , which is given by
where y describes the desired output data,ŷ(:) the prediction, and y the mean value of the output data. The coefficient of determination shows the explained variability of the systems output by the regression model. A result of R 2 = 1 means that an exact model has been found, whereas R 2 = 0 shows that there is no correlation between the system and the model output. R 2 is probably the most popular measure of fit in statistical modelling and is commonly used in regression analysis to indicate how well the model predicts responses for new observed data or in the validation. Its use can prevent overfitting the model because it is calculated using new observed data (in the validation data) which are not included in model estimation (in the training data). Overfitting refers to models that appear to explain the relationship between the predictor and response variables for the data set used for model calculation but fail to provide valid predictions for new observed data. If R 2 for the training data is much greater than R 2 for the validation data, there is overfitting in the model, which must be rectified. Larger values of the predicted R 2 suggest models of greater predictive ability. There is no minimum value for R
2 . An acceptable minimum is determined by the particular application.
Initial modelling with a single NLARX structure
The data sampling rate is 1 Hz. A single NLARX model was used for training and validation purposes. For training, R 2 is 0.88 and, for validation, R 2 is 0.67. The visual correlation of the training and validation data for this single NLARX model can be found in Fig. 10 . For this case a single NLARX model appears not to work and investigation proceeded to a three-layer NLARX model.
The three-layer approach with NLARX structures
The data sampling rate is 1 Hz. The three-layer NLARX structure was presented in reference [6] , which partitions the amplitude of the PM into three layers. Each layer is used to train a separate NLARX model and then the sum of three NLARX outputs forms the predicted output as described in reference [6] . For training, R 2 is 0.86 and, for validation, R 2 is 0.69. It is obvious that the R 2 values are too low to indicate a reliable model. The visual correlation of training and validation data for this three-layer NLARX model can be found in Fig. 11 . It is concluded that neither the single layer NLARX model nor the three-layer NLARX model works for this case. Therefore, fuzzy modelling is used as an alternative.
Fuzzy modelling
The data sampling rate is 1 Hz. Using the fuzzy model, for training, R 2 is 0.88 and, for validation, R 2 is 0.75. The visual correlation of the training and validation data for this fuzzy model can be found in Fig. 12 .
Model identification with nine inputs
After exhaustive searching and training with the previous three different modelling approaches, no good results are generated using seven inputs. It is suspected that seven inputs are not sufficient to cover all the dynamics of PM formation even though these variables are supported theoretically. Ignition and combustion are complex processes for diesel engines; this is implicated in particulate formation. Based on such reasoning, two additional inputs are included in the model:
1. The common-rail pressure. 2. The fuel quantity.
These inputs may increase the information content available to predict the actual opacity output: The inputs and outputs are normalized into the range [0, 1]. For the new input set, both fuzzy modelling and a single NLARX structure are tested respectively. The three-layer approach is neglected here because of the results are similar to those of the single NLARX approach. This leaves the assumption that the single NLARX structure is capable of predicting the full scope of the data. The fuzzy method resulted in a slight improvement in the training correlation. However, the validation did not improve as much. This leads to the conclusion that the model is overfitted, which can be seen in the increasing gap between the correlation values for training and for validation. For training, R 2 is 0.91 and, for validation, R 2 is 0.78. The single NLARX approach gives good results as the both the training and the validation R 2 values are above 0.96: for training, R 2 = 0.99 and, for validation, R 2 = 0.96. Here the visual correlation of the single NLARX structure is shown (Figs 13 and 14) .
This result leads to the conclusion that the NLARX structure is quite capable of predicting the desired parameter. However, nine parameters were considered too large a number of variables for a practical implementation. The likelihood of correlations between variables (e.g. first between the manifold pressure and the airflow, and second between the fuel rail pressure and the fuel quantity) suggests that a smaller set of variables would be viable. In the following section a reduction in the number of inputs is investigated to support the need for a reliable solution based on a smaller number of sensed variables.
Model identification with PCA pre-processing for inputs
With the previous good results the next step is to see whether some inputs can be neglected and how large the impact will be on the performance. For this purpose a PCA is performed on the input set of nine inputs in order to identify the most significant inputs. This leads to a possible reduction by four inputs to a total of five inputs for sufficient predictive accuracy of the model. The PCA creates a listing of the variability of each input and hence its influence on the system's behaviour. The following list shows the ranking for the PCA result on the nine inputs chosen initially. The PCA results in the following listing of principal components, starting with the strongest influencing input first (where PC i represents the ith principal component, where i = 1, 2, ., 9): Figure 15 shows the percentage contribution of each of the principal components to the total variance of the original data, neglecting those with less than 2 per cent contribution. From this analysis, it is concluded that only five inputs are needed for model development. Therefore, the models used are the identified models using five and six inputs, separately.
Model identification for six inputs
Based on this PCA result, three inputs have been removed. However, this results in an even better result for prediction of the PM using the NLARX model. The new inputs are as follows:
1. PC1, air-to-fuel ratio. 2. PC2, speed. It can be seen that the performance can be actually improved by reducing the numbers of inputs to six. This is assumed to be influenced by least ''waste'' information added by the dropped inputs. They may contain information that does not relate to the output, making it more difficult to find an optimal solution. Therefore, it is necessary to analyse the inputs using PCA. The R 2 values for training and validation are 0.9968 and 0.9965 respectively.
Model identification for five inputs
The next step in the investigation was to identify whether there could be a further reduction in the number of variables. The result for a five-input model can be seen in Figs 18 and 19 . The five inputs are as follows: The R 2 values for both training and validation are 0.9961. With these training results, the inputs of the model could not be further reduced to four as it makes the predictive results unacceptable. The model using five inputs is as accurate as the model using six inputs.
It is important to place this result in context. The particulate emissions have been modelled accurately throughout the NRTC with its range of transient and steady state conditions. The five variables form an accurate basis, given the basic nature of the engine design. As the approach has been generic, the modelling process is capable of being applied to other diesel engines. The model is likely to take a different numerical form depending on the precise nature of the engine controls. What is most likely to produce a significant change in the model behaviour is a change in the structure of the injection process for the pilot injection and the main injection used in this engine to a more complex pattern of multiple injections. Late injections that are timed to occur during the combustion process will have the greatest effect. However, the modelling process proposed and its power of representation have been shown to be capable of use with the overall diesel combustion process, and the new fuelling strategy is likely to manifest itself as a change in detail.
CONCLUSION
In this paper a neural network approach is presented to predict the steady and transient PM of a medium-duty diesel engine. Using PCA, it turns out that only five inputs are needed to predict the engine smoke production. The results show a sufficient predictive accuracy of the NLARX structure based on five inputs. Not only is the input count reduced, but also the prediction performance has been improved by using PCA. Further work will be directed into reducing the input dimensionality by analysing the steady and transient dynamics of PM formulation and the training data set by using signal-processing methods.
APPENDIX Notation
A pre-exponential factor c, d
constants for the reaction rate c(N), d(N) variables which change with the engine speed N C covariance matrix E activation energy F M model performance index m sample mean m a unburned oxidizer mass fraction m f unburned fuel mass fraction N engine speed P i principal component along axis i P ij transition probability from state i to state j R universal gas constant R 2 coefficient of determination u(.) input X i state of the Markov chain y(.) output ŷ(.) predicted output y mean value of the output Z M training data set u parameters vector of the model l i eigenvector along axis i
