Abstract-Hand-eye calibration is a classic problem in robotics that aims to find the transformation between two rigidly attached reference frames, usually a camera and a robot end-effector or a motion tracker. Most hand-eye calibration techniques require two data streams, one containing the eye (camera) motion and the other containing the hand (robot/tracker) motion, and the classic hand-eye formulation assumes that both data streams are fully synchronized. However, different motion capturing devices and cameras often have variable capture rates and timestamps that cannot always be easily triggered in sync. Although probabilistic approaches have been proposed to solve for nonsynchronized data streams, they are not able to deal with different capture rates. We propose a new approach for unsynchronized hand-eye calibration that is able to deal with different capture rates and time delays. Our method interpolates and resamples the signal with the lowest capture rate in a way that is consistent with the twist motion constraints of the hand-eye problem. Cross-correlation techniques are then used to produce two fully synchronized data streams that can be used to solve the hand-eye problem with classic methods. In our experimental section, we show promising validation results on simulation data and also on real data obtained from a robotic arm holding a camera.
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I. INTRODUCTION

S
ENSORS and vision systems are often integrated into robotic platforms to provide extra information of the surroundings which helps in localisation of the workspace [1] . An example in robotics-assisted minimally invasive surgery (RMIS) is stereo-laparoscopic cameras or GPS in mobile vehicles for various types of simultaneous localization and mapping (SLAM) applications [2] . For RMIS, accurate and real-time localisation of an operative site with a laparoscope is an important component towards developing new capabilities in robotic surgery such as autonomy with visual servoing or surgical One is the camera and the other is a set of markers detected by a motion tracking system rigidly attached to the camera. Cameras used in robotic systems usually have capture rate around 15-60 fps, while many tracking systems can publish data at the rate higher than 100 fps. The two data streams will be severely asynchronous and some data will be unusable since the rate on the other end is not fast enough, e.g. the red signal and the blue signal are similar but they are asynchronous which creates differences in their shape.
instrument guidance with augmented reality (AR) [3] , [4] . Similarly, in other SLAM applications, robots have to map the surroundings in case interaction is needed or in order to avoid any obstacles in navigating a path [5] , [6] . In order to correctly transform positional and orientation data from a sensors' coordinate frame to the robot coordinate frame, the hand-eye transformation that connects these two coordinate systems has to be estimated. When the hand-eye transformation is calibrated and known, it is possible to realise advanced methods for path planning, motion compensation or AR visualisation that rely both on robot kinematics and on sensor measurements [7] . The challenge is that synchronisation of the data streams from different sensors may have variable specifications (sampling rate, data loss, activation time) which can result in temporal signal misalignment as shown in Fig. 1 , where asynchronicity between the data streams renders spatially well-posed hand-eye calibration approaches invalid. There is extensive literature on different hand-eye calibration approaches as the geometric problem dates back to the 1980s with a solution proposed by Shiu and Ahmad [8] . Mathematically, the problem is formulated into the equation AX = XB where A and B are the relative transformations with respect to different coordinate frames. Several formulations on different domain representations can be developed to tackle the problem e.g. Euclidean group [7] , [9] , [10] , quaternion [11] - [13] and dual quaternion [14] - [16] . Constraints for the calibration optimisation can be developed, such as using epipolar constraints [17] , using pure rotational movements [18] , performing handeye calibration for fewer unknown parameters for SCARA robot [19] or using global optimisation methods [20] . Such numerous approached solve the problem with different numerical stability, but critically they all rely on full synchronisation between the two data streams. But synchronisation is not always possible or easy in practice because sensors or robot operational frequencies or triggers may vary.
Probabilistic approaches have recently been proposed to address the synchronisation problem [21] - [24] . These do not require the priori knowledge of correspondence between two data streams and view data as shifted Dirac delta functions on the special Euclidean group SE(3) [21] . Using the property of this function, the problem can be reformulated into the relation equating the data stream A and B convolved with the delta function X. However, this does not solve the problem of different sampling rate because at least one corresponding transformation A in the pool for any B is still needed. For example, if we have large sets of {A i } and {B j }, with random orders, it is necessary to have at least one corresponding A i for a B j such that the hand-eye equation holds. This is not possible when different sensors whose sampling rates are not the same, which creates more than one transformation on one data stream to have unknown corresponding transformations on the other data stream. Li proposed a solution [24] to synchronise hand-eye data streams using cross-correlation in the frequency domain together with the probabilistic solution to solve hand-eye and robot-world calibration but the approach assumes that the two data have the same length which is not always true in practice where we have time delay and different sampling rate.
In this letter, we introduce a new approach to calibrate the hand-eye matrix when the two data streams have different sampling rates and activation times. Our method can both synchronise the data streams for hand-eye calibration using cross-correlation and recover the missing transformations for lower-sampling rates. We develop our approach using screw constraints leading to a number of advantages:
r Increased calibration accuracy by including a higher number of motions [7] which are recovered by our algorithm based on screw motion; r Recovery of respective hand-hand transformation for given eye-eye pairs and vice versa; r Screw motion constraints can handle ambiguity in parallel rotation axes [25] ; r Constraints on both rotation and translation components are taken into account in time-delay estimation;
r Compensation for both time-delay and different sampling rates with recovered transformations conforming to the screw constraints. Our method's formulation consists of data synchronisation using cross-correlation with normalisation and resampling, followed by data recovery using screw constraints which outperforms linear interpolation, followed by the hand-eye solution. Experimentally we demonstrate the performance of our algorithm through extensive experiments with both simulated and real data. We provide comparison with state-of-the-art algorithms in [23] . By solving the hand-eye equation with synchronised relative transformations our method achieved more accurate calibration result than previous efforts.
Notation: Vectors are represented by a lower-case letter with an arrow a and skew symmetric matrices of a vector a are represented by
where × denotes the cross product between two vectors. Matrices are represented by a bold capital letter, e.g. K. Bold lowercase letters represent quaternions, e. g. q. For more information about quaternions, interested readers can refer to [26] . The rigid transformation between frame i and frame j is denoted by the 4 × 4 matrix j T i .
II. BACKGROUND AND PROBLEM FORMULATION
The hand-eye calibration problem is formulated as
where A i is the relative motion of the camera with respect to the coordinate frame locating at the calibration object and B i is the relative motion of the robot arm with respect to the coordinate frame locating at the robot base. The relative transformation can be written in terms of the multiplication between two rigid transformations, e.g.
where τ, τ and τ indicate different time instances where two robot configurations are not not same, as shown in Fig. 2 . Handeye calibration determines the unknown rigid transformation X = cam T robot that links between the two relative motions. If the two relative motions are not synchronised correctly, (1) does not hold.
III. HAND-EYE CALIBRATION USING UNSYNCHRONISED DATA
The algorithm we propose in this letter consists of synchronisation using cross-correlation to estimate the time-delay between two data streams and then data recovery using a method based on screw constraints for the lower-sampling rate data. The resynchronised data streams are then fed into the hand-eye calibration algorithm developed in [13] to finally determine the hand-eye transformation.
A. Data Synchronisation Using Cross-Correlation
In a synchronised hand-eye problem, A and B motions have two constraints that are independent from the calibration parameters
where θ A , θ B denote the angles of rotation in both frames, and d A , d B the amount of translation along the principal axes of rotation. The parameters can be calculated through the following equations:
where r ij is an element in a rotation matrix, t represents translation vector in a transformation and l is a unit vector denoting the principal axis of rotation [27] . This geometric relationship is called screw motion and it is invariant to any rigid transformation, and is thus the same in any reference frames. The complete proof of this relationship is explained by [25] . These constraints are still valid even in the case of insufficient rotational motion, i.e. the obtained motion has a small range of rotational motion. The screw constraint on translation component d = t T l does not consider the angle of rotation, i.e. l in (4) that defines the axis of rotation is a unit vector.
Cross-correlation on this information can then be applied to find a point where the similarity between two signals is highest to synchronise the data streams for hand-eye calibration. However, due to different capture rates as shown in the upper graph in Fig. 3 . Degree of rotation that occurs in each motion. The three graphs show the screw information θ B (blue) in comparison with its corresponding signal θ A (red) after normalising with sampling frequency and upsampling. The top graph shows the signal before normalisation and upsampling. The middle graph shows the signal after normalisation and the bottom graph shows the signal after upsampling which is the real input for the cross-correlation function. Fig. 3 , the data requires normalisation and resampling in order to recover the shape of the signal.
1) Data Normalisation and Resampling:
The hand-eye transformation parameters are derived from the difference between two rigid transformations. Differences are not going to be the same but they will be proportional to each other when the two data streams are not captured at the same sampling rate. Normalisation of the data should be applied before resampling and correlation so the two data streams have the same weight. Normalisation can be performed by:
where f A and f B are the capture rate of the data streams {A i } and {B i } respectively. The result after normalising is shown in the middle graph in Fig. 3 . The next step is to resample the data which consists of three procedures: upsample, apply low-pass filter and downsample. The details of the resampling method can be found in [28] , [29] . Firstly, the data θ B in the middle graph is upsampled by a factor of q. This can be done by adding 0's into the signal such that:
Then, an anti-aliasing finite impulse response (FIR) filter is applied to the upsampled data which later will be downsampled by the factor of p. The downsampling method discards the data when the index is not a multiple of p. The example of preprocessing data before cross-correlation is shown in the bottom graph.
2) Generalised Cross-Correlation With FFT Pruning and Hilbert Transform:
The generalised cross-correlation method (GCC) is a well known approach to estimate time delay between two signals which works well for both complex-valued data and real data. The method is fully described in [30] . In order to use both screw parameters in the cross-correlation method, the complex-valued data is created with the real part θ and imaginary part d. Therefore, we use GCC to estimate time-delay between the two data streams and we also apply Fourier Transform pruning (FFT pruning) together with Hilbert transform to interpolate the correlation result in case the time-delay is not a factor of a sampling rate. The detail about FFT pruning and Hilbert transform for cross correlation can be found here [31] .
B. Data Recovery Using Screw Constraints
The method described in Section III-A produces two synchronised data streams that are adequate inputs for hand-eye calibration. However, the stream with the highest capture rate will still produce motion data that has no correspondence with the other stream, and hence cannot be readily used. Given that calibration accuracy improves with increasing number of input motions [7] , we propose a method to interpolate the missing motion correspondences of the stream with the lowest capture rate. Although linear interpolation could be used to recover the missing frames, this does not guarantee that the recovered data conforms to the hand-eye screw constraints (3) .
To recover the data, we have to consider (1) and (2) transformations in a dual quaternion form [26] . For any rigid transformation T ∈ SE(3), there is a dual quaternion q = q r + q t , such that
where θ, d are the screw constraints defined in (3), t is a translation component of the transformation and l is a unit vector representing the principal axis of rotation of a transformation. Let us define the time instances τ 1 , τ 2 , ... as the instances that {A i } and {B i } are synchronised and τ b as the recovered instance for the lower sampling rate data {B i }, we will have
The only unknown on the right hand side of (8) and (9) is q b (τ b ). We can equate the square of scalar parts of the rotation and translation quaternions of q A,i and q B ,i together and simplify the problem using matrix multiplication form for a quaternion multiplication [32] . The scalar has to be squared because the value cos (10) and (12) is clearly different from the linear interpolation that assumes the trajectory between any two samples to be linear which is not always the case.
where i runs through every synchronised time index. For the translation part, optimisation can be run on the translation vector directly. The scalar part of the translation quaternion in (9) can be represented as,
and the optimisation equation is
where t b , θ b , l b are the translation component, degree of rotation and principal axis of rotation of the recovered transformation, t i , θ i , l i are those of the synchronised transformations and a ti is the scalar part of the translation quaternion in (7). After the data recovery method is applied, the interpolated transformations will have different shape to the one recovered by the linear interpolation method as shown in Fig. 4 which illustrates data recovered by the two approaches.
C. Hand-Eye Calibration
For the hand-eye problem itself, we adopt the solution from [13] since it allows us to minimise the errors due to interpolation. This method estimates the rotation component first, and then the translation is determined using the rotation motions of either one of the data streams. This means we can discard the motions from one of the data streams when estimating the translation. Given that we expect all interpolated motions to have a higher error than the measured ones, we always use the rotation motions from the non-interpolated data stream. Estimating time-delay parameter τ and synchronise the data streams 6:
Recover the lost data using (10) and (12).
7:
R 0 ← solve (14) 8:
t refine ← solve (15) using R 0 10:
R refine ← solving (14), (16) The main equation for solving the rotation component is,
where I 3 defines an identity matrix and K is a matrix of size 4N × 4 containing the same element as shown in (13) . The translation is solved by using the initialised rotation component from the previous equation.
[
The term ω a can be replaced by R ω b if the data stream {A} is the one with slower capture rate. Similarly, this applies to the equation for optimising rotation component as well.
The whole process to achieve is summarised in Algorithm 1.
IV. EXPERIMENTS AND RESULTS
A. Experiments With Simulated Data
Synthetic data is generated by creating a loop of transformations denoting camera motions, robot motions, the hand-eye transformation and the robot-world transformation. The camera transformations and robot transformations are corrupted by Gaussian noise before synchronisation, data recovery and calibration as shown in the following equation.
where T is an arbitrary transformation, σ r , σ t are standard deviations of a zero-mean Gaussian noise for rotation and translation and v r , v t are the 3 × 1 rotation and translation vectors. The Rodrigues function transforms a vector of angle-axis representation to a rotation matrix. We compare the performance of our algorithm with the linear interpolation method and probabilistic method described in [23] in different set-ups by varying simulation parameters, standard deviation of Gaussian noise, time-delay and the difference in sampling interval. For each set of parameters, the experiment is run for 50 times.
1) Increasing Gaussian Noise in Transformations:
In this experiment, the noise in translation is increased from 0 mm to 1 mm and the noise in rotation is varied from 0 degree to 1 degrees, while the time-delay is kept constant as 30 samples. The sampling interval of the camera motion is 3 samples and the robot motion is recorded every 4 samples. The results in Fig. 5(a) and (b) show that our algorithm outperforms both methods when noise is present in the systems. This also shows that calibrating the hand-eye matrix using synchronised data followed by conventional methods yields more accurate result than working directly with unsynchronised data using a probabilistic approach.
2) Increasing Time-Delay Between Two Data Streams:
The noise is kept constant at 0.5 mm in translation and 0.5 degrees in rotation in this experiment. The sampling intervals of the two transformations also remain the same as the previous experiment. Figs. 6(a) and 5(b) show that CHESS can provide better calibration accuracy than both methods. It also shows that our algorithm can maintain the level of error regardless of increasing time-delay between the two data streams which mean it can estimate the time-delay based on screw constraints correctly despite the noise added into the systems.
3) Increasing Difference in Sampling Interval: While the noise is kept constant and the time-delay is set as 30 samples, we vary the sampling interval of one data stream from 3 to 16 (the difference to the other sampling interval is 0 to 13). As shown in Fig. 7(a) and (b) , the proposed algorithm can recover the transformation on the lower capture rate data stream and perform hand-eye calibration more accurately than the linear interpolation and the probabilistic algorithms. The error from the probabilistic method increases rapidly because the condition of having at least one correspondence in the transformations pool cannot be satisfied when the capture rates of the two data streams are not the same.
4) Error in Time-Delay Estimation:
In this experiment, we evaluate the performance of CHESS only the time-delay estimation part with the same experimental set-up as the previous experiments. Fig. 8(a)-(c) show that our proposed method can still estimate time-delay accurately with the varying activation times and sampling intervals, although the expected increasing trend in the error is shown in the experiment with increasing noise intensity.
B. Experiment With Real Data
In the experiment with real data, we work with KUKA LBA iiwa 7 R800 and we attach endoscope to the flange of the robot. The set-up of the experiment is displayed in Fig. 9 . The capture rate of the robot and the endoscope are 700 and 30 frames per second, respectively. The data streams defining the eye motions {A} and the hand motions {B} are computed by using (2) . For the grid detector, we use the MATLAB Camera Calibration Toolbox 1 to detect the grid in every frame of the data stream with examples shown in Fig. 10 .
The experiment is run on a 2.5 GHz Intel Core i5-7200U laptop and the synchronisation/recovery step takes the processor around 975 seconds to complete the whole dataset of 7,000 transformations. Our algorithm tends to have high computational cost with long motion. While the computational cost is one of the main evaluation criteria in a real-time application, it is not the main priority as the synchronisation/recovery step is typically an offline procedure.
Since we do not know the ground truth of the hand-eye matrix in the experiment on real data, we adopt the camera extrinsic parameters prediction as the performance evaluation method [16] . This validation method is widely used in evaluating calibration performance of the hand-eye problem. The concept is to calculate the error of the predicted parameters using the hand-eye matrix obtained from the calibration and compare with the pose calculated by vision using the equation:
where τ is the time instance we recover using our algorithm, τ sync is the time instance that the two data streams are already synchronised and B is the transformation defining the robot motion from the time instance τ and τ . Fig. 11 shows the screw constraints on rotation and translation after the two data streams are synchronised. Although the pattern in both d and θ are both corrupted heavily by noise and the patterns are not clearly visible especially the constraint on the translation component, the algorithm can still find the correlation and synchronise them accordingly. The synchronisation is evident at the final half of the signal. Data recovery procedure based on screw constraints is applied afterwards, a segment of the whole motion is shown in Fig. 12 . The ripple and uncertainty shown in the plot is the influence of noise. Since the distance recovered by the algorithm is of small magnitude, the noise can become more significant and corrupt the whole optimisation process. However, the recovered data can be used in the calibration and yield accurate result as shown in the next plot. Fig. 12 . The segment of the whole motion starting from t = 67 seconds to t = 69 seconds. The blue curve is the interpolated version of the lower sampling rate data. It interpolates between the two points that synchronise with the higher sampling rate data. The comparison between the calibration performance of our algorithm, the linear interpolation method and the probabilistic method is shown in Fig. 13 . Despite the convergence of the error at 1.5-2 mm and 1 degree, the proposed method clearly outperforms the probabilistic method in both rotation and translation estimations. The calibration error evaluated from probabilistic method is extremely high because the capture rate of the camera and the KUKA API are very different, i.e. there exist a substantial amount of data on KUKA's end that do not have correspondences and this does not satisfy the condition for the probabilistic method. On the other hand, with the synchronised data, we can use the whole data streams for the calibration and achieve high accuracy.
While the calibration results from the linear interpolation and CHESS are comparable, our method still outperforms the linear interpolation algorithm. The only difference in these two algorithms are the interpolation methods where the linear method assumes the linear motion between two consecutive poses. Although the motions between any two consecutive poses are small in magnitude due to high capture rate, the motion still cannot be assumed linear because it must conform to the hand-eye screw constraints. Therefore, the hand-eye equation does not hold for linearly interpolated pose. Our proposed method, on the contrary, interpolates the missing poses using screw constraints which yield the valid hand-eye data for the calibration.
V. CONCLUSION
In this letter, we proposed a data synchronisation and recovery method of the data streams used for hand-eye calibration using screw constraints. Our method applies cross-correlation and data resampling to synchronise streams and then exploits the fact that due to the rigid hand-eye connection, motion must conform to screw constraints. The algorithm performs data fitting as a preprocessing step before performing hand-eye calibration because in practice data collected from different sources has variable capture rates and activation times which lead to asynchronicity and data loss. Our data recovery method can also predict a good estimate of the lower capture rate data when the rate of the other source is available. This results in fully integrated tracking when the two systems are used at the same time. In the experiments on simulated and real data captured from a KUKA robot, we show that our proposed algorithm outperforms the linear interpolation and the state-of-the-art probabilistic approach in both rotation and translation estimations. We also show that it is better to synchronise the data before performing hand-eye calibration. In future work, we aim to investigate probabilistic methods and to develop hand-eye calibration specifically for the designed synchronisation algorithm to enhance the calibration accuracy so that any tracking equipment can be used with a robotic system.
