Aspects of the structural Effects of Plasma Disruptions on Tokamaks by Tillack, M.S. et al.
PSFC RR-83-30
Aspects of the Structural Effects of
Plasma Disruptions on Tokamaks
Aspects of the Structural Effects
of Plasma Disruptions on Tokamaks
by
M. S. Tillack
M. S. Kazimi
L. M. Lidsky
Abstract
A scoping investigation was made into the structural effects of major plasma disruptions in tokamaks.
Methods were developed for numerically analyzing the induced eddy currents, pressure loading,
and distributed stresses and strains. A small simulation experiment was performed to measure
strains induced by current transients in a cylindrical test apparatus.
The numerical routines developed include a set of efficient codes which give estimates for pressures
and stresses in axisymmetric toroidal shells. These codes were used to examine the difference in
response between central and shifted current transients, the effects of an electromagnetic shield,
and the disruption effects in a high field compact design. For the base case, modeled with
STARFIRE-like parameters, the peak strain is 5 x 10- in the poloidal direction and the peak
bending stress is 0.7 MPa. The variations made to this case showed differences of only about a
factor of two, indicating that for uniform loading in uniform structures the danger of structural
failure is small.
In order to examine the effects of nonuniformities, a 3-D eddy current code was developed using
a circuit network model. The code was extensively benchmarked with 2-D and axisymmetric test
cases and then used to analyze the experimental part of the work. Analytic and numerical methods
were applied to the structural analysis. It is observed that while structural irregularities cause only
minor, local perturbations in the induced pressures, these irregularities produce larger effects on the
stresses. Stress concentrations of 1-2 orders of magnitude in reactor structures can cause damage
with a single disruption.
In -addition, a small scale simulation experiment was performed. The experiment consisted of
a copper shell 63.5 mm in radius with filaments running through the center to simulate plasma
currents. Sinusoidal strains were measured with semiconductor strain gauges using synchronous
detection. Peak induced current levels were -1000 amps RMS, and peak measured strains were
10- 7 . The successful measurement of strains has demonstrated that synchronous detection is a
viable technique that may be applied to tokamak experiments in the future.
An important result of the tests was the observation of widespread resonant behavior. This behavior
was verified both analytically and numerically. The strains at resonances were as much as an order
of magnitude larger than the strains off resonance. These observations support the conclusion that
the strain level is dominated by the structural characteristics and not the induced pressure loading.
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Nomenclature:
a minor radius
AC alternating current, i.e. sinusoidal
A magnetic vector potential
Bp poloidal magnetic field (Tesla)
Bt toroidal magnetic field (Tesla)
Bv equilibrium vertical magnetic field
c speed of sound
dB decibels
DC direct current, i.e. constant
D flexural rigidity
E modulus of elasticity or electric field
E(k) complete elliptic integral of the second kind
f frequency, lz
FEM finite element method
G shear modulus
GMD geometric mean distance
h shell thickhess -
i or I current (amps)
j or J current density (amps/M 2)
k spring constant, N/m
K surface current density (amps/m)
or bending rigidity
K(k) complete elliptic integral of the first kind
L self inductance
m axial mode number
M general mutual inductance
MO mutual inductance with the source current
MO toroidal moment (Nm/m)
MO poloidal moment (Nm/m)
M00 twist (Nm/m)
n circumferential mode number
No toroidal stress resultant (N/m)
No poloidal stress resultant (N/m)
Pa radial pressure in toroidal coordinate system
P, radial pressure in cylindrical coordinates
PO poloidal pressure
P gauge power (12R)
qa quality factor at a
Q0 poloidal shear (N/m)
r resistance ratio for bridge circuit
r distance from axis of symettry
RMS root mean squared, = v2 times the peak value
Sa gauge sensitivity
SC gauge circuit sensitivity
Sg gauge sensitivity
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Nomenclature, continued
T torque
R resistance
Rg gauge resistance
w radial displacement
V poloidal displacement
V voltage
W reactor total power output
(P) average toroidal beta
(0) average poloidal beta
shear strain
e strain
toroidal strain
poloidal strain
600 shear strain
7; resistivty (ohm-m)
6 toroidal angle coordinate
rotational transform
/, permeability of free space
I/ Poisson's ratio
p electrical resistivity
p material density
a~ stress
0 b bending stress
7- shear stress, or time constant
poloidal angle coordinate
used in eddy current analysis
poloidal angle coordinate
used in structural analysis
xe theta curvature
x0 phi curvature
w frequency, rad/sec
11 dimensionless frequency or Ohms( )' d( )/do
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Chapter 1
Introduction
1.1. Motivation
The Nature of the Problem
For years tokamak experiments throughout the world have experienced the 'well-known
phenomenon of plasma disruption. A disruption is a plasma instability which is driven by the
magnetic energy of the large plasma currents characteristic of the tokamak design. In its worst
manifestation, called a major disruption, the kinetic and magnetic energy of the plasma can all be
deposited in the surrounding structures in a fraction of a second.
The disruptive instability defines a fairly reproducible upper limit on the normal range of
operating parameters of experimental plasmas. It is possible to avoid disruptions with some degree
of success by limiting the device to an operating regime below the threshold for disruptions.
However, there are two reasons why the problem remains. First, tokamak operation is still
somewhat of an inexact art, and the absence of disruptions cannot be guaranteed. Second, there
are other system and plasma malfunctions which can trigger disruptions even within the stable
operating regime. It then remains to be shown what the frequency of disruptions is likely to be,
what the consequences are, and how to design a structure which can withstand their effects.
Because of the quantity of energy involved - several hundreds of megajoules - the implications
of plasma disruptions for large power reactors may be serious. The energy in the plasma (all of
which is released in a major disruption) is approximately equally split between plasma kinetic and
poloidal magnetic energy. The kinetic energy is deposited in a fairly thin region of the first wall
and/or limiter. The wall temperature can rise several hundreds of degrees, causing partial melting
or vaporization. The large temperature gradients will result in large thermal strains. In addition,
high energy particles striking the wall can sputter material directly.
In contrast, the magnetic energy need not necessarily be dumped entirely at the surface in
closest proximity to the plasma. The large plasma current transient results in large induced voltages
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in the nearby structures. Conducting materials will then develop eddy currents which in turn result
in eddy current heating and the generation of J x B forces. If no closed conducting paths are
present, then the voltages can become extremely large and arcing may occur across gaps between
conductors.
With both thermal and magnetic energy sources, it is important to have some knowledge of
the time scale and spatial concentration of their release into the structures. The limiting constraint
on machine design for protection against disruptions will be at the point where effects are at a
maximum.
Goals of This Work
The effects of disruptions can present difficult problems for the design of tokamak reactors.
Designs such as STARFIRE, INTOR, and ETF have begun to address these problems, but only
in incomplete and uncoordinated efforts. Usually this involves approximations of uniformity and
axisymmetry. The primary goal of this thesis is to begin the development of more detailed
and comprehensive techniques for studying the effects of disruptions in reactor structures, both
computationally and experimentally. In particular, simple nonuniform source currents and structures
are studied in an attempt to develop techniques and estimate effects in less idealized situations.
The scope of this work is limited to only the effects of the plasma current transient, including
induced eddy currents, pressure loading, stresses and strains.
The most important quantities in describing the effects of the current transient are stresses
and eddy current heating. In order to solve for these, several computational steps are involved.
First, a source current distribution is assumed. Then the induced eddy currents, J, formed by the
current transient are solved, which results in J x B forces and r7 2 resistive heating. The forces
can then be used to compute whole body effects such as net torques, or a structural problem can
be solved to obtain the distributed stresses.
In reality, the various parts of the problem solution are all interrelated. The eddy current
response produces feedback on the plasma, thus altering the source currents. The structural
response can result in displacements which cause the eddy current pattern to be altered. For a
general problem, the coupling of the plasma physics, induced eddy currents, and structural response
is highly impractical. This is not to say that the coupling effects are not important, but only that for
the first attempts it is wise to treat each part of the problem individually, at least until a reasonable
understanding of the physical processes is obtained.
In this work, measurements of strain were made on a small simulation experiment using
strain gauges. The direct measurement of induced currents would be extremely useful, but was
avoided due to the difficulty and expense involved.
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Related Work
Some of the elements required for a numerical description of the effects of plasma disruptions
already exist or are under development. The area of eddy current codes is. in a state of rapid
transition. Until recently there has been little work in this field, but today it is an active area of
research. Several methods have been studied and the circuit network integral method was chosen
for analyzing eddy currents.
Structural codes are more commonly available than eddy current codes. A restricted survey
of available codes included PAFEC, NASTRAN, and SAP4 - all available on the national fusion
computer network MFENET. The application to toroidal shells with distributed loading presented
a problem due to the sophistication of the elements, however the PAFEC code was identified as
adequate for limited use.
There is less precedent for experimental work in the effects of disruptions. Plasma physics
experiments clearly document the plasma physics aspects of the disruption and certain groups
have gone as far as to measure heat loads on limiters. However, experiments specifically designed
to measure electromagnetic effects are almost nonexistent. One recent exception is the FELIX
experiment at Argonne National Laboratory.
1.2. Overview
This report examines the problem of induced eddy currents, stresses and strains in reactor
structures due to plasma disruptions, focusing in particular on the effects of introducing nonunifor-
mities in the source currents and in the structures. The work is approximately equally split
between a computational effort and a small simulation experiment. For the numerical description
of disruptions, eddy current and structural codes were developed to predict the behavior of shells
subjected to current and field transients. An axisymmetric set of codes was written to give gross
estimates of effects, including currents, pressures, stresses and strains. A 3-D integral method
eddy current code was written and coupled to both analytic theory and a commercially available
structural code to examine more detailed effects, including structural irregularities, complex plasma
current distributions, structural resonant behavior, etc.
In addition to the computational work, a small simulation experiment was performed. The
experiment consists of a small cylinder with copper filaments passing through the center and a coaxial
magnetic field coil outside the structure. Strains are measured with semiconductor strain gauges
and the results are then compared with numerical and analytic predictions. The experimental data
is also valuable in identifying unexpected areas of concern that a purely computational approach
might miss.
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Chapter 2 contains background information for those unfamiliar with the field of plasma
disruptions. This includes a survey of theoretical and experimental research, a brief discussion of
the physics of disruptions, and an overview of engineering analysis which has been done.
Chapters 3-5 describe the experimental effort to simulate the structural effects of disruptions.
The most critical concept for the success of the experiments is the application of semiconductor
strain gauges at very low strains (e < 10-8) and in an electromagnetically noisy environment.
The Mechanical Strain Test, documented in Chapter 3, is intended to operate at very low strains,
but in a relatively noise-free environment. It consists of a thin cylinder stressed axially by an
electromagnet. The strains are driven sinusoidally so that synchronous detection can be used to
detect the small signal in a noise background. This experiment served primarily as a testbed for
some of the techniques used in the final experiment.
The Electromagnetic Strain Test, described in Chapter 4, operates at slightly higher strains,
but in large noise fields. Copper filaments simulate plasma currents as they pass through a copper
cylinder. Strains are measured both with and without an external applied field. Two experiments
were performed. The first consisted of a continuous shell with helical, poloidally varying currents.
The second experiment measured strains around a hole in the shell which were caused by an axial,
symmetric current distribution. Chapter 5 contains the results of the Electromagnetic Strain Test.
Chapter 6 begins the computational part of the thesis by describing a simplified approach to
compute pressures, stresses, and strains numerically in an axisymmetric toroidal geometry. This
1-D woik is simpler than the 3-D method developed in Chapter 7, giving rapid order of magnitude
results for a variety of reactor sizes. An analytic description was attempted, but proved to be very
cumbersome and unable to model any but the simplest problems. Appendix A contains a derivation
in cylindrical geometry for induced currents which provides a way to predict induced currents for
helically symmetric systems.
Chapter 7 describes the 3-D numerical work including the eddy current code FASTEDDY
which was developed as a part of the thesis and the structural analysis done both analytically and
with the commercially available code PAFEC. FASTEDDY is a special purpose code which treats
curved shells with the possibility of reconnection as in a torus. The fields and currents are 3-D
with the restriction that the current remains in the shell. An integral approach is used where the
structure is broken into loops which are assigned averaged electrical properties. The solution is
carried out as in an electrical network problem. Appendix B contains a user's guide which gives
details into the operation of the code.
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1.3. Conclusions
The experimental effort has demonstrated the feasibility of measuring small strains in an
electromagnetically noisy environment. Strains as low as 10- have been observed with mechanical
loading and as low as 108 with electrical loading.
The principal experiment consists of a small cylinder driven by ~ 1 kamp sinusoidal currents,
with strains detected through a Wheatstone bridge circuit using semiconductor strain gauges.and
synchronous detection techniques. The two experiments performed include one with a continuous
shell and nonuniform source currents, and the second with uniform axial source currents inducing
currents in a cylinder with a small hole.
One of the more important results of the experiment was the identification of structural
resonant behavior. In this experiment, resonances dominate the behavior in the range of frequencies
studied. After identifying the problem, resonant behavior in the experiment was examined with
both analytic and numerical computations. A large number of resonances were identified, including
larger narrow ones, and broader.ones Which create a continuum over some frequency ranges.
Another important experimental result was the appearance of spatial detail greater than
originally expected. When the source currents possess spatial variation, both the induced currents
and the fields possess similar variation. But since the pressures generated are caused by the product
of the. currents and fields,- they contain *mixing terms with more spatial detail than either the
currents or the fields. With the addition of structural irregularities and restraints, the solution for
strains becomes extremely complicated. In general, experience with the experiment has shown that
the strains are more sensitive to variations in the structural parameters as opposed to variations in
the pressure loading.
In the computational area, three approaches were examined: fully analytic, axisymmetric
numerical, and 3-D numerical. Progress with a fully analytic treatment is difficult, especially with
nonuniformities of any type. Certain eddy current problems can be solved in systems with helical
symmetry and uniform structures. An approximate analytic solution for the structural analysis of
eddy current loaded structures was possible for the experiment with a hole in the cylinder due
to the special circumstances which prevail there. After numerically solving for the eddy current
pressure loading, it was observed that to a good approximation the pressures were uniform.
An axisymmetric set of codes was developed and applied to'the analysis of a shifted plasma,
an electromagnetic shield, and a high field reactor. For scoping general effects and making order
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of magnitude estimates, this method proved to be quite efficient. The currents are 1-D toroidally
directed and the fields are 2-D in the (R,O) plane. The structure is approximated with loops whose
field and mutual inductances are known exactly. A lumped parameter circuit matrix equation is
solved and the results are presented to a 1-D finite element method (FEM) special purpose structural
code.- The application to a STARFIRE test case showed peak poloidal strains of 5 x 104 and peak
bending stresses of 0.7 MPa with a central current. A 25% outward shift caused a peak bending
stress of 10 MPa and peak strain of 6 x 104  in. the toroidal, rather than poloidal direction. In
general, for the cases studied, the effects varied from the base case by less than a factor of two.
This leads to the conclusion that stresses in uniform symmetric systems are not likely to damage
the structures.
A 3-D shell eddy current code was developed, extensively benchmarked, and combined with
a commercial finite element structural analysis code to analyze the Electromagnetic Strain Test.
The eddy current code uses a discrete element electrical network analog to model the continuous
structure of a torus. The main feature distinguishing this code from others is its ability to treat
connected shells in a simple way. In order to do this, a vector potential formulation was used
for mutual inductance calculations. Analysis of the experimental test with the hole indicated that
whereas the perturbation to the pressures as a result of the presence of the hole were small and
localized, the resulting strains were changed by over an order of magnitude. This indicates that
for this situation, an accurate structural analysis is more critical than an accurate eddy current
analysis. Analysis of the test with a continuous cylinder showed no surprises. The level of stress
was consistant with a simple uniform current calculation and the spatial variation of the stresses
closely follows the spatial variation of the source currents. The combined influence of resonant
behavior, stress concentrations, and nonuniform restraints can easily raise the expected stress to the
level at which failure could occur due to a single disruption.
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Chapter 2
Background
As an introduction to the field of plasma disruptions, this chapter contains a summary of the
related published work. The description is very general; it is intended to introduce the unfamiliar
reader to the current state of our understanding, and hopefully explain the context in which
the remainder of the thesis is set. For the reader with an interest in more detail, an extensive
bibliography is included at the end of the chapter. Due to the complexity of the phenomenon, our
understanding of plasma disruptions today is still incomplete in both their evolution in the plasma
and the effects they cause in the structures. This fact is as important to understand as the detailed
theories which have been developed.
Research pertaining to disruptions has been broken into three categories: experiments, physics
theory, and cngineering analysis. Probably the most published aspect is experimental. The
problem of plasma disruptions was identified through experimentation, and nearly every tokamak
has documented disruptions to some extent. The experiments investigate almost exclusively the
physics aspects of disruptions as compared to the nature of their effects on structures. Even further,
these investigations tend to emphasize conditions prior to disruption as opposed to the behavior of
the plasma during the disruption. One notable exception is temperature measurements on limiters
which have been documented in a number of cases.
In second place is the theoretical analysis, which has been published in this country by
primarily two groups - Oak Ridge and Princeton. The cause of major disruptions is generally
believed to result from a resistive tearing instability. In order to appreciate the nature of the source
term in the equations used to analyze the effects of disruptions, it is important to review the basic
plasma physics. For the computational part of this thesis, the evolution of the plasma current was
assumed as a starting point in all of the calculations. For the experimental part, the apparatus was
designed to be able to reproduce some of the characteristics of a real disruption, which requires a
gross understanding of the true evolution of current during a disruption.
The least studied aspect of disruptions is engineering analysis. Since there is almost no
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experimental data existing on effects in structures, this is not surprising. Most of the published
work has been done in connection with complete reactor designs. These designs contain many
interrelated concerns in addition to disruptions, so their treatment of the specific problem of
disruptions in general, and particularly electromagnetic loads, is understandably simplified. A
summary is given below for work done on TNS, FED/INTOR, DEMO and STARFIRE.
2.1. Physics of Plasma Disruptions
2.1.1. Overview
The methods developed in this thesis apply equally well to plasma current disturbances of
any kind or even an external field transient. Included in this list may be: internal disruptions,
major disruptions, power transients, start-up and shut-down, system failures, and others. In this
section, we review only the type of transient labeled "major plasma disruption". Since a major
plasma disruption occurs very quickly and dumps all of the plasma energy, it is the most severe
case to study.
A very detailed theory has evolved to explain the mechanisms of disruptions using a set of
non-linear resistive MHD equations which are solved with computer simulations. At the forefront
of the theoretical and computational effort are the ORNL group - including Hicks, Carreras,
Wadell, Lynch, and Lee (2.1-2.5) - and the Princeton group - including Montecello, White, and
Rosenbluth. (2.6-2.7) Numerous other authors have contributed to our understanding of tearing
and resistive MHD. (2.8-2.17) Briefly, resistive MHD theory predicts the growth of unstable regions
of the plasma. In certain cases, these regions can grow to such an extent that large parts of the
plasma lose their confining properties. At this point plasma is lost, impurities enter the plasma
rapidly, the current channel shrinks, and the overall balance of forces is lost. The entire process
takes on the order of 10QOsec in typical experiments, and is estimated to take tens of milliseconds
in larger reactor-sized devices.
It is important to maintain a perspective on the status of our understanding of these events.
The detail with which the literature describes disruptions conceals a fundamental inability to
adequately describe the plasma and plasma current during disruption in a real machine. Whereas
on the one hand there is compelling evidence that the theory correctly interprets the mechanisms
of plasma disruption, on the other hand experiments show a degree of unpredictability which
warrants caution. In addition, as stated earlier, these are but one of a class of plasma disturbances
all of which are capable of serious effects on the reactor.
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2.1.2. Basic MHD Theory
In ideal MHD theory, it can be shown that the plasma is stable to the class of current-driven
instabilities called kink modes provided there is a sufficient rotational transform, or q > 1, where
q is the safety factor. (2.18-2.19) This is the so-called Kruskal-Shafranov limit, where
q(r) = - 27 ~t(,Od (2.1)27r o R(r,G)B,(r,O)
When q is locally less than 1, a phenomenon related to major disruptions is experimentally
observed, called internal disruptions, or "sawtoothing". An explanation for sawteeth is that the
central current density builds up due to an increase in conductivity until q is less than one, at
which time a rapid reorganization of the plasma core causes a flattening of the temperature and
current density profiles. q returns to a value greater than one and the process repeats itself. This
type of instability is classified as internal, since the affected region is within the q = 1 flux surface.
Since internal disruptions result in current perterbations, they also induce eddy currents.
By controlling the plasma current profile, the Kruskal-Shafranov limit can be avoided.
However, a different instability is observed to occur even when q > 1 throughout the entire
plasma. This instability is predicted by resistive MHD theory which includes effects of finite
plasma resistivity. Tokamak plasmas are normally stabilized by the nested structure of their
magnetic flux surfaces In a plasma with zero resistivity, magnetic field lines are unable to move
across flux surfaces since Faraday's law requires an electric field to form in that case:
E d1= (2.2)
Particles in a plasma tend to remain attached to field lines, therefore if the flux surfaces remain
well-behaved then the particles tend to be confined. With the inclusion of finite resistivity, a
mechanism is introduced whereby field lines can cross one another and the stable, uniform magnetic
field topology can be destroyed.
Fig. 2.1 shows a simplified drawing of a linear current sheet before and after tearing. The
current starts out uniform with nested flux surfaces. Currents flowing in the same direction tend
to attract, resulting in a compressive force on the current sheet. Given the constraints on a real
plasma, the current cannot shrink to the center of the current distribution, but rather it tends to
break into a small number of filaments which have a lower net magnetic energy.
The breaking of the current into smaller filamentary structures gives rise to "islands" in the
flux surface topology - unconnected regions with the same value of the scalar flux function. The
energy to drive the instability is supplied by the perpendicular magnetic field. The rate at which
the island structures form is determined by resistive diffusion of the field lines at the location of
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Figure 2.1 Fields from a Current Sheet Before and After Tearing
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tearing and reconnecting field lines. This kind of fragmentation of plasma currents and formation
of separate island structures is a simple picture of the mechanism suspected to result in major
plasma disruptions.
The growth of island structures is seen both. in theory and in experiment. Fig. 2.2 shows
an example of the magnetic flux surfaces similar to the one above but in a toroidal geometry.
Plasma currents flow toroidally in clumps, resulting in island structures. In the figure, the first two
plots are for the m = 2 tearing mode with perturbed field amplitudes b,/BO =2% and 8%. The
other plots are m = 3 with amplitudes 1% and 4%. The islands tend to form at mode rational
surfaces where radial field perturbations tend not to cancel. Field lines which travel an integral
number of times toroidally for each poloidal excursion compose what are called rational surfaces.
Mode numbers m/n indicate that a field line travels m times toroidally for every n times poloidally
before reconnecting. Particles travelling in orbits along these field lines may be excited resonantly
by perturbations, which explains why instabilities tend to grow at these radial locations.
All plasmas have some level of island formation, but in a stable plasma the growth stops at
some low level when the local fields relax sufficiently that the magnetic energy is insufficient to
drive the modes further. The lower m number modes are more strongly unstable and are most
likely to continue growing. It is postulated that a typical disruption will originate at the 2/1 and
3/2 surfaces. If the islands continue to grow without saturating, then the perturbed currents and
fields can destabilize the plasma at other surfaces. If the islands grow finally to the point where
they physically overlap, then rapid radial transport can occur via motion parallel to the field lines.
When many modes are excited and ergodic regions formed, it is possible that a new equilibrium
could be found in. which case the discharge continues, slowly heating up to regain the energy lost
during the disruption. However, it is more likely that the distorted currents and magnetic fields
will interact in such a way as to release the plasma, resulting in a major plasma disruption.
Another possible sequence resulting in termination occurs if field lines intersect the first wall
or limiter during the island growth phase. The growth of a single helical mode could result in
this type of disruption. In this case, the entire plasma can dump itself locally in a matter of
milliseconds. Wall and limiter related disruptions are observed experimentally in some devices.
They can be a special concern due to their tendency for localized deposition of the plasma.
2.1.3. Stabilization of Tearing Modes
Several techniques have been considered for stabilizing tokamaks against disruptions. It is not
clear whether or not these methods will be dependable enough such that protection requirements
on the structure will be lessened. Most reactor designs do not assume the existance of a reliable
scheme for eliminating disruptions.
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m = 2
5 Radius (cm)
br/B8 = 2?.
0 5 Radius (cm)
br /B9 8%
m = 3
-- 10 Radius (cm)
(a)
br/Be = 1%
0 10 Radius (cm)
(b)
br/Be = 4%
Fioure 2.2 Flux Surfaces in a Torus (Ref.
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2.22)
Except for discharges with very low q, most plasmas should exhibit a linearly unstable
m = 2/n = 1 perturbation. The propensity for disruption depends upon the saturation width of
the islands. This in turn is linked closely with a parameter A' , which represents the discontinuity
in the derivative of the flux function at the singular surface.
A = lim6 .o dbn dbnIn -0 ( r+ d / (2.3)
ibmn(rmn)
where rmn is the radial position of the singular surface, q(rmn) = M/n, and re = rmn ± 6. In
linear tearing mode theory, the potential energy 5W of a mode is proportional to A'.
Most proposed and operational stabilization schemes involve limiting the growth rate and
island width of the m = 2/n = 1 mode by applying an external helical field. This field will alter
the flux function in such a way that A'mn is reduced or even made to be < 0, the condition for
a stable, fluctuation-free 2/1 mode. There is a range of values for A' > 0 which do not result in
disruption, but do enhance the level of 2/1 fluctuations. Experimentally this technique has been
proven to both reduce the fluctuation level and reduce the frequency of disruptions.
Another method of stabilization involves altering the current profile near the q = 2 surface.
The MHD equations show that the gradient in the flux function is roughly proportional to the
gradient in the equilibrium current density, j. Then controlling the current profile (and therefore
the q profile since q a 1/Bp and Bp a I/r) is clearly just another way of making A' < 0. Selectively
heating the electrons outside of the q = 2 surface will result in a local enhancement of the
conductivity, therefore a local enhancement in the current density assuming constant loop voltage.
Unfortunately, if for some reason the heating is done just inside of the q = 2 surface (instead
of outside), then the 2/1 mode is more strongly de-stabilized. Results on the JIPP T-II experiment
illustrate the use of this technique. (2.20)
2.2. Tokamak Experiments
2.2.1. Overview
The occurrence of disruptions in experimental devices has been commonplace as long as
tokamaks have been in operation. Experiments are often by their very nature designed to push the
limits of their operating regime to obtain maximum ohmic heating input and low q. Consequently,
the boundaries of stable operation have been determined for many machines with a moderate
degree of accuracy. In the course of operation, both intentional and inadvertent disruptions have
been documented, giving a large base of data on which to draw. Unfortunately, as previously
mentioned, the effects of disruptions are far less studied than the physics of disruptions.
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With the occurrence of disruptions so common, the question arises: why are disruptions such
a problem? But the tolerability of disruptions in experiments should not be taken as an indication
of the safety of reactor-size plasmas. The energy content of a power producing reactor is orders of
magnitude higher than present-day experiments - hundreds of megajoules compared with a couple
of megajoules. In fact, even in small experimental devices physical damage has been done by
disruptions - particularly by corroding, melting, bending, or breaking the limiter.
An extensive literature search was performed to identify the major experimental efforts in the
world to examine plasma disruptions, including ALCATOR, PLT, TFR, TOSCA, PULSATOR,
and LT-3. The-types of measurements are described together with a brief discussion of their results.
2.2.2. Diagnostics Used
The principal source of data for studying disruptions comes from measurements of MHD
magnetic activity, which is a fairly commonplace procedure for Tokamak experiments. Magnetic
field measurements can help determine the current density, transform profile, and detailed structure
and growth rate of the various magnetic perturbations. In addition to MHD activity, observations of
other plasma characteristics also help elucidate the process of disruption. These related phenomena
include in particular the large negative voltage spike associated with a disruption, plasma shifts,
X-ray and H, emission, temperature profiles, and impurity behavior.
The two most widely used diagnostics for studying disruptions are Mirnov coils (magnetic
pickup loops) and X-ray detectors. Mirnov coils operate by intercepting a small amount of flux
outside the plasma. Using Faraday's law, the magnetic field strength can be obtained by integrating
the induced voltage across the loop. Characteristics of the current and magnetic field structures
within the plasma can then be inferred from the external fields produced. In rare instances where
the plasma is quite cold (such as LT-3), coils can be placed directly inside the plasma, allowing
for a much simpler and more accurate measurement of the poloidal field, current density, and
q-profile.
X-ray detectors are usually mounted in arrays which image a cross section of the plasma.
By observing the emissivity of the plasma to X-rays, temperature and impurity fluctuations can be
studied and correlated to the MHD results.
2.2.3. Some Results
Experimental evidence clearly shows that MHD activity rises before and during disruptions.
In particular, strong m = 3/n = 2 and m = 2/n = 1 modes are observed in agreement with the
resistive MHQ theory.
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In addition to simple observations, TOSCA and PULSATOR have stabilized and induced
disruptions with external helical field coils.(2. 2 1 2 3 ) Low levels are seen to lower the critical
current at which disruptions are observed, presumeably due to altered q profiles and the hindrance
of mode rotation. At some field level, the perturbation becomes great enough to destabilize the
plasma and cause a disruption.
In PLT and LT-3, impurities are observed to build up prior to the disruption.(2. 24-2. 28) This
leads to radiation from the center and lowered temperature. Since resistivity is a strong function
of temperature, the current profile is defonrmed. The effects of impurities on the power balance
and on the q profile are probably significant factors in the discharge termination.
2.3. Engineering Analysis
The majority of work on the effects of disruptions has been associated with reactor design
studies. In some cases there is a significant amount of analysis which accompanies the design
decisions, but more often the designs reflect current opinions and limited investigations. This
seems natural since the design of a reactor involves many interrelated concerns, few of which can
be carried out in full detail.
One of the first attempts to estimate the consequences of disruptions was performed for
the TNS design. (2.29-2.3) rhe calculations were largely zero or 1-D methods and concentrated
almost exclusively on thermal effects. Force calculations were mentioned, but almost none were
attempted. Estimates of eddy current heating suggested that this energy source is much lower than
direct deposition of plasma energy and can often be ignored.
Probably the most detailed description of disruption design considerations was done for the
FED/INTOR design. (2.31-2.35) This includes thermal calculations, vaporization and erosion rates,
electromagnetic loads, gap voltages and arcing.
Calculations show that a melt layer may form due to the dump of plasma energy onto the
first wall. The time constant for the plasma thermal quench is generally believed to be quicker
than the current transient. Thus, at the time when melting occurs there is likely to be substantial
forces on the melt zone due to induced currents. Abdou has investigated the stability of this melt
zone, the erosion rates of the first wall, and lifetime estimates. (2.31)
Thome, Pillsbury, and Mann have investigated the forces and torques on sectors of FED/INTOR
with special emphasis on the effects of segmentation. (2.32) In addition, gap voltages are computed
and the problem of arcing across sectors is examined.
The INTOR Phase I workshop (2.33) and Critical Issues report (2.34) document detailed
calculations of thermal behavior of the first wall. The energy equation is solved numerically
-29-
to produce temperature rise and thermal stress estimates. Variations are made to materials and
disruption characteristics and differences in effects contrasted. Electromagnetic forces are also
studied in detail. Forces and torques are computed on the first wall, first wall tiles, coolant tubes,
and the limiter. The effects of varying L/R time constant, material properties, and segmentation
are studied.
Finally, in the 1983 FED Baseline Study, (2.35) the effect of a conducting EM shield is
examined. The shield is-found to have many beneficial effects, including
1. lengthening of the current decay time
2. protecting the other structures by absorbing the induced currents
3. lowering the thermal load on the first wall by keeping the plasma from resistively dissipating
the magnetic energy
4. preventing arcing.
One of the distinguishing features of the original FED design was the presence of a large
number of graphite armor tiles for protection against the thermal consequences of disruptions.
These tiles present many problems for breeding, thermal stress, heat transfer, etc. It is speculated
that with the help of an EM shield and less severe assumptions about the disruption characteristics,
the graphite tiles can be eliminated in future designs.
Forces are calculated for STARFIRE first wall and limiter (2.3). The plasma current is
assumed to be toroidal, as is the custom, and spatial distribution about the wall is ignored. Off
normal effects in general are not considered as thoroughly as other sources.
The DEMO design (2.37) has considerably more discussion of disruptions, but little was done
to add to the INTOR results. The thermal calculations, melt layer stability and electromagnetic
loads are all treated similarly to INTOR.
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Chapter 3
Mechanical Strain Test
3.1. Purposes
One of the ftndamental constraints on the strain experiments performed for this work is the
limitation on the level of sinusoidal current which can be produced using available power supplies
and amplifier circuitry. The maximum expected strain level is derived and plotted in section 4.2.
Roughly, the strain scales as
12
-~(3.1)h
where h is the structure thickness and I is the induced current level. Operation of the experiment
at the level of kiloamps, rather than megamps to tens of megamps as in a full-size tokamak, will
result in forces 106 to 108 times smaller. The fact that reactor structures are larger than the 0.4
mm shell used in the Electromagnetic Strain Test (EST) is a mediating effect. The net result is
that reactor strains of 1 to 10% scale down to less than 10-6 in the simulation experiments. From
this general scaling it is clear that the strain levels will be low with respect to generally accepted
standards, where 10-6 is considered low and 10-1 is very low.
It is critical to know just how small a strain can be measured in order to design large
enough power supplies such that a measurable strain is obtained. Therefore, before designing a
current-driven strain test it was decided to operate a preliminary test which would guide the design
and selection of appropriate goals for the main experiment. This preliminary experiment is called
the Mechanical Strain Test, or MST.
The semiconductor strain gauge was chosen as the preferred detection device due to its
sensitivity, simplicity, and cost. This choice also defines the nature of the whole detection system.
A gauge circuit is used with the gauges acting as variable resistors. The extremely low signal levels
lead to the need for sophisticated electronic signal handling; for these experiments, sinusoidal
loading was applied so that synchronous detection could be used. The most important piece of
equipment for synchronous detection is the lock-in amplifier described later in this chapter.
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Table 3.1 summarizes the purposes of the Mechanical Strain Test. It was performed in order
to mechanically produce small, well characterized strains so that the strain gauge characteristics
could be explored and limits could be placed on the minimum detectable strain levels. Experience
was gained in the use of both gauges and signal processing techniques which were also used in the
principal experiment discussed in Chapter 4 - the Electromagnetic Strain Test.
3.2. Strain Gauge Theory and Circuit Theory
3.2.1. Semiconductor Strain Gauges
Semiconductor strain gauges consist of small, ultra-thin rectangular cross-section filaments of
a single crystal of silicon. The piezoresistive properties of silicon make it much more sensitive to
strain than conventional metal foils or wires. To demonstrate this, consider the equation for gauge
sensitivity: (3.1)
Sa = 1+ 2v + - (3.2)
where v is Poisson's ratio, p is the gauge resistivity, and e is the strain along the gauge axis. In
common gauge alloys, the term dp/p ranges from 0.4 to 2.0. For semiconductors dP/p can be
varied between -125 and 175 depending upon the type of impurity doping. Another advantage
of semiconductors is their high resistivity; for silicon p = 500pAl-m (ohm-meters- 6 ). This allows
the use of higher voltages, therefore higher circuit sensitivities, without resorting to the use of long,
thin grids.
3.2.2. Gauge Circuits
There are several ways in which a variable resistance can be used in a circuit to display
strains. The two most popular are the potentiometer circuit and the Wheatstone bridge circuit.
These are sketched in Figures 3.1 and 3.2. V, is the supply voltage and V is the output voltage.
The potentiometer circuit is seldom used in static strain measurements due to the large DC offset
of the output voltage. In dynamic measurements this DC can be low pass filtered to some extent.
For the Electromagnetic Strain Test, or EST, the bridge voltage must be modulated as part
of the detection technique. This reduces the advantage of low pass filtering in a potentiometer
circuit because the bridge frequency and the detected strain frequency are less easily separated.
Due to the extreme sensitivity of the detection instruments used and the low signal to noise ratio,
filtering was considered impractical and a Wheatstone bridge circuit was chosen. Even though the
Mechanical Strain Test uses a DC source voltage, the more complicated bridge circuit was also
used so that the characteristics of a bridge circuit would be understood for the EST.
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Table 3.1 Purposes of the Mechanical Strain Test
1. calibrate and test linearity of gauges
2. determine the minimum detectable strain and
the accuracy of measurements
3. explore noise sources and their elimination
4. gain experience with gauges and the use of noise
rejection techniques
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-37-
The Wheatstone bridge is operated near its balance point, therefore there is little DC offset
of the output signal. Slow fluctuations - primarily in temperature - cause a small DC level
to develop. But since all of the measurements are AC, this level is filtered out in the detection
electronics. In the Electromagnetic Strain Test, with an AC bridge voltage, an offset results in large
noise passage and is therefore more critical. In Chapter 4, the design of a self-balancing bridge
circuit is described.
The output of the Wheatstone bridge is given by the expression:
r AR 1  AR 2 _AR3  ARg (33)
(1V+r) 2 R, R 2  R3  R9
where r - R2 /R 1 . Using a circuit sensitivity S, = V/e and only one variable leg in the bridge,
it can be shown that
Sc = r Sg VP9Rg/ (3.4)
where P, is the gauge power and R. is the gauge resistance. Examination of this expression reveals
that it is desirable to operate at the maximum power to the gauge. This is generally limited to
< 250 mW with a good heat sink. It is also desirable to balance the bridge with large resistors such
that r is large. There is a tradeoff here, since the applied voltages can become fairly high with little
gain in circuit sensitivity after a point. The value r = 9 is often chosen as a good compromise,
leading to voltages of less than 100 v.
3.2.3. Performance of Gauges and Circuits
A key feature of these experiments is the treatment of noise, including thermal, electrical,
and vibrational. The choice to use synchronous detection offers the possibility of eliminating many
of the problems which are normally encountered in strain measurement. Most notably, there
is no compelling reason to use temperature compensating circuit elements or self-compensating
gauges. Changes in temperature can cause enormous changes in circuit output compared to the
strains being measured (the temperature coefficient of gauges is typically -, 2.5pe/*F). However
these changes occur on a time scale hundreds or thousands of times slower than the true signal.
Therefore, temperature variations are automatically compensated in the detection electronics.
Electrical and vibrational noise are classic problems for which the application of synchronous
detection is only a partial solution. Good vibration isolation and electrostatic shielding are necessary
to keep wideband noise from interfering near the detection frequency band and/or saturating the
input channel of the amplifiers. Even though the lock-in amplifier is designed to narrow the
detection bandwidth, in practice there is a limit to its effectiveness. More discussion on this topic
appears in chapter 4.
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Often linearity is a problem in strain measurement. The gauges themselves react nonlinearly
to strain; the gauge sensitivity is not truly a constant. In addition, the circuit equations derived
earlier do not include a nonlinear factor which is important for strains > 5%. In the regime of
10-1 to 10-9, all of these nonlinear factors should be negligibly small. In future. analysis, the
gauge circuit signal will be assumed linear with strain.
3.2.4. Rosette Calculations
For rosette calculations, the following formulas are used to obtain the principal stresses from
the gauge strains: 3 .2) (refer to figure 3.3 for definition of strains)
Maximum Normal Stress ('max):
Eie + +y[e 63 )2 + (22 - El - 63)2](.)
- VI(l 63(3.5)
Minimum Normal Stress (cmin):
Ej El + C3 )2+(E 1E E 2
- + v \[(El -3)2+(2e2 - e3)2} (3.6)
Maximum Shear Stress (rm.)a
2(1+ E ) - E3)2 + (2E2 - E1 - E3)2] (3.7)
Angle from Gauge 1 Axis to Maximum Normal Strain Axis (4):
1 t 2C2 - 61 - E3 (3.8)
2 . C1 - C3 .
Stress at an Arbitrary Angle from Maximum Stress Axis (a'):
OmazcOs 2' + Ominsin 2 0 (3.9)
3.3. Lock-in Amplifier Theory and Technique
Since the use of synchronous detection so strongly affects many aspects of these experiments,
it is worthwhile to consider the basic operation of a lock-in amplifier. The fundamental components
of a lock-in amplifier are a 2-signal mixer and a variable time constant low pass filter. As shown in
Figs. 3.4 and Fig. 3.8, the input signal to be measured is sent into a gate which is chopped by a
square wave formed from the reference signal. The reference signal must be of precisely the same
frequency as the detected signal and is usually derived from the input signal source - in our case
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the currents applied to the electromagnet. A phase angle adjustment on the reference signal allows
for exact alignment of the two signals.
Each fourier component of the input signal produces sum and difference frequencies When
they are mixed with the reference signal, as in
cos(wit) cos(w2 t + #) = cos[(wi + W2)t + ] + cos[(wi - W2)t - (3.10)
(Note: care must be taken due to the fact that the reference signal is converted to a square wave
in the lock-in amplifier. This means that additional higher harmonics of the input signal will
be detected if they are at a harmonic of the reference signal.) The existence of a signal at zero
frequency can be caused only by the one component equal in frequency to the reference (or its
harmonics). Therefore, the signal level at zero frequency is proportional to the desired input signal
strength. To obtain the DC level, the mixer output is filtered. By increasing the time constant of
the filter, the lock-in integrates over more cycles and therefore decreases its effective bandwidth,
increasing the sensitivity of the measurement.
3.4. Other Techniques in Small Strain Measurement
The greatest problem encountered in these experiments was detection of small signals in
noise. Much thought was given to alternate concepts in ultra-small strain measurement techniques
- particularly optical techniques. Future efforts in this area may find it advantageous to switch to
one of these alternates. 'Fable 3.2 is presented to summarize the various methods considered. They
all fall into two categories: optical techniques and electrical techniques. Electrical devices suffer
from the generic problem of electrical noise susceptability, but are much cheaper and easier to use
than optical devices. The choice of semiconductor strain gauges somewhat alleviated the problems
with noise due to their excellent sensitivity.
3.5. Experiments and Results
3.5.1. Description-of Experiments
Table 3.3 summarizes the measurements which have been performed and their purposes. In
brief, the Mechanical Strain Test checks the linearity and calibration of the gauges as compared to
a Fabry-Perot interferometer. In addition, the limitations of semiconductor strain gauges at very
low signal levels have been explored with and without the technique of synchronous detection.
The principal limitation to how small a strain one can detect is due to background noise - both
electrical and mechanical/vibrational.
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Table 3.2 Techniques in Small Strain Measurement
A. Electrical Techniques
semiconductor strain gauges
metal foil strain gauges
B. Optical Techniques
holographic interferometry (with heterodyning)
speckle pattern interferometry
fiber optic sensors
Fabry-Perot interferometry
Table 3.3 Summary of Measurements Taken for the MST
A. Compare strain gauge circuit output with Fabry-Perot
interferometer output
* determine linearity of gauge
. measure circuit sensitivity and compare
to calculated sensitivity
B. Calibrate strain gauge circuit output with
electromagnet voltage
. determine characteristics of magnet for
small strain tests
C. Small strain tests
. determine minimum strain measurable
without synchronous detection
" determine minimum strain measurable
with lock-in amplifier
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The test stand used in these experiments is sketched in Figs. 3.5-3.6. The test piece is a brass
cylinder which consists of thick end support sections tapering to the central test section where the
strains occur. The central section measures 130 mm long, 16.1 mm in radius, and .127 mm thick.
It is supported on top by a heavy Invar frame and from below by a cylindrical electromagnet
attached to the frame. The electromagnet is responsible for producing the 1-D strains.
A single semiconductor strain gauge is mounted with epoxy on the active tube section. The
axis of the gauge is parallel to the cylinder axis. In addition to the gauge, two 90% reflective
mirrors are mounted at the ends of the test section to form the optical cavity for the Fabry-Perot
interferometer.
Circuit diagrams are given in Figs. 3.7-3.8 for the Fabry-Perot and the low signal experiments.
Component values for the strain gauge bridge circuit are given in Fig. 3.9.
3.5.2. Fabry-Perot Experiment
The Fabry-Perot test measures strain with the gauge and with a Fabry-Perot optical cavity
and compares the two. This comparison was used to validate the gauge response in a high strain
range.
A Fabry-Perot interferometer works by sending coherent light into an optical cavity formed by
two parallel, partly transparent mirrors. When the light reflects off of the mirrors, it interferes with
itself. Depending on the exact spacing of the mirrors, the interference can be either constructive
or destructive. Due to the fact that the light reflects many times, on the average the waves cancel
one another except when the spacing of the mirrors is very close to a half-integral number of
wavelengths. In this case, a strong light signal can be detected emanating from the ends of the
cavity.
The response of a Fabry-Perot interferometer versus mirror separation is characterized by
a mathematical function called the "Airy function". This function is composed of narrow peaks
at each 1/2 wavelength of the laser light. Since the form of the Airy function is well known, it
is possible to adjust the mirrors so that their separation places the optical response directly on
the side of one of the peaks. Then very small *movements of the order of 1/100th of the laser
wavelength can be discerned. This sort of measurement requires very sensitive measuring and
alignment equipment and therefore was not performed. Rather, for this experiment the peaks are
counted as the mirror separation is increased. This implies that only fairly large strains can be
studied. Smaller strain measurements are made without cross checking with the interferometer.
The test cylinder is typically placed in tension before running any test. This is accomplishe'd by
mechanically tightening the flanges at the ends and then applying a DC voltage to the electromagnet
coil of 4-8 volts. (The coil was designed to produce -1 lb/volt.) After an operating point is
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established, small changes are made to the coil voltage. Simultaneous measurements are taken of
the optical cavity response as it passes through its interference peaks and the strain gauge circuit
response. Figure 3.10 is a comparison of these. It shows good linearity of the strain gauge at
these levels of strain. Much of the uncertainty in the DC calibration results is due to poor thermal
stability in the laser and in the bridge circuit. Slow drifts require that readings be taken rather
quickly. For the data of figure 3.10, an x-y chart recorder was used which swept out the traces in
~15 seconds.
Fabry-Perot resonances normally occur every half wavelength of separation between the
mirrors, or 3164 A for the He-Ne laser. However, more than one wavelength exists in the cavity
of the laser employed. This is a result of the fact that the laser cavity will resonate whenever an
integral number of wavelengths fits inside the cavity, subject to the restriction that the wavelength
is within a narrow envelope centered at 6328 A. It has been demonstrated by close observation of
the peaks that there are actually two wavelengths radiating from the laser. Therefore, there are
two peaks for every 3164 A of mirror separation.
Given the test piece length of 13 cm., the expected strain per peak should be
3164 X 10-8
= 1.217pi/peak.
2(13)
Using Fig. 3.10 and the gauge circuit sensitivity given by equation 3.4 of 23.6zv/p.&e, we calculate a
strain per peak from the gauge of 1.17ye per peak. This is a 4% error compared to the Fabry-Perot
results, well within the error of the measurements.
3.5.3. Electromagnet Calibration
For the low-strain experiments, the Fabry-Perot interferometer was not used. Peak counting
is not possible at small strains, and the hardware available was not capable of calibrating with a
single peak. Therefore, it was necessary to calibrate the strain signal detected versus electromagnet
current, where the electromagnet current is related to the force imposed. The calibration is done at
large strains and extrapolated assuming local linearity of force versus electromagnet current. The
data for the calibration is contained in figure 3.11. The derivative of figure 3.11, smoothed by
cubic splines, indicates that the optimum operating point is at a DC current of 1.0 amps. At that
point, the value of the derivative is ~ 300,v of gauge circuit output per amp on the magnet, or
10,te/amp.
In addition to the DC calibration, a more accurate AC calibration was performed at 29 hz.
and an operating point of 1 amp. The test was performed at rather large strains of 0.1 x 10-6 <
e < 4.2 x 106. The output signal is filtered, amplified, and sent directly to an oscilloscope.
The measurement is then taken visually off of the scope, with errors resulting primarily from the
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inability to read the signal strength over the ambient noise level of -1 microvolt. The results show
that at the level of noise present, strains below 3 x 10-7 are not easily measured directly. The
calibration gives 2.7pc /amp at strains below 10- (see figure 3.12).
3.5.4. Small Strain Tests
The small-strain tests were executed by applying a small, sinusoidally varying signal to the
electromagnet and observing the gauge circuit response. They were operated at strains of 10-9 <
< 400 x 10-9 and frequencies of 29 hz. and 21 hz. Again, the strain is computed from the
output voltages using the AC calibration of section 3.5.3. However, for these tests, the signal
is sent to a lock-in amplifier which generates a DC level proportional to the RMS input signal
strength. The lock-in reference frequency is obtained from a synchronous pulse produced by the
signal generator. For these data, integration time constants varied between 3 and 100 seconds,
depending on the strain range. Generally speaking, for strains > 10-7 , 3 seconds was sufficient.
For e > 10-8 , 10 seconds was sufficient. And for e < 10-8 , a 30 second time constant was
necessary. The low-pass/high-pass pre-filter was set at 3 db frequencies of (30 hz low, 30 hz high)
for the 29 hz experiment, and (10 hz low, 30 hz high) for the 21 hz experiment.
Data of lock-in signal versus calibrated strain appear as figures 3.13-14. The calibrated strain
is computed from the magnet current, using figure 3.12. The lock-in signal is converted to strain
using 29.3Av/pe for the circuit sensitivity. The difference in circuit sensitivity as compared to the
Fabry-Perot experiment is explained by a change in bridge voltage. The data show that down
to about 3 x 10-9 the amplifier can lock in and follow these small strains. The absence of
frequency dependence in the results indicated that induced voltage pickup from the magnet and
reduced magnet response are not being observed. Induced voltages were additionally tested for
by unscrewing the test cylinder and repeating the measurement with the gauge close to its normal
position. No signal was observed under these conditions.
3.5.5. Conclusions
Using standard off-the-shelf strain gauges and no particularly sophisticated means for noise
removal other than filtering, semiconductor strain gauges were operated and calibrated down to
S10-9 in/m. For e > 10-7, strains can be picked out of the noise by eye. For 5 X 10-9 < e <
10- the lock-in amplifier can easily track the signal in the noise. For e < 5 x 10-9 the lock-in
accuracy begins to deteriorate (- 10%), and at e < 2 x 10-9 it is difficult to lock in to the signal
at all.
The primary sources of noise were studied to determine simple ways to improve the sensitivity
of measurement. Noise sources must be minimized because the limitations on detectability and
accuracy are determined by the noise levels and the noise-to-signal ratios obtainable in the detection
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electronics. Proper application of gauges and gauge lead wires as well as careful attention to noise
reduction techniques in the wiring of instruments can be major factors in determining the quality
of data obtained.
Active bandpass filtering was attempted, but the 60 liz coming through from the filter power
supply overshadowed the usefulness of this technique . Even though the signal to be recorded is
not near 60 hz, a sufficiently strong noise signal will saturate the pre-amplifier and make detection
impossible. This problem accentuates the fact that batteries should be used whenever possible. A
battery powered filter was not attempted on this experiment.
Another technique for noise reduction which was tested is electrostatic shielding of the test
apparatus. This was relatively ineffective because the majority of the noise is being picked up
in the shielded cables and electronic instruments. Multiple shielding of the cables is desirable in
future experiments.
Tests were performed on the effect of varying the bridge circuit sensitivity. The results show
ambient electrostatic noise can become much smaller relative to the signal by increasing the bridge
voltage. However, the level of vibrational noise also increases in proportion to this voltage. The
net result is that detection is no easier. This points to the need for effective vibration isolation for
future experiments. Improvements in this area alone could improve the detection sensitivity by an
order- of magnitude.
Table 3.4 summarizes some of the problems and sources of noise which limited the range
and accuracy of the measurements. There is good reason to believe that further measures in noise
reduction such as shielding of cables and vibration isolation will allow operation in the range
10-10 < e < 10 9 . This is desirable in order to detect the details of the current distributions in
the future experiments.
The success of this first experiment in no way guarantees the ability to detect these same
strains in the simulation experiment. Strains in the simulation experiment are induced by electric
currents flowing within the structure itself. If these currents are oscillating at a frequency wo, then
forces are expected at 0, wo, and 2wo. The absence of electric currents in the strained structures of
the Mechanical Strain Test made it easy to lock in to the real signal, since there was essentially no
synchronous noise. Therefore, the critical test lies ahead in the Electromagnetic Strain Test.
References:
3.1 J. W. Dally and W. F. Riley,'Experimental Stress Analysis, McGraw Hill, 1978.
3.2 BLH Electronics, SR-4 Strain Gauge Handbook, Waltham Massachusetts, 1980.
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Table 3.4 Major Problems Encountered with the MST
A. Fabry-Perot Experiment
1. multiple Fabry-Perot peaks
2. poor thermal stability of laser
3. poor thermal stability of Wheatstone Bridge
B. Low-strain experiment
1. strong 60 hz from instruments
2. low frequency noise at f < 30hz
(primarily vibrations)
3. mechanical resonances at f > 400hz
4. poor response of electromagnet at f > 30hz
5. large inductive effects at f > 400hz
in both magnet and coupling to cables
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Chapter 4
Electromagnetic Strain Test Design
4.1. Overview
In the Electromagnetic Strain Test, strains are produced by mechanisms similar to those in a
tokamak during disruption. Current-cariying "source" filaments simulate plasma currents, passing
through the center of a cylindrical copper shell. The ends of the shell are connected with a low
resistance return current path to allow the flow of axial current which is the principal component
induced. The time-varying filament currents induce shell currents in the cylinder which then
undergo J x B forces with their own self field as well as with the filament fields. In addition, an
external magnetic field coil is included to simulate interactions of the shell currents with the main
toroidal magnetic field in a tokamak. The decision to use cylindrical geometry was made due to
the overwhelming difficulty of building a toroidal structure as compared to a cylinder.
Two different test geometries were examined. In the first test the structure was a continuous
cylinder and the source currents were given spatial variation. (The principal case studied was a 2/1
helical pitch with (1 + cos(20)) variation in magnitude.) For the second test a circular hole was
machined into the cylinder. The hole was then instrumented with gauges and the source current
was changed to a uniform, axially-directed current at the center of the cylinder.
There are three principal purposes of the Electromagnetic Strain Test. These are summarized
in Table 4.1. First, the tests establish the capability and techniques of measuring small electromag-
netically produced strains. These techniques can then be extended and/or modified to be used in
other experiments - in particular ones with real plasmas. Second, the experiment generates data
for computer code verification in the simplified cylindrical geometry. The calculational part of this
thesis is tested against these measurements. Third, the data can be analyzed together with scaling
arguments to determine directly the expected levels of strain in a larger machine.
For the purposes of discussion, the EST apparatus can be considered to consist of four
functional parts. As shown in Fig. 4.1, these are:
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Table 4.1 Purposes of the EST
. verify the measureability of electromagnetically
produced strains -
. study techniques for improving the measurements
. generate data for computer code verification
. provide data for direct scaling to reactors
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The apparatus is constucted in a cylindrical shape for ease of construction and to improve
access. Although all toroidal effects are ignored, both spatially nonuniform source currents and
a spatially nonuniform structure are treated. The question naturally arises as to what important
effects are being omitted. One way to address this objection is to point out the types of problems
which the cylinder can model. For the eddy current problem, the differences seem small.
The main difficulty with using existing eddy current codes has been their inability to treat
multiply-connected structures. Since the cylinder test includes connectedness, it is a valid test of
the code's capabilities in this area. Another possible objection to using a cylinder is the extra
degree of symmetry it possesses. An example problem where this shows up is the torus with a
poloidal cut as compared to a cylinder with an axial cut. In the case of the torus, large currents
will still flow when an axial current transient is imposed, whereas for the cylinder there will be no
currents induced. However, the inclusion of asymmetric source currents and asymmetric structural
discontinuities in these tests makes this a lesser concern.
For the structural calculation it is less clear that the cylinder is a good approximation of
a torus. As discovered in the experiments, the structural response tends to depend strongly on
boundary conditions and constraints which are quite different for the two cases. In this case,
since well tested finite element codes are used, it is assumed that if good results are obtained in
cylindrical geometry, then there is no reson to suspect that toroidal geometry would be problematic.
The current level passing through the shell is approximately 1 kamp RMS sinusoidal steady
state. The reason for sinusoidal currents was discussed in the previous chapter where synchronous
detection was treated. Since any time dependence can be treated as a sum of Fourier components,
no significant loss of information is inherent in this method. In practice, the limitations of the
filament power supply restrict the frequency range to a fairly narrow band between 100-1000
Hz. In order to obtain the relatively high level of current, a transistor amplifier power supply
was constructed using common bipolar power transistors. The output of this amplifier is passed
through an iron core transformer which was wound especially for this application. The amplifier
and the filaments are both water-cooled, dissipating on the order of 2-3 kW each.
The external magnetic field coil also has water cooling and is capable of supplying 0.1 Tesla
on axis, with a 250 mm diameter bore. Like the transistor amplifier, the DC power supply used
for driving the current is a modified Airco "Bumblebee" type arc welder.
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The detection circuitry consists of rosettes of semiconductor strain gauges which are used as
elements in a self-balancing AC Wheatstone bridge circuit. The output of the bridge circuit is
passed through amplifiers and filters, and finally sent to a Keithley lock-in amplifier for processing.
The reference channel of the lock-in is driven by electronic circuitry which picks out only the
frequency at which the strains are expected to occur. For self-interactions and interactions of
shell current with filament fields, the proper frequency is the sum of twice the filament current
frequency plus the Wheatstone bridge frequency. For interactions with the external field, the
correct frequency is the simple sum of the filament current frequency and the bridge frequency,
since the external field is DC
4.2. Test Piece and Return Current Path
The strain gauges are mounted on a copper cylinder which is situated just outside the three
sets of filaments. (see Figs. 4.2-4.3) The total shell length is 305 mm, with approximately 25 mm
extra on each end after the filament pitch is discontinued. The thickness is 0.38 mm, with a
fairly large tolerance of ± 20-30%. It was machined as thin as possible without risking breakage
in order to maximize the strains observed. The cylinder is mounted with its axis vertical and
securely fastened (encastr6) at the lower plane. The upper edge is allowed to move freely in the
axial direction in response to the stresses induced. A small flange at the top rim was necessary to
maintain the circular cross section. In the design, this rigidity was not expected to influence the
important strain patterns away from the top. On the other hand, with a substantial mass at the
top, low frequency structural vibrations are expected. These limit the usable frequency range for
the source currents in the filaments.
It is desirable to analyze the strains induced in the test piece with a static strain calculation
even though it is being driven with a sine wave, I = I, sin(wt). In order that this analysis be
correct, two factors must be taken into account. First, phase angle relationships between the source
current and the induced currents will occur due to the inductive and resistive impedances involved.
Second, we must ensure that the frequency at which the strains are being driven is well below the
natural vibration frequencies of the structure. The satisfaction of this latter criterion makes the
problem "quasi-static".
In order to find the appropriate frequency range for operation, three of the lowest frequency
structural modes associated with the top flange were examined: the pure longitudinal mode, the
pure torsional mode, and the cantilever mode. In all cases, the following data are used to evaluate
the expressions: (see nomenclature for definitions)
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E = 11.7 x 10 10N/m 2
r = .0635m
L = .254m
I = 7rr t - 3.065 X 10 7m
G = 4.4 X 10 "N/m 2
t = 3.8 X 10- 4m
A = 7rr 2 = .0127m 2
f = w/27r
In addition, for all cases we assume that the entire test piece mass is concentrated at the
top flange. This is a fairly good approximation which greatly simplifies the calculation and is
conservative since lower frequencies result. The simple spring equation is applied for each case:
d2 xIm d2+ kx = 0 (4.1)
where x is an arbitrary 1-D displacement. The solution is a sine wave with frequency
J = -k (4.2)
where k is the spring constant, force per unit displacement. The method used to find the lowest
resonant frequency is to apply a unit force, compute the expected displacement, and divide by the
mass as in eqn. 4.2.
1) Longitudinal Mode
For the longitudinal mode, the movement is axial.
flange away from the equilibrium position, then
If x is the vertical displacement of the
=f= 
z
The axial stress is easily obtained as
F
27rrt
(4.3)
(4.4)
combining with the definition of E, we get
E
F 2,rrt Ek - -- - = 6.98 X 107N/mX L
1330f= Hz
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(4.5)
(4.6)
(4.7)
2) Torsional Mode
For thin-walled cylinders, the flange can twist through an angle 0, thus producing a shear
strain given by
dO
= r (4.8)
L
The shear stress is proportional to the torque, T,
TTr2 t (4.9)21rrt
F T - 2rr2tT (4.10)
r r
x rO = 'L (4.11)
Using the definition of the shear modulus G =r/-, we get
F 27rr2 tG_k -2.63 X 10' (4.12)
X rL
817f =- Hz (4.13)
3) Cantilever mode
The governing element of the flexibility matrix is: (4.1)
k - + =- 6.54 X 106 (4.14)
GA 3EI
therefore
f = 407/v'm Hz (4.15)
With a total flange mass of .322 kg, the lowest resonant frequency is the cantilever mode at 717
Hz.
After preliminary data had been taken, it became clear that other resonances existed in
addition to the top flange modes. These are the class of vibrations termed "modal resonances" in
which the boundaries remain fixed but the structure deforms radially according to
w = wo cos(27rmx) cos (nO) (4.16)
As it turned out, these were the more significant resonances; much more detailed discussion on
them appears later in this chapter.
The current path for the test piece must be closed in order to allow circulating currents. This
is done by soldering copper conductor at the top and bottom flanges of the test section. For the
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initial data runs, braided ground wire was used in order to avoid extra structural constraints being
added at the top flange. However, trouble with the coupling between the filaments and the shell
circuit led to its replacement with solid copper bars 25 mm wide by 300 mm long by 1.6 mm thick.
The approximate radius for the return current path is 90 mm - just inside the filament return
current paths.
The return current path was designed in such a way as to direct the return currents along
the axial direction. In this way the interaction of the fields from the return currents should be
minimized, since in the ideal case of an infinitely long cylinder carrying axial current there is
no internal magnetic field generated. Deviations from this approximation occur mainly near the
cylinder edges where the current flow is radial. The gauges were always placed as far from the
edges as possible in order to minimize this effect. The same strategy was also used for the filaments
where inside the shell they are helical, but outside they flare out radially and return along the axial
direction. By spacing the return filaments as close together as possible and keeping their currents
equal, a cylinder is approximated with only axial currents.
4.3. Filament and Power Supply Design
In order to insure a measurable level of strain consistent with the experimental goals, the
simple case of forces generated by a single straight central filament was analyzed. Pressure is given
by
P = K x B 1= 2 (4.17)
where K is the axial surface current density and B is the poloidal magnetic field. The stress and
strain are obtained using
a= (4.18)
.t
E = 4 2 t (4.19)E47r2atE
Using values relevant to the experiment, we obtain e = 1.2 x 10-1412. Fig. 4.4 is a plot
of this equation, from which we see that currents of 1000 amps or greater will give us strains
of > 10-. This is a reasonable strain level with synchronous detection. In order to insure
detectability of the smaller longitudinal strains, an approximate goal of 3 kAmps was set. This is
accomplished using - 15 passes of the filaments at 200 amps/turn.
4.3.1. Filament Geometry
The filaments were chosen to be 4.75 mm OD hollow copper refrigerator tubing to allow for
easy removal of the 2 kW of heat being dissipated during operation. They run through the center
of the test pieci with pitch angles defined by the strongest tearing modes expected during a plasma
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disruption. One filament set runs along the axis to simulate the main toroidal plasma current (see
Fig. 4.5). The need to include helicity is subject to debate since the amount of helicity is small and
the main effects of disruptions are expected to be a result of the main toroidal current. However,
it was decided early on in this investigation that interactions of the poloidal currents should not
be discarded. The Jx B interaction of poloidal currents with the main toroidal field is expected
to have the same order of magnitude as toroidal currents with poloidal fields. In addition, smaller
effects due to the poloidal currents may still be important when the effects of the main toroidal
current are mitigated.
Each filament runs through the test piece and connects on top to 6.35 mm tubing which
bends around to the 12.7 mm tubing outer return current path. Larger cross section filaments are
desirable to increase cooling capacity and to decrease the electrical resistance. Decreasing resistance
means less heat to remove and also less power to be supplied by the power amplifier.
4.3.2. Amplifier Design
The goal of supplying 2 kW at 3 kamps can be met by a variety of amplifier types. The first
constraint is that it must be "home-made", since the cost of a commercially availbale a.c. power
supply would be prohibitive. There were two main concepts studied: a parallel resonant circuit
and a transistor amplifier.
The idea of a resonant circuit is attractive due to its simplicity. A large capacitor and inductor
are placed in parallel and connected to a high voltage supply. The equivalent impedance of this
circuit is very high at the resonant frequency, drawing little current from the power supply. Within
the legs of the resonant circuit, however, large currents flow. The filaments would be located in
one of these legs.
The problem with this idea is that very large nonpolar capacitors are needed - much larger
than were available. So the idea of a high current power amplifier was chosen. The final design
was a push-pull configuration with all npn transistors and an output coupling transformer (see Fig.
4.6). The main source of power is a 200 ampere Airco DC arc welder. A push-pull amplifier was
chosen for its high efficiency (ideally as high as ir/4) and more importantly due to its absence of
net DC current through the output coupling transformer. This is important since even a small
imbalance of 10-20 amps will saturate the core, degrading the transformer's ability to pass power
without distortion. Distortion is one of the major problems experienced with the amplifier.
The transistors used were Motorola MJ15022's. These are low cost, 16 ampere, 200 volt silicon
transistors capable of dissipating 250 watts each at room temperature. Each side of the push-pull
consists of 8 transistors in parallel driven by a Darlington transistor for beta enhancement. The
transistors are mounted on a 5.5 mm copper plate which has copper tubing soldered on for cooling.
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Table 4.2 - Summary of Filament Design Parameters
Filament Geometry
maximum filament current 200 amps
filament length 406 mm
outer diameter 4.8 mm
inner diameter 3.2 mm
# turns, 3/2 mode 5 X 3
#turns, 2/1 mode 8 X 2
# turns, 1/1 mode 16 X 1
resistance of 1 filament set .0170
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All of the bases are in parallel and the emitters are connected through individual 0.150 current
sharing resistors to ground. The bases are driven by a separate current source circuit.
Design of the base drive circuitry was complicated by problems inherent with high power
signal processing. Owing in part to the poor characteristics of the transistors, the power amplifier
delivers an output signal with large amounts of harmonic distortion. The strong dependence of
3, the current gain, on temperature and current level results in output which is far from purely
sinusoidal. It is also characteristic of push-pull amplifiers to exhibit cross-over distortion; that is,
sharp voltage spikes which occur when the current is transferred from one side of the amplifier to
the other. Voltage feedback to the bases is particularly enhanced by these high frequency noise
components.
The level of distortion (i.e. signal at other than the fundamental harmonic) at full power
without treating the problem approaches 10-20% at the transformer primary. This is intolerable
for two reasons. Since the signal must pass through the power transformer and then through the
filament-to-shell path which is effectively another transformer, the higher frequency components
are amplified with respect to the fundamental. The shell currents end up far from sinusoidal.
Second, harmonic distortion results in inaccurate strain readings. Harmonics of current and field
will mix and be detected by the lock-in amplifier in ways which can not be properly accounted
for. The end result of these effects is that a simple voltage drive to the bases is not possible. A
rather complicated base drive circuit was designed to improve the signal to the filaments.
The final circuit which was used consists of two nearly identical channels with several stages
(Fig. 4.7). The first stage is an "ideal" diode with zero forward voltage drop which cuts off one
side of the voltage input sine wave for each channel. This signal is buffered and on one channel
inverted so that only positive currents are provided for the npn power transistors. The third stage
lifts the voltage slightly above zero so that the power transistors never turn off completely. It
is at this point that the voltage feedback is also applied from the push-pull emitters to keep the
final waveforms sinusoidal. The last stage is a voltage-to-current convertor to supply the power
transistor bases with a signal relatively insensitive to voltage fluctuations. The only point where
parasitic feedback oscillations are possible now is at the feedback points, where care can be taken
to minimize the problem.
4.3.3. Transformer Design
The collector current of the push-pull amplifier is coupled to the load through a large iron
core transformer. The transformer acts to increase the current available from the power supplies
and also to isolate the load from the transistor amplifier. This implies less power dissipation and
greater efficiency. since the load dissipates no DC power at the operating point. The filament
design dictates the design goals for the transformer: 1) With all filaments connected, we want 200
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amps rms through 50 m. This implies that the core must be able to pass 2 kW. 2) In order to be
able to operate with either one, two, or all three sets of filaments and still deliver 2 kW there must
be taps on the secondary allowing for 2.8:1, 3.4:1, and 4.9:1. 3) The primary side characteristics
are 200 amps peak-to-peak maximum and 100 volts peak-to-peak maximum. This assumes that the
load is entirely resistive. As was discovered after construction, this is not the case. 4) The load
resistances are approximately 17, 34, and 51 mfl.
The core chosen is a standard "H" core with a 75 x 105 mm cross sectional area (Fig. 4.8).
The -core is rated for 9 kW operation at 60 Hz. Choice of the core was made primarily because of
its availability. The wire size used to wrap the core was selected to operate at steady state without
overheating.
Due to the small load resistance, leakage inductance can easily cause most of the voltage on
the transformer to be dropped across the leakage reactance. When the reactive impedance becomes
larger than the load resistance the phase angle between the primary voltage and current increase,
thus degrading the power transfer capability of the core.
Several techniques were used to minimize the leakage reactance:
* small winding radius (tight winding)
" small winding thickness (one layer)
" large winding length (use the whole core)
" small number of turns (gain by N-squared)
* low frequency
The most important of these is the absolute number of turns, since the inductance scales as
N-squared. There are of course limitations-to how far the number of turns can be decreased. The
final design uses 23 turns on the primary and taps for 4, 6, and 7 turns on the secondary. These
turns ratios are very close to the optimum coupling ratios given above.
4.4. Magnet and Magnet Power Supply
The single magnetic field coil is composed of 3 pancakes of wound copper ribbon with copper
tubing placed between the segments for cooling. It has an inner radius of 127 mm, an outer radius
of 254 mm, and an axial thickness of 102 mm. The coil has a resistance of 4.58 0 and the field
on axis is 43 Gauss/ampere. Operation at 0.1 T therefore requires 23.25 amps at 106.5 volts. A
modified DC arc welder power supply is used to drive the magnet.
4.5: Detection Circuitry
When detecting strains produced by electric currents, there are two distinctly different types
of noise to bhtieated. These are termed synchronous and asynchronous. The asynchronous noise is
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precisely the type dealt with in the Mechanical Strain Test. It is primarily due to the natural noise
environment, especially 60 hertz and its harmonics. The level is somewhere in the neighborhood of
1 tvolt and can be controlled to a large extent by proper shielding and grounding of all components
and cables. In addition, there are Johnson noise, shot noise, and thermal-induced fluctuations.
The Mechanical Strain Test showed that strains of 10-1 or less could be adequately detected in
noise fields of this type. The corresponding currents which produce E = 10- in our experimental
apparatus are - 300 amps.
If this were the only type of noise present, then it would be fairly easy to detect the strains
in the Electromagnetic Strain Test. Synchronous noise unfortunately exists when strains are driven
electromagnetically, and this noise cannot be treated with the same techniques as asynchronous
noise. The synchronous noise exists because the electric currents in the strained structure produce
magnetic fields proportional to the current. The magnetic fields thus produced link any strain
gauge element or wires near the structure and induce voltages which can be much larger than the
signal voltage to the gauge circuit.
To illustrate this, consider the field near a current sheet,
B - (4.20)2
If we take I = 5 kamp, f = 200 Hz, and a conservative perpendicular gauge area estimate
of 1 mm 2 exposed to the field, then the resulting voltage induced is 5pV. Compare this with the
Wheatstone bridge response to a rather large strain of 10-7. If the circuit sensitivity is 25p&V/pSe, we
calculate 2.5pV. Since the strain and the induced voltage are both excited by the same frequency
source current, it is difficult to know what part of the signal is due to a real strain. Techniques of
frequency separation appear useless.
There is one important complication of this problem which must be addressed: the strains
due to currents at the source current frequency w, do not all occur at the same frequency w1. Only
the interaction of the currents with the d.c. external field are at wl. The interaction of the currents
with their own magnetic fields occurs at 2w, and at zero. This is due to the fact that strains are
caused by J x B, and both J and B are varying as cos wt. One might conclude from this that the
self-force can be synchronously detected at 2w 1 without the noise at w, being a problem. However,
the problem still exists since the strains are at exactly 2w 1 . The normal operation of the lock-in
amplifier will result in a reading at 2w, due to the strong 2nd harmonic of the synchronous noise
at wl. A better solution in both of these cases is to detect at a frequency which is totally unrelated
to w1 .
This is accomplished by adopting a scheme which exploits the gauge circuit output dependence
on bridge voltage. Since the strain signal is affected by the bridge voltage but the synchronous
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noise signal is not, we can drive the bridge sinusoidally. Strains are then detected at the sum
frequency w1 w+2 , where w, is the source current frequency and W2 is the bridge circuit frequency.
For self-strains, the desired signal is at 2w, + w2.
The components of the detection electronics are discussed individually in the following
sections. Fig. 4.9 is a block diagram including the important circuits. Briefly, the lock-in amplifier
is the basis for the measurement. One side of the electronics drives the reference channel using
the frequencies extracted from the bridge and power amp signal generators. The other side drives
the signal channel from the amplified gauge response.
Before going on to discuss the techniques of bridge modulation and synchronous detection,
it is a good idea to reflect on other possible options. In the calculation of voltages done above,
a circuit sensitivity of only 25pV/puc was assumed. If this could be increased by 1-2 orders of
magnitude, then perhaps synchronous noise would not dominate the output. This is an important
point because the strain signal scales more favorably with cuirent than with noise in a reactor
size device. It is possible that the complicated techniques used for this experiment could be
avoided. Another way to enhance the signal to noise ratio and eliminate syncronous detection
is by improving the circuit sensitivity. The circuit sensitivity is proportional to both the gauge
sensitivity and the bridge voltage. Gauge sensitivities substantially greater than those in use are
just not available. Also, the gauge voltages. planned are already - 30 V peak-to-peak. Substantial
improvement in this area would require a high voltage a.c. source. For this small experiment,
direct detection does not look promising.
4.5.1. Gauges andLead Wire Configuration
The gauges are semiconductor strain gauges with gauge factors of - 110. They were purchased
from BLH in Waltham, MA. BLH sells many different gauges for special applications; however
the standard low cost model SPB3-06-12 was chosen. These are singly packaged, backed gauges
with 1.5 mm length and resistance of ~ 12011.
The gauges are laid out in 45" rosettes of three gauges at various locations on the shell. For
the structurally continuous shell test, the circumferential angle of the gauges is irrelevant since
they are rotated through a full 27r radians. The entire shell structure with return current bars
and attached gauges and lead wires is free to rotate between the filaments and the filament return
current tubes. The rosettes are located at two axial positions: one at the center of the shell (and
also the center of the magnet bore), and the second at 76 mm above the first. The rosette angles
are approximately 45*, although an error during the epoxying procedure resulted in the central set
being off by 10'. (see Fig. 4.10) This has no effect on the results, except that the different angle
must be included in the calculation of peak strain and principal axes.
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For the test with the circular hole drilled in the shell, the source current is circumferentially
and axially uniform, so the position of the gauges depends only on their distance from the hole in
both 9 and z. Fig. 4.11 shows that 5 rosettes were used. 3 rosettes cover one quadrant of the hole,
a fourth extends away from the hole 2 hole radii from the center of the hole in theta, and the 5th
is used to test symmetry. The two rosettes from the previous test are still in place 7r radians away
from the hole. They are used to measure effects "far" from the structural discontinuity.
4.5.2. Self-Compensating Wheatstone Bridge
The Wheatstone bridge was chosen again as the detection circuit. Due to the problems with
balancing a bridge, it would generally be better to use a potentiometer circuit where a blocking
capacitor allows only the AC signal to pass. However, the need to sinusoidally drive the bridge
circuit at a frequency comparable to the strain frequency means that huge noise signals would
pass through at approximately I volt (the bridge is driven at -10 volts), This problem can be
eliminated to some extent with a balanced bridge since in the balanced state no output appears
regardless of the input.
Unfortunately, the degree to which the bridge must be balanced is quite high. If the imbalance
is one part in 106, then the leakage of the bridge applied voltage will be comparable to the strain
signal. Actually, a leakage of 10 times the strain signal would not be a big problem with the
use of the lock-in amplifier. Still, small thermal drifts quickly upset the bridge balance and make
a measurement impossible. For this reason a DC self-balancing Wheatstone bridge circuit was
developed (see Fig. 4.12).
The basis of the self-balancing bridge is a low resistance power JFET (junction field effect
transistor). FET's are to a good approximation linear resistors when operated in the saturation
state. The condition of saturation is met for most FET's when Vg, < 0.2. This imposes the
requirement that the resistance is less than 15 ohms, since the bridge resistors on one side sum to
about 1000 ohms and the peak voltage is 15 volts. A power FET must be used, since small signal
FET's generally have much larger "on" resistances.
The gate of the FET is driven by op-amps which sample and amplify by about 106 the
DC error signal at the bridge output points which is supllied by a C-type dry cell. By correctly
choosing the positive and negative inputs to the op-amps, a negative feedback path is set up. Then
if an imbalance appears, the FET adjusts its resistance in such a way as to return to balance. Since
the FET requires about 4 volts on its gate, an error signal of ~ 4 uvolts can be achieved. This
is only true if the op-amp offset voltage is well balanced and no current is drawn through the
op-amp inputs. These conditions are met by choosing the LF355/LF356 FET input op-amps with
externally adjustable, temperature compensated offset.
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The use of feedback would be pointless if all unbalance signals were corrected, since then no
signal would ever appear. The op-amp amplifier stages are therefore made into high gain low-pass
filters so that frequencies over 10 hertz are not balanced.
One of the greatest problems with this circuit is the limitation on dynamic range because of
the needed sensitivity. Since the FET can change resistance by only one or two ohms, the circuit
must be fairly close to balance to begin with. To alleviate this condition, small trim pots for each
gauge are included in a gauge switching unit. Periodic adjustments were made to keep the total
gauge resistances equal to within 0.111.
4.5.3. Signal Filtering
One of the worst problems encountered in the acquisition of data relates to the large noise-
to-signal ratio of the incoming waveform at the lock-in inputs. The majority of the noise is at the
Wheatstone bridge frequency W2 ~ 400 Hz due to imperfect bridge balance and 2nd harmonic
distortion from the FET non-linearity. There is also some noise coming through the gauges at the
filament current frequency w, - 350 Hz. This noise has a tendency to overload the the input
stage of the lock-in amplifier, especially when thermal drifts cause movement in the FET operating
point. The lock-in pre-amp has a 3dB/octave filter built in; however this is insufficient since it only
attenuates the noise by less than a factor of 2 at best. (Note: the signal of interest is at w1 + W2
or 2w 1 + W2. The separation between signal and noise is approximately one octave.)
An active filter was-constructed to operate at the pre-amp output with the sole purpose of
avoiding lock-in overloads. The design is a 0.5 dB pass-band ripple, 6th order Chebyshev high pass
filter with the 3 dB point at approximately 600 Hz. Measurements show a factor of approximately
50 attenuation between the signal and noise frequencies. Gain at w -+ co is unity.
Each of the three second order stages has a transfer function given by
2
H(3) = 3(4.21)32 + (BWc/C)s + w2/C
where s=iw. The constants B and C are called the normalized filter coefficients and the quality
factor,Q, is defined by
Q =./1/B (4.22)
The magnitude of H(s) is given by
w2
H(s)|= (4.23)
- wC/C)2 + (BWcW/C) 2]
Each stage was constructed in the VCVS (voltage-controlled voltage source) circuit configuration
shown in Figure 4.13 with fe = 600 Hz and C1 = .01Af. Filter data appears in Table 4.3. (4.2)
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Fiqure 4.13 VCVS Active Filter Schematic
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Table 4.3 Filter Parameters
stage B
1
2
3
.1553
.4243
.5796
1.023
0.590
0.157
2062i2
56250
7687Q2
349kn
73.8k0
14.4k0
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The filter was very successful in eliminating the problem with input channel filtering as well
as giving a larger temperature range of operation of the Wheatstone bridge. With less noise getting
through to the input channel, the exact balance of the bridge becomes less critical and all facets
of the measurement are made easier. A plot of the analytically expected filter characteristic is
included as well as a photo of the measured response (Fig. 4.14-4.15).
4.5.4. Reference Channel Driver Circuit
In order to detect signals at the desired frequency, it -is necessary to supply the reference
channel of the lock-in amplifier with precisely that frequency. This must be derived from the same
signal generators which drive the currents and the Wheatstone bridge. Otherwise, the signal-to-noise
ratio is limited and frequency drifts are not automatically compensated. A circuit was designed and
built to supply the sum frequencies w1 + w2 and 2w1 + W2 to the lock-in. Fig. 4.16 is a schematic
of the circuit.
There are three main sections of the reference channel driver: the frequency doubler, mixer,
and band-pass filter. Frequency doubling is achieved with a phase-locked loop by locking together
the input frequency wi with the VCO (voltage controlled oscillator) output sent through a divide-
by-two counter. The phase-locked loop forces the VCO output to be 2w 1 such that the counter
output exactly matches the input frequency.
Mixing is accomplished by gating a unity gain amplifier between its inverting and non-inverting
output states. The control pulses for the gate are extracted either from the frequency doubler or
directly from the input signal. The effect of the mixer is to multiply the bridge-derived signal
sin (w2 t) by a square wave. The fundamental of the square wave yields the product
sin(w2 t)sin(wit + #) (4.24)
which is reduced using trigonometric relations to
COS[(Wi - W2 )t + 4] - cos((wl + w2 )t + 4j. . (4.25)
The band-pass filter passes the sum frequency, while attenuating the difference frequency
and the higher harmonics due to the fourier decomposition of the square wave. Leakage of the
difference frequency through the band-pass filter tends to cause jitter in the output signal by
modulating it. This effect can be minimized by proper selection of frequencies.
References:
4.1 J. J. Connor. Analysis of Structural Member Systems, New York: Ronald Press Co., 1976.
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Figure 4.15 6th Order Band Pass Filter
Measured Response
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Chapter 5
Electromagnetic Strain Test Results
5.1. Operation of the Experiment
In all of the tests, the principal source of data was the gauge response as measured by the
lock-in amplifier at the selected frequencies - (W1 + W2 ) for the external field interaction and
2w1 + W2 for the self-interactions and filament-shell interactions. The shell was instrumented with
a small number of gauges which are organized into 450 rosette sets. For the continuous shell
experiments (with helical source currents), the shell is rotated with respect to the filaments in order
to simulate the existance of many gauges located around the circumference.
The strain is a secondary quantity in the sense that it results from the induced currents and
fields which are the primary consequence of the source current transient. This fact makes sources
of error difficult to trace, since there is no directly measured indication of the details of the induced
currents in the experiment. A direct measurement of the full induced current pattern would be
useful, but very difficult.
The only knowledge of currents in the shell comes from a single measurement of total
axial current using a pair of Rogowski coils. Beyond that, other available techniques have been
considered but not implemented. One such technique is infrared temperature measurement of the
structure. This provides a low resolution indication of the magnitude of the currents which result
in 7712 eddy current heating. Another method of measuring the full current distribution passively
(i.e. without interfering with the currents themselves) is to cover the shell with magnetic field
pick-up loops or hall probes. These probes measure either static or time varying magnetic fields
near the structure. The currents are inferred from the fields they produce. These techniques were
considered too involved for the scope of these experiments.
5.1.1. Sources of Error
To understand the results it is important to appreciate the accuracy of the data and sources
of error. The general philosophy of the EST experiment was to accept sources of error when
they could be reduced to 10-20%. The effort to substantially improve on this was considered
unwarranted: in some cases this effort would significantly increase the cost and complexity of
the experiment. In many ways these experiments push the limits of the apparatus, including the
currents available from the power supply, the sensitivity of the detection electronics, and the noise
levels present. With the available equipment, it was sometimes difficult to detect any signal at
all; a net accuracy of 40-50% was accepted and efforts were made to try to understand how these
sources of error affect the results.
The errors are categorized as machining and spatial measurements, power supply characteris-
tics, and detection electronics. In the first category, one of the sources of error is the finite size of
the gauges. The maximum resolution of a measurement is -1.5 mm along the gauge axis due to
the active length of the crystal, and a similar distance perpedicular to the gauge resulting from the
alignment and epoxying technique used. In order to minimize these numbers, part of the backing
was trimmed off of the gauges.
In addition to gauge positioning on the shell, there is an uncertainty of several degrees in
the poloidal position measurement and errors due to machining imprecision. Perhaps the largest
contribution of all is from the variation in shell thickness which was measured to be 20-30%. Since
the gauges are permanently attached to one shell location, this error does not affect the spacial
variation, but only the absolute magnitude of the measurements.
The second category includes measurement of currents and waveform shape. The filament
current is fairly well characterized. A current shunt measures the current into the filaments directly.
With the shell current, it is impossible to direct the current through a shunt, so Rogowski coils were
used. Due to the geometry, a loop around the shell also must include current through the filaments
(see Fig. 4.5), so a second coil around only the filaments is used to subtract off that portion of
the signal. The Rogowski coil circuits have a frequency dependence which is not always precisely
cancelled in the measurements. In addition, readings are taken directly off of the oscilloscope
which is not a very accurate technique. The net result is at least a 10% uncertainty in the current
which, since strain varies as current squared, results in -20% error.
The waveform through the series of transformers is far from purely sinusoidal. Significant
effort went into designing feedback into the base drive circuitry and most measurements were
made at below full power in order to alleviate this problem. Cross-over distortion was fairly
well eliminated, however a 5-10% component of distortion remained primarily due to the current-
dependent voltage of the transistor amplifier. Since higher harmonic waveform distortion is at
multiples of the base frequency, this "noise" tends to pass through to the detection electronics for
one reason or another. One way is for frequency mixing of currents and fields in the shell. Another
possibility is for the higher frequency components to pass all the way to the lock-in amplifier where
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they can pass due to the nature of the synchronous detection procedure. (The mixer signal is a
square wave. See Chapter 3.)
The final category of error sources includes all of the signal paths from the gauges to the
lock-in amplifier. The gauges all have slightly different gauge factors and resistances. The gauge
factors are all between 114 and 124. This error of less than 10% was not corrected. The problem
of different resistances had to be treated because of the sensitivity of the self-balancing bridge
circuit. If the resistors are not equal to within 1%, then each measurement requires rebalancing
of all of the adjustments in the bridge circuit. The gauges were balanced by including trimming
resistors in the gauge selector box. These resistors have the undesircable effect of altering the gauge
effective sensitivity, since now not all of the resistance in the active leg of the bridge is responding
to the strains. The variation in resistances of the gauges is dependent on temperature and bonding.
The factory specs give a range of backed resistances between 115 and 120 f2. This 5% error is
particularly difficult to compensate since it is a time-dependent property.
After the gauge selection box, the signals pass into the Wheatstone bridge circuit which,
as discussed earlier, has a simple high pass filter so that DC variations are compensated. The
unwanted filtering of part of the real strain signal results in a frequency dependent error. Using
the transfer function for a high pass filter
H (5.1)
[1 + (fo/f)21p/ 2
with f, = 10 Hz, we can calculate an attenuation at 500 Hz of 2%. Similar errors are introduced
by high and low pass pro-filters after the bridge but before the lock-in amplifier.
The final source of error to be considered here is the lock-in amplifier reading. The output signal
from the Keithley model 840 lock-in amplifier is taken directly from a needle gauge on the front
panel. This itself introduces at least a 5-10% error simply because of the coarseness of the scale.
For many of the measurements there was a substantial error signal with no current flowing in the
shell. This was assumed to be a result of wideband noise emanating from the bridge circuit and
associated electronics. This error signal was subtracted off, but still affects the accuracy of the
measurements.
5.1.2. Selection of Operating Frequencies
Another quantity important to the understanding of the data is the operating frequency of
the source currents and the Wheatstone bridge. There are various hardware limitations on the
achievable frequencies.
1. The power supply performance degrades outside a fairly narrow range of frequencies. At
less than 200 Hz, the amount of current transferred to the shell becomes lowered due to the
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lowered inductive reactance. The mutual coupling between the filaments and shell improves
with increasing frequency. Above 400 Hz, the transformer losses become large and the
waveform begins to degrade.
2. The reference channel driver has a limitation on the frequency range to which its phase locked
loop can follow. Because of the need to operate in the two modes u1 + W2 and 2W1 + W2,
the range of useable source current frequencies is further limited.
3. The rapid roll-off high pass filter has a cutoff frequency near 650 Hz. Since the optimum
Wheatstone bridge frequency tends to be about 300-400 Hz, this limits filament frequencies
to > 250Hz for external field interactions.
4. The Wheatsone bridge frequency should be as high as possible but not close to an integral
multiple of the filament frequency. Unfortunately, frequencies much above 300 Hz result in
an increasing amount of second harmonic leakage of the bridge voltage through the filters.
The final selection of frequencies which gives good results for both self and external field
interactions is limited to approximately 250 Hz for the filaments and approximately 300 Hz
for the bridge.
In addition to hardware limits, the presence of resonant behavior throughout the allowable
range of frequencies adds a further limitation. The largest structural resonances are easy to locate,
as they tend to be more distinct. It is very important for reproduceability of the data that an
operating point is not chosen on the side of a large resonance. In this case, small variations in the
signal generator or the structural response can cause large changes in output. Significant changes
in the resonant frequency can come about due to temperature changes or small changes in the
structural supports.
5.1.3. Circuit Sensitivity and Data Conversion
For all of the measurements described in this chapter, the Wheatstone bridge voltage was
kept constant. This, together with the fact that the gauge factors were all approximately equal,
implies that the circuit sensitivity for all measurements was constant.
The circuit sensitivity is obtained from
1+r
This equation must be altered to take into account the time dependence of the voltages and strains.
Using the values in Table 5.1, we have
S, = 43.5 cos W2t (5.3)
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Table 5.1 Bridge Circuit Sensitivity Data
gauge resistance 110 f
gauge factor 118
r 10
bridge voltage 3.15 v. RMS
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Now note that the strains are related to the output voltage by the relation
V = Se (5.4)
With all of the correct time dependences included (the measured strains are at the frequency
(2w, + w2)),
V cos (2w 1 + W2)t = (43.5 cos w2 t)(e cos 2wit) (5.5)
Remembering that
cos x cosy = (cos(x + y) + (cos X - y)) (5.6)
the result at the frquency 2w, + W2 is V = 21.75E. Since the voltages measured are RMS voltages
and the desired strains are the peak values, the conversion from RMS voltage to peak strains
(hereafter called the circuit sensitivity) is S. = V/e = 15.38pv/pe.
5.1.4. Resonant Behavior
After observing a level of irreproduceability in the data which far exceeded the measurement
accuracy, attempts were made to discover any unexpected dependencies of the strain signal. One
of the measurements made was a scan of source current frequencies for the shell current. The
range of frequencies was limited on the low end by the supply voltage. The power amplifier
saturates at a lower voltage when the coupling between the filaments and the shell is reduced
at low frequency. On the high frequency end, a point is reached where the phase locked loop
circuitry in the reference channel driver can't lock in. In addition, above a strain frequency of 600
Hz, the structure begins to respond so slowly due to finite inertia effects that nonresonant strains
become small.
A plot of strain over the power supply frequency range 280 < f < 650 Hz was obtained
by elecromagnetic loading, subject to these limitations. Both self interactions and external field
interactions were measured at gauge #2, position 8. This gauge and position were chosen because
of the high quality of the data obtained in previous measurements. The results show several
resonances of amplitude about ten times the background level - much larger than the measurement
error. The strain frequencies of the two most pronounced peaks were measured from the self
interactions data at 660 Hz and 840 Hz (330 and 420 Hz for the currents). In addition, other small
bumps were detected at 360 and 550 Hz from the external field interaction data. Figs. 5.1 and 5.2
show the data, with the two independent measurements corroborating the fact that these are indeed
structural resonances.
After selecting an operating point near 240 Hz, careful measurements were made by scanning
frequencies in 1 Hz steps about a desireable operating point. This was done by using the VCO
(voltage controlled oscillator) feature of the Wavetek signal generator (model 144). An example
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plot of the frequency scan is shown in Fig. 5.3. One notable observation is that there appears to
be no single frequency which is completely free of resonant behavior. This will be an important
point when the data is analyzed.
After identifying these structural resonances with electromagnetic loading, a more controlled
analysis was attempted to chart out these and other resonances. A Tektronix 1L5 audio spectrum
analyzer was connected to the amplified output of the Wheatstone bridge. The frequency range
0-2 kHz was scanned and 15 resonances charted.
In order to improve the resolution of the peaks and also to extend the frequency range, the
cylinder was driven mechanically. A motor driven device was constructed to tap the cylinder at
rates between 5-25 Hz. This results in loading which is nearly a series of delta functions in time.
This should excite all frequencies, since an ideal delta function contains all fourier components
in equal proportions. The rapid tapping results in some frequencies being more strongly excited,
however the purpose of this measurement is only to identify the location of the resonances and
not their strength.
The results are tabulated in Table 5.2 and a plot of the data appears as Fig. 5.4. The low
frequency photo clearly shows 0 Hz, 60 Hz and the multiples 180 and 300 Hz. There are three
real peaks in the frequency range of the experimental data, 200-1000 Hz. These correspond to
the resonances previously measured at 550, 660, and 840 Hz. Finite element analysis predicts
resonances near these values due to the modes m/n= 1/2, 1/3, and 1/4 as well as several higher
n numbers for m = 1 and 2. The most pronounced peaks for the electromagnetically loaded case
are expected to be the 1/2 and 1/4 modes due to the fact that the loading is principally sin 26.
Further experimentation was done to try to verify exactly which modes were being driven.
The cylinder was fastened to a rotary table. As the table was rotated, the loading was moved
with respect to the gauge positions, thereby causing the vibrational nodes to move through the
gauges. These could be easily detected as peaks and valleys in the output. Each frequency could
be examined independently by tuning the spectrum analyzer to a specific frequency of interest.
The results were surprising. The 815 Hz peak clearly exhibited a circumferential mode
number n=5, and the 630 Hz resonance showed n=6. It is suspected that these high mode-
numbers resulted from the narrow spatial shape of the driving function. As seen in Fig. 5.5, for
axial mode numbers m=1 and 2, there are different circumferential modes at very nearly the same
frequency. The evidence is still compelling that during distributed electromagnetic loading it is the
n=2 and 4 modes which appeared.
The basic conclusion of all of the experimental, analytic, and computational work done
on resonant behavior is that there are many overlapping resonances even with the idealizations
of a uniform cylinder removed. The overlapping of this multitude of resonances over most of
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Table 5.2 Meaiured Mechanical Resonances
575
605
630
815.
1065
1100
1220
1260
1405
1475
1540
1595
1710
1800
1825
1960
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the available frequency range was a constant problem with the measurements and also with the
interpretation of the numerical results. Since the resonant behavior is so sensitive to structural
properties, it is not possible to exactly predict the structural response at any given frequency.
Unfortunately, the initial set of data for the experiment was taken at 340 Hz which translates
to a 680 Hz strain frequency for the self interactions. This could very well explain some of the
difficulty in reproducing the data, since it is on a very steep slope section of the resonance at
660 Hz. Small variations in either the operating point or the structural properties (e.g. boundary
conditions) could result in large changes in strain signal. On the other hand, operation at this
resonance has shown that modal resonances exist and that it is difficult to find an operating point
far enough away from them such that 'resonance behavior could be ignored in the analysis. In a
reactor situation it is to be expected that the same trouble will occur, since tori are also subject to
modal resonances.
Analysis of the Resonances
The problem of computing resonant frequencies is fundamentally very different from that of
computing the response of a structure to a particular loading. Resonant behavior depends only
upon the geometry of the structure. No indication of the magnitude of the response for any given
loading can be given. It is not a time dependent problem as is sinusoidal loading at a particular
frequency.
An analysis of the modal vibrations of a cylinder was attempted after the discovery of large
resonances in the experimental data. Much work in this area has been done early in the century.
The pioneering work was done by Lord Rayleigh who published the book "The Theory of Sound"
in 1877.0) In it he derived the formula for m=0 vibrations (where "m" is the axial mode number
and "n" is the circumferential mode number) with free end boundary conditions:
1 Eh2 2(n2 _1)2f = - ((5.7)27r 12pa4(1 - V2) n2 + 1
This he did by equating the kinetic energy at the mean position to the strain energy at the maximum
displacement.
In the 1930's and 40's. studies were continued and in 1948 Arnold and Warburton published
a work which analytically specified the resonant frequencies for the full spectrum of m and n
numbers for the boundary conditions called "freely supported ends".(5 .2) Freely supported ends
are allowed to move freely in the axial direction, but the end shape is constrained to remain circular.
This is actually quite similar to the conditions of the Electromagnetic Strain Test where one end
is clamped and the other is free to move, except for the existance of the flange which enforces
circularity at the top. In the paper by Arnold and Warburton, the strain energy is expressed in
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terms of sinusoidal displacements and the Lagrange equation is applied. A cubic equation results,
the roots of which give three frequencies for each combination of m and n. Two of the three
frequencies tend to be very high (inaudible).
The results of Fig. 5.5 for a connected structure are qualitatively much different compared
to a simple plate type body. There is a characteristic dip in the resonant frequency as the
circumferential mode number is increased. A minimum occurs at 4 or 5 for the m = 0 set of
resonances, and at higher n numbers as m is increased. This type of behaviour is not present in
simply connected structures where frequency monotonically increases with both mode numbers.
The explanation is as follows:
There are two contributions to the total strain energy. One of these is called stretching energy,
i.e. due only to extension of the middle surface of the deformed body. The other is bending
energy - due to perpendicular movement of the shell with no extension of the middle surface.
Stretching tends to entail higher energy for a given displacement. This can be seen by comparison
of the bending rigidity
K =(5.8)
12(1 - 1 2)
versus the extensional rigidity
D=Et (5.9)
1- Z,
Since t is a small parameter in the thin shell approximation, Bending rigidity is much smaller
than extensional rigidity. When a structure is reconnected, certain mode shapes require that both
stretching and bending take place simultaneously. The very lowest m and n numbers require a
graet deal of stretching in order to accomodate that particular mode shape. Higher mode numbers
require mostly only bending. At very high mode numbers, the effect of normal mode number
scaling overtakes this decrease in stretching energy contribution.
In addition to the analytic comparison, modes and frequencies were analyzed using the
structural analysis code PAFEC. PAFEC is described in Chapter 7. It is not necessary to
fully understand the code for this calculation. The experimental apparatus was modelled using
axisymmetric elements. For each poloidal mode number, the code finds eigenvalues of the stiffness
matrix which results in the resonant freqencies for that mode. These results are also presented
in Fig. 5.5. They show excellent agreement with the results using the theory of Arnold and
Warburton. This is an indication that the freely supported end condition truly applies. The figure
also includes the location of three of the experimentally observed resonances with electromagnetic
loading. It is very plausible that the observed resonances are 2/1, 4/1, and 6/1. It is also possible
that an m = 2 resonance exists, since three of these overlap with the frequencies observed.
-103-
-104-
N-
1
70C
5u
circumferential mod number (n)
Figure 5.5 Modal Resonances of the Cylinder
5.1.5. Data Taking Procedure
For the experiment with a helical source current. there is a spatial dependence of currents,
fields, and strains on thepoloidal angle. The 2/1 filament set is composed of two groups of
filaments each of which covers 900 of the circumference. In order to acquire the spatial behavior of
the strains, the shell was rotated with respect to the filaments, covering a full period of the source
current. Twenty equal spacings were used circumferentially, giving one reading per centimeter
along the shell. Most of the spatial detail of the strain pattern is preserved with this number of
readings, measurements using fewer positions tended to look random due to the fine structure of
the strains.
At each shell position a reading was taken for each of the 6 gauges. The reading is
accomplished by adjusting the lock-in phase angle and noting both the phase and the RMS value
of the signal. Checks were made often for reproduceability and to check the 11 dependence of
strain vs. current (cf for external field interactions strain is prcportional to current). These tests
helped to determine the amount of interference from noise. Another test sometimes used was to
vary the bridge voltage and note whether or not the signal strength was proportional to the bridge
voltage. In some cases, especially at extremely low signal levels, the tests failed and data was
discarded. By making small changes to the bridge frequency and/or filament frequency, resonant
electrical and structural behavior was avoided.
5.2. Results for the Continuous Cylinder
The results of the Electromagnetic Strain Test are presented in the following two sections
with interpretation of the general strain behavior. It is possible to present the magnitudes and
general spatial behavior without numerical analysis. The raw data is presented here with scaling
of the magnitudes and a Fourier decomposition of the spatial dependence. Analysis is postponed
until after a discussion of the analytic and computational work.
5.2.1. Self-Interactions
There were two complete sets of measurements which were taken on the EST. The first set is
not presented here. It was useful in pointing out deficiencies which were corrected with upgrades
in several areas. First, the angle of rotation of the shell with respect to the filaments was increased
to a full 360. This was necessary due to the unexpected level of detail found in*the strain response.
The ability to rotate through a larger angle gives a better appreciation of the overall strain pattern.
In addition, the levels of strain observed before the rebuild were close to unmeasureable. It was
essential to increase the current transferred to the shell. This was accomplished by reworking the
return current path, moving it out from the shell to increase the mutual coupling.
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Another benefit of the first set of readings was the identification of structural resonances.
In the second data set, more attention was given to the precise location of the measurements in
frequency. The number of positions where data was taken were increased fourfold to accurately map
the rapidly varying component of strain. In general, the preliminary data was very unpredictable,
presumeably because of the presence of resonant and fine scale behaviors.
The second set of data showed much improvement. The test conditions are given in Table
5.3 and the data for the continuous shell are given in Figs. 5.6-5.7 and Figs. 5.10-5.11. Each gauge
is scanned through 20 positions which cover 180, of the shell poloidal angle. The phase angles of
the gauge signals were used to determine when the signal passed through zero. At that time, the
structure goes from tension into compression or vice versa. This is accompanied by a 1801 phase
shift of the observed signal. These phase angles are only relative, since the absolute value depends
upon the exact tuning of the reference channel circuitry, frequency, phase-locked loop settings, etc.
The form of the data strongly suggests that the strains are composed of a series of fourier
components. A nonlinear least squares fitting of the data was performed using a constant term and
4 cosines with the phases of the cosines also free parameters. The fits are plotted with the data in
Figs. 5.6-5.7. The results of the fitting are tabulated in Table 5.4.
Using equations 3.5-3.8, the full plane stress state can be obtained for these tests. The results
appear as Figs. 5.8-5.9.
There is a simple way to understand why the various harmonics exist by considering the
imposed current loading. The source current is given by
I = I(1/2 + 2/7r(cos 26) - 2/37r(cos 68) ± ... + 2/k(-1)(k- )/ 2 cos 2ko) (5.10)
for k odd. The response current (shell current) will contain the same harmonics, except that the
coefficients of the terms will be different. As a gross generalization, the terms fall off as 1/n. The
field at the shell has components due to the filament current as well as the shell current. Again,
each harmonic is represented. The net loading is derived from a cross product of current and field,
!= K xB (5.11)
Therefore, mixing will generate the even harmonics in the loading. Table 5.5 demonstrates this
mixing process with a list of the field and current harmonics which generate the various strain
harmonics. It suggests that the 1 and 3 harmonics in the strains are large due to the contribution
of the 0 harmonic fields and currents. (The 0 harmonic is a constant.)
Several observations can be made concerning the fourier decomposition of the data.
1. The strain is dominated by the first two terms: a constant and a cos 27rx/L. Gauge #1 is an
exception.
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Table 5.3 Test Conditions for the Continuous Shell Tests
Filament Current 1086 amps RMS
Shell Current 740 amps RMS
PhaseAngle 36'
External Field 540 Gauss
Bridge voltage 0.9+4.7cos(w2 t)
Bridge frequency with B* 450 Hz
Bridge frequency w/o B 360 Hz
Filament frequency with B 320 Hz
Filament frequency w/o B 217 Hz
(tests with and without external field
had different frequencies)
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Table 5.4 Fourier Decomposition of the Data
Magnitudes
Harmonic Number
gauge # 0 1 2 3 4
1 -.017 .219 .056 .063 .386
2 .143 .239 .073 ,039 .048
3 .121 .352 .063 .012 .072
4 .138 .181 .026 .003 .041
5 .069 .120 .069 .034 .025
6 .020 .213 .021 .015 .061
Phases (frac. of2w )
Harmonic Number
gauge # 1 2 3 4
1 .224 .217 .233 .131
2 .385 .268 ,278 .244
3 .331 .150 .167 .172
4 .648 .120 .303 .121
5 .355 .205 .293 .081
6 .641 .052 .302 .154
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Table 5.5 Harmonic Loading of the Shell
loading source source
harmonic current field
0 0 0
1 0 1
1 1 0
2 1 1
3 0 3
3 3 0
4 1 3
4 3 1
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2. The top and center rosettes do not behave identically. The central set has a magnitude
approximately twice the upper set and the behavior of the angle to the principal axis appears
to have changed.
3. The higher mode number phases are expressed mod(1/m). If a phase is greater then (1/2m),
it indicates that a negative sign should appear on the magnitude.
In order to scale these observed results, we can estimate the strains expected from a uniform
radial pressure given by the axial currents. The peak stresses observed are 6000 Pa RMS and the
average values are between 1000-2000 Pa. For a shell current of 1050 amps, the expected stress for
the axisymmetric problem is predicted to be 2300 Pa RMS. (The equations used for this calculation
are found in Chapter 7.)
5.2.2. External Field Interaction
Data for the external field interactions are clearer for two reasons. First, the strain levels are
somewhat larger due to the fact the the external field was larger than the induced fields. Second,
since there is only one interaction taking place, the force pattern should be simpler - only the 0
harmonic of the field is important. The data in Fig. 5.10-5.11 shows that the poloidal dependence
is dominated by the first harmonic with almost no higher harmonics evident. In this case, the
upper gauge set shows slightly larger strains compared to the central gauge set. This is presumeably
a result of the fact that a radial field is absent for the central gauge set.
As with self-interactions, the magnitude of these strains can be easily scaled. For an average
radial field of 40 Gauss and currents of 550 amps, the expected shear stress is 3100 Pa RMS.
The stress is obtained for the data and plotted in Fig. 5.12-5.13. The average values are between
4000-8000 Pa RMS. These axisymmetric estimates are not meant to be critically compared. The
similarity in their order of magnitude is taken as a sign that the measurements are at least in the
range one might expect.
5.3. Results for the Cylinder with a Hole
After all of the data had been accumulated for the continuous shell tests, a 11 inch hole
was drilled into the center of the shell with a hole saw. The helical filaments were disconnected
and replaced with uniform axial filaments at the center of the shell. As shown in Fig. 4.11, five
rosettes were fastened around the hole in addition to the original two rosettes which were left
in place 1800 away from the hole circumferentially. This set of experiments tests the effects of
simple source currents on discontinuous structures. The structural discontinuity not only affects the
induced currents and loading, but more importantly it results in large stress concentrations near
the hole.
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For these tests, the data is considerably easier to accumulate. With no angular dependence
of the driving function, only one shell position is required. Therefore, the data appears in tables
rather than graphs. Other than this, the data taking procedure is similar to the continuous shell
tests. The test conditions are listed in Table 5.6.
Only the processed stresses are presented for the tests with the hole. These appear in Table
5.7. The stresses are presented as principal stresses with the angle measured from the horizontal to
the maximum stress axis. This data can then be easily transformed to stresses at any other angle.
Due to the small amount of data required, the tests were repeated. All of the data which was
taken is included in the table. The main points drawn from a quick look at the data are:
1. The stress concentration factor around the hole is approximately a factor of 10.
2. The symmetry gauges (2 and 5) differ substantially from one another.
References:
5.1 J. W. S. Rayleigh. The Theory of Sound, Vol. 1, Dover Publications, New York, 1945.
5.2 R. N. Arnold and G. B. Warburton, "Flexural Vibrations of the Walls of Thin Cylindrical
Shells Having Freely Supported Ends," Proc. Roy. Soc. London, 197, pp238-256 (1949).
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Table 5.6 Test Conditions with the Hole Present
Filament Current 17
Shell Current 11
Phase Angle
External Field
(for measurements of gauges 6 and 7
the currents are doubled)
~oo amps p-p00 amps p-p
16 amps p-p
36'
540 Gauss
-120-
,
Data for the Cylinder with a Hole
testi gauge data, self-interactions
gauge no. I max. stress min. stress F shear stress angle
1 0.138 E+05 0.484E+03 0.666E+04 -10.68
2 0.321E+04 -0.672E+04 0.497E+04 -13.86
3 0.120E+05 0.135E+04 0.532E+04 40.12
4 0.617E+04 0.359E +04 0.129E+04 10.64
5 0.378E+03 -0.383E+04 0.210E+04 2.11
6 0.494E+03 -0.120E+04 I 0.845E+03 18.43
7 0.122E +04 0.884E+1- 03 1 0.169E+03 -45.00
test2 gauge data, self-interactions
gauge no. max. stress min. stress shear stress angle
1 0.124E+05 0.261E+03 0.606E+04 -9.22
2 0.270E+04 -0.621E+04 0.445E+04 -9.22
3 0.107E+05 0.268E+04 0.399E+04 38.47
4 0.639E +04 0.414E+04 0.112E+04 8.76
5 0.202E+04 -0.331E+04 0.266E+04 9.89
6 -0.948E+03 -0.140E+04 0.228E+03 1.06
7 0.134E+04 0.104E+04 0.151E+03 13.28
test3 gauge data, self-interactions
gauge no. max. stress - min. stress shear stress angle
1 0.977E+04 -0.288E+03 0.503E+04 8.30
2 0.585E+04 -0.269E+04 0.427E+04 2.27
3 0.733E+04 0.472E3+04 0.131E+04 -6.87
4 0.567E+04 0.358E+04 0.105E+04 -2.32
5 0.631E+04 -0.104E+04 0.367E+04 8.24
testif gauge data, external field interactions
gauge no. max. stress min. stress shear stress angle
1 0.213E+05 0.106E+05 0.533E+04 0.45
2 -0.632E+03 -0.229E3+05 0.111E+05 -34.54
3 0.132E+05 -0.2351E+05 0.184E+05 -43.60
4 -0.188E+04 -0.690E+04 0.2511+04 -22.50
5 0.271E+05 0.147E+05 0.617F3+04 6.73
6 0.720E+04 0.240E+04 0.240E+04 33.22
7 0.3 82E +04 0.197E+04 |0.928E +03 |29.97
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Table 5.7
test2f gauge data, external field interactions-
gauge no. max. stress min. stress shear stress angle
1 0.124E+05 0.102E+04 0.571E+04 13.98
2 1 0.522E+04 -0.156E+05 0.104E+05 -33.97
3 0.117E+05 -0.203E+05 0.160E+05 -43.94
4 0.199E+04 -0.854E+04 0.527E+04 -31.31
5 0.171E+05 0.141E+05 0.148E+04 29.52
6 0.658E+04 -0.353E+04 0.505E+04 29.57
7 .331E+04 J-0.155E+04 0.243E+04 22.50
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Chapter 6
Axisymmetric Calculation of Currents and Strains
6.1. Introduction
In order to estimate the order of magnitude of the stresses and strains in reactors it is natural
first to try an axisymmetric calculation. This type of analysis is quite limited in that most problems
of real interest are not axisymmetric. It is anticipated that the peak effects will take place at
structural nonuniformities. Nevertheless, because of its inherent simplicity it is much easier to use
the results of such a calculation to establish an intuitive understanding of the nature of the forces
at work. In this chapter, this framework of understanding is developed. Then in the following
chapter a full 3-D analysis is undertaken. Because the experimental apparatus used for comparison
was a cylinder, the 3-D analysis is all done in cylindrical geometry. For that work the emphasis is
on the aspects of nonuniformity rather than the toroidicity of the problem.
For the axisymmetric analysis, an efficient set of 11-D computer routines was developed to
compute the induced currents, pressure loading, and structural response in thin toroidal shells. The
method is described here and example results are presented for designs which include higher field
strengths, a shifted plasma, and an electromagnetic shield. A more detailed comparison of reactor
types has been published elsewhere (6.1) using the same method.
The analysis is called 1 L)-D because the currents are represented as 1-D, toroidally directed
and axisymmetric, whereas the resulting fields are 2-D in the r-z plane. The 2-D pressures resulting
from the eddy current solution are used in the analysis of the structural response, including
displacements, moments, shears, and strains. This part of the problem can be reduced to 1-D with
toroidal axisymmetry and the poloidal angle being the independent variable.
6.1.1. Overview of Pressures
The first step in the analysis is the determination of induced currents and pressures arising
from Jx B forces. The eddy current problem has 1-D currents directed along 9 and 2-D magnetic
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fields which contain both r- and z-components (see Fig. 6.1). The structure includes a conducting
toroidal shell whose inner volume contains current-carrying plasma. This current is called the
source current. When the plasma currents experience a transient, there are currents induced in
the shell which attempt to maintain the field pattern unchanged. These currents are called the
induced currents. If the magnetic diffusion time of the torus is long compared to the transient time
constant, then the structural currents are large and shield the region outside the torus from the
transient. In this case the structural currents die away slowly due to the resistance of the structure.
This is the case for the examples studied in this thesis.
For a source current at the center of the torus, the induced currents are peaked toward the
major axis. The main reason for this is the lower resistance of the inner edge due to a shorter
path length around the torus. In addition, the field due to a current loop is larger inside the loop,
therefore the linked fluxes are larger on the inside of the shell (see Figs. 6.2 and 6.3). The result is
larger induced currents. Of course, if the current is shifted outward with respect to the shell axis,
then this would not necessarily hold true. Even disregarding this nonuniform field effect, at early
times in the transient the inner edge of the torus shields the outboard side from the flux swing
through the central hole. This also results in the existence of peaked currents.
The forces generated by a disruption can be analyzed in three main components:
(i) Minor Radius Compression
The induced currents always flow in the same direction as the source current. This results in
a minor radius compressive force due to both shell current interaction with the shell current
field (called "self interactions") and shell current interaction with the source current field
(called "source interactions").
(ii) Hoop Force Expansion
The hoop force attempts to expand the shell towards a larger major radius. On the inboard
side it is aligned with the major radius component of the compressive force. On the outboard
side the two forces tend to cancel. This is a principal source of the poloidal asymmetry
observed. The source field also has a hoop force effect on the shell current. Early in the
disruption when the currents are peaked on the inside, the source current draws the shell
outward (and the source current is itself drawn inward).
(iii) Vertical Field Interaction
The vertical field interaction with the shell current yields a force directed towards the major
axis, opposite to the hoop force. Depending on the geometry, field strength, and time during
the transient, the three forces become more or less influential with respect to one another.
The result is that in some cases there is substantial poloidal variation of the forces but in
other cases there is little variation. The magnitude of the vertical field is the primary cause
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for differences in the time evolution of the loading for different geometries. In some cases
the forces are radially inward throughout most of the disruption time and in other cases the
inboard side forces are radially outward.
Since the vertical field interaction scales as I and the other two forces as 12, it is always true
in problems with long structural time constants that near the end of the current transient the forces
tend to be directed toward the major axis.
6.1.2. Overview of Stresses
If the pressure loading is known, the response of the shell can be obtained. Although it is
substantially more complicated than the eddy current problem, the general behavior of the first
wall structural response can be summarized qualitatively.
One of the most interesting aspects of the stress problem in toroidal shells is the existence
of "singular points" at 4, = 0 and , = 7r. An incompatibility arises due to the imbalance of
the net forces on the inboard and outboard sides of the torus. This occurs even for the case of
a uniform pressure loading. These points are really singular only when linear membrane theory
is used. There are two possible methods to eliminate this problem. One of these is to allow for
a nonlinear response, i.e. solve the equations at the deformed points rather than the undeformed
points as in a linear treatment. The other technique - the one adopted here - is to relax the
assumptions of membrane theory and allow bending moments and shears.
Another feature of the structural problem results from the competition between major and
minor radii forces. With uniform pressure loading, the inboard side tends to displace less since the
two forces balance, whereas on the outboard side they tend to add. Strains are moderated there
somewhat due to the 1/r major radius dependence
re = vcos 4, + w sin (6.1)
where v and w are the circumferential and radial displacements respectively. With eddy current
loading, the pressures are inward toward the minor axis and displacements are greater on the
inboard side.
The -pressurized torus example was used to verify the structural part of the calculation.
The commercial Finite Element code PAFEC was used with 3-noded axisymmetric thin shell
elements.(. 2 ) The results are not presented here, but in general the agreement was within -5-
10%. In all likelihood, the PAFEC calculation was less accurate since fewer elements were used.
Figs. 6.4-6.5 display the defonned shell and its moments resulting from unifonn pressure loading
of arbitrary magnitude. High moments correspond to areas of high curvature in the displacements.
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6.2. Description of Computational Method
There are several steps for computing currents, pressures, and finally strains. Broadly, they
can be grouped into two problems: the eddy current problem (including calculation of J x B
forces) and the structural problem.
6.2.1. The Eddy Current Problem
The eddy current problem is solved using an electric circuit analog. The structure is broken
into a large (typically ~ 100) number of filamentary loops concentric with the source current. Each
loop has a resistance, R, and self-inductance, L, associated with it.
R (6.2)
L = (in - 1.75) (6.3)27r b
b = haAO/7r (6.4)
AO is the poloidal angle subtended by each loop, r is the major radius, h is the shell thickness,
and a is the minor radius.
In addition, each loop couples with the source current and each of the other loops through a
mutual inductance. This mutual inductance is computed using the vector potential A0. The vector
potential and the fields, B,. and B2, used to compute forces are given analytically in terms of the
complete elliptic integrals of the first and second kind E(k) and K(k) (6.3.
At, - or (2 - k2 )K(k) - 2E(k)
,r k2 r 2 +X 2 +2rXsina
2K(k) - E(k) 2  )
B,. - -J* 1 - k2 (6.6)4,r tan a Vr 2 +X2+ 2rX sin a
and
2K(k) - 2 - k2 r+Xs a E(k)/(1 - k2 )
B =X + A rX sin a) (6.7)
47r Vr2 + X 2 + 2r X sin a
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where
4rX sin a
r2 + X 2 + 2rX sin a
a is the angle measured from the vertical, and X is the distance from the center of the loop to
the field point.
The relationship between the distributed quantity A, and the discrete mutual inductance is
derived from
V = E -dl (6.9)
Substituting the expressions
dIV = l -(6.10)dt
and E -dl = 2rr-- (6.11)dt
we arrive at
M = 27rrAo (6.12)
where A0 is the vector potential per unit source current.
One of the great simplifications involved in this 1-D model is the absence of "mutual
resistances". In a 2-D model where currents are broken into a mesh of loops, bordering loops
must share line elements. This feature is absent in the 1-D analysis where each loop has a resistive
voltage drop independent of its neighbors.
The solution of the equations as a finction of time is accomplished with a simple explicit
differencing scheme where the circuit equation
dI dI0M - + RI+ M = 0 (6.13)dt dt
is rewritten in two parts using the definitions of R and b:
A = M - I + M 010  (6.14)
r7 dAI=-T (6.15)rb2 dt
The diagonal of M now contains the self-inductances, and the factor 27rr has been absorbed into
M. The vector notation (underlining in this case) represents the column of values where each loop
contributes one element in the vector.
The difference equations are:
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1 1. .............. W
dAt Aj4j - Ai(16dA~ _ A~ 1 -A~(6.16)
dt At
A+ 1 =Ai - At 7I; (6.17)7rb 2
I = M- - (Aj+ 1 - 10(t)MO) (6.18)
where the subscript i is a time step identifier. After the currents are known at each time step, the
fields due to these currents are computed using the elliptic integral representations. The pressure
loading is a simple cross product of the induced current and the magnetic field:
p = K x B (6.19)
where
K = hJ = (I/aAO)e (6.20)
Verification of the eddy current part of the computations was performed using the general
purpose electric circuit analysis program SPICE. The resistances and inductances were entered into
SPICE and an exponential source voltage was applied. Agreement with SPICE was excellent. This
agreement only verifies the numerical methods used. It does not verify the assumptions made to
break the structure into loops, since the same assumptions went into the SPICE runs.
6.2.2. The Structural Problem
The structural part of the problem takes the pressures as input and then, at any given time
step, computes the quasi-static structural response in terms of the displacements, strains, shears,
moments, etc. The elimination of the inertial terms in the equilibrium equations is not strictly
valid. A dimensionless frequency parameter, 11, is defined by
_ = (6.21)
C
where c, the speed of sound in the material, is given by
C- VE/p (6.22)
E is the modulus of elasticity and p is the material density. In steel, c is -5 km/s. Hence,
for scale lengths on the order of 5 m (and accounting for the factor 27r), the transition to a
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time-dependent problem should take place at characteristic times (1/f) of -10 msec. This is very
close to the 25 msec used in the following analysis. A full time-dependent problem would be
easy to implement, but would require orders of magnitude more computer time. The quasi-static
assumption is probably conservative, since at early times when the forces and time derivatives
are largest, the inertia tends to decrease the displacements. The derivation of the static equations
follows closely the work of Flugge (6.4) and Timoshenko. (6.5)
In these equations, we use the abbreviations for the bending rigidity and flexural rigidity
K = (6.23)12(1 - V2 )
D =Eh (6.24)1- Li2
In addition, by virtue of the somewhat untraditional coordinate system, the radial distance from
the axis of symettry is given by
r = r0 + a sin o (6.25)
Equilibrium Equations
A force balance on the shell element is performed in the o- and r-directions, and a moment
balance perpendicular to r and 0, yielding
(rNO)' - aN9 cos $ - rQO = -argp (6.26)
(rQ,)' + aNO sin 0 + rN, = arp, (6.27)
(rMO)' - aM9 cosr# - arQ4 = 0 (6.28)
Deformation Relations
Then, using the strain-displacement relations:
ae4= + W (6.29)
reo= v cos O + w sin o (6.30)
2 d ( dw\
k"e - ~ (6.31)
do d\
arxo = cos #k -- (6.32)
and Hooke's law:
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N, = D(E, + veo)
No = D(eq + veo) (6.34)
MO= -K(X + vxo) (6.35)
M= -K(xo + Vx0) (6.36)
we derive the deformation relations:
NO = D + ±-(vcoso +wsino) (6.37)
la do r
N9 = D (v cos#+ w sin#)+ v ( + w)] (6.38)
Ir a do
K[ d (1 dw v + cosod 
_ 
d VMOd=V) - --- -.- + - - (6.39)
a .$a d$ a r do
Kcos p dw d 'ldwv\1
Me =-- -[- v +v- ---- -) (6.40)
a r do do ado a
These are then solved together with the 3 equilibrium equations, making 7 equations and
7 unknowns. Due to the form of the deformation relations, it is easy to eliminate equations if
desired. In the analysis described in this report, MO, No, and N4, were eliminated leaving four
equations in w, v, Q0, and M6. The moment results are expressed in terms of the bending stress
which is related through the relation:
M = 6 (6.41)
Before continuing on to describe the method of solution for the structural equations, it should
be noted that the limitation on the pressure data due to the.N 2 nature of the eddy current problem
is no longer a factor since the structural problem has storage and execution scaling as N (where
N is the number of elements). The pressure data is therefore interpolated using cubic B-spline
interpolating functions. As many as 1000 points are typically used in the structural problem.
Finite Element Method
A finite element method (FEM) is employed in order to convert the set of coupled partial
differential equations into a matrix of algebraic equations which requires only one large matrix
inversion for their solution. For a one-dimensional problem broken into N elements with M
unknowns to be solved at each point, the matrix is NxNxMxM. With pentic spline basis functions,
each equation involves only five points, therefore the matrix rows contain only 5 blocks each
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(6.33)
with full MxM blocks. Most of the matrix is filled with zeros. By using a special purpose block
penta-diagonal banded matrix system solver, a tremendous savings is made. Whereas the execution
time of a full matrix inverter scales as N2 , the penta-diagonal system scales as N.
The B-spline basis functions B,(4) used in the FEM analysis are plotted in Fig. 6.6 and
described in more detail in Ref. 6.1. As far as the equations are concerned, B-splines are simply
5th order polynomials. Mathematically, they must result in the same solution as any 5th order
polynomial. The primary reason for using them is their simplicity and ease of application, resulting
mainly from the absence of matching conditions at the element boundaries. The four unknown
quantities are approximated in terms of the basis functions (using matrix notation) as follows:
w(O) = aiBi(O) = aiBi(O) (6.42)
v(0) = PiBi(O) (6.43)
Q,6(0) =:yjB() (6.44)
MO(O) = giBi(O) (6.45)
The sums contain only five terms since Bi is zero except for
(4, - 3A4) < 0 < (0i + 3AO) (6.46)
At each point for each of the unknowns the splines Bi are evaluated and the contributions
of the neighbors are added in
U(Oi)= = ii+2 + 26ai+ + 66ai + 26ai_. 1 + ai- 2  (6.47)
Similarly for the derivatives,
U'()= ' = u 5i+2 + 50ai+ 1 - 50ai- 1 - 5aQ- 2  (6.48)
U"(0) = u'" = 20Ci-2 + 4 0 ai-1 - 120ai + 40ai+l + 20ai+ 2  (6.49)
These forms are substituted into the reduced set of structural equations, which results in four
equations (one for each j) at each point Zk
Ai(Xzk)tai + Bi(Xk)Pi + Ci,(Xk)-f1 + Dij(Xk)6, = p2 (6.50)
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where pj contains the terms with the externally applied pressure and the i sums range only frorm
k - 2 < i < k + 2 since the splines are zero elsewhere. A, B, C, and D contain all of the
information from evaluating the coefficients of the structural equations at each point. We can also
write a more general form, redefining A and replacing the four equations with
A 1 ja1  = pj (6.51)
The I index ranges through the 4 coefficients of the 4 unknowns. The entire system of equations
can now be expressed as one matrix equation
Aijklati = Pjk (6.52)
where ac1 is the generalized N by 4 spline coefficient matrix and, to reiterate, i and k are point
indices, j is an equation index, and I is a variable index (one for each variable). Aijk1 is a block
penta-diagonal matrix since it has 4x4 blocks full with the equation information only at a given
point and its four nearest neighbors.
5th order B-splines were not the original choice of basis functions. Cubic B-splines were
attempted, but the discontinuity in their third derivative resulted in the solution being dependent
on the number of nodes, particularly for the moments which enter the equations as the highest
derivative of the displacements. By approximating the third derivative as the average value at the
discontinuity, accurate displacements were obtained, but moments and shears were not consistant.
Inspection of the structural equations reveals that even the 4th derivative enters into the moment
equations.
6.3. Results
In order to demonstrate typical results from the axisymmetric analysis, the STARFIRE reactor
designed was modeled with a circular cross section, constant thickness, constant resistivity shell.
The reactor parameters appear in Table 6.1. The current transient was modeled with a 25 msec
exponential decay. The results are presented in Figs. 6.7-6.13.
From the time histories Fig. 6.7-6.8 it can be seen that the structure LIR time is approximately
100 msec. The total current trasferred is 6.25 MA, or 62.5% of the driving current. The peak
pressures are obtained before the peak induced current due to the interaction of the shell and
driving currents.
Figs. 6.9-6.11 show the spatial profiles at different times in the disruption. The poloidal
asymmetry is somewhat larger for the pressures than for the currents, primarily due to the J2
dependence of pressure. The circumferential pressures are about an order of magnitude smaller
than the radial pressures.
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Table 6.1 Reactor Data for STARFIRE Analysis
Property Base Case High Field Case
resistivity 7 5.54 /fl-cm_
thickness h 1.5 mm
modulus E 190 GPa
Poisson's ratio z 0.3
minor radius a 2.0 m 1.24
major radius R 7.0 m 4.35
toroidal current I 10.1 MA 8.96
toroidal field Bt 7.0 T 10.0
poloidal field Bp 0.35 T 0.5
vertical field B, .067 T .067
(fields measured on axis)
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The displacement plots, Figs. 6.12-6.13, show that at early times the hoop force dominates
and the structure is pushed outward. Later on, as the currents die away, the vertical field interaction
becomes dominant and the torus is pushed inward toward the major axis. The peak displacements
of 2-5 mm are deceiving, since this amount of motion would likely be constrained in a reactor
design. The method of constraint is important, since significant stress concentrations are capable
of exceeding the strength of the materials.
The peak strain of 5 x 10- and peak bending stress of 1 MPa are not particularly dangerous
from the standpoint of structural failure. For most materials the yield point is between 20-200 MPa,
or strains between 5-10%. The only way problems would occur with this magnitude of loading is
in the event of stress concentrations. These occur at places in the structure where discontinuities
exist or at support points where forces from a large section of the wall are supported by reaction
forces. This kind of effect is very dependent on design and therefore cannot be briefly discussed.
In some ways, the base case example does not indicate worst case effects. Different reactor
types - such as higher p, higher field, or lower aspect ratio - may be expected to show significantly
higher strains. These case are all examined in more detail in Ref. 6.1. There are three examples
examined here which give an idea of how the strains can be expected to vary. The first example
has a plasma shifted out 25%. The second case shows the mediating effect of a conducting
"electromagnetic shield." The third case is a compact, high field design which represents the worst
case studied in Ref. 6.1.
The example with a plasma shift had the same characteristics as the base case except that the
driving current loop was placed at a 25% larger radius. The same 25 msec time constant was used
for the source current decay. The results are more easily understood by referring to Fig. 6.2-6.3.
By displacing the current relative to the shell, the equipotentials more closely follow the contour of
the shell. The field lines are very close to being perpendicular to the shell. In this case, 25% was
enough to actually pass this point. The result is that the inboard radial pressure is always more
positive than the outboard pressure (Fig. 6.14). The peak pressures are larger because the driving
current is closer to the shell. This increases the mutual inductance as well as the fields. Fig. 6.16
shows the altered structural response.
The next test case is similar to the base case in all respects except that a second shell concentric
to the first was added at a radius 10 cm larger. 2 cm of stainless steel was used, as this has been
quoted in the STARFIRE design to be a desireable amount for plasma stability. The resulting
shape of the pressure profiles is relatively unchanged. The magnitude is decreased by about a
factor of two; at 20 mscc the peak value is .35 MPa compared to .17 MPa for the base case
(Fig. 6.15). The effective structural time constant is increased by the presence of the shield. In
this example the conductance of the wall and the shield are approximately equal. It is probably
safe to assume that a higher conductivity shell would have an even greater moderating effect. The
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structural response is qualitatively the same as for the base case except that all of the effects are
reduced by about a factor of two. The stresses and strains are presented in Fig. 6.17 .
The last case to be analyzed was a high field compact. design. Rather than simply increase
the fields, an attempt was made to keep the design self consistant. This was accomplished by fixing
the reactor power, plasma rotational transform, and maintaining the vertical field equilibrium. The
resulting design parameters are included in Table 6.1.
The results are presented in Figs. 6.18-6.19. Qualitatively there is little difference. The main
effect is a factor of two increase in pressures, stresses, and strains. The conclusions about structural
failure remain essentially intact.
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Chapter 7
3-D Calculation of Currents and Strains
7.1. Introduction
A truly complete solution of the problem of induced currents and strains would incorporate
the coupling of the plasma behavior, the induced currents, and the structural response, including
the nonlinear feedback processes which exist. For simplicity, in this work the plasma current
is assumed to be a known input and the solution is obtained in two separate steps - a time
dependent eddy current solution and a static structural analysis.
Even in this simplified form, an analytic solution of induced currents is possible to solve
exactly in only a few special geometries. In a uniform cylinder for example, it is shown in Appendix
A that a solution exists for a helically symmetric driving fmnction which can be expressed as a
Fourier expansion series. The problem of a uniform toroidal shell may be solved in a similar
manner, although the peculiarities of toroidal coordinates makes the solution more cumbersome. In
general, the slightest deviation from symmetry, such as a hole or break, makes an analytic solution
intractable. Similarly, if the problem is not strictly symmetric, then the structural analysis which
follows the calculation of induced currents and fields is one level deeper in complexity. In general,
the most practical method of solution is a numerical one.
For this thesis, a suitable existing eddy current code could not be found, so one was written.
The development and application of this code are discussed in this chapter. For the solution of
the structural part of the problem both analytic and numerical analyses are done. Several finite
element structural codes exist and it was possible to use one of these without modification.
7.2. Eddy Current Codes and FASTEDDY
7.2.1. Methods for Eddy Current Problems
The problem of finding induced eddy currents in structures precedes research in fusion. Much
of the previous work was inspired by the need to understand more fully the operation of electrical
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machines, such as motors and transformers. Usually AC steady state was assumed. Magnetic
materials were usually emphasized and force calculations rarely done. Recently, fusion researchers
have also become interested in the problem and papers have been published at a more rapid
rate. Fusion applications are significantly different than problems with electrical machines. Fusion
designers are principally interested in the time dependent forces on Tokamak vacuum vessels, field
coils, and limiters in addition to the problem of finding field perturbations and electric fields.
As a result of this surge in interest, today there are numerous programs which use different
approaches for the solution. Yet there is an apparent paradox here, since it was necessary to
develop still another code for this thesis. There are a couple of reasons for this. First, most of
the new codes are still under development, which makes them generally unavailable. There are as
yet no accepted standard codes. Secondly, the problem of induced eddy currents is unlike other
standard problems in numerical analysis. The inherent non-localization of the E&M problem leads
both differential and integral formulations of the problem to become extremely large in size when
any geometric complexity is desired. Thus, extreme efforts to reduce the size of the problem are
usually made and the end result is many special purpose codes designed to work in restricted
geometries or exploiting various symmetries.
There are currently good survey articles available for the induced current problem. C.J.
Carpenter (7.1) surveys the theory of various methods which are available. R.J. Lari ( lists
the programs reported at the March 1982 IEEE COMPUMAG Conference, representing a good
sample of the state of the art in eddy current codes. Following is a brief summary of the methods
and their advantages and disadvantages.
The two major classifications of eddy current codes are differential and integral. Differential
formulations attempt to solve Maxwell's equations using the finite element formulation for the
fields. Usually a set of basis functions are defined to model the fields in terms of a small number
of parameters and the differential equations are reduced to a set of algebraic equations for the
unknown parameters. This method tends to be more cumbersome if the problem is small. Since
the fields are the unknown quantities, the solution requires modeling the space outside the structure
of interest.
The integral formulation only requires the current carrying elements to be modeled, since
the unknown to be solved for is the current, or some related quantity such as the current stream
function. If the problem is small, then this can be a definite advantage. The integral nature of
the problem, if properly exploited, can result in an improvement in accuracy with respect to the
differential formulation. This can reduce the required number of elements for a given accuracy.
As the size of the problem increases, the integral formulation begins to require larger amounts
of execution time to form the inductance matrices, scaling as n2 . For very large problems, it is
usually desireable to use a differential formulation.
-151-
Given the restrictions on time and manpower, it was not practical to produce a general
purpose computer model. Instead, the specific problem of doubly connected shells was attempted
which treats all of the cases of interest here. The natural choice for a problem of limited size, scope,
and accuracy was to select an integral method. The code which was developed, FASTEDDY; uses
a circuit network analog formulation. It is related to finite element formulations of the integral
method if the basis functions are assumed constant over the elements.
In FASTEDDY, the continuous structure is broken into a number of loops which are assigned
averaged properties, including resistance, self inductance and mutual inductance. The edges of the
loops are "sticks" which carry the currents. A matrix circuit equation is thus formed and solved as
an initial value problem. Appendix B contains a user's guide and a more complete description of
the operation of FASTEDDY. Following is a brief description of its special features.
7.2.2. Special Features of FASTEDDY
FASTEDDY has several features which distinguish it from other integral codes. One of the
most important features is the coordinate systems in which it operates. The mesh is composed
of quadrilaterals and is rectangular in logical coordinates, where "logical coordinates" define the
sequential numbering scheme of the nodes. This rectangular logical mesh is relaxed by fixing
certain points, for example points around a hole, and then allowing the other points in the mesh
to move in such a way that the total length of all the lines between nodes is minimized. The
relaxed mesh is then fitted onto various types of 3-D surfaces. Either non-connecting surfaces or
doubly-connecting surfaces, which are topological tori, can be described.
The application to connected structures requires care in three areas. First, the loops into
which the structure is divided should reconnect at the boundaries. This is explicitly taken into
account. Secondly, since the structure forms a closed surface, one of the loops must be eliminated
from the equations to avoid overdetermining the system. In other words, any one equation can
be formed by properly adding together the remaining equations. Another way of explaining this
is that Gauss' Law applies to any closed structure, adding an additional equation implicitly into
the matrix. Thirdly, two extra circulating loops must be added to link the fluxes through the torus
"holes" - this flux would otherwise not be sensed by any loops. These two special loops cover
the hole outside the torus volume at 0 = 7r and the hole inside the torus volume at # = 0 (see
Fig. 7.1).
The circulating loops are treated somewhat differently than the normal quadrilaterals since
they are composed of an arbitrary number of line segment elements. For this reason the calculation
of mutual inductances are done using the definition of enclosed flux,
= A-dl (7.1)
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rather than
<D= JB-da (7.2)
The latter form had originally been used for the quadrilateral loops with B estimated at the
centroid. However, the vector potential formulation turned out to be so much more accurate that
it was adopted for all mutual inductance calculations. This also results in a significant increase in
computer time to set up the matrices.
By adopting the vector potential formulation, a problem arises because "stick" self inductances
must be calculated. In reality, an infinitely thin stick has an infinite self inductance. What is needed
is to ascribe a perpendicular dimension to the sticks. One of the parameters which is used to
define the modeling of the structure with sticks in FASTEDDY is the geometric mean distance
(GMD)(7 .3). This defines the appropriate averaging over the cross section of a continuous conductor
which allows the self inductance to be calculated as if the conductor was composed of two filaments
separated by a distance which is a fraction of the actual element width. It is possible in some cases
to prescribe the exact value of mutual inductance in this way. For example, for a flat rectangular
plate with uniform current density, Grover computes a value of GMD equal to e- 1 , or 0.223.
Another significant feature of FASTEDDY is its extensive use of spline fitting. After the stick
currents are obtained, the current densities are formed and fitted with cubic B-splines. Experience
with the integral method has shown that the average results are very accurate even with a coarse
mesh. By spline fitting the coarse results with a smooth function, the coarseness of the mesh is
somewhat compensated. The fits are also very useful for data presentation and further analysis.
7.2.3. Benchmarking FASTEDDY
7.2.3.1. 2-D Disk Benchmark
Initial benchmarking of FASTEDDY was done with an unconnected mesh for a disk described
in Table 7.1. This tests many of the features of the code, but keeps separate all of the problems
associated with connected shells. Since connected shells are the strongpoint of FASTEDDY, further
benchmarking was done with a connected toroidal shell.
The first benchmark test case was chosen to be a flat, circular disk subjected to a step change
in the normal component of the external magnetic field. The field starts out at 1 Tesla and is
suddenly dropped to zero. The use of a step function driving term allows the examination of
transient behavior of the code, and also makes the distinction between the structure time constant
and the transient time constant very apparent. In addition, since the resulting current distribution
due to a step change has a large gradient associated with it, important questions about spatial
resolution can be answered.
-154-
Figs. 7.2 and 7.3 show the meshes used for this test. Fig. 7.2 is a 6x6 mesh and Fig. 7.3
is 12x12. These meshes give the equivalent of 3 and 6 effective circulating paths respectively.
Backward differencing was used for this test since the Runge-Kutta method had not yet been
incorporated.
The data for comparison was obtained numerically from a routine called DISK, developed
especially for this purpose. In DISK, the circular plate is broken into a large set of concentric
loops and the mutual inductances are calculated from an exact evaluation of the vector potential
due to a circular loop involving complete elliptic integrals. There is no resistive coupling between
the loops, since it is essentially a 1-1) problem. Therefore, the mutual inductance matrix can be
directly inverted and the solution carried out using foiward differencing. The differencing scheme
follows very closely that of the I-D toroidal analysis described in Chapter 6.
Due to numerical limitations at the *instant when the step change is imposed, the initial
current distribution is computed using a separate method. The field, Bj, at point j is given by the
expression
Bj = FejI (7.3)
where Fij describes the mutual coupling between current loop i and point j. The initial current is
obtained by setting Bj = 1 and inverting Fij
= 'F7B (7.4)
The initial current density found by DISK is plotted in Fig. 7.4. From this initial condition, the
DISK code follows the current distribution in time as it drops to zero.
There are three important questions to be answered in the disk benchmark.
1. Does FASTEDDY match the DISK solution?
2. What dependence on mesh size does the result have?
3. What dependence on time step does the result have?
These are answered by examining Figs. 7.5-7.9. In Figs. 7.5-7.7, the DISK solution is plotted
as a solid line and FASTEDDY results appear as individual points. The FASTEDDY data is
obtained at loop centroids by averaging the line currents at the four edges of the loop. The line
currents are divided by their associated triangular areas and multiplied by the line length to obtain
a current density. For the 6x6 mesh there are only 3 effective circular loops and therefore only 2
data points at the cent-oids. By symmetry the current at the center is necessarily zero. The data
points are chosen along a single radius of the disk. From the output it is obvious that symmetry
exists. For the 12x12 mesh there are 6 loops and 5 data points.
The figures show very good agreement for both meshes,. with the larger mesh slightly better
in areas of large gradient. It is somewhat of a surprise that the 6x6 mesh does so well. The DISK
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Table 7.1 Disk Benchmark Description
compostion
thickness
radius
initial field
field at t= o+
copper (1.67 x 10- 8 - m)
5 mm
30 cm
1 Tesla
0 Tesla
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Figure 7.2 6x6 Mesh for the Disk Benchmark
Figure 7 .3 12x12 Mesh for the Disk Benchmark
-157-
I I --I - - -- --
. 18E6
0.16
0.1+
0.12
0.10
0.08
0.06
0.04
0.02
0.00E6
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Figure 7.4 initial current densItU for Disk Benchmark
-158-
I I I I I I I
2
04
04
0
a)
4-)
w 0.9
0.7
>1 0.5
4J
H
0.3
-4J
0.1
U
0.1 0.2 0.3
Radius (m)
(solid line is DISK calculation. Points are FASTEDDY)
Figure 7.5 Disk Current Comparison at 1 msec
Md 0.5
0.4 * '2^'
(12 0.3
0.2 - 44
U 0.1
0.1 0.2 0.3
Radius (m)
Figure 7.6 Disk Current Comparison at 5 msec
-159-
0.28
5 0.24
" 0.20
o 0.16
0.12
.* 0.08
c 0.04
w4
a)
(Solid line is DISK calculation. Points are FASTEDDY)
Figure 7.7 Disk Current Comparison at 10 msec
0.1 0.2 0.3
Radius (m)
Figure 7.8 5-Loop Disk Comparison at 1 msec
-160-
* ~ 9
*
0.2
Radius (m)
0.1 0.3
o.6
0.5 ;
0.4
(N
r-4
4I-)
U]
*
5~ 160,135
0.3 J
0.2
0.1
- -Ii
inner loop, t=10 ms
A ou
o in
v ou
I I*~
2C
2
0.02 0.05 0.1 0.2 0.5 1.0
Time Step (msec)
Figure 7.9 Error in the Calculated Current
for the Disk Benchmark
-161-
t=r.L LO, t=U ILLS
ner loop, t=1 ms
:er loop, t=1 ms
03
1
0.5
-H
4J
5-4
5-4
P-4
0. 2 -
0.1
0.05
0.02
0.01
I I 
I
program was executed with 5 loops and results are shown in Fig. 7.8. FASTEDDY seems to do
better. It is speculated that this is a result of the different types of coupling used in the two codes.
In the DISK code, each loop is contained within other loops, making the solution more sensitive to
the discretization. FASTEDDY has no loops contained within other loops. Most of the loops are
far away from the majority of other loops, making the mutual inductance matrix naturally more
diagonally dominant.
An error analysis was performed using the 6x6 mesh and varying the time step over 2 orders
of magnitude, from 1 msec to .01 msec. The natural L/R time constant for this problem is on the
order of 1-10 msec. No analysis was performed for time steps lower than .01 msec, since accuracies
better than this are not needed. Results are plotted in Fig. 7.9 which shows the percentage error
with respect to the result at .01 msec. Data are plotted for both of the two loop centroids at' 1
msec and 10 msec. Errors of 1% or less are achieved easily for time step < 0.1 msec, i.e., for
roughly 1-10% of the global time constant of the problem.
7.2.3.2. 2-D Torus Benchmark
The connected shell benchmark was performed with a continuous toroidal shell and a step
change in current at the center of the torus, directed toroidally (along 0). This test case was chosen
due to the availability of both analytic and numerical data for comparison(T7 '7-0.
The first part of the benchmark is the instantaneous response at t = 0+. For this test the
time step At = 0.1 msec was used with both an 8x4 and a 16x16 mesh. In describing the size of
the connected meshes, the first number is the number of loops in the toroidal direction and the
second is either poloidal or axial, depending on the coordinate system. Fig. 7.10 is a plot of the
16x16 mesh, and Fig. 7.11 contains the results. The results exhibit accuracy of better than 10%.
This is reasonable, since the primary application of the code is a comparison with experimental
data which has errors greater than 25%.
A sensitivity test of the geometric mean distance used for stick self-inductance calculations
showed that a factor of 2 change resulted in only 5-10% change in current density. Values of GMD
less than 0.2 gradually pull the entire profile down below the correct result.
The second part of the test is the time dependent decay of the induced current. For this
comparison, the total resistive power is plotted versus time for FASTEDDY and also using the
1-D program described in Chapter 6. This is plotted in Fig. 7.12 with a 4x8 and an 8x8 mesh.
In addition, the spatial profiles are presented at several time steps using At = 1.0 msec in
Figs. 7.13-7.15. The initial step response is higher than for the 0.1 mscc case and slightly more
peaked. This behavior is carried along through most of the early transient, up to - 100 msec.
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Figure 7.10 16x16 Toroidal Mesh
Generated by FASTEDDY
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One of the lessons learned from this benchmark was the importance of consistant modeling
of the source term and the structure. As an example, consider a torus broken into an 8x8 mesh.
The network analog of the smooth torus actually consists of straight sticks which meet at an angle.
If a central source current is desired. then the driving current should possess 8 straight segments
rather than one circular loop. When a circular filament is used, the solution is far less accurate for
a small mesh. Since the inductances of the structure were computed using the vector potential, it
is more appropriate to also use the vector potential.in calculations with the source currents.
7.2.3.3. 3-D Sample Run
The torus benchmark was satisfactory, however it still does not test the full 3-D capabilities
of the code. In order to provide an example of a fully 3-dimensional test problem, a torus with a
poloidal break was examined using the same driving current as the continuous shell. No benchmark
data was available for comparison with this case. The problem is identical to the symmetric torus
except for the existence of a large resistivity cut across the poloidal cross section at # = 0. The
driving current is unchanged, but the cut results in a noncirculating induced current distributioi.
Fig. 7.16 is a plot of the current streamlines at t = 0. It demonstrates the tendency of the current
to flow on the outboard side in the same direction as the benchmark test, but to return in the
opposite direction on the inboard side. This is entirely due to the fact that a current loop induces
a larger f A-dl on the outside of the torus.
The streamlines should close on themselves. There are two reasons why they don't. First,
the initial value solution uses a finite accuracy Runge-Kutta routine. Decreasing the step size had
no noticeable effect, implying that this is not the dominant problem. More importantly, the cubic
spline fit is not an accurate represntation of the actual divergence-free current distribution. The
splines give the problem a fictitious net divergence.
7.3. Structural Codes
Three standard finite element structural analysis codes were examined to determine their
suitability for use in analyzing the problem of curved shells with distributed time dependent
loading. They are NASTRAN, SAP4, and PAFEC - all available on the MEENET (National
Magnetic Fusion Energy Network). The features considered desireable in a code are listed in Table
7.2. Based on these desireable features, PAFEC was selected for use.
PAFEC was used for calculations modes and frequencies and for static loading analyses,
For the modal analysis, axisymmetric elements were used. These are efficient elements, thereby
allowing a greater accuracy within the fixed limits of computer time and space. For the static
loading, the symmetry is absent and the entire shell had to be meshed, resulting in larger elements
and less accuracy.
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Table 7.2 Features of a Desireable FEM Code
" cost
. ability to solve problem
. availability
. user interface
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One of the most important decisions in applying the code is the element type to be used.
There is considerable flexibility with shell elements, including flat shell, flat shell with bending,
curved shell, and several different possibilities for the number of nodes per element. Generally,
for a fixed number of degrees of freedom, it is better to use fewer elements with each element
carrying more degrees of-freedom.(71 The 8-noded, curved shell "semi-loof" elements were the
first choice but were abandoned due to the complexity involved in their useage. 8-noded flat "facet
shell" elements were somewhat easier to apply, but still had problems with consistant distributed
loading vectors. The final choice was the simpler 4-noded flat elements which are presumcably the
least accurate of the three but at the same time provide results which are consistant and can easily
be interpreted. Since the results are used primarily to compare with the experimental data, which
is expected to have uncertainties greater than 25%, high accuracy of the numerical calculation is
judged unnecessary.
7.4. Analysis
The experiments are divided into two categories: nonuniform shell and nonuniform source
currents. For the nonuniform shell tests, the source currents were axial and uniform, and the shell
had a small hole drilled in it. For the nonuniform source current tests, the shell was continuous
but the source current was helically directed in two groups of filaments. Data was taken for both
of these tests measuring both self interactions and external field interactions. This generates a 2x2
matrix of tests. For all four tests, the eddy current analysis was performed using FASTEDDY.
The structural analysis depended on the eddy current results. For the tests with a hole, the results
from FASTEDDY indicated that the variation in pressures might be small enough to treat the
structural problem with an analytic solution for uniform loading. For the continuous shell tests the
pressure loading was considerably more complex, so much so that the self interactions were not
analyzed. The external field interactions were more easily characterized and the structural analysis
was performed using PAFEC. Table 7.3 summarizes the test cases which have been studied and
the methods used to analyze them.
7.4.1. Estimates for a Uniform Axial Current
In the experiment, nonuniform driving currents and nonuniform structures were studied. In
order to interpret those results, they are compared to the simple case of a uniform axial current
in a uniform cylindrical shell. Both the case of self interactions and external field interactions
are analyzed. For the interaction of the axial currents with their self fields and with the source
fields (both of which are called self interactions). the pressures are radially directed. This case is
analogous to a pressurized cylinder problem. For the interaction of the axial currents with the
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Table 7.3 Summary of Cases Analyzed
1. Data was taken for all cases
2. All cases were analyzed with FASTEDDY
3. The structural analysis was done as follows:
continuous shell,
helical currents
shell with hole,
axial currents
self field
interactions
no structural
analysis
analytic
solution
external field
interactions
PAFEC 4-noded
elements with bending
analytic
solution
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external field (which is axisymmetric, part radial and part axial), the pressures are circumferentially
directed. This case is analogous to a cylinder under torsion.
The only significant complication to the symmetric problem is the sinusoidal nature of the
currents. For self interactions the observed strains are at a different frequency and phase than either
the driving current or the induced current. In order to include the time dependent behavior, the
filament-shell circuit of the experiment is approximated with the simple circuit shown in Fig. 7.17.
Of course, in the experiment there is no single inductance or current; all of the quantities vary
continuously across the structure. For this simplified problem the governing equatidn is
dif di~M-+L,- + Rsi = 0 (7.5)
dt dt
where the subscript s indicates a shell quantity and f indicates filament. This equation is solved
by assuming
i= If cos wt(76
i, = I, cos(wt + 4)
Then (dropping the subscripts), -
is (7.7)
If '(M/L) 2 + (R/wL) 2
tan =R/wL (7.8)
The geometry of the shell dictates that L =M, since all of the flux which is responsible for
the shell self inductance (shaded area of Fig. 7.18) also passes through the filament circuit. The
values of R and L can be computed from
R = L (7.9)
L = /.'I in 2 (7.10)
21r r,
where ri is the inner shell radius and r2 is the return current shell radius (part of the shell circuit).
Using values relevant to the experiment, we compute R - 40js, L = .02pH, and R/L 2000.
The experimental value of R/L, obtained by measuring 1, and If at various frequencies is 1500.
The discrepancy may be due to errors in the shell dimensions or physical properties.
In order to estimate the pressure, we use
D 
___
=27rr,yIf
K (7.11)
27rri
p=KxB
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Figure 7.18 Cross Section of Shell-Filament Circuit
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The nonzero phase difference between the shell and filament currents results in a slight reduction
in pressure which is given by
r = (2irr )2  12 + I + 2IIf cos (7.12)
At 250 hz, the computed ratio of currents is (If /Is)= 0.72 and 4 = 36'. The measured values are
0.66 and 36'.
Using the mesured values, we reduce the pressure equation to
IPr = 2.27 [(2 rl)2 (7.13)
As a numerical example, the measurements with the hole were taken at I 550 amps peak,
which leads to a peak pressure estimate of 5.4 Pa. With o, = (pri/t), we estimate a circumferential
stress of 900 Pa. For measurements with the continuous shell, the current was 1050 amps peak,
and the peak pressure and stress are 20 Pa and 3300 Pa respectively.
For the case of a cylinder under torsion, the pressure is simply
Pe = (7.14)27rr,
The peak radial field is the experiments was ~ 80 Gauss (.008 T). If we assume an average field
of 40 Gauss acting over the shell and a peak shell current of 550 amps, then the total torque, T,
is .0425 N-m. The shear stress from this torque is
T
T 2 t 4400 Pa (7.15)27rr2
7.4.2. Comparison with the Shell with a Hole
The tests with the hole drilled in the cylinder were performed with a uniform axial driving
current. The filaments run up the center of the cylinder, fan out radially in equal spacings in theta,
pass axially down to the bottom of the cylinder, and then reconnect to the neighboring filament.
The restriction on the return current flow path to be purely axial (the outer shell is composed of
axial strips) has a pronounced effect, due to the close coupling of the inner and outer shells. The
result is that the currents in the inner shell are constrained to be very close to axial. As observed
in the FASTEDDY results, the perturbation due to the hole remains localized near the hole. At a
distance greater than 1-2 hole radii there is little deviation from the expected pressure distribution
of a continuous shell. The existance of a second shell differs from the simplest approximation to
a reactor first wall where the wall is assumed to be the dominant conducting structure. However,
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these results indicate that conductors near the first wall can be expected to have a significant
influence in the direction of the induced currents as well as their magnitudes.
The main effect of the hole is to cause a rise in the axial current near the hole. The majority of
the current is still axial, so, in the case of self interactions, the fields are principally circumferential
and the pressures are over 90% radial. At the edges of the hole there is a radial field contribution
which acts circumferentially to push in on the hole.
7.4.2.1. Description of FASTEDDY Results
The mesh used to compute induced currents is presented in Fig. 7.19. It is 12 loops wide
in the circumferential direction and 18 loops total in the axial direction. The hole comprises four
meshes which are assigned a large resistivity in the calculations. A first order attempt is made to
correctly model the hole by fixing the points in contact with the edge of the hole onto a circle of
the correct radius. The rest of the mesh is relaxed around these fixed points. Fig. 7.20 shows the
mesh as it appears unwrapped. This unwrapping procedure is important, since all of the data are
presented on a flat plane. A cut is made poloidally at z = 0 and axially at 0 = 0. The double
cylinder is then laid out so that running from the bottom to the top of the mesh is equivalent to
passing from the bottom of the inner cylinder to the top, then to the top of the outer cylinder and
back down to the base.
Figs. 7.21-7.22 show the time histories of the source current and induced power. (The
magnitudes do not coincide with the actual magnitudes present in the experiment. The results
were appropriately scaled afterwards.) The induced power is an averaged indicator of the level of
current in the shell. A phase shift of ~ 500 between the source and induced currents is observed,
compared to an experimentally measured phase of 360. The ratio of induced current to source
current predicted by FASTEDDY is 0.47 rather than the experimentally observed value of 0.66.
This discrepancy is believed to be due mostly to the method used to model the circulating loops in
FASTEDDY. Currently FASTEDDY computes the properties of the circulating loops by adding
the properties of the sticks which comprise the circulating loops. A method which incorporates
whole body properties rather than local properties would probably prove more suitable.
Figs. 7.23-7.24 show the spatial variation of the induced currents in streamline form and in
magnitude. The magnitude appears from two perspectives, with one showing the entire shell circuit
including the return current path which has a flat distribution. The plots represent the cylinder slit
open and laid out on a plane as discussed above. For the magnitude plot, the displacement of the
surface away from the zero plane, drawn with a dashed line, represents the level of the function
being plotted. For the streamline plot, streamlines are started off at equal spacings in theta. The
space between the streamlines does not necessarily represent the amount of current present.
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Figure 7.19 FASTEDDY 12x18 Mesh of the Cylinder
with a Hole
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zFigure 7.20 FASTEDDY Logical Mesh (Laid Open)
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Figure 7.24 Induced Current Magnitude
with-the Hole Present
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Figure 7.25 Radial Magnetic Field - Self Interactions
with the Hole Present
Figure 7.26 Toroidal Magnetic Field - Self Interactions
with the Hole Present
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The results at different time steps are very similar, with the main difference being in the
magnitudes. They show that the current is similar to a uniform shell except very near the hole.
The principal effect is an increase in the axial current due to bunching at the sides of the hole.
This results in large radial fields generated in and around the hole.
The pressures behave similarly. For the first case analyzed (the self interactions) the largest
component is the radial one, with axial and toroidal pressures down by 1-2 orders of magnitude.
This is consistant with the fact that the pressures are dominated by the axail current and the
circumferential field. Figs. 7.25-7.28 depict the fields and pressures for the case of self interactions
with the hole. The toroidal pressure is not presented, it behaves very similarly to the axial pressure
except that the peaks are rotated 90" around the hole.
For the external field interactions, the largest component of pressure comes from the
interaction of axial currents with the radial field. This is a torsion, or circumferential pressure.
Figs. 7.29-7.31 show the fields and pressures for this case.
7.4.2.2. Analytic Theory and Comparison with Data
The observation that the resulting pressures are dominated by either a radial or circumferential
component, and are relatively constant over most of the shell suggests that an analytic estimate
of stresses can be attempted with some success for this case. The problem of a uniformly loaded
cylinder with a hole has been studied before by Peter Van Dyke (7.6) and others. Some results are
presented in Figs. 7.32-7.34. They show a radial variation of approximately an order of magnitude
in the stresses near the hole - much larger than the variation of the electromagnetic pressures. This
indicates that the structural effects dominate the problem and the uniform pressure approximation
is a good one. The coordinate system used by Van Dyke requires explanation. The radial distance,
r, is the distance from the edge of the hole normalized to the hole radius, a. The angle coordinate,
6, measures the position around the hole, starting from the lowest axial position. The stresses are
expressed as elements of the stress tensor. For example, OG9AV is the circumferential stress at the
middle surface. The normalization o is the value of axial stress far away from the hole.
The experimental data has been reduced for comparison with the theoretical predictions. Due
to the extremely steep gradients near the hole, the data is not expected to be very accurate. The
uncertainty in gauge position of 1-2 mm is significant since the slope of the stress function is so
steep there. Also, because of the limited amount of data, a complete comparison with the theory
is impossible. Instead, the trends are compared and the consistancy of data and theory is analyzed.
The curvature parameter for the experiment, 0, is defined by Van Dyke as:
a /12(1 -1 2)8Rt=(7.16)
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For our case this results in 0 = 2.5, which is close enough to the value of 2.0 in Figs. 7.32-7.33 so
that qualitatively they are similar. However, this adds yet another source of error in the comparison.
For comparison with the analytic theory, the experimental stresses in Table 5.7 were converted
to components normal and tangential to the hole. The results are presented in Table 7.4. In this
table, the normal direction for gauge sets 6 and 7 is defined to be vertical. (Remember that gauge
sets 6 and 7 are away from the hole.)
The pressure results of Fig. 7.32 are used to compare with the self interaction data in the
table. In the figure, the tangential stress at 900 does not peak as high as at 00 and 45". Gauge sets
3 and 4 are at 90. They consistantly show slightly larger normal stresses compared to tangential.
This is in agreement with the theory when one considers the fact that gauge sets 3 and 4 are at 0.5
and 1.5 hole radii away respectively. At r/a = 0.5, the normal stress has already come up from
zero and the tangential stress has passed through zero to a positive value approximately equal to
the normal stress. In the data, gauge set 4 has a slightly smaller stress than set 3. From the figure
it is apparent that the 900 case has approximately level response between 0.5 and 1.5 hole radii.
Gauge set 1 shows the most dramatic stress concentration of between 8 and 12. This is well
up the curve for oas. The normal component is down by over an order of magnitude as expected.
Gauge set 2 at 45' agrees with the behavior of gauge set 1 in that the tangential component is
much larger than the normal component. The peaking is 2-3 times less - a result which may be
explained by the inaccurate placement of the gauges.
One final observation for the pressure data is that the symmetry gauge - gauge set 5 - does
not agree very well with gauge set 2 as expected. In addition, the gauge set 5 response is not
as repeatable as the other sets. It is suspected that one of the gauges in this set may have been
malfunctioning or that some other extraneous factor influenced the response.
The torsion results of Figs. 7.33-34 are used to compare with the external field interaction
data in Table 7.4. From Fig. 7.34 it is seen that at exactly 0' or 90, the tangential stress is zero.
Also in the figure it is seen that a small deviation away from these precise values results in large
variations in stress. Note especially the difference between 800 and 900. This is an unfortunate
state of affairs, since the majority of the gauges in the experiment were placed at 0' and 90.
This fact makes comparisons almost impossible. Not only is there a rapid radial variation near
the hole for the case of torsion, but there is an additional strong angular dependence around the
hole. This points out once again that the structural response is much more sensitive to structural
discontinuities than the eddy current response.
Gauge set 2 is the 450 set which is expected to present the most consistant data. Similar to
the pressure results, the stress is primarily tangential and shows a stress concentration of between
6 and 11. It is assumed that the source of the large variation in the predicted stress concentration
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Data for the Cylinder with a Hole
testI gauge data, self interactions
gauge no. normal stress tangential stress
1 0.941E+03 0.133E+05
2 0.555E+03 -0.407E+04
3 0.757E+04. 0.577E+04
4 0.608E+04 0.368E+04
5 -0.188E+04 -0.157E+04
6 -0.103E+04 0.325E+03
7 0.105E+04 0.105E+04
test2 gauge data, self interactions
gauge no. normal stress tangential stress
1 0.572E+03 0.121E+05
2 -0.347E+03 -0.316E+04
3 0.757E+04 0.577E+04
4 0.634E+04 0.420E+04
5 -0.155E+04 0.258E+03
6 -0.140E+04 -0.948E+03
7 0.106E+04 | 0.133E+04
test3 gauge data, self interactions
gauge no. nofmal stress tangential stress
1 -0.780E+02 0.956E+04
2 0.124E+04 0.192E+04
3 0.730E+04 0.476E+04
4 0.567E+04 0.358E+04
5 0.159E+04 0.368E+04
testIf gauge data, external field interactions
gauge no. normal stress tangential stress
1 0.107E+05 0.213E+05
2 -0.137E+04 -0.222E+05
3 -0.425E+04 -0.605E+04
4 -0.261E+04 -0.616E+04
5 0.195E+05 0.223E+05
6 0.384E+04 0.576E+04
7 | 0.243E+04 0.336E+04
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Table 7.4
test2f gauge data, external field interactions
gauge no. normal stress tangential stress
1 0.169E+04 0.118E+05
2 0.446E+04 -0.149E+05
3 -O.368E+04 -0.436E+04
4 -0.854E+03 -0.570E+04
5 0.144E+05 0.169E+05
6 -0.107E+04 0.411E+04
7 -0.841E+03 0.260E+04
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factors from test to test is because of the sensitivity of the stresses near the hole to small changes
in the support and other test conditions.
Gauge set 5 is also at 45'. This rosette gives repeatable results which have about the same
peaking factor as set 2. but shows a much larger normal component.
Referring to gauge sets 3 and 4, the tangential stress actually increases going away from the
hole. At the same time, the normal stresses and the shear stress (Table 5.7) drop considerably. This
may be caused entirely by a misalignment of the gauges. It is also worthwhile to point out that
the test cylinder is not exactly centered in the external field coil. This means that the loading is
not precisely symmetric. Even if it was, the experimental condition of a smoothly varying torsional
pressure is not the same as the end loaded torque applied in the analytic study, so one should
not expect an exact correlation between theory and experiment. In general the tendencies of the
experimental data are similar to the theory, but not in any exact sense.
7.4.3. Comparison with the Continuous Shell
For the continuous shell, both the cases of self interactions and external field interactions
were analyzed with FASTEDDY. An analytic solution of stresses and strains was considered
highly impractical (although possible if the structural equations could be simplified and Fourier
decomposed similar to the currents in Appendix C). Therefore PAFEC was relied upon for the
numerical comparison with the experiment. The results with self interactions were very complex.
The fields near the cylinder ends deviate from symmetry strongly. The resulting pressures are so
nonsymmetric that analysis with PAFEC was not attempted. Instead, the simpler case with the
axisymmetric external field is presented here. This case also had the best data experimentally due
to the fact that the strains were larger. The clarity of the data and the numerical results for the
external field interactions makes a simpler and more meaningful comparison possible.
7.4.3.1. Description of FASTEDDY Results
The same size mesh was used for this test case as for the test with the hole. The filaments in
this case are composed of two helical filament sets which simulate a 2/1 helical current distribution
in a tokamak. They are pictured in Fig. 7.35. Fig. 7.36 shows the cylindrical shell together with
the filaments to give a better sense of the experimental geometry.
The resulting streamlines at 2.6 msec are drawn in Fig. 7.37. There is one subtle result in
the space opposite the gaps in the filament. The currents appear to want to become axial away
from the strong influence of the helical filaments. As with the hole tests, it is suspected that this
is a result of the extremely strong coupling of the two shells. It may also reflect the difference
in inductance between axially and circumferentially circulating flows. Fig. 7.38 shows the induced
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Figure 7.35 Illustration of the Helical Filaments
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Figure 7.36 Illustration of 12x18 Continuous
Cylinder with Filaments
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Figure 7.37 Current Streamlines for
Continuous Cylinder Test
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current magnitude for this test case. Notice that the average value in the inner shell is larger than
in the outer shell because of the smaller radius and also because the outer shell contains only the
axial circulating component of the total current.
Figs. 7.39-7.41 show the pressures induced. An important point not borne out by the unscaled
figures is that, for this example, the magnitudes of the three pressure components are approximately
equal. This shows up clearly on the displacement plots shown later. The forces can be thought
to consist of torsion, radial pressure, and axial compression terms which all have a constant plus a
cos (29 + 2rz/L) component.
7.4.3.2. PAFEC Results and Comparison with Data
Since the mesh is now uniform, flat shell elements could be used in the structural code
without much difficulty. Trouble with proper application of consistant distributed loading vectors
for 8-noded elements led to the use of 4-noded elements with bending and both in-plane and
out-of-plane effects included.
The structural results from PAFEC are presented in two parts: the displacements and the
principal stresses. Figs. 7.42-7.43 are the side view and top view of the deformed structure with the
displacements exaggerated. In Fig. 7.43 the undeformed cylinder is drawn with a heavy line. In
Fig. 4.42 it is clear by inspection where the undeformed shell should lie, since the narrow section at
the cylinder bottom (left side of figure) is completely constrained from movement. The actual peak
radial displacement is 9 x 10-7 m. From the figures it is clear that both radial and circumferential
displacements are present in approximately equal proportions. The radial displacement follows the
induced currents
P' = Po COs 29 (7.17)
The circumferential displacements also appear to follow the currents
PO = Poo cos(27rz/L) (7.18)
The peak displacements are seen to occur at the thick top flange. This was an unexpected
result, since the flange has a much larger stiffness than the shell. The reason for the large
displacement is that bending dominates the movement rather than flexure. The bending stiffness
of the thin shell is extremely small, so it is expected that the top flange supports most of the net
bending force.
To obtain an order of magnitude estimate of the expected flange movement, an analytic
expression was used for the displacement of a ring due to opposing point loads. The formula used
is
Fr3
6 = 1.42 (7.19)EI
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Figure 7.38 Current Magnitude for Continuous
Cylinder Test
2
Figure 7.39 Radial Pressure - External Field Interaction
-197-
-I -
zFigure 7.40 Axial Pressure - External Field Interaction
F-
Figure 7.41 Toroidal Pressure -External Field Interaction
-198-
Figure 7.42 PAFEC displacements - Side View
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Figure 7.43 PAFEC Displacements - Top View
where 6 is the displacement at the point where the force is applied, and I is the area moment of
inertia of the ring. With a peak pressure of ~ 0.9 Pa on the 0.12 m2 surface, if the total force was
supported by the flange then the expected movement would be 3.5 X 10-6. This indicates that
the observed displacement quoted above is within the bounds explained by the effects of bending.
The principal stresses are obtained in PAFEC from the displacements. It is important to note
that the stress function is not necessarily continuous across element boundaries (7-9). The finite
element formulation is set up to provide for continuity of the displacements at the node points.
The stress functions within an element depend upon the values of the nodal displacements in a
fairly complicated way. If there is a substantial variation of the stresses across elements, then one
can expect a substantial discontinuity in the stress at element interfaces.
Figs. 7.44-7.45 arc to be compared with the data presented in Chapter 5. A brief glance
confirms that the sinusoidal dependence on theta is correctly predicted, and in addition the
magnitudes of the strains are within the expected error of the measurements. For the center gauge
set, the difference between FASTEDDY/PAFEC and the data is 20-30%. For the upper gauge set
there is somewhat larger variation. The estimate for a uniform current under torsion from Section
7.4.1 was 8400 Pa. Although the simple case of pure torsion cannot be used to compare directly,
the numerical value is in the right ballpark.
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Chapter 8
Conclusions
Plasma disruptions have different, sometimes severe effects on tokamak structures. These
include thermal effects, first wall erosion, arcing, and electromagnetic loading. In this thesis,
electromagnetic effects were singled out and examined both experimentally and numerically.
Particular focus is given to effects of distributed loading in the structures including induced
pressures, stresses, and strains. Local effects near discontinuities are studied and compared to
uniform axisymmetric results.
A small simulation experiment was performed to explore these effects. A complete set
of measurements would include currents, fields, and strains. Considering the limited resources
available, this work includes measurement of the strains alone. The successful measurement of
strains suggests that similar techniques may be adapted for use in tokamak experiments.
As a result of the operation of the experiments, several unexpected effects were observed
to be dominant concerns. One of these is resonant behavior. Rather than being isolated peaks,
for the test apparatus there are an abundance of resonances which form a continuum over some
regions of frequency space. Another observation is that details in the structural response tend to
have a more pronounced effect on the strains than details in the eddy current response. This is
most clearly documented in the experiments with a hole where the pressures varied by less than
50%, but the stresses varied by over an order of magnitude.
In addition to the experimental measurement of strains, analytic and numerical solution
techniques were examined and performed. The solution involves both induced eddy currents
which result in pressure loads-, and the structural response to these loads. In most practical cases
an analytic solution is intractable. Nevertheless, as an approximate solution, analytic techniques
can be used to illuminate the general behaviors. The work in this thesis has relied more heavily on
numerical solutions. Rather than being a well established field, eddy current analysis is still in a
research state of development. This resulted in the need to develop a special code for application
to the connected shell structures studied. The 3-D code was used for all of the comparisons made
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with the experimental results.
An axisymmetric analysis for reactor scale tokamaks indicated that for uniform loading with
continuous structures, the resulting distributed stresses and strains are below the threshold for
serious damage by 1-2 orders of magnitude. It is concluded that the more important cases to study
involve nonuniformities in either the loading or the structures. A 3-D analysis was performed and
verified with the experiments done in cylindrical geometry. The results of this work indicate that
nonuniformities in the structure can easily increase the local strains by over an order of magnitude.
It is noted that the largest peaking factors are likely to come from structural nonuniformities and
not loading nonuniformities.
8.1. Experimental Results
1. The experiments have clearly shown the ability to measure strains in an electromagnetically
noisy environment using synchronous detection techniques. Experiments with mechanical
loading supplied by an electromagnet were able to track strains down to 10- 9 . Experiments
with electromagnetic loading were able to measure strains approaching - 108 in the presence
of strong noise fields. This was accomplished by modulating the source current and the signal
detection electronics at different frequencies. The signals were then detected at the sum
frequency with a lock-in amplifier.
2. The experiments have demonstated the importance of resonant behavior and other structural
effects. The resonant behavior was verified both analytically using the theory of Arnold and
Warburton, and numerically using a commercial finite element structural code. In addition
to resonances, other complications were observed in some cases to dominate the structural
response. This includes sensitivity to the exact nature of the support, and to the existance of
holes and flanges.
8.2. Numerical Results
1. A set of codes was written to study eddy current and structural response of tokamak first
walls in a toroidal axisymmetric geometry. The application to a STARFIRE test case showed
peak poloidal strains of 5 x 104 and peak bending stresses of .7MPa with a central current.
A 25% outward shift caused a peak bending stress of 10 MPa and peak strain of 6 x 10-' in
the toroidal, rather than poloidal direction. Other moderate changes to the base case resulted
in strains which varied by less than a factor of two.
2. A 3-D shell eddy current code was developed based on a circuit network analog method.
The code was extensively benchmarked with 2-D and axisymmetric test cases, and applied
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to simple example problems. It was then applied to the analysis of the experiments done as
part of the thesis.
3. Using the 3-D code on the test cases with a hole, it was observed that structural irregularities
cause only minor, local perturbations in the induced pressures, but larger effects result from the
structural response. It is concluded that emphasis should be placed on an accurate structural
solution. For the test cases with a continuous shell, the stresses were close in magnitude to
the axisymmetric estimates and exhibit spatial dependence which directly reflects the spatial
dependence of the source currents.
8.3. Recommendations:
1. This thesis has demonstrated the use of strain gauges in an electrically noisy environment.
The next logical step is to develop similar diagnostics which could be used to instrument a real
tokamak experiment such as TFTR, DCT, etc. Semiconductor strain gauges can be used for
discrete measurements away from the the plasma. For surfaces in contact with plasma or for
measurements which require imaging a large area, optical techniques might be explored. In
addition to the first wall stress, the measurements could include magnet and blanket stresses.
2. An efficient method has been developed to compute forces and structural responses due to
disruptions in a simple axisymmetric geometry. There are several ways in which this method
could be further applied and upgraded. Presently the code treats only circular toroidal
shells. It could be extended to: (a) Compute forces on coils. (b) Treat noncircular shells,
limiters, complicated driving current distributions, etc. (c) Do a 2-D treatment using 2-D
basis functions. (d) Because the axisymmetric codes are so efficient, they are good candidates
for initiating studies into the feedback mechanisms between the plasma currents, induced
currents, and structural response.
3. An eddy current code based on an integral approach was designed specifically for application
to connected shell problems. There is much room for improvements, including the addition
of symmetry conditions and exploration of large, nonuniform mesh effects. There are also
many potential problems which could be analyzed using the code.
4. The structural part of the problem of computing stresses has been identified as dominant in
many cases, yet the amount of structural analysis done here is extremely limited. Several
commercial finite element codes already exist for multi-dimensional structural analysis, such
as PAFEC, NASTRAN, and SAP4. There are a number of interesting problems which
remain to be explored; some of them could be fairly small and easy to run. This includes
more work on toroidal structures and resonant behavior. Larger 2-dimensional shell and full
3-dimensional problems could be set up to analyze a specific reactor design.
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Appendix A
Analytic Methods in Cylindrical Geometry
A certain amount of headway can be made with an analytic description beyond the simple
central axial current problem. If the source current distribution is periodic in the axial direction (it
must be periodic in 0) then the problem can be Fourier analyzed. If a full period is included, then
each harmonic couples only to itself and can therefore be analyzed separately. This is indeed the
case for the helical currents used in the EST. In addition, it is assumed that currents are contained
in constant radius surfaces and that J, = 0.
A.1. Scalar Potential Harmonic Expansion
There are two ways the problem can be solved by Fourier decomposition: using a scalar
potential formulation or using a vector potential formulation. In toroidal coordinates Maxwell's
equations are not separable and the vector potential formulation is required. In cylindrical geometry,
for localized current distributions, we can write a scalar potential in regions of zero current
B= -VT (A.1)
This follows from Maxwell's equation
V X B= pOJ= 0 (A.2)
Including V -B = 0, we obtain
V2T = 0 (A.3)
This equation separates into the solution
RI' = (A.4)
n m
The radial function, R, is a combination of the modified Bessel functions I(#m,,r) and K(#Omr).
The Fourier coefficients are obtained by applying the boundary conditions at the current-carrying
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surfaces
T = finite
P -( H2 - HI) = 0 (A.5)
x 2 - H1) = K
This method is particularly simple when the currents are known and the magnetic field B
is required. In order to obtain induced currents from the fields, the problem must include a
calculation of the areas which link the fluxes. In effect, mutual inductances are computed for each
hannonic using
J = B.dS (A.6)
Once the induced currents are found, pressures may be formed. These are not linear in current,
therefore there is mixing between the fourier components. This turns into a very complicated
situation to analyze without the aid of a computer.
Example Problem
In order to demonstrate the technique, one component will be solved for a sample problem.
It is important to note that the zero harmonic is a special case and must be analyzed separately.
. For the experimental apparatus, the source current is given approximately by
K 1~z+ 7rr1 6 11 2 27rz 2 3 2rz 2 GI '7K = ++ - cos.( -20)- - cos 3( 2-)+.-- (A.7)Ko (12 + 7r 2r2)1/2 2 7r I 37r I
where K = J(ri) is the surface current density and r1 is the radius of the source current. This
distribution gives the correct vector dependence and identically satisfies V- K= 0.
For the complete solution of the induced current, ultimately we must solve the equation
dl dQIR + L + =0 (A.8)dt dt
Therefore, it is necessary to compute R, L, and 0 for the first harmonic (the one with 2- in front
of it). R is easily obtained by inspection
R = 1 (A.9)7rr 26
The inductances are obtained by integrating the fields over the associated areas. Since the
associated areas are constant radius surfaces, the radial component of field is the only one needed.
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The solution for B, due to the source current is: (A.1)
2 pril',(Ori)K' (Or2)B, 2 =-OKO sin (6z - 20)
7r (4+ p2r 2 )1/2 In(3ri)K' (Or,) - K,(pBri)I,( ri) (A.1)
A sin (Oz - 20)
where n = 1 and 0 = 2. Similarly, the field due to the induced current, used in the self
inductance calculation, is given by the same equation with r 2 substituted for ri.
The area to integrate for inductances can be obtained by imagining that the shell is composed
of a collection of helical wires with a turns density N,
N a cos (#z - 20) (A.11)
The flux may be evaluated for one wire, and then a current weighted average is performed for the
net flux. The flux for one wire is:
I +rz/1+7r/2
SB- dA = r2 d9dzA sin (Oz - 20) (A.12)
where q is the angle of the wire being integrated. The flux D is:
() = -Alr 2 cos 2k (A.13)
The weighted average is:
,f14 c(D) cos 20do
4cos 2od (A.14)
7r Alr 2
4 2
Inductances are simply flux per unit current.
This procedure can be followed to obtain any number of harmonics of the induced currents.
Then, as stated above, the pressures are computed by multiplying together currents and fields. The
result must include spatial mixing terms. Then in order to solve the structural equations, these
pressures are entered as inputs. It is possible to solve the membrane equations for a cylinder by
direct integration of the pressures. This procedure is not presented here; the derivation may be
found in various texts, including Timoshenko.(A. 2 ) For a full bending theory solution, it is probably
most wise to use a finite element numerical solution.
A.2. Green's Function and Vector Methods
An alternative to the scalar potential formulation avoids the computation of mutual inductances
and the solution of the circuit differential equations by solving directly for the current density. The
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derivation given here is a bit unusual. It is more customary to solve for the vector potential using
V2 A = -AoJ (A.15)
The nonseparability of the equations results in the need to transform to Cartesian coordinates.
Due to the simple current densities assumed for our problem, we can avoid some of the
problems. with the vector potential formulation by solving instead the two fundamental equations:.
d AE= 77J= (A.16)dt
A(x) = - J )dx' (A.17)
4,r |x - x
The useage of primes denotes source points, no prime indicates a field point. Combining these,
we get
J(p) a fJ(x')dx' Jo(x')dx' A.8
47r at |x - x11 ix- xel
where the source current is from the start separated out as a known function. The unknown to
be solved for is J. The method is to write both J and in cylindrical harmonics, leaving a
simple ordinary differential equation for each harmonic. This is entirely analogous to the solution
of the scalar potential.
First we express the source current as
J0(x)| = [ [ C~m0ei(n9+0m z)6(r - ro) (A.19)
m n
and assume for the form of J a helically symmetric solution which solves the differential equation
|J(x) = > [Amnei(n+O,z)In(P3r) + Bmnei(nO+Om z)Kn(pmr) (A.20)
m nI
The solution could proceed from here with an arbitrary radial dependence, but the fact that I
appears only at discrete radial surfaces will simplify the integrals considerably. We will use
|J(x)| = Cmnei(nO+-z)6(r - r1 ) (A.21)
If currents appear at several surfaces, then the term Cm7n(r - ri) will be replaced-with a sum
Ek Cmnkt(r - rk). For this solution we take only one surface current.
The vector nature of the problem has been omitted for simplicity. It is a constant inside the
integrals and can be inferred from the exponential term by setting
,3m + nG = constant (A.22)
-211-
(rk/n) - (1/Orn) (A.23)
r /n 2 +1/02
Substitution of J this into this expression readily yields V -J= 0 as expected.
The Green's function is expressed in the usual fashion as an expansion in the harmonic
functions which are known solutions to the separated equations. In cylindrical geometry this results
in: (A.3)
1 Z in 9-'),'3m( -- z')I (,3r )Kn(3m r>) (A.24)
1x -x'f ,r
The solution then proceeds by combining the Green's function with the assumed forms for the
currents. One Fourier term is selected with the sums being implicit.
Cmn 6(r - r1)ei(nO+O z) - _ (I r'dr'd'dz'(Cm5(r - ri) + C*,,n6(r -ro))
47r2 5t ( ~rd~z(m
(A25)
-e (nO'+Omz') eq(0-0'),ip(z-z' )Iq(8pre )Kq(Ppr,))
p q
where
wh= smaller of (r, r')
r = larger of (r, r')
With the help of the delta functions, all of the integrals can be performed, leaving
Cmn6(r - r1 ) = 4 r C0n In(3mro)Kn(mro) + riCrnIn(/mri)K(#iri)] (A.26)
The surface conductivity is defined by
o-(r) = 6(r - ri) (A.27)
which leaves us finally with a single ordinary differential equation for Cmn
Cmn, = {riCmnIn(mr)Kn(#mri) + roCOMnOi3mro)Kn(Pmro)} (A.28)
OM at
The solution is easily obtained for a sinusoidal source current. In order to obtain the pressures
induced, the fields must be obtained from the two surface currents. The solution in terms of the
scalar potential is obviously much simpler in cylindrical geometry. The advantage of the Green's
function solution is that it can be extended to toroidal geometry, where the expansion becomes:
(A.4-A.5)
1 1
= -[(cosh 77 - cos 6)]'/ 2Ix - x'\ a~r (.
SEmn(-1)cos(m(# - $'))cos(n(6 - '))P.i-/2 (cosh r7')Qml1 / 2 (cosh r7)
n m
where
ek = 1, k = 0
k = 2, k - 0
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Appendix 8
Description of FASTEDDY
This appendix describes the procedures carried out by FASTEDDY. Since the code is still
in a developmental phase, actual code useage is deemphasized. The description concentrates on
methods of solution, explanations for the choice of the various techniques and parameters, and
helpful hints on avoiding trouble with the codes. It is not intended that this guide will sufficiently
explain the codes without reference to the source files.
Execution of FASTEDDY occurs in separate phases which are linked through their input/output
files. This description is similarly organized. There are three main solution steps and a post-
processor routine for data analysis. They are:
1. FASTMESH for mesh generation
2. FASTCOFF for computation of the input matrices and matrix inversion
3. FASTTIME for time integration through the problem
4. FASTPLOT to convert line currents to current densities and plot streamlines
The main output files are given in Table B.1. These are the files which are required by
succeeding phases. In addition, each phase may create other output files which are principally
diagnostic.
B.1. Overview
As discussed in Chapter 6, FASTEDDY is modeled after EDDYNET (B-1) which uses an
electric circuit analog. The continuous structure is reduced to a set of lines connected in such a way
as to form quadrilateral loops. By setting up loop voltage equations, a tremendous savings is made
on the number of unknowns, since all of Kirchoff's node current equations are implicitly satisfied.
This is seen dramatically by comparison to a line formulation of the same problem. When a line
formulation is used, there are voltage equations associated with each line segment and unknown
electric scalar potentials associated with the nodes. The potentials are important to transmit the
effects of the boundaries throughout the structure. One of the values of scalar potential is arbitrary,
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Table B.1 Summary of Data File Contents
name generating phase
file2l
file22
file23
file24
file25
1
2
2.
3
4
contents
mesh gcneration results, x,y,z,rho
centroids, areas, and resistances
inverted matrix (M + RAt)- 1 -Ginv
line currents for subsequent fitting and powers
current densities at the centroids
Figure B.1 Example Mesh
4 loops
12 lines
9 nodes
Table B.2 Mesh Sizing Parameters
icoord= 1 2 3 4
x1 xmin xmin Rin aO
x2 xmax xmax Rout RO
yl ymin ymin zMin unused
y2 ymax ymax zmax unused
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3
but this is consistant with the fact that the number of independent node equations is one less than
the number of nodes.
As an illustrative example of these statements, consider the 4x4 mesh of figure B.1. There is
a minimum of 4 equations which must be solved, since there are 4 unknown imposed fluxes. In
the loop formulation each equation sums the voltage drops around one of the loops. In the line
formulation there are 12 unknown line currents and 8 unknown node potentials. 12 line voltage
equations are used together with 8 node current equations. Since the size of the problem scales as
the square of the number of equations, there is an extreme incentive to keep the loop formulation,
even at the expense of some added complexity in the description of the problem.
The solution begins by modeling the shell with these loops. FASTMESH does this in addition
to allowing an efficient method for relaxing the nodes around discontinuities.
The second step is to compute the resistances and inductances for the loops to be used in
solving the problem. The algorithm also -requires inversion of the mutual inductance matrix. These
tasks are accomplished in FASTCOFF.
The time dependent solution is generated in the third step, FASTTIME. It consists primarily
of a loop which computes dI/dt by doing a matrix multiplication and then advancing the current
vector. The output is expressed both as loop currents and line currents, where the line currents
are simply summed from the loops which are neighbors to the line.
For presentation of the results, the final step is FASTPLOT. It computes current densities at
the centroids, pressure loading, and plots various quantities such as current streamlines.
B.2. FASTMESH
FASTMESH sets up the mesh for FASTEDDY. This includes definition of the logical
coordinates (numbering of loops), the real coordinates (x,y,z Cartesian coordinates), and the
resistivities and other electrical properties. It also includes a rather lengthy section which does
a mesh relaxation. The mesh relaxation allows discontinuities in the structure to be meshed
in a semi-automatic fashion. Its principal usefulness is in computing the node positions near
discontinuities in such a way that the average size of a loop is relatively constant within a relaxation
region. Since most problems require fairly coarse meshes, it is important to efficiently use all of
the loops included in the problem. If large and small loops are interspersed, then the accuracy is
limited by the larger loops.
The method used for mesh relaxation is to iteratively locate each node at the centroid of
the quadrilateral defined by the node's four neighbors. This results in a solution which minimizes
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the total length of the lines connecting the nodes, and therefore also the stretching energy if the
structure is assumed to be a uniform elastic material under deformation.
The quadrilateral loops of the mesh are connected in one of 4 coordinate system types. They
are:
icoord=1 2-D plane
icoord=2 curved, simply connected shell with specified z(x,y)
icoord=3 toroidal with 2 cylindrical shells composing
the torus (for use with the experiment)
icoord=4 toroidal with relaxation in theta and phi
There are really only two general types of shell - either simply connected or multiply
connected, such as the topological torus. At this time, the two options have been separated into
two different codes which treat specifically one type of geometry,.
The logical mesh is continuous in two directions. This means that on the surface each loop
is connected to the loops which are numbered one less and one more than itself. The last node
may reconnect to the first one in connected coordinate systems. This is explicitly assumed in the
code. The logical continuity is a significant feature. It severely limits the flexibility of the code in
treating unusual problems, but makes the treatment of the standard toroidal shell problem much
simpler.
The FASTMESH phase has 6 parts:
1) read the input data
2) relax the regions
3) plot the relaxed logical mesh
4) assign real coordinates
5) plot the relaxed real mesh with hidden lines
6) write output
B.2.1. Mesh Relaxation
Mesh relaxation takes place depending upon certain flags given. The region flag (irel)
determines whether or not a particular region should be relaxed. The node flags determine how a
particular node should be constrained. Note, if iprop= 0 is used, the region is assumed to already
have properties defined and is used only for relaxation.
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krel= 1 fixed in x-direction
krel= 0 float in x-direction
krel= --1 float in x-direction with k-neighbors only
lrel= 1 fixed in y-direction
lrel= 0 float in y-direction
lrel= -1 float in y-direction with 1-neighbors only
irel= 1 relax, but region edges only float with nodes inside the region
irel= 0 no relaxation of this region
irel= -1 allow edges of region to float with outside nodes
The user should be aware of the following: when defining regions, the region boundaries can
be used for both resistivity definition and relaxation information. The resistivity data is loop data
- this means that the data extends from the node point outwards in both k and I to the next node
points. The relaxation data refers directly to the point in question.
In the different coordinate systems it is assumed that the user is interested in different
conditions on the relaxation. User intervention is required to override these.
icoord=1 or 2
For unconnected meshes, the relaxation is restricted to stay on the edges at the edge nodes.
The x,y space is initially chopped into equal size regions in a quadrilateral space defined by the
inputs xl,x2,yl,y2 (see Table B.2).
icoord=3
For the 2-shell torus, the two shells are fixed in z at the top and bottom edge of each shell
(I = 1, 1 = nL/2, I = n1/2 + 1, 1 = n1). The two shells are separated by a single loop at the top
and bottom, since the region of interest for the experiment we are modeling is away from these
edges. At the edges the angle coordinate is free to relax. The points (1,1) and (1, n1) are fixed in
0 (ie, k). Relaxation takes place across the boundary 0 = 27r. Extra nodes (as with icoord= 4) are
defined at the end of the logical mesh, k=nk +1 which wrap around from 9 = 0 to = 7r. These
nodes are located in real space at exactly the same points as the k= 1 nodes.
icoord= 4
For the torus, the relaxation default is to fix the node k =1, 1=1 only. Because of the
connectedness of the structure this is sufficient for stability. k=nk is connected to k=1 and l=nl
is connected to 1=1. Coordinates are evenly spaced in 0 and 0 and are defined at nl+1 and nk+1
for plotting and for use in later solution steps (their value is 27r greater than 1=1 and k=1).
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B.2.2. Sample Input Deck
The mesh generator was written with an effort to make data entry very easy. At the same
time, it was desireable to maintain compatibility with the local VAX 11/780 and the MFE Cray
machines. The need to conform to the restrictions of multiple machine useage contradicts the
desire for simplicity.
Following is a sample input deck, where precise location within format fields is important.
The data is organized in modules which are identified by the keywords MESH, PROP, REGI, and
NODE. The order of the modules is arbitrary. Comments can be included before any module, but
not between data records in the same module. The first deck gives the variable names which can
be found in Table B.3; the second deck gives actual sample values.
-219-
mesh
icoord nk nl nsym dt w
x1 x2 yl y2
properties
nprop
i eta h irel
j eta h irel
nodes
nnode
il ji xk yl krel irel
i2 j2 xk yl krel irel
i3 j3 xk yl krel irel
regions
nregi
i iprop ki k2 11 12
j iprop ki k2 11 12
stop
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II
this is an actual file used to generate a symmetric torus
there is only one region
regions
1
1 1 1 6 1 4
all nodes are automatically generated
nodes
0
properties
1 ,
1 1.67e-08
mesh nzfct nk nl
4 2 6 4
1.0 3.0
.001 0
99
dt
3 .0001
0. 7.
stop
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w
.001
epsilon
1.Oe-05
Table B.3 Description of Variables used in FASTMESH
nk number of nodes in the logical k direction
ni number of nodes in the logical I direction
icoord coordinate system identifier
eta(i) resistivity of property set i
h(i) thickness of property set i
irel(i) mesh relaxation flag for property set i, 0=no relaxation
irxmax maximum iterations for mesh relaxation, normally 20
istab relaxation stability parameter; normally 3
eps termination criterion for mesh convergence; normally .001
nsym type of symettry of problem (see FASTCOFF description)
nzfct function identifier for surface and driving function definition
dt default time step in phase 4
w thickness of shell for resistance calculations
xl mesh sizing parameters...
x2 real coordinates in specified coordinate system:
yl bounds of the internally generated mesh
y2 (toroidal c.s. has aO in xkmin and rO in xkmax)
xk(ij) logical k coordinate of node ij
yl(ij) logical 1 coordinate of node ij
krel(ij)' type of k-freedom in mesh relaxation
irel(ij) type of 1-freedom in mesh relaxation
iprop(i) property set used for region i
kl(i)
k2(i) logical coordinates used to specify bounds
11(i) of the region to be relaxed
12(i)
diffx used to test convergence of mesh relaxation using
diffy dsx and dsy
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B.3. FASTCOFF
B.3.1. Evaluating the Inductance Matrix and its Inverse
FASTCOFF sets up arrays for solution of the matrix circuit equation in 2 dimensions. The
basic equation to be solved is,
dI dQRI+M-+ - =0 (B.1)
dt dt
where I is the loop current vector and M is the mutual inductance matrix. Since loop currents
share resistive elements, the resistance is also a matrix. However, the mutual resistance matrix is
very sparse, so instead of storing it as a full matrix, the individual elements are computed when
needed. The result is that there is only one large matrix in the entire problem for any given phase.
When the matrix is inverted, a space saving solution is used and the inverse is returned in place.
This allows for the largest possible problem to be solved without excessive paging of the executable
out of core.
Backward differencing of eqn. B.1 results in the time advancing formula:
Al = -(M + RAt)- 1 (AD + RAtI) (B.2)
The corresponding forward differencing formula would be:
AI= -M-'(A + RttI) (B.3)
Back differencing is more stable, but it requires a constant time step in the time integration
step, since At is contained in the inverted matrix. In problems with large resistivity variations on
the surface, numerical stability becomes the dominant problem and a fixed time step is tolerated.
The primary task of FASTCOFF is then to form and invert the matrix
G = (M + RAt) (B.4)
In order to increase the accuracy and the size of the time step, 4th order Runge-Kutta is employed
using the backward differencing form of the derivative. This is described in more detail in the
following section.
The vector potential formulation is used to compute mutual inductances. Loop fluxes are computed
by integrating
= JA-dl (B.5)
around the loop.
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Table B.4 Flux Through Special Loops Due to Special Loops:
g (1, 1)
g( imax, imax)
g(1, imax)
g( imax, 1)
self inductance of k = 1 loop
self inductance of I = 1 loop
mutual flux through k = 1 loop due to 1 - 1 loop
mutual flux through l = 1 loop due to k = 1 loop
//
Figure B..2 Stick Self-Inductance Model
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The vector potential formulation gives greatly increased accuracy as compared to the old
technique of evaluating B at the loop centroid.and multiplying by the loop area, as is done in
EDDYNET. For multiply-connected coordinate systems this was found to be especially important.
On the average, the loops are closer together in connected systems and their orientations tend to
be less flat. This can result in significant (as much as 50% ) differences between the two forms.
The expressions for A and B are obtained by integrating exactly
A O[Idl yB is f IdIx r
A= - B= - (B.6)4-,rf r 47r r3
The result is then written in terms of relative vectors from the observation point to the wire.
If b is the displacement vector from the observation point to the start of the wire, and c is the
corresponding vector to the end of the wire, we can define a = c - b in the direction of the
current. Then
A 1o( a - c+JaelB a47r (a.-b+ jai\bj ja
and
B- a'40a.c b X cxa (B.8)
47r c| b| )c x a|2
The evaluation of f A- dl is done with a variable node quadrature fonnula (h. Three
point quadrature is attempted first. If the required accuracy is not achieved, then more points are
interlaced between those already evaluated, up to a maximum of 255 points.
The matrix inversion is performed using a standard IMSL routine. LINV3F. The inverter is
modular and certain users may wish to optimize by using a different one. LINV3F is the. reduced
storage mode full inverter. The matrix is symmetric, but this feature is not exploited. The level of
symmetry in the result then allows a measure of the accuracy.
B.3.2. Treatment of Special Loops
In connected systems there are two added loops covering the "holes", and one normal loop
is eliminated because the structure is a closed surface. If a loop is not eliminated, then the system
is overdetermined due to the applicability of Gauss' Law, E 4 = 0. This results in a total of
nk x n1 +I = imax loops. The special loops are not in general quadrilaterals. so the coding
associated with them is kept separate. As shown in Table B.4, the first loop is replaced by the
poloidally circulating loop and the toroidally circulating loop is placed in the last position, imax.
B.3.3. Description of Selected Subroutines
There are several key subroutines used by FASTCOFF. These are reviewed very briefly
below.
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Subroutine LOOPS and functions DRES, AREAX, AREAY, and AREAZ compute the areas,
centroids, and resistances of all of the loops and lines. Special circulating loops are not computed
since the lines are already defined by existing loops. If icoord= 3 or 4, then the nk and nl elements
are important.
Function BDOTDA(kl,1,k2,12,k3,13) finds flux through loop (k3,13) due to line from (kl,l1)
to (k2,12) with unit current. The field is approximated to be uniform through the loop and is
evaluated at the centroid. This formulation is no longer utilized.
Functions ADOTDL(kl,l1,k2,12,k3,13,k4,14) and STICK take the place of BDOTDA. The
result is flux per unit current. ADOTDL is the contribution due to the line segment (k1,11) to
(k2,12) for the piece of the special loop (k3,14) to (k4,14). It must be called once for each line
of the special loop. The 16 pieces are added up in AINTDL(kl,l1,k2,12) which relates any two
loops. Variable order quadrature is used with the accuracy as input. If low order estimates do not
converge, then more points are interlaced with the existing ones to save on computation (subroutine
QUAD). There is no problem with lines which touch at their ends, but the result is singular when
the same line is used as source and field. There is a special case section of code which accounts
for this by assigning new field coordinates away from the line by a fraction of the height of a
triangle formed from the line end points and the centroid of the quadrilateral loop associated with
the line (see Fig. B.2). The exact placement of the source line is not critical for the accuracy of
the solution. The value e-- is used for this fraction. This is the geometric mean distance for a
flat current sheet. (see Grover, Ref. B.3)
The equations used to find the new field line segment defined by (r3, r4) given the old line
segment (ri, r2) and the centroid r, are as follows:
r - r = r2 - r(B.9)
r4 + r3 -r=r (1 - r2 + ri (B.10)2 - a~+ ' 2 (.O
The first equation guarantees that the two line segments are parallel and equal in length. The
second defines a point at the center of the new line segment which is a fraction a of the distance
from the old line segment to the centroid of the quadrilateral associated with the line segment.
The value of a is e- 5 .
B.4. FASTTIME
FASTTIME is the final step in the solution. It advances the problem with a simple
time integration algorithm. Various algorithms were tried, including fixed time step backward
differencing and 4th order Runge-Kutta. The current method of choice combines backward
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difference for stability to define the derivative dI/dt and Runge-Kutta for better accuracy at a
given time step. Runge-Kutta requires four function evaluations per time step, but results in orders
of magnitude improvement in accuracy. The algorithm proceeds by evaluating four derivatives of
the current vector
dl= At, i) (B. 11)dt
These derivatives are given by
fi =f(t, 1(t)) (12)
f2 =f(t + At/2, 1(t) 4- f1At/2) (13)
f 3 =f(t + At/2, I(t)+ f 2At/2) (14)
f4 =f(t + At, I(t) + fAt) (15)
The result is
I(t + At) - 1(t) = -(f, + 2f2 + 2f3 + f4) (B.16)
6
At output times, the loop currents are properly added to form the line currents and the total
power dissipated in the structure is computed.
A key part of this phase is computing the external driving currents and associated flux linkages
in the structure. The user must include functions which define the driving term. These are linked
together with the FASTTIME executable. They return the flux through the loops due to the
external driving term. Generally it is most efficient to separate the spacial and temporal parts of
the driving current unless they both vary continuously throughout the problem.
A different function is generally needed for the normal loops and for the special loops. One
of the important results of benchmarking as described in Chapter 6 is the need to model this
driving term in a manner consistant with the modeling of the structure. This generally requires
that the driving current is composed of sticks in the same way that the structure is.
B.5. FASTPLOT
As often occurs in engineering analysis, proper presentation of the output -is one of the
more difficult parts of the problem. In this particular problem there are many quantities of
interest, including current densities, fields, and pressures. All of these are three dimensional vector
quantities, and are therefore difficult to present in a single plot. The post-solution analysis includes
computation of current density, field, and pressure vectors at the centroids. Function plots of any
component or the magnitude of current, field, and pressure are available. In addition, current
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density streamlines may be viewed. All of these are plotted on the mesh laid out on a plane
surface at any time step for which output line currents exist. Also available are time histories for
the external current, or induced total resistive power.
The current densities are computed by first forming the equivalent current densities of the
scalar line currents. There are four current density vectors associated with the line currents nearest
each centroid. These are averaged to arrive at a single current density vector at the centroids.
The next step is to fit the pointwise data with an approximating function so that interpolation
can be done. Cubic B-splines are employed with periodic boundary conditions. Once the solution
is given by a spacially continuous fitting function, the streamlines may be followed by choosing a
starting point and moving always in the direction of the current vectors.
dr (B.17)
This is an initial value problem and, as with FASTTIME, a 4th order Runge-Kutta algorithm is
used.
The time histories of current and power are simply obtained from a data file genetated by
FASTLTIME.
The remaining plots are all done using software specific to the PFC VAX. Th function to
be plotted is first fitted with cubic B-splines. Then a 3-D surface is generated by evaluating the
function across the entire mesh and plotting the values of the function with lines connecting them.
A hidden line algorithm helps to visualize the function as a smooth, continuous surface.
B.6. Problems and Recommendations
The FASTEDDY set of routines is still very much in the development stage. There are certain
improvements which are essential if the code is ever to be used for further research. One of these
is symmetry. Symmetry has been considered an important feature, but was never implemented
due to time and manpower restrictions.
When the problem exhibits symmetry in both the structure and the driving currents, there is
much to be gained by explicitly accounting for the symmetry and reducing the problem size. Each
plane of symmetry reduces the size of the numerical problem by a factor of four. Several kinds
of symmetry might be considered, including symmetry about a point, symmetry about a plane,
multiple symmetry (for example modeling 1/4 of the toroidal angle), and others.
There are two considerations which must be addressed:
a) The current along a line of symmetry is zero. Since the equations being solved are voltage
equations, this is implemented by setting to zero the resistance at the symmetry edges. This
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requires changes in both FASTCOFF and FAS'TTIME where resistive voltage drops are
computed.
b) The flux through any given loop must be summed with any "fictitious" loops which represent
reflections of "real" loops through the axes of symmetry. This is taken care of in FASTCOFF
when fluxes are computed.
Another possible improvement is the elimination of full matrix storage. Since the matrix
is always symmetric (Mi, = Mj), there is no need to store all of the elements. In addition to
saving on storage, execution will be more efficient since only half as many coefficients will need
to be found and a symmetric matrix inverter is more efficient. Before changing the code, studies
should demonstrate that the matrix truly is symmetric and routine tests could be included in normal
execution.
Two significant limitations have been found in the VAX implementation of FASTEDDY.
These will certainly require more inspection. First, as the problem becomes very large, certain
problems inevitably develop. For one thing, accuracy becomes mnore critical in a larger problem
since a large number of small quantities dominate the solution. Another problem is inherent to the
fact that FASTEDDY has the two special loops which are not treated in a completely consistant
fashion. As the mesh gets larger the inductance of the special loops increases relative to the others,
but logarithmically.
The other limitation is in the area of nonuniform meshes. There is clearly a dependence of
the solution accuracy on the level of nonuniformity in the mesh, but the exact behavior has not
been explored. This is an important concern for large meshes where a finer mesh is required near
a structural discontinuity.
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