Abstract. Let Ω be a finite symmetric subset of GLn(Z[1/q 0 ]), and Γ := Ω . Then the family of Cayley graphs {Cay(πm(Γ), πm(Ω))}m is a family of expanders as m ranges over fixed powers of square-free integers and powers of primes that are coprime to q 0 if and only if the connected component of the Zariski-closure of Γ is perfect. Some of the immediate applications, e.g. orbit equivalence rigidity, largeness of certain ℓ-adic Galois representations, are also discussed.
1. Introduction 1.1. Statement of the main results. Let Ω be a finite symmetric subset of GL n (Q), and Γ = Ω . Since Ω is finite, for some q 0 ∈ Z + we have Γ ⊆ GL n (Z[1/q 0 ]). Strong approximation implies that (under certain algebraic conditions) the closure of Γ in p∤q0 GL n (Z p ) is open in p∤q0 (G(Q p ) ∩ GL n (Z p )), where G is the Zariski-closure of Γ in GL n . In combinatorial language, this means that the Schreier graph Sch (π m (G(Q) ∩ GL n (Z[1/q 0 ])), π m (Ω)) , where m and q 0 are coprime, have at most C := C(Ω) many connected components. The point being that C does not depend on m. Super-approximation 1 tells us that these sparse graphs are highly connected, i.e. they form a family of expanders. Such graphs are extremely useful in communication and theoretical computer science (e.g. see [HLW06] ). In the past decade they have been found useful in a wide range of pure math problems, e.g. affine sieve [BGS10, SGS13] , sieve in groups [LM13] , variation of Galois representations [EHK12] , etc. (see [BO14] for a collection of surveys of related works and applications).
In this article we prove the best possible super-approximation results for two families of residue maps. Let V f (Q) be the set of primes in Q, and ν p (q) be the p-valuation of q, i.e. the power of p in q. 
1.2.
Comparing with the previous related results. The importance of Theorem 1 lies on the fact that it is an if-and-only-if statement. In fact, by Proposition 8, we get that, if {π mi (Γ), π mi (Ω)} is a family of expanders for some increasing sequence {m i } of integers that are relatively prime to q 0 , then {π m (Γ), π m (Ω)} m is a family of expanders as m runs through integers specified in Theorem 1.
where Γ p acts from right on functions on G(Q p ), i.e. (f · g)(g ′ ) := f (gg ′ ), P
Ω is the l-th convolution power of P Ω , dg is the probability Haar measure on Γ p , and f 2 := ( g∈Γp f (g) 2 dg) 1/2 .
Proof. Since Ω is a symmetric set, we have that
where , is the dot product in L 2 (Γ p ).
On the other hand, by Corollary 2, we have that
Let P := {g ∈ Γ p | f · g = f }. So we have
Equations (1), (2), and (3) imply the claim.
Corollary 4 is another indication that super-approximation is a suitable name for such a phenomenon as it implies a quantitative way to approximate points.
1.3.2. Orbit equivalence. Suppose Γ ⊆ G and Λ ⊆ H are dense subgroups of compact groups G and H. We say the left translation actions Γ (G, m G ) and Λ (H, m H ) are orbit equivalence if there exists a measure class preserving Borel isomorphism θ : G → H such that θ(Γg) = Λθ(g), for m G -almost every g ∈ G. Surprisingly, if Γ and Λ are amenable, the mentioned actions are orbit equivalence [OW80, CFW81] . In the past decade there have been a lot of progress on this subject, and as a result now it is known that one gets orbit equivalence rigidity under spectral gap assumption [Ioa14-a, Ioa14-b].
Corollary 5. Let Ω be a finite symmetric subset of GL N0 (Z[1/q 0 ]), and P Ω be the counting probability measure on Ω. Suppose the connected component G
• of the Zariski-closure G of Γ := Ω in GL N0 is perfect. Let Γ p be the closure of Γ in GL N0 (Z p ) where p ∤ q 0 .
Let Λ be a countable dense subgroup of a profinite group H. Proof. This is a direct consequence of Corollary 2 and [Ioa14-a, Theorem A].
1.3.3. Variations of Galois representations in one-parameter families of abelian varieties. Since eight years ago, because of a surge of works by various people specially Cadoret, Tamagawa [Cad, CT12, CT13] , Hui, and Larsen [Hui12, HL] , we have got a much better understanding of the image of ℓ-adic and adelic Galois representations induced by Tate modules of an abelian scheme. On the other hand, Ellenberg, Hall, and Kowalski in [EHK12] gave a beautiful connection between variations of Galois representations and certain spectral gap property 2 . Here we make an observation that Ellenberg-Hall-Kowalski [EHK12] machinary combined with Theorem 1 gives an alternative approach towards [CT12, CT13] ; in particular, we do not get any new result on this topic.
In this section, let k be a finitely generated characteristic zero field, and U be a smooth algebraic curve over k such that U × k k is connected. Let A → U be an abelian scheme of dimension g ≥ 1, defined over k. Let ρ 0 : π 1 (U (C), y 0 ) → Aut U (A) ⊆ GL 2g (Z) be the monodromy representation. Let Γ := ρ 0 (π 1 (U (C), y 0 )), and G be the Zariski-closure of Γ in (GL 2g ) Q .
Let Ω be a finite symmetric generating set of Γ.
For any x ∈ U (k), the fiber A x over x is an abelian variety defined over the residue field k(x) at x. For any prime l, let T l,x be the Tate module of A x , i.e.
where A x [l m ](k) is the l m -th torsion elements of A x (k). So T l,x ≃ Z 2g l and we get the l-adic Galois representation ρ l,x : Gal(k/k(x)) → Aut Z l (T l,x ) ≃ GL 2g (Z l ).
Lemma 6. In the above setting, the connected component G • of G is perfect.
Proof. By [EHK12, Proposition 16], Γ has a finite index subgroup Λ such that π l (Λ) is a perfect group and generated by its order l elements for large enough prime l. In particular, the index of any proper subgroup of π l (Λ) is at least l.
Let Γ
, for large enough prime l we have that π l (Λ) = π l (Λ ∩ Γ
• ).
On the other hand, the quotient map G
is defined over Q. Hence after realizing (G • ) ab as a subgroup of (GL n ′ ) Q , for large enough l we have that π l (f (Γ • )) is a homomorphic image of
. Suppose to the contrary that G • is not perfect. Then f (Γ • ) is a finitely generated, infinite, abelian group as it is a Zariski-dense subgroup of (G • ) ab . Hence |π l (f (Γ • ))| → ∞ as l goes to infinity, which implies that |π l (f (Γ • ∩ Λ))| → ∞. Since π l (f (Γ • ∩ Λ)) is abelian and a homomorphic image of π l (Γ • ∩ Λ), we get a contradiction.
Now we can give an alternative proof of the main result of [CT12, CT13] . Proof. Suppose to the contrary that there is a sequence {x i } of points in U (k) such that
By Lemma 30, there is an increasing sequence {m i } i of positive integers and a sequence of open subgroups
Going to a subsequence, if necessary, we can and will assume that π ℓ m i (H i ) = π ℓ m i (H j ) for any j ≥ i. Therefore we can and will assume that H 1 H 2 · · · .
For each i, we get an open subgroup of π et 1 (U × k k), and so we get anétale cover U i φi − → U of U that is defined over k. Since Im(ρ ℓ,xi ) ⊆ H i , there is x i ∈ U i (k(x i )) which is in the fiber over x i ∈ U (k(x i )). Moreover, since {H i } i is a decreasing sequence of open subgroups, we get k-étale covering maps U j φij − − → U i for any i ≤ j that satisfy φ i • φ ij = φ j . In particular, we have that
is an infinite subset for any i. On the other hand, since π
is the profinite closure of π 1 (U i (C), x 0 ), the natural embedding induces an isomorphism between the Schreier graphs
where x 0,i is a point over x 0 . On the other hand, by Lemma 6 and Theorem 1, we have that
is a family of expanders. Since the Schreier graphs in (5) are quotients of the Cayley graphs in (6) and their size goes to infinity, they form a family of expanders. 
is finite for large enough i. This contradicts (4).
I would like to thank Adrian Ioana for pointing out the application of spectral gap to orbit rigidity. I am thankful to Cristian Popescu for the useful conversations regarding the ℓ-adic Galois representations. Special thanks are due to Efim Zelmanov for his support and encouragement.
2. Preliminary results.
2.1. Necessity. In this section, we will prove that getting a family of expanders modulo an infinite sequence of integers implies that the connected component of the Zariski-closure is perfect. In particular, we get the necessary part of Theorem 1.
Let us remark that proof of [SGV12, Section 5.1] can be adjusted to give the necessary part of Theorem 1 for any fixed prime p. The main point being that the proof in [SGV12] makes use of the fact that the congruence kernels modulo square-free numbers define a topology.
• has a finite symmetric generating set Ω • and
is a family of expanders. Therefore for some positive integer C we have
On the other hand, G
• and [G • , G • ] are Q-groups, and the quotient map G
can be viewed as a Q-subgroup of GL n ′ such that first the quotient map f induces a Q-homomorphism from G to GL n ′ and second
So there is an integer q ′ such that for any prime p we have
Hence for any i we have
and modulo arbitrarily large integers it has at most C elements, we have that
So by the connectedness we have that G • is perfect.
A few reductions.
In this section, we make a few reductions and describe the group structure of π Q (Γ) using strong approximation [Nor89] .
Lemma 9. It is enough to prove the sufficiency part of Theorem 1 under the following additional assumptions on the Zariski-closure G of Γ in (GL n0 ) Q :
There are connected, simply-connected, semisimple Q-group G s , and unipotent Q-group U such that G s acts on U and G ≃ G s ⋉ U.
Proof. By the assumption, G • is a perfect group. Therefore the radical of G • is unipotent. Let G s be the simply-connected cover of G s , and ι :
• be the induced covering map. As in [SG-b, Section 2.3] it is enough to prove Theorem 1 for Λ instead of Γ, where
This implies the claim.
Lemma 10. Let G and G be the Zariski-closure of Γ in (GL n0 ) Z[1/q0] and (GL n0 ) Q , respectively. Let G s a semisimple Q-subgroup of G, and U be a unipotent
It is enough to prove the sufficiency part of Theorem 1 under the following additional assumptions on the closure Γ of in p∤q0 GL n0 (Z p ):
Proof. By [SG-b, Lemma 2.3], we are allowed to pass to a finite-index subgroup of Γ if needed. By Lemma 9 we can and will assume that G is connected, simply-connected, and perfect. Hence by Strong approximation we have that Γ is an open subgroup of p∤q0 G(Z p ). So passing to a finite-index subgroup we get part 1. Since the action of G s on U is defined over Q, one gets part 2 and part 3. Now by [SGV12, Section 3, Section 4.2] and [LS74] we get the lower bound on π p (Γ).
We notice that the restriction of π q to Γ factors through Γ, and so
2.3. Algebraic homomorphisms and the congruence maps. Here we make an easy observation which is essentially based on the fact that a Q-homomorphism ρ : H 1 → H 2 between two algebraic Q-groups H 1 and H 2 induces a continuous homomorphism between the adelic points H 1 (A Q ) and H 2 (A Q ). This implies that a Q-homomorphism ρ : G → GL n almost commutes with π q . This will be used for the quotient maps onto G s or G s ⋉ U/[U, U] where G s is a Levi Q-subgroup of G, U is the unipotent radical of G.
Lemma 11. Let H ⊆ GL n1 be a Q-subgroup (with a given embedding). Let ρ : H → GL n2 be a Qhomomorphism. Then the following hold.
(
There is a positive integer q ′ such that for any prime p
− →H → 1 be a short exact sequence. Suppose there is a Q-section s :H → H such that s(1) = 1. Let p∤q0 Q p be a compact open subgroup of H(A(S 0 )) where S 0 is the set of prime divisors
, and
. Since ρ is defined over Q, for large enough p, we can assume that g p = 1. Hence there is g = (g p ) ∈ GL n2 (A Q ) such that
On the other hand, we have
where ∆ is the diagonal embedding. So there is g ∈ GL n2 (Q) such that
which gives us the first part.
The second part is an easy consequence of the fact that ρ can be represented by a polynomial with rational coefficients. Similarly there is a positive integer q ′ such that
for any prime p and h p ∈ H(Q p ). On the other hand, h p ∈ ker(π p n • ρ) if and only if ρ(
By a similar argument, proof can be completed.
Let G s be a simply connected semisimple Q-group which acts on a unipotent Q-group U. 
We notice that, since the U is a Q-unipotent group, there is a Q-section from V to U, which can be extended to a Q-section for the second exact sequence of (8). The first exact sequence clearly splits. We fix certain Proposition 12.
Let Ω be a finite symmetric subset of GL n (Q) which generates a Zariski-dense subgroup Γ of a Zariski-connected perfect group G. Then there are a finite subset Ω ′ of Γ and δ 0 > 0 and l 0 (which depend on Ω) such that Ω ′ freely generates a Zariski-dense subgroup of G(Q) and
for any field extension F/Q, and any proper subgroup H G × Q F and l ≥ l 0 , where Ω ′ = Ω ′ ∪ Ω ′ −1 and P Ω is the probability counting measure on Ω. Moreover, Ad(ρ 1 (Ω ′ )) freely generates a subgroup of Ad(G s ), where ρ 1 : G → G s is the quotient map; in particular, ker(Ad
Proof. By [SGV12, Proposition 16 and Proposition 19], there are l 0 , c > 0 and Ω ′ such that Ω ′ freely generates a subgroup of Γ and 
And if H is Zariski-connected, we are done by (10).
Lemma 13. Let Ω be a finite symmetric subset of GL n0 (Z[1/q 0 ]) and Γ = Ω . Assume the Zariski-closure G of Γ is a connected, simply connected, perfect Q-group. Suppose Ω ′ ⊆ Γ is a finite symmetric set which generates a Zariski-dense subgroup Λ of G. Then for any set of positive integers C consisting of integers coprime to q 0 if {Cay(π q (Λ), π q (Ω ′ ))} q∈C is a family of expanders, then {Cay(π q (Γ), π q (Ω))} q∈C is a family of expanders.
Proof. By Nori's strong approximation, we have that the closure Λ of Λ in p∤q0 GL n0 (Z p ) is of finite index in the closure Γ of Γ in p∤q0 GL n0 (Z p ). For any q, any representation ρ of π q (Γ) can be viewed as a representation of Γ. Only finitely many of them have Λ in their kernel. Hence the restriction to Λ of only finitely many such representation is trivial. Let ρ be an irreducible representation of Γ whose restriction to Λ is not trivial. The extension of ρ to Γ is also denoted by ρ. The restriction of ρ to Λ is a subrepresentation of l 2 0 (π q (Λ)). Let u ∈ V ρ be a unit vector which is an ε-almost invariant vector with respect to Ω, i.e. ρ(γ)(u) − u < ε, for any γ ∈ Ω. Since Ω generates Γ and Ω ′ ⊆ Γ, for some r 0 we have Ω ′ ⊆ r0 Ω. Thus for any λ ∈ Ω ′ we have ρ(λ)(u) − (u) < r 0 ε. Assuming {Cay(π q (Λ), π q (Ω ′ ))} q∈C is a family of expanders, there is ε 0 > 0 such that
Therefore ε > ε 0 /r 0 , which implies that no non-trivial irreducible representation of π q (Γ) (for q ∈ C) has an ε ′ -almost invariant vector for some ε ′ > 0.
Corollary 14. It is enough to prove the sufficiency part of Theorem 1 under the additional assumptions:
(1) Ω = Ω ∪ Ω −1 where Ad(ρ 1 (Ω)) freely generates a Zariski-dense subgroup of Ad(G s ).
(2) For any proper subgroup H, (9) holds. 
3. Expansion, approximate subgroup, and bounded generation.
3.1. Largeness of level-Q approximate subgroups implies super-approximation. We work in the setting of Section 2.5. Following [SG-b] let us introduce the following notation for convenience: for a finite symmetric subset A of Γ, positive integers l and Q, and a positive number δ, let P Q (δ, A, l) be the following statement
One can think of A as a generic level-Q approximate subgroup if P Q (δ, A, l) holds for small enough δ.
In this section, we point out that as in [SG-b] one can deduce Theorem 1 from the following result.
Theorem 16 (Approximate subgroups). In the above setting, for any ε > 0 there is δ > 0 such that Theorem 17 (Bounded generation). In the setting of Section 2.5, suppose U is abelian. Then for any 0 < ε ≪ Ω 1 there are 0 < δ ≪ Ω,ε 1 and positive integer C ≫ Ω,ε 1 such that for a finite symmetric subset
Theorem 17 implies Theorem 16. By the contrary assumption, there is ε 0 > 0 such that for any δ > 0 there are a finite symmetric subset A δ , a positive integer l δ and Q δ ∈ C such that P Q δ (δ, A δ , l δ ) holds and at the same time |π
If not, for infinitely many δ we have Q δ = Q, and π Q (A δ ) = A is independent of δ. And so
Hence as δ → 0, we get |π Q (Γ)| −ε0 > 1, which is a contradiction.
Let {k p } p∤q0 be such that
where {P p } p is as in Section 2.5. Let ρ 2 : G → G s ⋉ U/[U, U] be as in Section 2.3. Let us recall that we can and will assume ρ 2 (P p ) ⊆ GL n2 (Z p ).
In order to use (12), we modify Q δ so that for any prime p either
To this end, it is enough to show that we are allowed to change
Lemma 18. Let A δ , Q δ , and l δ be as above. Suppose q
Proof. Since lim δ→0 Q δ = ∞, for large enough C ′′ and small enough δ we have
. And so
for large enough C ′′ .
We notice that, if c is small enough (depending on Ω), π Q δ /q ′ δ induces an injection on the ball of radius c log(Q δ /q 
. Hence by the Kesten bound for small enough δ we have
infinity, it is clear that for small enough δ we have |π
By Lemma 18 we can and will modify {Q δ } δ and assume that, if
In particular, without loss of generality we can and will assume that q ′2 0 |Q δ for any δ.
On the other hand, by Corollary 14, we have that ker(ρ 2 ) ∩ Γ = {1}. So P
for suitable constant and small enough δ. Hence by Theorem 17 for any 0 < ε ′ ≪ Ω 1 there is a positive integer C = O Ω,ε ′ (1) such that for any 0 < δ ≪ ε ′ ,Ω 1 we have
On the other hand we have
. We know that U p = U p for large enough p, and U p is an open subgroup of U p . By Lemma 18, we can and will assume that v p (Q δ ) are either zero or large enough depending on the index of U p in U p for all the primes p. And so by enlarging q δ by a multiplicative constant we can and will assume that
Lemma 19. Let U be a unipotent Q-group with a given Q-embedding in GL n . For any prime p, let
where C depends on the dimension of U and the choice of embeddings.
Proof. Let γ i (U) be the i-th lower central series, i.e. γ 1 (U) := U and
and so
Since φ k 's are regular morphisms defined over Q, there is a positive integer q ′ 1 depending on the embedding of U and the choice of {e i }) such that for any prime power p m we have
And so φ k induces homomorphism
Since U is a Q-unipotent, there is a positive integer q ′ 2 (depending on the embedding and U) such that q
Hence by Lemma 19 we have
On the other hand, by (14), we have
Therefore we have
By (18), (19), lim δ→0 Q δ = ∞, and the fact that p∤q0 K p ⋉ U p is of finite index in Γ, we have
for small enough δ (depending on ε ′ ).
On the other hand, since
by the Ruzsa inequality (see [Hel05] ), we have
By (20) and (21), for any ε ′ and small enough δ (in particular it can approach zero), we have
which is a contradiction.
4. Super-approximation: bounded power of square-free integers case.
By Section 3.2, to prove Theorem 1 for C N := {q ∈ Z + | ∀p ∤ q 0 , v p (q) ≤ N } it is enough to prove Theorem 17 (Bounded generation) for C N . In particular, we can assume that U is abelian. Since I believe it is interesting to know if some of the auxiliary results are true for more general perfect groups, I do not assume U is abelian till towards the end of this section. As a result some extra lemmas are proved which are not necessary for the proof of Theorem 17 for C N . Lemma 20. Let G = H ⋉ U be a Q-group with a given Q-embedding into GL n , where H is a semisimple Q-group and U is a unipotent Q-group. Let G (resp. H, U) be the Zariski-closure of G (resp. H, U) in (GL n ) Z , and g = Lie(G), h = Lie(H), and u = Lie(U).
is also a proper subspace, where z = Lie(Z(G)) is the Lie ring of the schematic center of g.
Since H is semisimple, for large enough p, g(f p ) is a faithful completely reducible A H -module. Thus A H is a semisimple algebra, and so its Jacobson radical J(A H ) is zero. Let a be the ideal generated by {u − 1| u ∈ U(f p )}. Then we have the following short exact sequence of A G -modules: Since A H is semisimple, J(A G ) ⊆ a. On the other hand, since U is a unipotent normal subgroup of G, a is a nilpotent ideal. So overall we have a = J(A G ).
Suppose to the contrary that there is a proper
And so by Nakayama's lemma we have V = g(f p ), which is a contradiction.
Since U is unipotent, log and exp define Q-morphisms between U and its Lie algebra. And for large enough p they induce bijections between U(f p ) and u(f p ). Furthermore for any t ∈ f p , x, y ∈ u(f p ) we have (22) Ad(exp(tx))(y) = exp(t ad(x))(y).
Therefore for large enough p by the Vandermonde determinant we have that [x, y] ∈ J(A G )g(f p ) which shows our claim.
To finish the proof, it is enough to notice that G is perfect if and only if H acts without a non-zero fixed vector on U/[U, U]. And so when G is perfect, for large enough p we have z(
Lemma 21. Let U ⊆ GL n be a Q p -subgroup, and U := U ∩ GL n (Z p ). Then if p is large enough depending only on n, then we have
for any positive integer m.
Proof. Let exp and log define Q p -morphisms between Lie(U) and U. And so for large enough prime p we have
Hence exp and log induce homeomorphisms between u := Lie(U) ∩ gl n (Z p ) and U , and moreover for any positive integer m
We have (25) because of the following observation:
. Another use of the logarithm map, we have
Lemma 22. Let H be a simply-connected semisimple Q-group with a given embedding into GL n . Let P 0 = H ∩ GL n (Z p ) and P 1 := ker(P 0 πp −→ GL n (Z/pZ)). Then for large enough p we have
Proof. For large enough p, we have that H is quasi-split over Q p , and splits over an unramified extension of Q p , and P 0 is a hyper-special parahoric subgroup. Let
Then clearly Q i is a normal subgroup of P 0 . By the Bruhat-Tits theory, there is a smooth Z p -group scheme H such that
The generic fiber of H is isomorphic to H, (3) The special fiber H p := H ⊗ Zp f p is a simply-connected semisimple f p -group since H is simply connected quasi-split over Q p and splits over an unramified extension of Q p , (4) π p (P 0 ) = H p (f p ) is a product of quasi-simple groups.
Since H is quasi-split over Q p , π p (Q 0 ) intersects any quasi-simple factor subgroup of
On the other hand, since H is quasi-split, h i intersects each one of the Lie algebras of the simple factors of H p . Since for large enough p the f p -points of the Lie algebra of the simple factors of H p are simple
Hence by induction we have π p i (Q j ) = π p i (P j ) for j = 0, 1 and any positive integer i, which finishes the proof.
Lemma 23. Let G ⊆ GL n be a perfect Q-group. Assume that the semisimple part of G is simply-connected, i.e. G ≃ H ⋉ U where H is a simply-connected semisimple Q-group and U is a unipotent Q-group. Let P p = G ∩ GL n (Z p ), G be the closure of G in (GL n ) Z , and g = Lie(G). Then
(1) For large enough p, the following is a short exact sequence:
(2) For large enough p and any proper subgroup V g(f p ) which is a normal subgroup of π p 2 (P p ), the following short exact sequence does not split
Proof. For large enough p, Q p := H ∩ GL n (Z p ) is a hyperspecial parahoric subgroup which acts on U p := U ∩ GL n (Z p ), and P p = Q p ⋉ U p . Furthermore for large enough p, the assumptions of Lemma 22 hold and so
Hence by Lemma 21 we have
On the other hand, if for any
, we have that g ∈ P p , and the order of π p 2 (g) in π p 2 (P p )/V is p 2 . Now suppose to the contrary that the given exact sequence splits; then
, and the latter is a linear group over f p . However any p-element of a linear group over f p is unipotent, and so it is of order p (for large enough p), which is a contradiction.
4.2.
Statistical non-splitting of residue maps. In this section, following [BV12] , we prove that any section of π p is statistically far from being a group homomorphism.
Lemma 24. Let G, g, and P p be as in Lemma 23. Then there is a positive number δ (depending on G) such that for large enough p (depending on G and its embedding in GL n ) the following holds: Let V g(f p ) be a proper subgroup which is normal in π p 2 (P p ), and ψ : π p (P p ) → π p 2 (P p )/V be a section of the quotient map π : π p 2 (P p )/V → π p (P p ), i.e. ψ • π = id πp(Pp) . Let µ = P πp(Pp) be the probability Haar measure (i.e. the normalized counting measure) on π p (P p ). Then
Proof. We notice that by Lemma 20, for large enough p, V + z(f p ) is a proper subspace of g(f p ) (which is normal in π p 2 (P p )). And so without loss of generality we can assume that V contains z(f p ).
We will get a contradiction if δ is small enough. Let ν be the push-forward of µ via ψ. For any g ∈ π p (P p ) we have
In particular, we have (ν * ν)(supp ν) = (µ × µ)(A). And so by Cauchy-Schwartz, we get
Hence ν * ν 2 ≥ p −δ ν 2 . Thus by [Var12, Lemma 15] (which is based on [BG08-a]) there is a symmetric subset S ⊆ π p 2 (P p )/V with the following properties:
Since the push-forward π[ν] of ν via π is the probability Haar measure of π p (P p ), we have µ = π[ ν * ν]. And so the third part of properties of S implies that µ(π(S))
. On the other hand, by [SGV12, Corollary 14] and [LS74] , we have that π p (P p ) is a quasi-random group, i.e. the minimal degree of its non-trivial irreducible representations is at least |π p (P p )| Θ G (1) for large enough p. Thus by Gowers's result [Gow08] (we use the formulation in [NP11, Corollary 1]) we have that π( 3 S) = π p (P p ) if δ is small enough. So S ′ = 3 S has the following properties:
by the Ruzsa inequality (see [Hel05] ).
Next we prove that there is 0 = x ∈ 3 S ′ ∩ (g(f p )/V ). We proceed by contradiction. For any s 1 , s 2 ∈ S ′ , there is s 3 ∈ S ′ such that π(s 1 s 2 ) = π(s 3 ). Hence s 1 s 2 s
, and so by the contrary assumption we have s 1 s 2 = s 3 . Thus S ′ is a subgroup which contradicts Lemma 23.
Since V contains z(f p ), π(S) = π p (P p ) acts on (g(f p )/V ) via the adjoint action without non-zero fixed point for large enough p.
which is a contradiction for small enough δ.
4.3.
Bounded generation of perfect groups by commutators.
Lemma 25. Let P be a finite p-group. Suppose |P | = p n and |P/[P, P ]| = p m . Then
Proof. We proceed by induction on the nilpotency class of P . If P is abelian, there is nothing to prove. Now suppose the nilpotency class of P is c, i.e. its c + 1-th lower central series γ c+1 (P ) is trivial and γ c (P ) is not trivial. It is well-known that γ c (P ) is an f p -vector space which is spanned by long commutators. So γ c (P ) is contained in dimf p γc(P ) {[g 1 , g 2 ]| g 1 , g 2 ∈ P }. By induction hypothesis, we have
And so n−m {[g 1 , g 2 ]| g 1 , g 2 ∈ P } = P .
Lemma 26. Let G be a Zariski-connected perfect Q-subgroup of (GL n ) Q , and let G be its Zariski-closure in (GL n ) Z . Suppose that G is simply-connected, i.e. its semisimple part is simply-connected. Then there is a positive integer C depending on G such that for large enough prime p we have
Proof
Then by [Sha09] or [NP11] we have that 3 w(H p ) = H p for large enough p.
And so
And so by Lemma 25 we are done.
Lemma 27. Let G and G be as in Lemma 26, and N be a positive integer. Suppose the unipotent radical of G is abelian. Then there is a positive integer C depending on G and N such that for large enough p we have
Proof. By Lemma 26 we get the case of N = 1. It is well-known that π p induces the following short exact sequence.
where g = Lie(G), and the conjugation action of G(Z/p 2 Z) on g(f p ) factors through the adjoint action of G(f p ). Let u be the Lie algebra of the Zariski-closure of the unipotent radical of G in G. For large enough p, G(f p ) and g(f p ) are perfect, and g(f p ) is a completely reducible G(f p )-module without any non-zero invariant vectors (as U is abelian). So by a similar argument as in the proof of Lemma 26, we have
and so by Lemma 26, we have that By Section 3.2, it is enough to prove Theorem 17 for C N . So for a given 0 < ε ≪ 1 we would like to show that for small enough δ and large enough C, if Q ∈ C N and P (l) (A) > Q −δ for some integer l > log Q/δ, then π Q (Γ[q]) ⊆ C π Q (A) for some q|Q such that q < Q ε .
Now using the facts that G(Z
First we notice that by a similar argument as in (13) we have
for small enough δ. Hence
for a suitable implied constant. Therefore P Q (δ, ΘΩ(1) A, l) holds.
Since ker(ρ 1 ) ∩ Γ = {1}, we have P
Thus by a similar argument and using Rusza inequality we have that P Q (Cδ, ρ 1 ( C A), Cl) and P Q (Cδ, C A, Cl) hold for some positive integer C = Θ Ω (1). So without loss of generality we can and will assume that P Q (δ, A, l) and P Q (δ, ρ 1 (A), l) hold.
Since the power of the prime factors of Q are bounded by N , by [SG-b, Corollary 13], without loss of generality we can and will assume that all the prime factors are large enough. In particular, we can assume that the assertions of all the above Lemmas hold for any prime factor p of Q. Let Q s := p|Q p (, and so Q|Q 
for small enough δ. And so we have
. Since we assumed that the prime factors of Q are large enough, we have that π Qs (Γ) ≃ p|Q π p (Γ). Writing Q s = l j=1 p j , to the product set l i=1 π pi (Γ) one can associate a rooted tree with l levels. The root is considered to be the zero level. The vertices of the j-th level are elements of 
and
As we mentioned earlier, by [SGV12, Corollary 14] and [LS74] , π p (Γ) is a quasi-random group for large enough p. So by a result of Gowers [Gow08] (see [NP11] ) there is a positive number c 0 depending on G such that for large enough p the following holds: if A, B, C ⊆ π p (Γ) and |A|, |B|, |C| ≥ |π p (Γ)| 1−c0 , then A · B · C = G. We assume that the prime factors of Q are large enough so that 2 log |π pi (Γ)| < |π pi (Γ)| c0ε . Hence
for small enough δ (depending on Ω, N and ε). Now by a similar argument as in [Var12, Page 26] (using the mentioned result of Gowers) one can show that
Thus there is a fiber of f 1 with at least Q 1−Θ G,N (ε) s -many elements. Hence, as before by a regularization argument and another application of the mentioned Gower's result (for ε ≪ G,N 1), there is q ′′ |Q ′ s and a function f 2 :
Therefore by Lemma 26
. Now we will go to the second level,
i.e. we will show that there are a positive integer C andq|Q
Lemma 28. In the above setting, assume U is abelian. Then for any ε > 0 there are δ > 0 and a positive integer C such that the following holds.
Assume A ⊆ Γ and a square-free integer Q s have the following properties:
The prime factors of Q s are sufficiently large (depending on Ω); in particular the assertions of Lemma 23 hold, and π Q 2
(4) For any prime factor p of Q s , let V p g(f p ) be a π p (Γ)-invariant under the adjoint action. And
Then there are Q ′ s and {M p } p|Q ′ s such that
Proof. Since V p ⊆ g(f p ), the map π p : π p 2 (Γ) → π p (Γ) factors through π p 2 (Γ)/V p . Let us abuse the notation and still denote the induce homomorphism by π p : π p 2 (Γ)/V p → π p (Γ). Let ψ : π Qs (Γ) → A ⊆ Γ be a section of π Qs , and ψ p : π Qs (Γ) → π p 2 (Γ)/V p be ψ p (g) = π p 2 (ψ(g))V p . As in [BV12] , let us consider the following expectation with respect to the Haar measure:
where the first inequality is given by Lemma 24 and the second inequality holds for Q (Γ[p] ). By our assumptions on G, π p (Γ) is generated by its p-elements and g(f p ) is a completely reducible π p (Γ)-module with no non-zero invariant vector (the latter holds as G is perfect and its unipotent radical is abelian). Therefore by [SGV12, Corollary 31 
And so π Q ′2
, which finishes the proof.
By Equation (26) and repeated use of Lemma 28 (O G (1)-many times), we get that there is q|Q s such that
. Now again using the connection between the group commutator and the Lie algebra commutator via the finite logarithmic maps (See [SG-b, Section 2.9]) and the fact that we can assume g(f p ) is perfect for any p|Q s , we have
Hence there is a function f 1 :
2 x 1 x 2 and for any subset X of a group w(X) :
. And so by Lemma 27 we have that there is a function f 2 : N (1) A) , which finishes the proof of Theorem 17 for C N .
5. Super-approximation: the p-adic case.
To prove Theorem 1 for C := {p m | p ∈ V f (Q), p ∤ q 0 , m ∈ Z + }, by Section 3.2, it is enough to Prove Theorem 17 for C.
In this section, we work in the setting of Section 2.5. In addition, we assume that U is abelian. So we assume that V is a vector Q-group, G s is a connected, simply-connected, semisimple Q-group, there is a Q-homomorphism G → GL(V) with no non-zero fixed vector, and G = G s ⋉ V is the Zariski-closure of Γ = Ω . We also fix a Q-embedding G ⊆ GL N0 .
Suppose A ⊆ Γ such that P (l) (A) > Q −δ for some integer l > log Q/δ. By a similar argument as in the beginning of Section 4.4, replacing A with C A, δ with Cδ, and l with Cl for some C = Θ G (1), we can and will assume that P Q (δ, A, l) and P Q (δ, ρ 1 (A), l) hold.
It is worth pointing out that Theorem 17 for semisimple groups is proved in [SG-b, Theorem 31].
5.1. Escape from proper subgroups. In this section, we explore the pro-p structure of an open subgroup of the p-adic closure Γ p of Γ. The main goal is to escape proper subgroups of π Q (Γ) where Q = p n is a power of a prime p.
Proposition 29. In the above setting, there is a positive number δ (depending on Ω) such that for any n ≫ Ω 1 and any proper subgroup H of π p n (Γ) we have
We start with a (well-known) lemma which gives us the Frattini subgroup of the congruence subgroups of G(Z p ), where (as before) G is the closure of G in (GL N0 ) ZS . This kind of result for semisimple groups and large p goes back to Weisfeiler [Wei84] .
Lemma 30. Let G be as above, and
Proof. By induction on k we prove that
]. The base of the induction is given by the assumption. To get the induction step, it is enough to prove that (
By [SG-b, Lemma 29], we have Ψ p m 0 ). And so by the assumption, for any x ∈ g there is h ∈ H such that π p m 0 +1 (h) = π p m 0 +1 (I + p m0 x). On the other
] → g/pg is a bijection, we get the induction step. Since H is a closed subgroup, we have that
The following lemma which is a module theoretic version of [SG05, Lemma 3.5] is proved next. It will be needed in the following sections, too.
Proof. Suppose to the contrary that there is a sequence of unit vectors v i such that [Z 
p which is a contradiction.
Lemma 32. Let G s ⊆ GL N0 be as before, i.e. a semisimple group.
] for a fixed positive integer k 0 . Suppose m is large enough depending on the embedding of G s in GL N0 and k 0 . Then the following holds:
Proof. We know that G s is the (almost) product of almost Q p -simple factors
By Lemma 31 we have
where the implied constant depends on the embedding of G s and k 0 . Hence for some i j 's we have
So for large enough m (depending on the embedding of G s and k 0 ) we have
Lemma 33. Let G be as before, i.e.
] for a fixed positive integer k 0 . Suppose m is large enough depending on the embedding of G in GL N0 and k 0 . Then the following holds:
Proof. Without loss of generality we can and will assume that V is non-zero. Let us recall that G s acts on V via ρ : G s → GL(V). To get a clear computation of the adjoint action, we identify Lie(G)(Q p ) with
where ε 2 = 0. For any v ∈ V(Q p ) and any (1 + εx, εw) ∈ Lie(G)(Q p ) we have
Notice that we are slightly abusing the notation and use the addition for the group operation of V though it is realized as a subgroup of GL N0 . By this computation, for any (x, w) ∈ W and v ∈ V(Q p ) ∩ GL N0 (Z p ), we have
Thus we have
Since V is a completely reducible G s module with no trivial factors, we have
where the implied constant depends on G and its embedding into GL N0 . Therefore V(Q p ) ⊆ W which implies the claim.
Lemma 34. Let G be as before.
Then there is a positive number δ such that for any prime p ∈ S and an open subgroup
is in a proper Zariski-closed subgroup of G.
Proof. Since GL N0 (Z S ) is a discrete set with respect to the S-norm, we can and will assume that [G(Z p ) : H] is large enough. Otherwise choosing δ small enough, we have that L δ ( H) is a subset of a finite subgroup and we are done.
Suppose p or m 0 are large enough so that Lemma 30 holds. Let G := G(Z p ) and
Notice that, since H is an open subgroup, l( H) is finite. By Lemma 30, for any
This implies that there is y ∈ W s such that
And so ad(log h)(
And let W H be the projection of
. Now one can get the claim as in Case 1.
Proof of Claim 2. First we notice that Claim 1 implies that there is (
To prove the claim, we proceed by contradiction and use an effective version of Nullstellensatz theorem [BY91] . To be precise, we assume that the following has no solution over Q:
where γ ∈ Ω ′ and n 0 = Θ Ω ′ (1) are the ones given above. So by the effective Nullstellensatz, e.g. [BY91] , there are polynomials
. After plugging in x 0 and y 0 we get a contradiction if δ is small enough.
Claim 2 implies that L δ ( H) is in a proper subvariety of G. Now, as in [EMO05] , using the generalized Bezout theorem we have that the group generated by
Proof of Proposition 29. By strong approximation [Nor89] we know that [G(Z p ) : Γ] ≪ Γ 1, where Γ is the closure of Γ in G(Z p ). For a proper subgroup H of π p n (Γ), let H := {h ∈ G(Z p )| π p n (h) ∈ H}. So by Lemma 34 we have that L δ1 ( H) is in a proper algebraic subgroup H of G for small enough δ 1 . So by Proposition 12 we have that
H] where δ 0 is given by Proposition 12 and δ 1 is given by Lemma 34.
If for some l ≥ n δ log p we have P (l)
. This contradicts (31) if δ is small enough.
5.2.
Getting a large ideal by adding/subtracting a congruence subgroup boundedly many times. The main goal of this section is to prove Proposition 35. At the end we also provide a few lemmas that are needed for using Proposition 35 in the context of modules. The results of this section rely on properties of p-adic analytic maps that are proved in appendix.
Lemma 36. Let G be a subgroup of GL N0 (K). Suppose V := K N0 is a completely reducible G-module, and V has no non-zero G-fixed vector. Then there is no a ∈ M N0 (K) such that Tr(ag) = 1 for any g ∈ G.
Proof. Suppose to the contrary that there is such a ∈ M N0 (K). Let A := K[G] be the K-span of G. Since A has a faithful semisimple finite dimensional A-module, A is a semisimple K-algebra. Let a := g − 1| g ∈ G be the ideal generated by G − 1 in A. Since Tr(ag) = 1 for any g ∈ G, we have that Tr(ax) = 0 for any x ∈ a. Thus a is a proper ideal. On the other hand, since A is semisimple, by the idempotent decomposition there are α 1 , α 2 ∈ A such that
Since a is a proper ideal, α 1 = 1. And so there is a non-zero vector v ∈ V in the kernel of α 1 , which implies that av = Aα 1 v = 0. Therefore for any g ∈ G we have gv = v which contradicts the assumption that V does not have a non-zero G-fixed point.
Proof of Proposition 35. Since
Hence Lemma 36 implies that the constant function 1 does not belong to the linear span of the analytic functions ρ ij where ρ ij are the entries of ρ : G s (Q p ) → GL(V(Q p )) with respect to a Q p -basis of V(Q p ). So we get the desired result by Proposition 41.
Next we prove a corollary of Lemma 31.
Proof. By Lemma 31 we have that, for any 1
By induction on i one can easily see that, for any 1 ≤ i ≤ k 0 , we have
Lemma 38. Let R ⊆ M n0 (Z S ) be a Z S -subalgebra. Assume the Q-span Q[R] of R is a semisimple algebra. Suppose p is a large prime number (depending on R), and W is a composition factor of Q n0 p , i.e. there are two
Proof. By Wedderburn theorem and Artin-Brauer-Noether theorem, for large enough p we have that 
p and v i := inf{ v i + w p | w ∈ W i+1 } = 1. Then, for large enough p, we have
Proof. It is a direct corollary of Lemma 38.
5.3. Getting a p-adically large vector in a submodule in boundedly many steps. The main goal of this short section is proving a key lemma (Lemma 40). Using this Lemma, we will be able to get a Q p -basis of V(Q p ) consisting of large vectors in boundedly many steps.
Lemma 40. Let Ω, Γ and G be as above. Let V ′ ⊆ V be a non-zero Q p -subgroup which is G s -invariant. For any 0 < ε ≪ Ω,V ′ 1, there are δ > 0 and a positive integer C such that the following holds:
Suppose p is a prime number, Q = p n and nε
where q 2 = p n2 and n 2 ≤ ε 2 n, then
) be the projection map where q 1 = p n1 and n 1 = ⌊εn⌋. So by the assumption there is a section s :
such that the image of s is a subset of π q1 ( C A) (by section we mean η q1 (s(x)) = x). Notice that
). Now if we assume to the contrary that the set in (32) is empty, then π q1
And so s is a group homomorphism. So H := Im(s) is a subgroup of π q1 (Q p ), and [π q1 (Q P ) :
. By Proposition 29 we have that
On the other hand, if
So by the contrary assumption we have that x ∈ H. By the assumption we have P (l) (A) > Q −δ (where δ is small positive number to be determined later). So
for small enough δ. Therefore by the above discussion and (33) we have
which is a contradiction if 0 < ε ≪ Ω,V ′ 1.
Proof of super-approximation: the
Inductively we do the following simultaneously:
(1) construct a permutation σ : {1, . . . , k 0 } → {1, . . . , k 0 }, (2) find vectors v j ∈ W j := i∈{1,...,k0}\{σ(1),...,σ(j−1)} V σ(i) (Q p ), such that the following holds:
(1) for small enough δ, large enough C (depending on ε, Ω, and V i ) and any 1 ≤ j ≤ k 0 we have
By [SG-b, Theorem 31], if δ is small enough and C is large enough, (34) holds for j = 1. Now we suppose (34) holds for 1 ≤ j ≤ j 0 and we have already found v 1 , . . . , v j0−1 as desired. We will define σ(j 0 ) and find v j0 so that the above properties hold.
Since (34) holds for j = j 0 , by Lemma 40 there is v j0 ∈ W j0 such that
Since log p v j0 p ≫ nε Θ G (1) , the projection v j0 of v j0 to V σ(j0) for some σ(j 0 ) ∈ {1, . . . , k 0 } \ {σ(1), . . . , σ(j 0 − 1)} has length at least Θ Vi (p
). Now by Corollaries 37 and 39 one gets all the mentioned properties except the first one.
By [SG-b, Theorem 31] we have that for small enough δ and large enough C
To simplify our notation let us drop the constant power of ε in the rest of the argument. Hence by (35) we have
For any g 1 , g 2 ∈ P [p nε ] and v 1 , v 2 ∈ V p , we have
Hence by (36) and (37) we have 
And so by (37) and (39) we have
which finishes the proof. Proposition 41. Let K be a characteristic zero non-Archimedean local field. Let O := O K be its ring of integers, and p be a uniformizing element. Let U ⊆ K n0 be a neighborhood of the origin, and F := (f 1 , . . . , f d0 ) : U → K d0 be an analytic function. Suppose the constant function 1 is not in the K-span of f i . Then for any l ≫ F 1 we have
In fact, we prove the following refinement of Proposition 41. In Proposition 41 ′ , we pinpoint how the implied constants depend on the given analytic functions (with a few extra technical assumptions). This type of control helps us to prove Corollary 42. Corollary 42 is the only result in the appendix that is needed in the main part of the article. In Corollary 42, we deal with polynomial maps that are defined over a number field, and prove that their images in all the non-Archimedean completions are uniformly large.
Proposition 41
′ . Let K be a characteristic zero non-Archimedean local field. Let O := O K be its ring of integers, and p be a uniformizing element. Let
where i = (i 1 , . . . , i n0 ) ranges over multi-indexes non-negative integers and
whose coordinates add up to a number at most m 0 and some indexes j 1 , . . . ,
where all the implied constants depend on d 0 , n 0 , m 0 and k 0 .
Corollary 42. Let κ be a number field. Let f 1 , . . . , f d0 ∈ κ[x 1 , . . . , x n0 ]. Suppose 1, f 1 , . . . , f d0 are linearly independent where 1 is the constant polynomial one. Let F := (f 1 , . . . , f d0 ). Then for any l ≫ F 1 and any p ∈ V f (κ) we have
p , where κ p is the completion of κ with respect to the finite place p ∈ V f (κ), O p is the ring of integers of κ p , and p also shows a uniformizing element of O p .
Let us recall the needed notation from
and Φ 0 f = f . If f is an analytic function, then Φ n f can be uniquely extended to a continuous function ).
m be an open subset, f i : U → K be analytic functions, and
For any 1 ≤ i, j ≤ m, let Φ ei+ej F (•) be the column vector whose kth entry is Φ ei+ej f k (•). In the above setting, by Taylor expansion we have
where R 2 F (x 0 + x, x 0 ) is of the following i,j x i x j Φ ei+ej F (•) (the entries are the entries of either x 0 + x or x 0 ) and x = (x 1 , . . . , x m ). 
Lemma 43.
( 
Proof. The first part is clear. Now suppose that N (X) ≥ |p k0 |; then there are d columns v i1 , . . . ,
Then X I adj(X I )y = det(X I )y, and so there is
For the third part, we get an upper-bound for the determinant of a d-by-d submatrix:
where v is either 0 or v i .
In what follows, a series of Lemmas are proved in pairs. In the first ones the constants depend on F , and they are geared towards proving Proposition 41. In the second ones, we make the needed modification and make them suitable for proving Proposition 41 ′ .
Lemma 44 (Hensel's lemma). Let x 0 ∈ K m and U ⊆ K m be an open neighborhood of x 0 . Let f i : U → K be analytic functions and F = (f 1 , . . . , f d ). Suppose there is a positive integer k 0 such that
Then for any l ≥ k 0 and any y ∈ O d there is
Proof. By (40) we have that
where x = (x 1 , . . . , x m ), x ≤ 1 and x ij − θ ei+ej (x 0 ) ≤ |p l |. Now by Lemma 43 for any y ∈ O d there is x ∈ O m such that dF (x 0 )x = p k0 y. And so by (41)
Then for any large enough integer l (depending on F and U ) we have
Proof. By the continuity of dF and Φ ei+ej F , for large enough l (in particular l > k 0 ), we have that
By induction on i we prove that for any y ∈ O d there are x i ∈ x 0 + p l O m and integers l i ≥ 2l such that
(1) l 1 := 2l and
Lemma 44 gives us the base of the induction. By induction hypothesis, there is
Hence by Lemma 44 there is
This proves the induction step. One can easily see that {l i } is a strictly increasing integer sequence. So {x i } is a Cauchy sequence. Therefore lim i→∞ x i = x ∈ x 0 + p l O m by the compactness of x 0 + p l O m , and by the continuity of F we have
Then for any l ≫ k0 1 we have
Proof. Since F (x) := i (c i,1 x i , . . . , c i,d0 x i ) and |c i,j | ≤ 1, we have dF (x) ≤ 1 and Φ ei+ej F (x ′ ) ≤ 1 for any x ≤ 1 and x ′ ≤ 1.
Since |c i,j | ≤ 1 and N (dF (0)) ≥ |p k0 |, we have that N (dF (x)) ≥ |p k0 | for any x ∈ p k0+1 O. One can finish the argument as in the proof of Lemma 45.
Lemma 46. Let U be a neighborhood of 0 ∈ K, and f i : U → K be analytic functions. Suppose 1, f 1 , . . . , f d are linearly independent. Then for large enough m (depending on f i ) and large enough l (depending on f i and m) we have that, for any x 1 , . . . , x m ∈ p l O,
where the implied constant depends on f i .
Proof. Notice that we can rescale, i.e. change f i to g i (x) := f i (p k x), and make sure that |f Then for any l ≫ k0 1 we have that, for any x 1 , . . . , x m0 ∈ p l O,
Proof. Since |c i,j | ≤ 1 and | det(c i,j )| = |p k0 |, we have that N (Φ j f i (x j )) ≥ | det(Φ ie f j (x ie ))| = |p k0 | for any x j ∈ p k0+1 O j . Now one gets the claim as in the proof of Lemma 46.
Lemma 47. Let U be a neighborhood of 0 ∈ K, and f i : U → K be analytic functions. Suppose 1, f 1 , . . . , f d are linearly independent. Let F = (f 1 , . . . , f d ). Then for any l ≫ F 1 we have
Proof. By Lemma 46 for large enough m 0 (depending on F ) and large enough l (depending on F and m 0 ) we have
where F (x) = F (x 1 ) + · · · + F (x m0 ) and x = (x 1 , . . . , x m0 ) has norm at most |p l |. Let x 0 = (x 1 , . . . , x m0 ) be such that |x i | ≤ |p l | for any i and |x i − x j | ≥ |p 2l | for any i = j. So N (d F (x 0 )) ≫ p ΘF,m 0 (l) . By rescaling, if needed, we can assume that |f 
and so Then for any l ≫ k0,m0 1 we have
Lemma 47
Proof. As in the proof of Lemma 47, let F (x) = m0 i=1 F (x i ). Hence by Lemma 46 ′ for l ≫ k0 1 we have
for any x ∈ p l O m0 . Let x 0 ∈ p l O m0 be such that |x i − x j | ≥ |p 2l | for any i = j. Notice that, since l ≫ m0 1, there is such x 0 . Hence
Let F x0 (x) := F (x + x 0 ). Hence F x0 has a Taylor series expansion and its coefficients have norm at most one. Moreover N (dF x0 (0)) ≥ |p Θ m 0 ,d 0 ,k 0 (l) |. Therefore by Lemma 45 ′ we have
One can finish the proof as above.
Lemma 48. Let U ⊆ K n0 be a non-empty open subset. Let f i : U → K be analytic functions such that 1, f 1 , . . . , f d are linearly independent. Then there is a polynomial curve r : K → K n0 such that 1, f 1 • r, . . . , f d • r are linearly independent, and defined on a neighborhood of 0 ∈ K.
Proof. Let x 0 be a point in U . After rescaling, if needed, we can assume that |∂ i f j (x 0 )/i!| ≤ 1 for any i which is not zero. Since 1, f 1 , . . . , f d are linearly independent, for large enough m we have that rank[∂ i f j (x 0 )] 1≤ i 1 ≤m, 1≤j≤d = d. We make the following two observations: In particular we have
Thus
where i(n) := (i 1 , . . . , i n0 ) is the s-adic digits of n, i.e. n = k i k s k−1 . Therefore we have 
