Abstract: Current practice for flight control validation relies heavily on linear analyses and nonlinear, high-fidelity simulations. This process would be enhanced by the addition of nonlinear analyses of the flight control system. This paper demonstrates the use of region of attraction estimation for studying nonlinear effects. A nonlinear polynomial model is constructed for the longitudinal dynamics of NASA's Generic Transport Model aircraft. A polynomial model for the short period dynamics is obtained by decoupling this mode from the nonlinear longitudinal model. Polynomial optimization techniques are applied to estimate region of attractions around trim conditions.
Introduction
Safety critical flight systems require extensive validation prior to entry into service. Validation of the flight control system is becoming more dif-ficult due to the increased use of advanced flight control algorithms, e.g. adaptive flight controls. NASA's Aviation Safety Program (AvSP) aims to reduce the fatal (commercial) aircraft accident rate by 90% by 2022 (Heller et al., 2003) . A key challenge in achieving this goal is the need for extensive validation and certification tools for the flight systems. The current certification and validation procedure involves analytical, simulation-based and experimental techniques (Heller et al., 2003) . Current practice is to assess the closed-loop stability and performance characteristics of the aircraft flight control system around numerous trim conditions using linear analysis tools.
The linear analysis methods include stability margins, robustness analysis and worst-case analysis. The linear analysis results are supplemented with Monte Carlo simulations of the full nonlinear equations of motion to provide further confidence in the system performance and to uncover nonlinear dynamic characteristics, e.g. limit cycles, that are not revealed by the linear analyses. To summarize, current practice involves extensive linear analysis at different trim conditions and probabilistic nonlinear simulation results.
The certification process typically does not involve any analytical nonlinear methods.
The gap between linear analyses and Monte Carlo simulations can cause significant nonlinear effects to go undetected. For example, several F/A-18 aircraft were lost due to a nonlinear loss-of-control phenomenon known as the falling leaf mode (Jaramillo and Ralston, 1996; Heller et al., 1999; Lluch, 1998; Heller et al., 2004) . Linear analysis tools did not detect the potential of the closed-loop system to exhibit the falling leaf mode. Thus there is a need for nonlinear analysis tools to fill this gap (Chakraborty et al., 2009) .
Recently, significant research has been performed on the development of nonlinear analysis tools for computing regions of attraction, reachability sets, input-output gains, and robustness with respect to uncertainty for nonlinear polynomial systems (Tan, 2006; Tan et al., 2008; Topcu et al., 2007 Topcu et al., , 2008 Chiang and Thorp, 1989; Davison and Kurak, 1971; Genesio et al., 1985; Tibken, 2000; Tibken and Fan, 2006; Vannelli and Vidyasagar, 1985; Parrilo, 2000) . These tools make use of polynomial sum-of-squares optimization (Parrilo, 2000) . These tools can only be applied to the dynamics described by polynomial vector field . These techniques offer great potential to bridge the gap in the flight control validation process.
The objective of this paper is to demonstrate the advantage of including nonlinear analysis tools based on SOS techniques in the flight control law validation process. The computational requirements for sum-of-squares (SOS) optimizations grow rapidly in the number of variables and polynomial degree. This roughly limits SOS methods to nonlinear analysis problems with at most 8-10 states and degree 3-5 polynomial models. Consequently, the construction of accurate, low-degree polynomial models is an important step in the proposed analysis process. This paper applies the nonlinear analysis tools on NASA's Generic Transport Model (GTM) aircraft (Cox, 2009; Murch and Foster, 2007) . The GTM is the primary test aircraft for NASA's Airborne Subscale Transport Aircraft Research (AirSTAR) flight test facility (Jordan and Bailey, 2008; Jordan et al., 2006; Bailey et al., 2005) . The AirSTAR program addresses the challenges associated with validating flight control law in adverse condition (Murch et al., 2009; Murch, 2008; Gregory et al., 2009 ). The polynomial model constructed in this paper accurately represents the longitudinal dynamics of NASA's Generic Transport Model (GTM) aircraft and it is suitable to address the issues with flight control law validation and verification.
The paper has the following structure. First, a polynomial model of the longitudinal dynamics of NASA's GTM aircraft (Cox, 2009; Murch and Foster, 2007 ) is constructed in Section 2. The longitudinal dynamics consist of a phugoid and short period mode. In Section 2.3, a polynomial model for the short period dynamics is obtained by decoupling this mode from the nonlinear longitudinal model. This nonlinear short period model is of interest because the decoupling of the longitudinal modes is typically done using linearized models. Section 3 describes a computational procedure to estimate regions of attraction for polynomial systems (Jarvis-Wloszek, 2003; JarvisWloszek et al., 2003; Tan and Packard, 2004; Jarvis-Wloszek et al., 2005; Tan, 2006; Topcu et al., 2007 Topcu et al., , 2008 . This algorithm is applied in Section 4 to estimate regions of attractions for the open-loop short period dynamics and a closed-loop longitudinal GTM aircraft. The analysis of the two-state short period model in Section 4 is for illustrative purposes since the system trajectories can be entirely visualized in a phase-plane diagram. This model is used to demonstrate that the linearized model fails to capture significant nonlinear effects. The analysis of the four-state longitudinal GTM aircraft demonstrates that the nonlinear region-of-attraction (ROA) computational procedure can be applied to systems with higher state dimensions. The paper concludes with a summary of the contribution of the paper.
Polynomial Aircraft Models
NASA's Generic Transport Model (GTM) describes a remote-controlled 5.5 percent scale commercial aircraft (Cox, 2009; Murch and Foster, 2007) .
The main GTM aircraft parameters are provided in Table 1 . NASA constructed a high fidelity 6 degree-of-freedom Simulink model of the GTM with the aerodynamic coefficients described as look-up tables. This section describes the construction of polynomial models of the GTM longitudinal and short period dynamics based on the look-up table data. 
Longitudinal Dynamics
The longitudinal dynamics of the GTM are described by a standard fourstate longitudinal model (Stevens and Lewis, 1992) :
where V is the air speed (m/s), α is the angle of attack (rad), q is the pitch rate (rad/s) and θ is the pitch angle (rad). The control inputs are the elevator deflection δ elev (rad) and engine throttle δ th (percent). For ease of interpretation, plots of α, q and δ elev are shown in units of degs, degs/s, and degs, respectively.
The drag force D (N), lift force L (N), and aerodynamic pitching moment M (N-m) are given by:
whereq := 1 2 ρV 2 is the dynamic pressure (N/m 2 ) andq :=c 2V q is the normalized pitch rate (unitless). C D , C L , and C m are unitless aerodynamic coefficients computed from look-up tables provided by NASA.
The GTM has one engine on the port side and one on the starboard side of the airframe. Equal thrust settings for both engines is assumed. The thrust from a single engine T (N) is a function of the throttle setting δ th (percent). T (δ th ) is a given ninth-order polynomial in NASA's high fidelity GTM simulation model. T x (N) and T z (N) denote the projection of the total engine thrust along the body x-axis and body-z axis, respectively. T m (N-m)
denotes the pitching moment due to both engines. T x , T z and T m are given by:
n EN G = 2 is the number of engines. 2 = 0.0375 rad and 3 = −0.0294 rad are angles that specify the rotation from engine axes to the airplane body axes. r x = 0.1371 m and r z = 0.0907 m specify the moment arm of the thrust.
Polynomial Longitudinal Model
The following terms of the longitudinal model presented in Section 2.1 are approximated by low-order polynomials:
Constructing polynomial approximations for the trigonometric functions, engine model, and rational dependence on speed is relatively straight-forward. The maximum approximation error is 1.3% over the full range throttle inputs 
The maximum approximation error is 9% over the specified velocity range.
The linear fit for 1 V is used in both theα equation and the equation for the normalized pitch rateq.
Derivation of the polynomial approximations for the aerodynamic coefficients requires a more detailed explanation. NASA provides raw look-up table data for the aerodynamic coefficients in the airframe body axes, i.e. the raw data is provided for C X , C Z , and C m .
2 In addition, each aerodynamic coefficient is computed as a sum of three terms which model the aerodynamic effects of the basic airframe, elevator inputs, and pitch rate. For example,
is a sum of three terms each of which is computed from a look-up table:
C X,α models the basic airframe dependence of the body-X force on the angle of attack. C X,δ elev and C X,q model the aerodynamic effects of the elevator input and pitch rate, respectively. All body-axis look-up tables were transformed into lift and drag coordinates via a rotation:
2 The notation refers to standard aircraft body axis conventions (Stevens and Lewis, 1992 ). x is directed to the front along the longitudinal axis of the aircraft and z is directed down. X and Z are the aerodynamic forces along the x and z axes, respectively.
A weighted least squares technique is used to fit the lift and drag look-up This validation procedure is heuristic but it is still an open problem to develop rigorous and computable metrics of the approximation error between a generic nonlinear (non-analytic) model and a polynomial model. There are many ways to conceptually extend linear system metrics, e.g. the H ∞ norm, but the difficulty is in obtaining algorithms to easily compute these metrics for nontrivial nonlinear systems.
Polynomial Short Period Model
The longitudinal dynamics of an aircraft consist of a phugoid and short 
The subscript "t" denotes a trim value. A polynomial short period model is extracted from the 4-state polynomial model, Equation (15), by holding V , θ and δ th at their trim values. Define two polynomials:
where f 2 and f 3 are from the 4-state polynomial longitudinal model provided in Appendix Appendix A.2. The polynomial short period is given by: 
Region of Attraction Estimation
This section provides a brief overview of a computational method to estimate the region of attraction (ROA). Consider an autonomous nonlinear dynamical system of the form:
where x ∈ R n is the state vector and f : R n → R n is a multivariable polynomial. Assume that x = 0 is a locally asymptotically stable equilibrium point.
Formally, the ROA is defined as:
Computing the exact ROA for nonlinear dynamical systems is very difficult.
There has been significant research devoted to estimating invariant subsets of the ROA (Parrilo, 2000; Vannelli and Vidyasagar, 1985; Tibken and Fan, 2006; Tibken, 2000; Hauser and Lai, 1992; Hachicho and Tibken, 2002; Genesio et al., 1985; Davison and Kurak, 1971; Chiang and Thorp, 1989) . The approach taken in this paper is to restrict the search to ellipsoidal approximations of the ROA. Given an n × n matrix N = N T > 0, define the shape
defines the shape of the ellipsoid and β determines the size of the ellipsoid E β . The choice of p is problem dependent and reflects dimensional scaling information as well as the importance of certain directions in the state space.
Given the shape function p, the problem is to find the largest ellipsoid E β contained in the ROA: The lower bounds are computed using Lyapunov functions and recent results connecting sums-of-squares polynomials to semidefinite programming.
Computing these bounds requires the vector field f (x) in Equation (21) to be a polynomial function. The computational algorithm is briefly described here and full algorithmic details are provided elsewhere (Jarvis-Wloszek, 2003; Jarvis-Wloszek et al., 2003; Tan and Packard, 2004; Jarvis-Wloszek et al., 2005; Tan, 2006; Topcu et al., 2007 Topcu et al., , 2008 . Lemma 1 is the main Lyapunov theorem used to compute lower bounds on β * . This specific lemma is proved by Tan (2006) but very similar results are given in textbooks, e.g. by Vidyasagar (1993) .
Lemma 1. If there exists γ > 0 and a polynomial V : R n → R such that:
then for all x ∈ Ω γ , the solution of Equation (21) exists, satisfies x(t) ∈ Ω γ for all t ≥ 0, and Ω γ ⊂ R. be the linearization of the dynamics about the origin and compute P > 0 that solves the Lyapunov equation A T P + P A = −I.
V LIN (x) := x T P x is a quadratic Lyapunov function that satisfies the conditions of Lemma 1 for sufficiently small γ > 0. V LIN can be used to compute a lower bound on β * by solving two maximizations:
subject to:
The first maximization finds the largest level set Ω γ * of V LIN such that Lemma 1 can be used to verify Ω γ * ⊆ R. The second maximization finds the largest ellipsoid E β contain within Ω γ * . The computational algorithm used replaces the set containment constraints with a sufficient condition involving non-negative functions (Tan, 2006) . For example, E β ⊂ Ω γ * in Optimization (28) is replaced by
subject to: s(x) ≥ 0 ∀x
The function s(x) is a decision variable of the optimization, i.e. it is found as part of the optimization. It is straight-forward to show that the two nonnegativity conditions in Optimization (29) are a sufficient condition for the set containment condition in Optimization (28). If s(x) is restricted to be a polynomial then both constraints involve the non-negativity of polynomial functions. A sufficient condition for a generic multi-variate polynomial h(x)
to be non-negative is the existence of polynomials {g 1 , . . . , g n } such that
A polynomial which can be decomposed in this way is rather appropriately called a sum-of-squares (SOS). Finally, if we replace the non-negativity conditions in Optimization (29) with SOS constraints, then we arrive at an SOS optimization problem:
There are connections between SOS polynomials and semidefinite matrices.
Moreover, optimization problems involving SOS constraints can be converted and solved as a semidefinite programming optimization. Importantly, there is freely available software to set up and solve these problems (Prajna et al., 2004; Lofberg, 2004; Sturm, 1999; Balas et al., 2009 (Tan, 2006) , and the use of simulation data (Topcu et al., 2007 . In this paper, the V -s iteration is used. The Lyapunov function V (x) in the iteration is initialized with the linearized Lyapunov function V LIN . The iteration also uses functions l 1 (x) = − 1 x T x and l 2 (x) = − 2 x T x where 1 and 2 are small positive constants on the order of 10 −6 . The V -s iteration algorithm steps are provided below.
γ
Step: Hold V fixed and solve for s 2 and γ * γ * := max
β
Step: Hold V , γ * fixed and solve for s 1 and β
3. V step: Hold s 1 , s 2 , β, γ * fixed and solve for V satisfying:
4. Repeat as long as the lower bound β continues to increase.
In the V -s iteration, Lyapunov functions are allowed to be of higher polynomial degree. Increasing the degree of the Lyapunov function will improve the lower bound at the expense of computational complexity. The computational time grows rapidly with the degree of the Lyapunov function. Hence, the results for degree 6 candidates are provided. Software and additional documentation on the V -s iteration is provided at ).
Analysis of Generic Transport Models

Analysis of Short Period Model
In this section the region of attraction for the short period GTM in Equations (19)- (20) Moreover, Figure 6 demonstrates that region of attraction for the short period model contains the region of the state space over which the polynomial model is valid. Recall, the region of validity for the polynomial model is mentioned in Section 2.1.
For the purposes of illustration, it is demonstrated that the linearization can fail to detect the effects of significant nonlinearities. Recall that in the GTM model, C m is based on three look-up tables:
The look-up table data for pitch damping derivative C m,q is provided on a grid In the polynomial longitudinal model, a linear fit is used to approximate the rate damping look-up table: C m,q (α,q) ≈ −41.25q. The rate damping is independent of the angle of attack in the approximation. This linear fit can be converted to actual pitch rate (rad/s) at the trim speed V t = 45m/s: To demonstrate the effects of nonlinearities consider the following cubic pitch rate damping function:
This function, shown in Figure 7 as a thick dashed curve, results in less damping at higher pitch rates and would lead to a less stable short period model. The inclusion of this cubic term is purely to illustrate the effects of aerodynamic nonlinearities on a simple model. It is not meant to model the behavior of the actual GTM aircraft at high pitch rates. The C m aerodynamic coefficient only enters theq dynamic equation (Equation (3)). Hence the cubic term modification to C m,q only affects the function f 3 in polynomial longitudinal model provided in the Appendix. The updated f 3 based on Equation (34) is given below asf 3 . 
The linearization of the updated short period model is unchanged by this modification and is still given by Equations (31) and (32). This statement is verified by noting that C m,q only affects the short period linearization through a term of the form:
The second term is due to the cubic nonlinearity but this term is zero since q t = 0 at trim. To summarize, the linearization predicts no change in the aircraft stability when the cubic rate damping term is included. Note that there is an unstable trajectory that nearly touches the boundary of E β 1 . Thus the ellipsoidal estimate is tight in the sense that any further increase the size of the ellipse will cause it to no longer be a subset of the ROA.
Choosing the shape matrix as N 2 := diag(0.1745 rad, 0.8727 rad/s) −2 := diag(10 deg, 50 deg/s) −2 decreases the shape of the ellipse in the α direction as compared to the q direction. For the shape function p 2 (x) = x T N 2 x the lower bound on the region of attraction estimate is β 2 = 5.69. E β 2 := {x ∈ R n : p 2 (x) ≤ β 2 } is shown as the dashed ellipse in Figure 8 . This estimate is also tight since it has an unstable trajectory that nearly touches the boundary of the ellipse. This estimate of the region of attraction is significantly larger in q direction than E β 1 and it is only slightly smaller in the α direction.
Ultimately the choice between p 1 and p 2 depends on which direction of the 
Analysis of 4-State Longitudinal Model
Phase-plane simulation alone is sufficient to understand the stability regions for 2-state models. However, phase-plane analysis is not applicable when the state dimension is greater than two or three. In this section, the techniques described in Section 3 are used to estimate the stability region of the 4-state longitudinal GTM dynamics with a simple proportional innerloop control law.
Inner loop pitch rate feedback is typically used to improve the short period damping of the aircraft. The following proportional pitch rate feedback is used to improve the damping of the GTM aircraft:
The open loop short period dynamics of the GTM are slightly underdamped.
The poles of the short period linearization (Equation 31) have a damping ratio of 0.509. The rate feedback controller increases the damping ratio to 0.713. Equations (15) and (37) T is inside E β 6 . If a disturbance pushes the GTM aircraft to this state then the control law will bring the aircraft back to its trim point. The upper bound ellipsoid E β M C contains at least one initial condition that will cause the aircraft to diverge from its trim condition.
Upset conditions that push the aircraft state to this upper bound ellipsoid could lead to loss of control. In other words, information from these two ellipsoids can be used to draw conclusions about the safe flight envelope.
The size of these ellipsoids measure the robustness of the flight control law to disturbances. In summary, the ellipsoids define a metric for the safe flight envelope of the GTM aircraft.
Summary
This paper demonstrated the utility of polynomial modeling and region of attraction analysis for aircraft flight control systems. Low degree polynomial models were constructed for the longitudinal and short period dynamics of NASA's GTM aircraft. The nonlinear short period model is of interest since this mode is typically decoupled using a linearization of the longitudinal dynamics. Ellipsoidal region of attraction estimates were computed for both models. These region of attraction estimates provide quantitative information about the nonlinear aircraft dynamics. This is in contrast to linearizations that may be valid only in a small neighborhood of the trim condition. C m,q (α,q) = −41.24q f 2 = −3.709 × 10 −11 V 5 q 2 + 6.869 × 10 −11 V α 3 δ
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