El problema de las 13 esferas. Parte II by Flores, Guillermo Javier
El problema de las 13 esferas. Parte II
Guillermo Javier Flores
Recordemos que el “problema de las 13 esferas”, es un problema de geo-
metr´ıa ba´sica y responde a la pregunta, de cua´l es el mayor nu´mero, posible
de acomodar, de esferas del mismo taman˜o no superpuestas, en dimensio´n tres,
que este´n en contacto con una esfera central fija. La solucio´n del mismo es 12 y
esta´ sujeta a la famosa discusio´n entre los grandes matema´ticos Isaac Newton
y David Gregory.
En la primera parte, hicimos un breve estudio de la demostracio´n de la
solucio´n del nu´mero de osculacio´n o Kissing number en tres dimensiones que
denotamos por k(3), dada por el matema´tico ruso Oleg R. Musin, en el an˜o
2004.
Para probar que k(3) = 12, consideramos la familia de polinomios de Le-
gendre {fk}k∈N definida de manera recurrente
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y vimos que podemos escribir a f como























Usando estas funciones polino´micas, podemos enunciar los siguientes tres
lemas:
Lema 1 Sea X = {x1, x2, . . . , xn} subconjunto de puntos contenidos en S2.










)) ≥ 0 para todo k ≥ 0.


























Por u´ltimo, a partir de estos resultados, escribimos el teorema del nu´mero
de osculacio´n k(3) y repasamos la demostracio´n.
Teorema k(3) = 12.
Demostracio´n: Sea X = {x1, x2, . . . , xn} ⊂ S2, y supongamos que k(3) = n,
donde xj es el punto de contacto sobre S2 al apoyar la esfera j-e´sima sobre la
esfera fija. As´ı, X esta´ bajo las codiciones del Lema 2 y del Lema 3, esto implica
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n2 ≤ s(X) < 13n,
entonces tenemos que n < 13, o bien n ≤ 12.
Por otro lado, sabemos que k(3) ≥ 12.
¤
En la edicio´n anterior, analizamos los puntos ma´s importantes de las de-
mostraciones de los lemas 1 y 2. En esta segunda parte, despue´s de algunos
comentarios, daremos un ana´lisis similar para el Lema 3 ; en donde vamos
a necesitar una propiedad importante sobre tria´ngulos esfe´ricos, la ley de los
cosenos:
cos(φ) = cos(θ1) cos(θ2) + sin(θ1) sin(θ2) cos(ϕ)
para un tria´ngulo esfe´rico con ve´rtices ABC, con lados angulares θ1, θ2, φ y ϕ
es el a´ngulo formado por los arcos θ1, θ2.
Introduccio´n a Lattices
En la Parte I, hicimos mencio´n del nu´mero de osculacio´n o kissing number
para cualquier dimensio´n en general, lo denotamos por k(d), y se interpreta
como el nu´mero ma´ximo de esferas en Rd de igual radio, no superpuestas que
pueden estar en contacto simulta´neamente con otra esfera del mismo taman˜o
fija.
Una manera apropiada de estudiar el kissing number k(d) para una di-
mensio´n arbitraria, es usando la teor´ıa de “Lattices” o Ret´ıculos en espacios
euclideos. Para continuar, solo haremos una introduccio´n a los Lattices, dan-
do algunos ejemplos importantes y como se relacionan con problemas como el
kissing number.
Un Ret´ıculo L en Rd, esta´ formado por el conjunto de combinaciones lineales
enteras de n-vectores linealmente independientes, es decir, dados los vectores








y decimos que la dimensio´n de L es n. Adema´s se puede observar fa´cilmente
que L es un grupo con la operacio´n suma.
Un primer y sencillo ejemplo que podemos tomar, es el ret´ıculo L = Zn en




miei / mi ∈ Z
}
,
donde {e1, e2, . . . en} es la base cano´nica de Rn.
En dimensio´n n = 2, tenemos Z2 =
{
m1(1, 0) +m2(0, 1) / m1,m2 ∈ Z
}
,
Otro ejemplo importante de lattice en R2, es el lattice hexagonal que deno-












/ m1,m2 ∈ Z
}
,
En general, dado un lattice L de dimensio´n n en Rd, diremos que U =
{u1, . . . un} es una base de L, si U genera L como conbinaciones lineales enteras,
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y denotamos
L = < {u1, . . . un} >Z .
Como ejemplos de ret´ıculos en R3, distintos de Z3, tenemos:





















• “body centered cubic lattice” que denotamos bcc, dado por
bcc = <
{












Para dimensio´n n ≥ 3, podemos definir los dos siguientes ret´ıculos de di-


















< {(1, 1, 0, . . . 0), (0, 1, 1, 0, . . . 0), . . . (0, . . . 0, 1, 1), (2, 0, . . . 0)} >Z .
Donde lattices distintos, se interpreta como: dados dos ret´ıculos L1 y L2,
se dice que son congruentes o iguales, si existe una isometr´ıa que aplica uno
de los lattices en el otro. Y se dice que son semejantes o similares, si uno de
ellos se obtiene del otro por una dilatacio´n compuesto con una transformacio´n
ortogonal. Existen propiedades que caracterizan a los lattices.
En los espacios euclideos, una de las preguntas matema´ticas asociada a las
esferas, es si existe alguna manera de acomodar bolas del mismo taman˜o de la
manera ma´s densa posible en el espacio, sin que este´n superpuestas, y se conoce
como “sphere packings problem”. En dimensio´n tres, esta pregunta tiene alguna
relacio´n con el problema de las trece esferas.
Un problema similar, se considera para los ret´ıculos y se conoce como “latti-
ce packing problem”, y se refiere a lo siguiente, encontrar un lattice L, de modo
que si acomodamos esferas con centro en cada uno de los puntos de L, y de
radio, el ma´ximo posible para que las bolas no se superpongan, entonces la
densidad sea ma´xima.
Si queremos mencionar algunos de los resultados conocidos, con respecto a
estos problemas, conviene definir algunos conceptos ba´sicos de lattices.
Sea L un lattice generado por {v1, . . . vn} en Rn, consideramos el conjunto
P =
{
x ∈ Rn / x =
n∑
i=1
tivi con ti ∈ [0, 1]
}
,
(en dimensio´n n = 3, P es un paralelep´ıpedo). Entonces definimos:
• el volumen de L como vol(L) := vol(P ), (se puede mostrar que es indepen-
diente de la base que elijamos para L),





, donde µ = mı´n{||v||2 / v ∈ L},






donde B(v, ϑ(L)) denota la bola de centro v y radioϑ(L);





Observacio´n: en general, es dif´ıcil encontrar el valor de µ para un lattice dado,
sobre todo cuando pensamos en dimensiones grandes. Una pregunta natural
que surge de la definicio´n de µ, es cua´ntos vectores mı´nimos, o sea, de norma√
µ, tiene un lattice. Y podemos deducir, que la cantidad de vectores mı´nimos
de un ret´ıculo en dimensio´n d, es menor o igual que k(d).
Carl Friedrich Gauss demostro´, que el lattice hexagonal H, resuelve el pro-






Pero, ma´s au´n, en el an˜o 1940, el matema´tico hu´ngaro La´szlo´ Fejes To´th,
probo´ que el lattice hexagonal es solucio´n del sphere packings problem, en la
respectiva dimensio´n.
En el an˜o 1611, Johannes Kepler afirmo´ que no existe un arreglo de esferas
so´lidas del mismo taman˜o, en dimensio´n tres, con densidad promedio mayor a
la del lattice face centered cubic, esta afirmacio´n, se conoce como conjetura de






La manera de acomodar las esferas en el espacio como conjeturo´ Kepler, es
la forma en que se acomodan naranjas en un cajo´n en una fruter´ıa, podemos
apreciarlo en la siguiente figura
Puede observarse del gra´fico, que el lattice fcc brinda la configuracio´n para
el problema de las trece esferas, que se conoce como la configuracio´n de Kepler,
la cual fue presentada en la edicio´n anterior. En cierto modo, estamos diciendo
tambie´n, que el fcc lattice tiene doce vectores de norma mı´nima y que este´ coin-
cide con k(3).
Recientemente, en 1998, el matema´tico Thomas Hales, demostro´ nume´rica-
mente la conjetura de Kepler, considerando muchos casos individuales, mediante
la ayuda de complejos ca´lculos computacionales.
Para las dimensiones 8 y 24, el kissing number fue probado en 1979, usando
los lattices E8 y el Leech lattice respectivamente. Esta prueba, esta´ basada en
un elegante me´todo iniciado por Philippe Delsarte. En el an˜o 2003, Oleg R.
Musin, anuncio´ una solucio´n para el kissing number en dimensio´n 4, haciendo
una modificacio´n en el me´todo de Delsarte. En ese mismo an˜o, independiente-
mente de Musin y del cla´sico me´todo, Henry Cohn y Noam Elkies, probaron
nume´ricamente que E8 y Leech lattice son o´ptimos para el sphere packing prob-
lem.
Enunciemos el resultado que Philippe Delsarte demostro´, y que sirve como
aplicacio´n para el problema de nu´mero de osculacio´n.
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Teorema (Delsarte, Goethals y Seidel).







con c0 > 0 y ck ≥ 0, y si f(t) ≤ 0 para todo t ∈ [−1, 12 ], entonces, el kissing




Donde la familia de polinomios de Gegenbauer {G(n)k } se puede definir como:
para n ≥ 2 y k ≥ 0, G(n)k (t) es un polinomio de grado k normalizado de tal
manera que G(n)k (1) = 1 y
G
(n)
0 (t) = 1, G
(n)




n− 1 , . . .





sobre el espacio vectorial R[t].
La familia de polinomios de Gegenbauer o tambie´n llamados ultraesfe´ricos,
son una generalizacio´n de la familia de polinomios de Legendre y de los poli-
nomios de Chebyshev, y son un caso especial de la familia de polinomios de
Jacobi.
Si en la familia de Gegenbauer tomamos n = 3 obtenemos la familia de
Legendre, y del mismo modo, si tomamos n = 4, obtenemos la familia de
Chebyshev.
En las dimensiones 8 y 24, sucede que se toman ciertos polinomios asociados
a ciertos lattices, y se prueba que la cantidad de vectores mı´nimos del lattice,
coincide con la cota superior que nos da´ el teorema de Delsarte.
Musin aprovecha el resultado de Delsarte, y haciendo una modificacio´n ob-
tiene una cota o´ptima para dimensio´n 4, usando el lattice D4 y un polinomio
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asociado a e´ste, ya que el mismo me´todo que se uso´ en dimensio´n 8 y 24, no
proporcionaba una cota que coincida con la cantidad de vectores mı´nimos del
lattice D4.













si n = 8 se elige el lattice E8 y el polinomio asociado resulta f8(t) = f4(t),





















obteniendo k(4) = 24, k(8) = 240 y k(24) = 196560.
Para terminar con esta seccio´n, dejamos algunos comentarios y unos de los
teoremas destacados sobre la densidad de lattices.
Los problemas de empaquetamiento de esferas, nu´mero de osculacio´n y de
empaquetamiento por ret´ıculos de esferas, siguen abiertos, y se trata de encon-
trar la solucio´n de los mismos como funcio´n de la dimensio´n. Algo que sorprende
de estos cla´sicos problemas, es que solo se han encontrado soluciones en un con-
junto finito particular de dimensiones y no un resultado un poco ma´s general.
Adema´s, cabe destacar, que la forma de resolver, estos plante´os, hasta el mo-
mento, difiere en gran medida cuando pasamos de una dimensio´n a otra.
La teor´ıa de lattices se extiende de manera ma´s general y estudia proble-
mas distintos a los mencionados. Ret´ıculos cuantizadores, formas cuadra´ticas,
isospectralidad de lattices, relaciones de co´digos y lattices, poliedros y embal-
dosamiento, son temas que abarca la amplia teor´ıa de lattices.
Para concluir, enunciamos uno de los resultados ma´s importantes, para
el problemas de empaquetamiento de esferas de ret´ıculos, “la desigualdad de
Mordell”.





Demostracio´n del Lema 3
1. Sea t0 ≈ 0,5907, entonces el polinomio f(t) satisface: (i) f(−t0) ≈ 0.
(ii) f(t) es mono´tona decreciente en el interva´lo [−1,−t0].
(iii) f(t) < 0 en el interva´lo (−t0, 12 ], f(t) solo tiene una ra´ız en [−1, 12 ] que es
t0 y f ′(t) no tiene ceros en [−1, t0].











Luego, si podemos probar que si(X) < 13 para i = 1, . . . n, tendr´ıamos que
s(X) < 13n.
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Notemos que φi,i = 0 y entonces f(cos(φi,i)) = f(1). Para i 6= j, φi,j ≥ 60◦,
entonces cos(φi,j) ∈ [−1,−12 ]. Y en los casos que cos(φi,j) ∈ [−t0,−12 ], usando
(iii) tenemos f(cos(φi,j)) ≤ 0. Sea J(i) = {j / cos(φi,j) ∈ [−1,−t0)}, entonces




Llamamos θ0 = arc cos(t0) ≈ 53, 794◦ y como arc cos(−1) = 180◦, luego j ∈ J(i)
si φi,j > 180◦ − θ0 es decir θj := 180◦ − φi,j < θ0. Esto nos dice que xj
con j ∈ J(i), pertenece al casco esfe´rico con centro e0 := −xi dado por
{y ∈ S2/ ditancia angular(y,−xi) < θ0}.
2. Consideramos los puntos e0, y1, . . . ym sobre la esfera S2 tales que φi,j :=
dist(yi, yj) ≥ 60◦ para todo i 6= j y θi := dist(e0, yi) < θ0 con 1 ≤ i ≤ m.
Donde dist(yi, yj) denota la distancia angular entre los puntos dados.
Denotamos por µ el ma´ximo valor de m tal que se satisfaga la condicio´n
anterior para un conjunto no vac´ıo Y = {y1, y2, . . . ym}.
Supongamos que un conjunto Y , con 1 ≤ m ≤ µ satisface la condicio´n de
2., entonces definimos
H(Y ) = H(y1, . . . ym) := f(1) + f(− cos(θ1)) + . . .+ f(− cos(θm)),
recordar que f(− cos(θi)) ≥ 0, para 1 ≤ i ≤ m.
hm := sup
Y
{H(Y )}, hma´x := {h0, h1, . . . hm}.
Luego tenemos que, si m = |J(i)| y e0 = xi entonces Ti(X) ≤ hm y por lo
tanto si(X) ≤ hm. Esto nos dice que si probamos que hma´x < 13, entonces
demostraremos el Lema 3.
3. Afirmacio´n: µ ≤ 4.
En efecto, sea Y = {y1, y2, . . . ym} ⊂ S2 que satisface la codicio´n de 2..
Asumimos que e0 = (0, 0, 1) es el “polo norte” de la esfera y que yi tiene
coordenadas esfe´ricas (θi, ϕi). Usando la ley de los cosenos, resulta
cos(φi,j) = cos(θi) cos(θj) + sin(θi) sin(θj) cos(ϕi − ϕj).
Notar que si m ≥ 2, luego θi > 0 para 1 ≤ i ≤ m, es decir, si tenemos
ma´s de tres puntos en el conjunto Y , la distancia angular entre el polo norte
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e0 y un punto yi no puede ser nula y satisfacer la condicio´n de 2. al mismo
tiempo (pues si suponemos que dist(e0, yi) = 0 entonces e0 = yi esto implica
θj = φi,j ≥ 60◦ > θ0, pero por la codicio´n de 2. θj < θ0, contradiccio´n).
Como nosotros tenemos que cos(φi,j) ∈ [−1, 12 ] y sin(θi) > 0, entonces
cos(ϕi − ϕj) ≤
1




















(x, y) > 0,
Por lo tanto la funcio´n g es estrictamente creciente en la variable x (en el in-
terva´lo correspondiente).
Luego
g(x, y) ≤ g(θ0, y) = g(y, θ0) ≤ g(θ0, θ0),
recordemos que θ0 = arc cos(t0), entonces
1





















≈ 76, 582◦ > 72◦,
esto nos implica m ≤ 4. Pues notar que, 5 × 72◦ = 360◦, y si |ϕi − ϕj | > 72◦
entonces solo podemos colocar a lo sumo 4 puntos que pertenezcan a un c´ırculo
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con una separacio´n angular entre cualesquiera dos de ellos, mayor a 72◦.
Ahora probemos que hma´x := {h0, h1, h2, h3, h4} < 13.
4. Para m = 0, es fa´cil de ver, pues h0 = f(1) = 10, 11 < 13.
Si m = 1, para 0 ≤ θ ≤ θ0, se sigue de (ii) que f(− cos(θ)) es una funcio´n
decreciente, luego
H(y1) = f(1) + f(− cos(θ1)) ≤ h1 = f(1) + f(−1) = 12, 88 < 13.
5. En los casos m = 2, 3, 4, usaremos los siguientes hechos: supongamos que
tenemos una coleccio´n de puntos {e0, y1, . . . ym} en S2 tales que H(Y ) = hm.
Con el mismo argumento que vimos en 3., sucede que yi 6= e0. En esta colec-
cio´n {e0, y1, . . . ym}, los puntos yk no pueden ser cambiados por otros puntos
x ∈ S2 que este´n ma´s cerca de e0, pues en ese caso H(Y ) aumentar´ıa (y hm es
supremo).
Con una justificacio´n del mismo tipo, que en el pa´rrafo anterior, podemos
obtener:
• para m = 2, e0 ∈ arco(y1, y2) y dist(y1, y2) = 60◦.
• para m = 3, ∆3 := y1y2y3 es un tria´ngulo esfe´rico regular con longitud de
cada arista igual a 60◦, y e0 ∈ ∆3.
• para m = 4, ∆4 := y1y2y3y4 es un rombo esfe´rico equilateral, con cada arista
igual a 60◦, y e0 ∈ ∆4.








donde F˜1(θ, ψ) = f(− cos(θ))+f(− cos(ψ−θ)). Entonces para dist(y1, y2) = ψ,
resulta
f(− cos(θi)) + f(− cos(θj)) ≤ F1(ψ),
con lo cual
H(y1, y2) ≤ h2 = f(1) + F1(60◦) ≈ 12, 8749 < 13.
7. Sea ahora m = 4, d1 = dist(y1, y3), d2 = dist(y2, y4), como ∆4 es un
rombo esfe´rico, pensamos en que las diagonales y1y3, y2y4 de ∆4 son ortogonales






































y la e´sta u´ltima igualdad, nos induce a definir









ρ(d1) = d2, ρ(d2) = d1, ρ(90◦) = 90◦, ρ(ρ(t)) = t.
Podemos suponer que d1 ≤ d2, y como θi ≤ θ0, implica d2 ≤ 2θ0. Luego
ρ(2θ0) ≤ d1 ≤ 90◦ ≤ d2 ≤ 2θ0.
Ahora, consideremos dos casos, primero supongamos que ρ(2θ0) ≤ d1 ≤ 77◦.
Como F1(ψ) es una funcio´n decreciente para ψ ∈ [60◦, 2θ0], y sabemos que
f(− cos(θi)) + f(− cos(θj)) ≤ F1(ψ),
entonces
f(− cos(θ1)) + f(− cos(θ3)) ≤ F1(d1) ≤ F1(ρ(2θ0)),
f(− cos(θ2)) + f(− cos(θ4)) ≤ F1(d2) ≤ F1(ρ(d1)) ≤ F1(ρ(77◦)),
por lo tanto, calculamos
H(Y ) = H(y1, y2, y3, y4) < f(1) + F1(ρ(2θ0)) + F1(ρ(77◦)) ≈ 12, 9171 < 13.
Como segundo caso, supongamos 77◦ ≤ d1 ≤ 90◦, entonces
H(Y ) < f(1) + F1(77◦) + F1(90◦) ≈ 12, 9182 < 13.
De esta manera, obtenemos h4 < 13.
8. Como u´ltimo paso, solo nos resta probar que h3 < 13.
Sabemos de 5., que ∆3 es un tria´ngulo regular esfe´rico, por consiguiente,
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H(Y ) = f(1)+f(− cos(θ1))+f(− cos(θ2))+f(− cos(θ3)) es una funcio´n sime´tri-
ca respecto de los θj , y luego, podemos suponer que θ1 ≤ θ2 ≤ θ3 ≤ θ0. Adema´s,
sea α := y2ŷ1y3 el a´ngulo de ve´rtice y1 formado por los arcos y1y2 e y1y3, en-
tonces, usando la ley de los cosenos para tria´ngulos esfe´ricos, y sabiendo que
cada arco del tria´ngulo mide 60◦, obtenemos que α ≈ 70, 5288◦.
Sea yc el centro de ∆3, y sea γ := ycŷ1y3 = α2 ≈ 35, 2644◦ (notar que γ ≤ θ3).
Denotemos u := ycê0y3, entonces
cos(θ1) = cos(60◦) cos(θ3) + sin(60◦) sin(θ3) cos(γ − u),
cos(θ2) = cos(60◦) cos(θ3) + sin(60◦) sin(θ3) cos(γ + u),
donde, adema´s








Podemos observar que si u = u0, luego θ2 = θ3 y esto nos da´ θ1 = θ2; y si
u < u0, luego θ1 < θ2 < θ3.
Para θ3 = ψ fijo, H(y1, y2) es un polinomio de grado 9 en t = cos(u), y como
antes, sea F2(ψ) el ma´ximo de este polinomio en el interva´lo [cos(u0), 1].
Tomamos el siguiente conjunto {ψ1, . . . ψ6} := {γ, 38◦, 41◦, 44◦, 48◦, θ0}, obte-
niendo que F2(ψ) es una funcio´n creciente en “[γ, θ0]”. Por otro lado, f(− cos(ψ))
es decreciente como funcio´n de ψ.
Ahora, si consideramos θ3 ∈ [ψk, ψk+1], resulta
H(Y ) = H(y1, y2) + f(− cos(θ3)) < zk := F2(ψk+1) + f(− cos(ψk)),
y calculando
{z1, . . . z5} ≈ {12, 9425; 12, 9648; 12, 9508; 12, 9606; 12, 9519},
concluimos h3 < ma´x zk < 13.




En la primera parte del problema de las trece esferas, calculamos el a´rea de
un conjunto en forma de “casco” H sobre la esfera, definido por
H =
{




≤ z ≤ 1
}
,









Pero la relacio´n de a´reas de subconjuntos de la esfera S2 de radio uno
con subconjuntos del cilindro C de altura dos y radio uno, es ma´s fuerte, y a
continuacio´n haremos una breve presentacio´n de e´ste hecho.
Supongamos que tenemos la esfera S2 en el espacio euclideo con centro en
el origen, y el cilindro C que se eleva sobre la circunferencia unitaria del plano
xy, como se muestra en la figura,
radio R=1
podemos notar que el cilindro y la esfera esta´n en contacto sobre uno de los
c´ırculos ma´ximos de la esfera, y justamente es el ecuador de la misma.
Sabemos que el volumen del cilindro y de la esfera son, respectivamente







en otras palabras, el volumen de la esfera es dos tercios el volumen del cilindro.
Ahora, si consideramos C ′ = C ∪ T , donde T = {(x, y, z) ∈ R3 : x2 + y2 ≤
1, z = 1 o´ z = −1}, y comparamos las a´reas de S2 con C ′, obtenemos





y como antes, el a´rea de la esfera es dos tercios es a´rea del cilindro “con sus
tapas”. Notemos que vol(C) = vol(C ′).
Esta hermosa proporcio´n de a´rea y volumen entre cla´sicas figuras geome´tri-
cas, como lo son la esfera y el cilindro, fue escrita por primera vez, en el siglo
II antes de Cristo por Arqu´ımedes, uno de los ma´s grandes matema´ticos de la
historia.
Arqu´ımedes de Siracusa, se considera uno de los ma´s importantes cient´ıfi-
cos griegos de la antigu¨edad cla´sica, realizo´ sus en estudios en al escuela de
Alejandr´ıa, Egipto y es reconocido como matema´tico, f´ısico, astro´nomo, inge-
niero e inventor. Entre sus grandes aportes en todas estas materias, Arqu´ımedes
eligio´ como su descubrimiento favorito a la esfera inscripta en el cilindro, con
sus respectivas proporciones de a´rea y volumen, como mencionamos antes. Ma´s
au´n, se sentir´ıa tan orgulloso de esta obra geome´trica, que es unos de los siete
tratados del Palimpsesto de Arqu´ımedes, y a pedido de e´l mismo, se colocaron
sobre su tumba las esculturas de estas figuras. Un dato ma´s para destacar,
es que la medalla Fields, “Medalla Internacional para Descubrimientos Sobre-
salientes en Matema´tica”, lleva en una de sus caras un retrato del matema´tico
griego Arqu´ımedes, y en el reverso, una figura de la esfera inscripta en el cilindro.
Siguiendo con nuestro ana´lisis de a´reas de superficies para S2 y C, consider-
amos lo siguiente, sea Σ la esfera unitaria, salvo que retiramos de ella los polos
norte y sur, es decir
Σ = {u ∈ S2 : u 6= (0, 0, 1) y u 6= (0, 0,−1)}.
Suponemos Σ y C puestos en el espacio euclideo, como hicimos anteriormente
para S2 y C. Definimos la siguiente funcio´n FA : Σ→ C como, si u es un punto
de Σ, tra´cese ortogonalmente la recta que parte desde el eje de las z y pasa por
u, y sea FA(u) el punto que esta recta corta a C. Entonces, se puede mostrar que
la funcio´n as´ı definida, preserva a´reas, es decir, si tomamos algu´n subconjunto
U ⊂ Σ y aplicamos FA(U) ⊂ C, obtenemos que a´rea(U) = a´rea(FA(U)). Por
lo tanto, podemos afirmar que a´rea(H) = C0.
Observar que efectivamente a´rea(Σ) = a´rea(FA(Σ) = a´rea(C) = 4pi.
Nota: en general, se llama funcio´n de Arqu´ımedes a FA.
36
Highest kissing number
Para finalizar el art´ıculo, presentamos una tabla del problema de kissing
number, con las mejores aproximaciones encontradas hasta el momento, en al-
gunos casos por lattices y en otros por me´todos computacionales (no lattices).
Dim Kissing number for a lattice (nonlattice) Lattice (resp. nonlattice)
1 2 Λ1 = Z1
2 6 Λ2 = A2
3 12 Λ3 = A3 = D3
4 24 Λ4 = D4
5 40 Λ5 = D5
6 72 Λ6 = E6
7 126 Λ7 = E7
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