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Abstract 
Recent research has shown that Phrase-
Based Statistical Machine Translation 
(PB-SMT) systems can benefit from two 
enhancements: (i) using words and POS 
tags as context-informed features on the 
source side; and (ii) incorporating lexical 
syntactic descriptions in the form of su-
pertags on the target side. In this work we 
present a novel PB-SMT model that 
combines these two aspects by using su-
pertags as source language context-
informed features. These features enable 
us to exploit source similarity in addition 
to target similarity, as modelled by the 
language model. In our experiments two 
kinds of supertags are employed: those 
from Lexicalized Tree-Adjoining Gram-
mar and Combinatory Categorial Gram-
mar. We use a memory-based classifica-
tion framework that enables the estima-
tion of these features while avoiding 
problems of sparseness. Despite the dif-
ferences between these two approaches, 
the supertaggers give similar improve-
ments. We evaluate the performance of 
our approach on an English-to-Chinese 
translation task using a state-of-the-art 
phrase-based SMT system, and report an 
improvement of 7.88% BLEU score in 
translation quality when adding supertags 
as context-informed features. 
1 Introduction 
In log-linear phrase-based SMT, the probability 
P(eI1|fJ1) of a target phrase eI1 given a source 
phrase fJ1 is modelled as a log-linear combination 
of features which normally consist of a finite set 
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of translational features, and a language model 
(Och and Ney, 2002). The usual translational 
features involved in those models express de-
pendencies between the source and target 
phrases, but not dependencies between the 
phrases in the source language themselves. 
Stroppa et al. (2007) were the first to show that 
incorporating source language context using 
neighbouring words and part-of-speech tags had 
the potential to improve translation quality.  
In a separate strand of research, Hassan et al. 
(2006, 2007, 2008) showed that incorporating 
lexical syntactic descriptions in the form of su-
pertags in the target language model and on the 
target side of the translation model could im-
prove significantly on state-of-the-art approaches 
to MT. Despite the significance of this work, it is 
currently not possible to develop a fully su-
pertagged PB-SMT system given that supertag-
gers exist only for English.  
In this paper, we begin to explore whether 
such a system could indeed generate improve-
ments across all PB-SMT system components. 
Our novel approach combines the methods of 
(Stroppa et al., 2007) and (Hassan et al., 2006, 
2007, 2008; Hassan, 2009) in one model. We 
extend a standard PB-SMT system with syntactic 
descriptions on the source side. Crucially, the 
kind of lexical descriptions that we employ are 
those that are commonly devised within lexicon-
driven approaches to linguistic syntax, namely 
Lexicalized Tree-Adjoining Grammar (LTAG: 
Joshi and Schabes, 1992; Bangalore and Joshi, 
1999) and Combinatory Categorial Grammar 
(CCG: Steedman, 2000). In such approaches, the 
grammar consists of a very rich lexicon and a 
small set of combinatory operators that assemble 
lexical entries together into parse-trees. The lexi-
cal entries consist of syntactic constructs (‘su-
pertags’) that describe information such as the 
POS tag of the word, its subcategorisation infor-
mation and the hierarchy of phrase categories 
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that the word projects upwards. Like (Hassan et 
al., 2006, 2007, 2008; Hassan, 2009), in this 
work we employ the lexical entries but exchange 
the algebraic combinatory operators with the 
more robust and efficient supertagging approach: 
like standard taggers, supertaggers employ prob-
abilities based on local context and can be im-
plemented using finite state technology, e.g. 
Hidden Markov Models (Bangalore and Joshi, 
1999).  
There are currently two supertagging ap-
proaches available: LTAG-based (Bangalore and 
Joshi, 1999) and CCG-based (Clark and Curran, 
2004). Both the LTAG (Chen et al., 2006) and 
the CCG supertag sets (Hockenmaier, 2003) 
were acquired from the WSJ section of the Penn-
II Treebank using hand-built extraction rules. 
Here we test both the LTAG and CCG supertag-
gers. We extract the supertagged components of 
context words (±1/±2) along with the source 
phrase (Koehn et al., 2003) in a standard PB-
SMT system. We use a memory-based classifica-
tion approach to obtain the probability for the 
given additional contexts with the source phrase. 
In this paper we discuss these and other empiri-
cal issues. 
The remainder of the paper is organized as fol-
lows. In section 2 we discuss related work. Sec-
tion 3 gives a brief overview of PBSMT. In sec-
tion 4 we describe the context-informed features 
contained in our baseline log-linear phrase-based 
SMT system. In section 5 we describe the mem-
ory-based classification approach. Section 6 de-
scribes the features used in the experiments, and 
the pre-processing required. Section 7 includes 
the results obtained, together with some analysis. 
Section 8 concludes, and provides avenues for 
further work. 
2 Related Work 
(Berger et al., 1996) first suggested context-
sensitive modelling of word translations in order 
to integrate local contextual information into 
their IBM translation models using a Maximum 
Entropy (MaxEnt) model, but the work is not 
supported by any significant evaluation results.  
García Varea et al. (2001) present a MaxEnt 
approach to integrate contextual dependencies 
into the EM algorithm of the statistical alignment 
model to develop a refined context-dependent 
lexicon model. Using such a model on the Ger-
man—English Verbmobil corpus, they obtained 
better alignment quality in terms of improved 
alignment error rate (AER). However, since 
alignment is not an end task in itself and most 
often used as an intermediate task to generate 
phrase pairs for the t-tables in PB-SMT systems, 
improved AER scores do not necessarily result in 
improved translation quality, as noted by a num-
ber of researchers. 
(Vickrey et al., 2005) built classifiers inspired 
by those used in word-sense disambiguation 
(WSD) to fill in any blanks in a partially com-
pleted translation. (Giménez and Màrquez, 2007) 
extended this work by considering the slightly 
more general case of very frequent phrases and 
moved to full translation rather than blank-filling 
on the target side. 
Initial attempts to embed context-rich ap-
proaches from WSD methods into SMT systems 
to enhance lexical selection did not lead to any 
improvement in translation quality (Carpuat and 
Wu, 2005). However, more recent approaches 
(Carpuat and Wu, 2007; Chan et al., 2007; 
Giménez and Màrquez, 2007) of integrating 
state-of-the-art WSD methods into SMT to im-
prove the overall translation quality have met 
with more success.  
Language models arguably play the most sig-
nificant role in today’s PB-SMT systems. It is 
obvious that a straightforward addition of a 
source language model will make no contribution 
as this will be cancelled out by the denominator 
in the noisy-channel model of SMT. However, 
for some time now the feeling was that some in-
corporation of source language information into 
SMT systems had to help. (Stroppa et al., 2007) 
added source-side contextual features to a state-
of-the-art log-linear PB-SMT system by incorpo-
rating context-dependent phrasal translation 
probabilities learned using decision trees. They 
considered up to two words and/or POS tags on 
either side of the source focus word as contextual 
features. In order to overcome problems of esti-
mation of such features, they used a decision-tree 
classifier which implicitly smoothes the probabil-
ity estimates. Significant improvements over a 
baseline state-of-the-art PB-SMT system were 
obtained on Italian—English and Chinese—
English IWSLT tasks.  
Unlike other recent proposals to exploit the 
accuracy and the flexibility of discriminative 
learning (e.g. Cowan et al., 2006; Liang et al., 
2006), the strength of the approach of (Stroppa et 
al., 2007) is that no redefinition of one’s training 
procedures is required. 
Like the work of (Max et al., 2008), the pre-
sent work is directly motivated by and an exten-
sion of the approach of (Stroppa et al., 2007). 
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The work of both (Max et al., 2008) and (Gimpel 
and Smith, 2008) focus on language pairs where 
the target is not English. While (Gimpel and 
Smith, 2008) are unable to show any improve-
ments for EnglishGerman, (Max et al., 2008) 
conduct experiments from EnglishFrench. Us-
ing the same sorts of local contextual features as 
(Stroppa et al., 2007), as well as using broader 
context in addition to grammatical dependency 
information, (Max et al., 2008) show modest 
gains over a PB-SMT baseline model in terms of 
automatic evaluation scores, but more improve-
ments come to light in a manual investigation. 
One final paper in this strand of research is 
that of (He et al., 2008), who despite not men-
tioning the obvious link between the two pieces 
of work, show that the source language features 
used by (Stroppa et al., 2007) are also of benefit 
when used with the Hiero (Chiang, 2007) de-
coder.  
As regards supertagged models of translation, 
(Hassan et al., 2006, 2007b, 2008; Hassan, 2009) 
have demonstrated clearly that adding supertags 
(essentially, part-of-speech tags of words plus 
local subcategorisation requirements) in the tar-
get language model and on the target side of the 
translation model improve state-of-the-art PB-
SMT systems. The system of (Hassan et al., 
2007a) was ranked first according to human 
evaluators on the IWSLT 2007 Arabic–English 
task, despite the improvements in system design 
not being shown to their best advantage by the 
automatic evaluation metrics. More recently, 
(Hassan, 2009) has demonstrated that improve-
ments can even be gained over the leading NIST-
07 Arabic–English system of (Ittycheriah and 
Roukos, 2007). 
3 Log-Linear PB-SMT 
Translation is modelled in PB-SMT as a decision 
process, in which the translation Ie1 = e1 . . .  eI of 
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such that (we set i0 = 0) (3): 
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The translational features involved depend only 
on a pair of source/target phrases and do not take 
into account any context of these phrases. This 
means that each feature mh   in (2) can be rewrit-
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  . In this context, the transla-
tion process amounts to: (i) choosing a segmenta-
tion of the source sentence, (ii) translating each 
source phrase, and (iii) re-ordering the target 
segments obtained. 
4 Source Context Features in Log-
Linear PB-SMT 
As well as using local words and POS-tags as 
features, as in (Stroppa et al., 2007), we intro-
duce supertags as a syntactic source context fea-
ture in the log-linear model of PB-SMT. The 
context of a source phrase kfˆ  is defined as the 
sequence before and after a focus phrase kfˆ  = 
kk ji
ff ... . In the following sections we describe 
both the lexical and syntactic features used. 
4.1 Lexical Context Features 
These features include the direct left and right 
context words of length l (resp. lii kk ff  ...1  
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and ljj kk ff  ...1 ) of a given focus phrase kfˆ = 
kk ji
ff ... . It forms a window of size 2l+1 features 
including the focus phrase. Thus lexical contex-
tual information (CI) can be described as in (6): 
CI = }...,ˆ,...{ 11 ljjkili kkkk fffff                (6) 
In our experiments we used ±1 and ±2 context 
words (i.e. l=1, 2). 
4.2 Syntactic Context Features 
We considered the syntactic information (SI) of 
the focus phrase and of the context words. The 
syntactic information we use are supertags and/or 
POS tags. In our model, the supertag or POS tag 
of a multi-word focus phrase is the concatenation 
of the supertags or POS tags of the words com-
posing that phrase. We can thus describe our syn-
tactic contextual information as in (7): 
CI = ,ˆ),()...({ 1 kili ffSIfSI kk   SI ( kfˆ ), 
)}()...( 1 ljj kk fSIfSI             (7) 
Thus a window of size 2l+2 features is formed 
including the focus phrase and syntactic informa-
tion of that phrase. In our experiments we used 
±1 and ±2 syntactic information (i.e. l=1, 2). We 
also experimented with both supertag and POS 
tag features to see whether further improvements 
could be found. In such cases the contextual in-
formation is formed by the union of the two syn-
tactic features, i.e. CI= CIsyn1  CIsyn2. We can 
also combine the syntax and the lexical contex-
tual information in a similar way, if required. 
One natural way of expressing a context-
informed feature is as the conditional probability 
of the target phrase given the source phrase and 
its context information, as in (8): 
 hm(fk,CI( kfˆ ), keˆ , sk) = log P( keˆ | kfˆ , CI( kfˆ )) (8) 
5 Memory-Based Classification 
As (Stroppa et al., 2007) point out, directly esti-
mating P( keˆ | kfˆ , CI( kfˆ )) using relative fre-
quencies (say) is problematic. Indeed, Zens and 
Ney (2004) showed that the estimation of 
P( keˆ | kfˆ ) using relative frequencies results in the 
overestimation of the probabilities of long 
phrases, so smoothing factors in the form of lexi-
cal-based features are often used to counteract 
this bias (Foster et al., 2006). In the case of con-
text informed features, since the context is also 
taken into account, this estimation problem can 
only become worse. 
To avoid such problems, in this work we use 
three memory-based classifiers: IG-Tree, IB1 
and TRIBL 1  (Daelemans et al., 2007). When 
predicting a target phrase given a source phrase 
and its context, the source phrase is intuitively 
the feature with the highest prediction power; in 
all our experiments, it is the feature with the 
highest information gain (IG). 
In order to build the set of examples required 
to train the classifier, we modify the standard 
phrase-extraction method of (Koehn et al., 2003) 
to extract the context of the source phrases at the 
same time as the phrases themselves. Importantly, 
therefore, the context extraction comes at no ex-
tra cost.  
We refer the interested reader to (Stroppa et 
al., 2007) for more details of how Memory-
Based Learning (MBL) is used for classification 
of source examples for use in the log-linear MT 
framework. 
6 Experimental Set-Up 
6.1 Features Used 
The distribution of target phrases given a source 
phrase and its contextual information is normal-
ised to estimate P( keˆ | kfˆ ,CI( kfˆ )). Therefore our 
expected feature is derived as in (9): 
mblhˆ = log P( keˆ | kfˆ ,CI( kfˆ ))                         (9) 
In addition to the above feature, we derived 
two more features modhˆ  and besthˆ  from the poste-
rior probability P( keˆ | kfˆ ) and P( keˆ | kfˆ ,CI( kfˆ )). 
The feature modhˆ  is defined as in (10): 
     modhˆ = log [α P( keˆ | kfˆ ,CI( kfˆ ))  
+ (1- α) P( keˆ | kfˆ )]   (10) 
The interpolation weight α was tuned manually 
on the devset.  
We observed that MBL assigned large weights 
to more appropriate target phrases rather than 
less appropriate ones. One interesting observa-
tion is that IGTree seems to produce better re-
sults on lower α values, while in the case of IB1 
and TRIBL, we obtained more mixed results. 
                                               
1 An implementation of IGTree, IB1 and TRIBL is freely 
available as part of the TiMBL software package, which can 
be downloaded from http://ilk.uvt.nl/timbl. 
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While the best scores for IB1 and TRIBL were 
produced at both end of the spectrum, they per-
formed best on higher values of α. Combining 
these weights, we derived modhˆ .  Our final feature 
besthˆ  is defined as in (11): 
 
 
    besthˆ =  
 
We performed three different experiments by 
integrating these three features mblhˆ , modhˆ  and 
besthˆ  directly into the log-linear model. In the 
first experiment E1, the baseline feature log 
P( keˆ | kfˆ ) is directly replaced by modhˆ . In the 
second experiment (E2), we integrated the 
mblhˆ feature together with the baseline features, 
keeping all the features unaffected. In the third 
experiment (E3), both the features mblhˆ  and 
besthˆ are integrated into the model in the same 
manner. As for the standard phrase-based ap-
proach, their weights are optimized using mini-
mum-error-rate training (Och, 2003) for each of 
the experiments we carried out. 
6.2 Pre-Processing 
As (Stroppa et al., 2007) point out, PB-SMT de-
coders such as Pharaoh (Koehn, 2004) or Moses 
(Koehn, 2007) rely on a static phrase-table repre-
sented as a list of aligned phrases accompanied 
with several features. Since these features do not 
express the context in which those phrases occur, 
no context information is kept in the phrase-table, 
and there is no way to recover this information 
from the phrase-table.  
In order to take into account the context-
informed features for use with such decoders, the 
devset and test set that need to be translated is 
pre-processed. Each word appearing in the test 
set and devset is assigned a unique id. First we 
prepare the phrase table using the training data. 
Then we generate all possible phrases from the 
development set and test set. These devset and 
test set phrases are then searched for in the 
phrase table, and if found, then the phrase along 
with its contextual information is given to MBL 
for classification. MBL produces class distribu-
tions according to the maximum-match of the 
features contained in the source phrase. We de-
rive new scores from this class distribution and 
merge them with the initial information of phrase 
table to take into account our feature functions 
( mblhˆ , modhˆ  and besthˆ ) in the log-linear model.  
In this way we create a dynamic phrase table 
containing both the standard and the context-
informed features. The new phrase table contains 
the source phrase (represented by the sequence of 
ids), target phrase and the new score (which var-
ies depending on which experiments (E1, E2 and 
E3) are being carried out).  
A lexicalized re-ordering model was used for 
all the experiments undertaken. The source 
phrase in the reordering table is replaced by the 
sequence of unique ids when the new phrase ta-
ble is created. By replacing all the words by their 
ids in the development set, we perform MERT 
using our new phrase table to optimize the fea-
ture weights. In a similar manner, we translate 
the test set (represented by ids) using our new 
phrase table. 
7 Results and Analysis 
Since we intend to use supertags as source side 
contextual features, we had to choose English as 
the source language, given that supertag informa-
tion is currently available for English only.  
The experiments were carried out on the Eng-
lish—Chinese data provided by the IWSLT 2006 
evaluation campaign, extracted from the Basic 
Travel Expression Corpus (BTEC). The training, 
development and test sets contain 40,274, 489 
and 486 sentences respectively. This multilingual 
speech corpus contains sentences similar to those 
that are usually found in phrase-books for tour-
ists going abroad. It is observed that sentence 
length of this speech corpus is very small. 
 Although our main focus was to see the effect 
on translation quality of incorporating supertags 
as a source contextual feature, we also carried 
out experiments with different contextual fea-
tures (both individually and in collaboration) and 
with varying windows of context size. The best 
results obtained from E1, E2 and E3 are reported 
in the tables. 
The results with uniform context size are 
shown in Table 1. As demonstrated by (Max et 
al., 2008), it is clear that translation from English 
can benefit from the addition of source language  
features, as the inclusion of any type of contex-
tual feature easily improves upon the baseline 
across all evaluation metrics. Adding source lan-
guage POS tags adds almost a whole BLEU 
point (a relative improvement of 4.67%), and 
further improvements are to be seen when 
1  if  keˆ  maximizes 
 P( keˆ | kfˆ ,CI( kfˆ ))   (11) 













neighbouring words (5.25% relative increase), 
CCG supertags (5.79%) and LTAG supertags 
(6.61%) are used. 
Interestingly, with respect to BLEU score, 
for all bar POS tags and the combination of 
Word+POS, the best scores are observed when 
a context window of ±1 words is seen. When 
±2 words are used, CCG supertags when used 
as an individual feature produce the best NIST, 
WER and PER scores (though these scores are 
slightly worse than when a context window of 
±1 words is used).  
When combinations of two features were 
applied, the Word+POS combination im-
proved BLEU, NIST and PER scores on a ±2 
word context window, but no combination im-
proved over the LTAG individual feature 
when used on a ±1 word context window. In-
terestingly, when used together with the 
neighbouring words as a feature, the supertags 
could not improve over the Words feature, and 
in most cases caused system performance to 
deteriorate.  
Since LTAG±1 and POS±2 produced the 
best BLEU scores when used as individual 
features, we were encouraged to try out com-
binations of features with varying context 
sizes. The results can be seen in Table 2. This 
time, adding CCG supertags to the neighbour-
ing words caused system performance to im-
prove to 22.01 BLEU score, 1.45 points (or 
7.05% relative improvement) over the PB-
SMT baseline. Encouragingly, the best per-
formance of all was seen when both supertag 
features were used in combination. Here a 
BLEU score of 22.11 (7.54% relative im-
provement compared to the baseline) was ob-
tained for CCG±1+LTAG±1, when ignoring 
the syntactic feature information of the focus 
phrase. We also carried out the best perform-
ing experiments on IB1 and TRIBL classifiers, 
with the results shown in Table3. The differ-
ences we see between IGTree, TRIBL, and 
IB1 are generally small and somewhat unpre-
dictable. When considered as a single concate-
nated feature, the supertag-pair (LTAG, CCG) 
performed best on TRIBL. When the supertags 
are used as a standalone feature, IB1 produced 
the best score on LTAG (7.3% relative im-
provement), and TRIBL on CCG (7.88% rela-
tively better). Among the three classifiers, 
however, the IGTree score remains the best on 
CCG±1+LTAG±1.  
8 Conclusion and Future Work 
In this paper, we have successfully incorpo-
rated supertags as a new feature into a state-of-
the-art log-linear phrase-based SMT system 
that takes into account the contextual informa-
tion of the source phrases. In addition, we have 
demonstrated that both neighbouring words 
and the POS tags of those words can improve 
translation quality significantly over the base-
line system for English-to-Chinese.  
 BLEU NIST WER PER 
Baseline 20.56 4.67 57.82 48.99 
Context length ±1 ±2 ±1 ±2 ±1 ±2 ±1 ±2 
CCG 21.75 21.52 4.84 4.79 56.28 56.95 48.58 49.10 
LTAG 21.92 21.34 4.82 4.70 56.63 57.61 48.43 49.27 
POS 21.52 21.70 4.70 4.76 57.87 57.21 49.62 49.10 
Word 21.64 21.59 4.77 4.78 57.15 57.41 49.21 48.37 
Word + CCG 21.52 21.53 4.75 4.78 57.21 57.38 48.95 49.45 
Word + LTAG 21.64 21.37 4.78 4.79 57.15 57.06 48.89 48.95 
Word + POS 21.77 21.89 4.78 4.83 56.77 56.51 48.58 48.03 
Table 1: Experiments with uniform context size 
Experiment BLEU NIST WER PER 
Baseline 20.56 4.67 57.82 48.99 
Word±2 + CCG±1 22.01 4.82 57.21 48.63 
Word±2 + LTAG±1 21.38 4.79 57.01 48.89 
Word±2 +POS±1 21.61 4.77 56.78 48.66 
POS±2 + CCG±1 21.08 4.68 58.22 50.05 
Word±2+POS±2+CCG±1 21.23 4.72 57.47 49.82 
CCG±1 + LTAG±1 21.79 4.74 58.28 49.59 
CCG ±1+ LTAG±1 22.11 4.82 56.95 48.81 
Word±1+CCG±1+LTAG±1 21.48 4.79 56.83 48.53 
Supertag-Pair±1 21.99 4.82 56.83 48.72 
 Experiment BLEU NIST WER PER 
 Baseline 20.56 4.67 57.82 48.99 
CCG±1 22.08 4.83 57.30 48.63 
LTAG±1 22.06 4.75 58.05 49.04 




Supertag-Pair±1# 22.03 4.79 57.35 49.15 
CCG±1 22.18 4.85 56.31 48.55 
LTAG±1 21.39 4.78 56.83 48.72 






Supertag-Pair±1 22.13 4.80 57.24 48.92 
Table 3: Experiments with IB1 and TRIBL Table 2: Experiments with varying context size 
( Syntactic features of focus phrase are ignored) 
239
Our best result of 1.62 BLEU points im-
provement over the baseline, a 7.88% relative 
increase in performance, came about on CCG 
alone. Most encouragingly, supertags pro-
duced good results consistently. 
Following the work of (Hassan et al., 2006, 
2007, 2008; Hassan, 2009), our ultimate aim is 
to develop a fully supertagged PB-SMT sys-
tem, with supertags deployed as source lan-
guage context (as here), as well as in the target 
language model and the target side of the t-
table. We have been made aware that a Ger-
man version of the CCGBank may be avail-
able, but so far we have been unable to verify 
this. We will continue to pursue this line of 
investigation, with a view to benefiting from 
clear the advantages that supertags bring to 
bear in each phase of the translation process.  
Other lines of future work include (i) a man-
ual evaluation of the output sentences, to try to 
identify the exact role that supertags are play-
ing when used as source language contextual 
information; (ii) an investigation as to why 
system performance tends to deteriorate when 
pairs of features are used, and where one of 
those pairs is a supertag sequence; and (iii) an 
investigation as to why a context window of 
±1 words seems to work better than larger 
windows.  
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