In this paper, we propose a sensor-based interaction for ubiquitous virtual reality (U-VR) systems that users are able to interact implicitly or explicitly with through a sensor. Due to the advances in sensor technology, we can utilize sensory data as a means of user interactions. To show the feasibility of the proposed method, we extend the ComposAR Augmented Reality (AR) authoring tool to add support for sensor-based interaction. In this way the user can write simple scripts to rapidly prototype interaction with virtual 3D contents through a sensor. We believe that the proposed method provides natural user interactions for U-VR systems.
Introduction
Since Weiser introduced the concept of ubiquitous computing, the computing paradigm has been changed significantly from system-oriented to user-oriented. To develop user-oriented systems, there have been many research efforts on how to understand the situations of users and capture their context [1, 2] . In particular, advances in sensor technology enables system developers to utilize various kinds of sensors in user interactions [3, 4] . However most previous work in context-aware computing applications do not move beyond interacting with 2D content.
Augmented Reality (AR) technology provides a complementary technology for interacting with 3D virtual content in the real world. As a result, many tools and frameworks for the development of AR system have emerged, such as ARToolkit, osgART, and ARToolkitPlus [5, 6, 7] . However, these toolkits require developers to have high quality of programming skills in order to build AR systems. To help non-technical users to build AR systems with simple configurations, high level AR authoring tools have also been proposed [8, 9, 10] . Most AR authoring tools have focused on how to manipulate 3D models such as selecting, positioning, and rotating them with fiducial markers [11, 12, 13] . However, they do not support dynamic user interactions in real environment by providing a way to integrate contextual cues. Recently research has begun to realize Ubiquitous Virtual Reality (U-VR) systems where users are able to interact with virtual 3D contents in the real environment and use contextual cues to share virtual content with others through their explicit or implicit intensions [14] .
In this paper we explore how an authoring tool can be developed for creating U-VR systems that allow contextual information to be used as input into an AR application. Our sensor-based user interaction tool was developed by extending the scripting-based AR authoring tool, ComposAR 1 , that has previously been developed at the HIT Lab NZ. ComposAR allows users to create AR scenes, write scripts to specify interactions in the AR scene, and provides immediate runtime feedback. Due to its scripting feature, we can easily setup U-VR systems and test them on the fly. However, the current version of ComposAR only allows users to interact with 3D virtual content attached to fiducial markers (See Figure 1) . Thus, we have modified ComposAR to allow sensor input as a means of user interaction. In this way the user can manipulate the virtual 3D content by moving a sensor (acceleration of x−, y−, and z−axis), making noise, changing the intensity of light, and even varying the temperature. In addition, all the authored contents and states are stored in an XML file format, and restored at a later time to the same state. Thus, the user can resume their interactions anytime and anywhere. This feature makes it possible to deliver and share user interactions as well as contents with other U-VR systems.
This paper is organized as follows. In section 2, we briefly introduce the main features of ComposAR and its development environment. In section 3, we describe our extension to support sensor-based interaction and explain its implementation in detail. Finally, we discuss potential applications and future works in section 4.
ComposAR: AR Authoring Tool
ComposAR is an AR authoring tool that has been previously developed at the HIT Lab NZ. The main features of ComposAR are: support for AR viewing showing virtual content overlaid on the real world, the association of 3D content with fiducial markers, dynamic modification of the properties of virtual objects, contents, live python based interaction scripting, persistent storage of the AR scene configuration. Figure 1 shows the ComposAR interface.
Figure 1. ComposAR Environment
The ComposAR interface has 3 panes: (a) SceneTree indicates how the current scene graph is organized with contents like markers, models and interaction scripts. (b) Canvas is an OpenGL rendering context showing live video and virtual 3D content. (c) Editor shows interaction scripts.
To dynamically associate AR tracking markers and virtual 3D content, users can click the SceneTree or choose from a menu which marker they want to attach the virtual content to. Figure 2 shows an example of currently associated markers and 3D contents (See Figure 1) . Through the SceneTree, users are also able to dynamically change the properties of the loaded virtual contents. For instances, users can translate, rotate or scale the virtual content shown on a marker.
Sensor-based Interaction Implementation
Although the current version of ComposAR provides an intuitive AR authoring tools it does not have support for external sensor input and so is limited in its ability to author U-VR applications. In this section, we describe extensiosn that we have made to ComposAR to support sensor input. Figure 3 shows sensor-based interaction configuration.
Figure 3. Sensor Interaction Configuration
In our research we use a particle sensor 2 which is a small hardware board that can measure acceleration (x−, y−, and z−axis), sound, light and temperature values. The particle sensor communicates these values wirelessly to a host PC using a USB interface receiver. From the receiver, we can selectively extract any of data from the particle sensor. The extracted data is then delivered to a sensor module we have written for ComposAR, which allows it to be used in the interaction scripts. Figure 4 shows the sensor-based interaction configuration within ComposAR environment.
Before we can explain our sensor-based interaction In this case the virtual model is rotated 0.5 degree about the z-axis when the marker is visible. In particular, ComposAR provides two callback functions init and update . In init , users can initialize their interactions. In update , users can specify more interesting interactions with the virtual content. In ComposAR the interaction scripts are associated with a marker, so we needed to modify the update(marker) function to add support for sensor input. In addition to the modification of update() function, we also need to add a sensor module to read the sensory data into ComposAR. As a result, we added a Python-enabled ParticleSensor module on top of Pythonbinding particle library which can utilize a particle sensor as follows.
As shown in Figure 5 , ComposAR uses wxPython 3 for wxWidget support (convenient GUI libraries) and osgPython 4 for OpenSceneGraph 5 rendering (high quality For the sensor-based interaction script, we also modified the update function in ComposAR to allow a sensor to be used as a parameter as well as a marker. Thus, users can now interact with the virtual content by moving the sensor, changing lighting condition, or making noise. In this case changing the light value of the sensor will cause the virtual model to rotate in the AR scene. Figure 6 shows how covering the sensor with a hand causes the virtual model to rotate. By using out extension to composAR we can write many interesting context based interactions with the loaded virtual content.
Figure 6. Interaction with the light level
ComposAR also allows users to save the current scene data and their interaction scripts in a XML file format for later retrieval. However, the current version of ComposAR did not support the ability to embed interaction scripts into the XML file format. Thus, we also modified ComposAR to allow python interaction scripts to be included in the XML file, as shown in the following XML code. 
Discussion and Future work
In this paper, we have described a sensor-based interaction tool for U-VR based on an extension to the existing ComposAR script-based authoring tool for AR systems. ComposAR allows users to easily build and test simple AR systems due to scripting environment. With our modifications users can write their own interaction scripts that allow the values of sensor data to be used to modify virtual object properties. In addition, the users can save their interaction scripts with other parameters of 3D contents and markers for AR systems, and reload the same states as they saved. In this way, the users are able to selectively share their contents as well as interactions with others. By making these extensions we have created a tool that allows users to rapidly author simple U-VR applications. This is early work and in the future we would like to add more modules to create a complete U-VR authoring environment. For example we would like to allow the users to author interactions not only with fiducial markers but also more natural objects. We need to investigate the provisions of useful interaction template scripts for ordinary users, which use sensor based interaction metaphors rather than fiducial markers. Finally we will also need to evaluate the usability of the interface for sensor-based interaction to make sure it is as intuitive as possible.
