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The question of long-run predictability in the aggregate US stock market is still unsettled. This
is due to the lack of a robust method to judge the statistical signiﬁcance of long-run regressions
under the maintained hypothesis. By developing a spectral theory of long-run regressions with
both long-run dependent and independent variables, we demonstrate a version of Engle’s (1974)
conjecture that asymptotically correct standard errors can be computed by multiplying the ordinary
least squares standard errors by the square root of 2/3 times the length of the forecast horizon. We
generalize Stambaugh’s (1999) bias formula to the long-run regression model proposed in this paper.
In addition, we ﬁnd, that for persistent predictive variables, the OLS estimator in our regression
model is more eﬃcient than the estimator in the predictive regressions suggested by Campbell and
Shiller (1988) and Hodrick (1992). Application of our method shows that the long-run earnings
yield signiﬁcantly predicts up to 69% of the variation in the 10-year S&P 500 real return, and up
to 49% of long-run bond returns.The question of whether the aggregate US stock market is predictable is still unsettled. On the
one hand, Campbell and Shiller (1998; 2001) and Campbell and Yogo (2003) argue that dividend
yields predict aggregate stock returns, especially in the long run. On the other hand, recent studies
by Wolf (2000), Lanne (2002), Goyal and Welch (2003), Valkanov (2003), Ferson, Sarkissian and
Simin (2003), and Torous, Valkanov and Yan (2005) suggest that dividend yields have hardly any
forecasting power for returns, and certainly not in the long run. Other (macro)economic variables
have been suggested as well, such as price earnings ratios (Lamont (1998) and Campbell and Shiller
(1988a)), book-to-market ratios (Pontif and Schall (1998)), or the ratio of stock market wealth to
aggregate wealth (Lettau and Ludvigson (2001)), with various degrees of success, where success
most often is measured by signiﬁcant Newey-West corrected standard errors.
The absence of consensus on the question of long-run forecastability is due to the lack of
a satisfactory econometric theory for dealing with regressions of long-run variables. Indeed, to
analyze the long-run behavior of (stationary) time series, and especially to test the signiﬁcance of
their comovement, the most convenient tool available to the researcher is the Hansen and Hodrick
(1980) approach, which is the basis for the Newey and West (1987) correction for autocorrelation
in the error term.
However, the Hansen and Hodrick approach is often criticized on the grounds of its poor small
sample performance, with severe size distortions when analyzing long-run returns (cf. Hodrick
(1992) and Ang and Bekaert (2001)). The reason is that the Hansen and Hodrick approach requires
the calculation of the long-run covariance matrix of the estimator. This is particularly hard when
there is strong dependence in the error term, as in the case of overlapping data, combined with the
typical small sample sizes characterizing macroeconomic data sets. To overcome these small sample
problems, the bootstrap (Goetzmann and Jorion (1993)), the vector autoregression (VAR) approach
(Campbell and Shiller (1988b), Hodrick (1992), Nelson and Kim (1993)), and the Richardson and
Stock (1989) approach have been proposed. Politis, Romano and Wolf (1999, chapter 13) criticize
the bootstrap and VAR approaches for being heavily dependent on the underlying model used to
describe the data generating processes and propose using subsampling instead. However, when
facing long-run regressions, they admit that their method faces some undercoverage of subsampling
intervals at long horizons, due to the very strong correlation of the residuals in the regression.
1The Richardson and Stock (1989) approach and subsequent approaches along the lines of Valkanov
(2003) and Torous et al. (2005) are valid methods under the null hypothesis of no predictability,
but provide no general theory to do inference under the alternative hypothesis of predictable stock
returns. In any case, any method to conduct inference in long-run regressions faces at least two
challenges: to adequately capture the dependence structure of the data, both under the null and
the alternative, and secondly, whenever the forecast horizon is larger than one, to deal with the
increased variability of the estimators.1
The objectives of the present paper are threefold. Firstly, we develop an econometric theory to
analyze the regression of long-run returns on long-run predictive variables, under the maintained
hypothesis, i.e. which covers both the hypothesis of predictable returns as well as the case where
returns are unpredictable. In particular, we show that it suﬃces to multiply the standard errors
obtained from the ordinary least squares regression by
 
2/3q to obtain asymptotically correct
standard errors, both under the null and the alternative hypotheses, where q is the overlap in the
data, or equivalently, the forecast horizon considered. Accordingly, our procedure is very robust
to small sample problems as it does not involve estimation of an additional quantity, viz. the
(long-run) variance-covariance matrix of the estimators as in the Newey-West estimator. This is
conﬁrmed in our Monte-Carlo study. Inference for the long-run models proposed by Campbell and
Shiller (1988a) and Hodrick (1992), which involves regressing the long-run (short-run) return on a
vector of short-run (long-run) predictive variables, can also be simpliﬁed considerably.
Secondly, we analyze the asymptotic eﬃciency of the diﬀerent regression models and the po-
tential small sample bias of the regression coeﬃcient estimator for the regression model proposed
in this paper. We derive a suﬃcient condition under which a regression of a long-run variable on
a single period predictive variable is less eﬃcient than a regression involving long-run variables on
both sides of the equation. The suﬃcient condition states that the explanatory variable needs to
exhibit enough variation in the long-run relative to the variation in the overall time series; this
condition can be tested using a variance ratio test. For the small sample bias analysis we follow
Stambaugh (1999). We show that the bias in the long-run regression is smaller in relative terms
than that in Stambaugh’s predictive regressions and more so for persistent predictive variables.
In addition, we show how to impose the null hypothesis when constructing the tests. These tests
1See Andrews (2004) for an improved block bootstrap method that addresses both of these issues.
2involve scaling down the t-test by
√
1 − R2. Such a test is more conservative than tests derived
under the maintained hypothesis.
The third objective of this paper consists of applying this methodology to forecast movements
in US asset markets. It is shown that for the S&P 500, the long-run component of the earnings
price ratio predicts up to 69% of the variation in 10-year real returns in the post-World War II
period, and around 45% over the full sample 1871-2003, thereby providing strong evidence that the
US stock market has been extremely predictable over its recent history. For an immediate overview
of the results, we refer to Figure 3 to illustrate the performance of the forecasting model. If this
historical evidence is of any guidance for the future of the stock market, the outlook is rather grim,
since the model predicts that by 2013, the stock market should be at about 67% of its 2003 level
of in real terms. Furthermore, our empirical ﬁndings suggest that the long-run earnings price ratio
is a better predictor of long-run stock returns than the dividend yield.
We also apply our method to forecasting US investment grade corporate bond returns and
returns on US sovereign bonds. Our results show that both bond markets exhibit long-run pre-
dictability, although this evidence is not as strong as for the equity market. This seems to suggest
that the predictability of long-run stock returns is not just a consequence of time variation in the
equity premium.
The remainder of this paper is organized as follows. Section 1 introduces the type of forecasting
regressions considered in this paper and Section 2 develops the appropriate econometric theory to
analyze this type of long-run forecasting model. The analysis is contained in Sections 3 through 5.
Section 6 implements these methods to forecast the US stock and bond market returns. Section 7
presents the conclusions. A Monte-Carlo study, technical lemmas and proofs are contained in the
appendix.
1 Forecasting Regressions
The type of forecasting regressions we analyze in this paper are as follows
rt+q(q)=x 
t(q)β + ut+q(q), (1)
rt+q(q)=x 
tβ + vt+q, (2)
3rt+1 = x 
t(q)β + vt+1, (2*)
where rt (q)=
 q
j=1 rt−q+j,a n drt(1) = rt denotes the single period log return. Similarly, xt (q)=
 q
j=1 xt−q+j, where xt is a vector of m ≥ 1 forecasting variables such as the log dividend yield or
the log earnings yield.2 A constant in the regression can be handled by using demeaned variables.
Model (1) was ﬁrst analyzed in the time domain by Hansen and Hodrick (1980), and Fama and
French (1989) implemented this regression to test for mean reversion in stock returns. However,
Model (2) is currently the most widely used model to forecast long-run returns based on ﬁnancial
ratios or other macroeconomic variables that have been suggested as predictive variables. We also
analyze Model (2*), in which the next period’s return is predicted from a long-run variable. This
model was suggested by Hodrick (1992) and Bollerslev and Hodrick (1996) as a way to avoid the
large degree of overlap in the data and thus autocorrelation in the error term.
We will argue that Model (1) has a very natural interpretation in the frequency domain. In
eﬀect, the moving sum on both sides of Model (1) transforms both sides of the equation into
long horizon variables, so that it eﬀectively deﬁnes a long-run relation between the (single period)
variables. This results in a balanced regression model, with, under certain conditions, better
eﬃciency properties than Models (2) and (2*). The right hand side of Model (2) is a long-run
return, while the right hand side involves a vector of short-run variables, such as the one-period
dividend yield and the one-period earnings yield. In this respect, Model (2) could be considered
unbalanced, or misspeciﬁed.3,4,5
Finally, it should be noted that the long-run component of the predictive variable, as measured
by xt(q), will, in most cases, have a natural interpretation in terms of past average yields. As
2We will always work with natural logarithmic transformations of both dependent and independent variables, and
therefore will omit the log qualiﬁer in the remainder of the paper.
3Interestingly, Friedman and Schwartz (1982, p.358) argue that the longer the forecasting horizon, the longer the
time span should be over which anticipations are formed. This gives an intuitive appeal to Model (1), not shared by
Models (2) and (2*).
4To understand the diﬀerence between a balanced and an unbalanced regression, it is useful to compare it with the
theory of non-stationary time-series, where a balanced regression model necessarily involves a non-stationary time
series on both sides of the equation.
5We take a moving average of the earnings yield, as opposed to taking a moving average of the earnings and then
dividing by the price. From Modigliani and Miller (1958) we know that the earnings yield serves as a proxy for
expected return under certain conditions. Moreover, we show in Hansen and Tuypens (2004) that a moving average
of the earnings divided by the most recent price is a downward biased proxy for expected returns.
4a simple example, when trying to forecast long-run expected returns based on its hypothesized
property of mean reversion, it is natural to use a past long-run average return, as in Fama and
French (1989). When considering predictive variables such as earnings or dividend yields, the
averaging of the logarithm of 1 plus the yield corresponds in the same way to calculating the past
geometric average yield.
Regression equations (1) and (2) give rise to autocorrelation in the error terms stemming from
the use of overlapping data. In the presence of autocorrelation, General Least Squares (GLS) is the
standard technique to conduct inference. However, GLS requires a strict econometric exogeneity
condition E[u(q)t+q|x(q)t,x(q)t−1,x(q)t+1,..] = 0, which means that the forecast error is indepen-
dent of all the data that we have available. This is not appropriate when considering a forecasting
regression: while past information should be uncorrelated with the current forecast error if the
forecast is eﬃcient, this is not true for future information (Hansen and Hodrick (1980)).
Hansen and Hodrick (1980) estimate the long-run covariance matrix of the explanatory variable
and the error term, and use a variant of the usual sandwich formula as the covariance matrix of

















xt(q)xt(q)  −1 .
Unfortunately, estimating the long-run variance of the explanatory variable and the error term gives
rise to small sample problems when the autocorrelation is large as in the case of overlapping data,
combined with a small sample size (Hodrick (1992)). Another drawback of this approach is that
the covariance matrix is not guaranteed to be positive semi-deﬁnite. To avoid the latter problem,
Newey and West (1987) suggest a slightly modiﬁed estimation that ensures that the covariance
matrix is always positive semi-deﬁnite.
A more direct way to do inference for regressions involving long-run variables is to use frequency
domain techniques. Indeed, a moving sum of the variable corresponds in eﬀect to its long-run or
zero-frequency component.
52 Setup and Assumptions
To set up our model it is helpful to consider the regression of the one period return, rt+q,o na
vector of explanatory variables, xt, lagged q periods:
rt+q = x 
tβ + ut+q. (3)
Note that this model encompasses the hypothesis of unpredictable returns if β = 0 and ut is white
noise. The parameter q ≥ 1 determines the forecast horizon; for q = 1 the traditional predictive
model as in Stambaugh (1999) is obtained.
To analyze model (3) in the spectral domain would require an exogeneity condition, similar to
that when applying GLS: E[xt−jut+q]=0 ,f o ra l lj, or for all leads and lags (see e.g., Corbae,
Ouliaris and Phillips (2002) for a recent reference). To circumvent this exogeneity condition we
suggest using a block regression model, similar to that used in Phillips, Moon and Xiao (2001),
where the time series of returns and predictive variables are divided into blocks of equal length q.
We introduce a new notation where the single period return r(k+1)·q+τ is written as rk+1
τ , which is
observation τ in block k + 1. Similarly, we let the predictive variable, xk·q+τ, be written as xk
τ to
emphasize that it is observation τ in the previous block, k. Using this new notation, equation (3)
can be rewritten as
rk+1
τ = xk 








where τ = {1,...,q} is the time index within each block k = {1,2,...,M}. The block model (4) -
(6) has a natural interpretation in terms of information. To forecast the return in block k+1,only
information contained in block k shall be used.
[ Include Figure 1 about here ]






: τ =1 ,...,q
 
in each
block k =1 ,...,M. The initial conditions, (5) and (6), in each block are set so that they correspond
to the last observation in the previous block. In this sense, the model is articulated to capture the










τ be pre-determined; i.e., xk−1
τ is uncorrelated with the error term in block







= 0, for all j>0. The justiﬁcation for this assumption is as in
Hansen and Hodrick (1980): assuming that the market is informationally eﬃcient, xk−1 
τ β provides
an optimal forecast of the return in block k, with a forecast error that is necessarily uncorrelated







each block are jointly linear processes, with iid innovations and ﬁnite fourth moments. This means
that the series are jointly covariance stationary and therefore have a representation in the frequency
domain (cf. Hamilton (1994, p. 165)).
For estimation purposes, we will use overlapping blocks to improve the eﬃciency of our esti-
mators. In terms of model (4)-(6), this implies that we take an average over q block structures
of length q, denoted by
 
M1,M2,...,Mq 
, where M1 is the block structure starting with the ﬁrst
observation, M2 is the block structure starting in the second observation, etc. Figure 1 visualizes
these block structures. These block structures result in T = T∗ −2q +1 overlapping blocks, where
T∗ is the number of one-period return observations. For the asymptotic results to hold we will
assume that q/T → 0a sq →∞and T →∞ .
Before we proceed, we will summarize the assumptions so that we can refer to them throughout
the paper:
Assumption A
A1: Single period returns, rt, are described by model (3).
A2: xk−1
τ is pre-determined; i.e., xk−1















in each block are jointly linear processes, with iid innovations and ﬁnite fourth
moments.
A4: q/T → 0a sq →∞and T →∞ .
To translate the model (4)-(6) into the frequency domain, we ﬁrst write (4) in vector form as
follows:
rk+1 = xkβ + uk+1, (7)
7where rk =( rk
1,rk
2,...,rk
q)  and xk =( xk 
1 ,x k 
2 ,...,xk 
q ) . We then premultiply (7) by the q dimensional






, where i =
√
−1. This gives us the
discrete Fourier transform (DFT) of (4):









is the DFT of the time series x at the fundamental frequency λs, and [·] denotes the greatest lesser














where w∗ denotes the complex conjugate of w,a n d|wx|
2 = wxw∗
x. As was suggested by Hannan
(1970), the frequency domain regression technique is particularly suited when the relation (8) holds
only for a particular frequency, say ω, resulting in
wrk+1 (ω)=wxk (ω)βω + wuk+1 (ω),
with the slope coeﬃcient deﬁned as follows:
βω = fxkxk (ω)
−1 fxkrk+1 (ω).
Here, fxkxk (ω) is the spectrum at frequency ω of xk,a n dfxkrk+1 (ω) denotes the cross spectrum


















































8to be the block deﬁnition of the spectrum at frequency ω of the error term. From our linearity
assumption, it follows that xt and rt are covariance stationary; therefore fxkxk (ω), fxkrk+1 (ω)
and fukuk (ω) are identical across all blocks, allowing us to write fxx (ω),f xr (ω)a n dfuu(ω)f o r
simplicity.
3 Long-run Regressions Using Ordinary Least Squares
To focus on the long-run only, we will restrict the estimation to the zero frequency, i.e., ω =0 .
For notational simplicity, we will write f• for f• (0), and β for β0. We estimate β by estimating
fxx and fxr across all sub-samples and average all sub-sample estimators to achieve consistency.6




































=   f−1
xx   fxr,
where



































The intuition behind this approach is straightforward. Every block regression provides an (asymp-
totically) unbiased, albeit inconsistent, estimator of fxx and fxr. The unbiasedness stems from the
assumption that the (summed) error term is uncorrelated with the (summed) forecasting variable.
The inconsistency is due to the fact that for each block, we estimate a variance and a covariance
from only one observation. It is by averaging all these individual covariance and variance estimates
that consistency is achieved.
An asymptotically equivalent approach is to estimate β using a Bartlett kernel estimator which























ˆ Γxr (q + h),




















is called the Bartlett kernel or the triangular kernel. The slope coeﬃcient in
equation (1) can be estimated using either OLS or a Bartlett estimator; the methods are asymptot-
ically equivalent (see Appendix B for a proof of the equivalence between the OLS and the Bartlett
estimators). This is the basis for deriving the limiting distribution of the coeﬃcient estimate of
β, which is described in the following proposition. The proof of this proposition also appears in
Appendix B.
Proposition 1 Under Assumption A, the slope coeﬃcient in Model (1) is asymptotically dis-












where fxx and fuu are deﬁned in equations (9) and (11), respectively.
Let us compare this result to the standard OLS theory in the time domain. Eq. (15) looks
very similar to the standard OLS, where the scaled coeﬃcient estimate converges in distribution
to a normal distribution centered in the true value of the coeﬃcient. Standard OLS theory would
suggest a convergence rate of
√
T; we see that the actual convergence rate is only
 
T/q under the
assumption that q/T → 0a sq →∞ ,T →∞ . This is a consequence of using long-run returns. The
long-run returns are constructed as sums of the q most recent short-run returns. Hence, long-run
returns rt(q)=rt−q+1 + .... + rt and rt+s(q)=rt+s−q+1 + .... + rt+s with less than q periods apart
will share q − s short-run returns and will, per construction, be correlated. Accordingly, only T/q
long-run returns are non-overlapping and thus independent. This results in a loss of degrees of
freedom when analyzing the long-run.
10We proceed by taking a closer look at the variance expression and how to estimate it, which is
important when doing inference.
3.1 Practical Inference
Proposition 1 gives us an explicit expression for the variance of the coeﬃcient estimate and we may
use this variance to form a t-test for the signiﬁcance of the coeﬃcient estimate. In this section
we show that the variance of the estimator is closely linked to that obtained by OLS. We use the
asymptotic theory developed above to analyze tests based on ˆ β with the regular standard errors,
i.e., not corrected for autocorrelation. Consider the residuals from Model (1),
  ut+q(q)=rt+q (q) − xt (q)
  ˆ β.



































rt+q (q) − xt (q)











































































where the last line follows since ˆ β
p
→ β,and from our assumption of stationarity (A3). As mentioned
above, the latter assumption results in an identical spectrum across blocks, deﬁned as fxx and fuu
in (9) and (11).
From comparing this last line with the asymptotically correct variance in Proposition 1, we see
that the OLS variance is biased and needs to be multiplied by 2
3q. This means that for practical
11inference, one can obtain asymptotically correct standard errors simply by multiplying the OLS
standard errors by
 
2/3q. Equivalently, it suﬃces to divide the OLS t-statistic by
 
2/3q in order to
judge the signiﬁcance of the coeﬃcient estimate. We state these results in the following proposition.
Proposition 2 Under Assumptions A asymptotically correct standard errors of the coeﬃcient es-
timate in Model (1) are computed as





where ˆ SEOLS denotes the OLS standard errors and q is the length of the forecasting horizon.






where t-statOLS denotes the t-statistic based on OLS standard errors and q is the length of the
forecasting horizon.
One may ask whether this diﬀers from the standard errors suggested in the previous literature.
Engle (1974) conjectured that an approximate correction for overlapping data could be obtained
by multiplying the standard errors by
√
q. Our results show that an exact correction involves a
further rescaling of the standard errors by
 
2/3. More recently, Valkanov (2003) has proposed a
t-statistic rescaled by 1/
√
T and shows that this statistic converges to a non-standard distribution.
This result holds under the Richardson and Stock (1989) framework, where it is assumed that the
forecasting horizon remains a ﬁxed fraction of the sample size, even in the limit: q/T → δ as
q →∞ , T →∞ , where δ is a real number between 0 and 1. It therefore follows that the t-statistic




q; in both cases this rescaled t-statistic converges to a
proper limiting distribution.
The Hansen and Hodrick (1980) variance estimator is another often used method to obtain
conﬁdence intervals in the presence of autocorrelation in the error terms. In the following section
we will analyze this estimator using the current framework and compare it to ours.
3.2 The Hansen-Hodrick and Newey-West Correction for Autocorrelation
Hansen and Hodrick (1980) correct for the autocorrelation in the error term by calculating an esti-
12mator of the variance of the regression coeﬃcient in the presence of overlapping data. They assume
that E[xt (q)xt−v (q)ut(q)ut−v(q)] = E[ut(q)ut−v(q)]E[xt (q)xt−v (q)] and propose the following


































with q = q∗. This variance estimator is intended to capture the autocorrelation of the errors and the
explanatory variables. We analyze the behavior of this expression using sequential limits, meaning
that we ﬁrst let q go to inﬁnity while keeping q∗ ﬁxed, and then we let q∗ go to inﬁnity. (See
Phillips and Moon (2001) for a discussion on sequential asymptotics). Let ˆ ut+q+j = rt+q+j −x 
t+j ˆ β,
i.e., the residual from (3). Then, we obtain, using similar reasoning as for the regular variance of
the OLS estimator,

































































































for v ≤ q − 1, where
Γxxv (k)=E[xtx 
t−v].
Using a similar argument for the error process, we conﬁrm that fuuv = fuu. Now taking limits























resulting in twice the OLS variance estimate. When applying the Newey and West (1987) method,7






















Two observations are in place here. First, from this analysis, it follows that the order of the
correction is asymptotically correct, in that both Hansen-Hodrick and Newey-West scale up the
variance by a factor of q, the length of the forecasting horizon. However, under the assumption
that q,T →∞with q/T → 0, neither method achieves the correct scaling which is 2/3q as in
Proposition 1. From the analysis presented here, it appears that the Newey-West method comes
closer to the asymptotically correct variance in Proposition 1 and accordingly it should be more
appropriate. Moreover, as is well known, the Newey-West method has the property of guaranteeing
that the variance is positive semi-deﬁnite, contrary to the Hansen-Hodrick approach.
Second, the asymptotic analyses of both the Hansen-Hodrick and the Newey-West variances rely
on (18) being valid. In practice, ˆ fxxv  = ˆ fxx, due to the use of the Bartlett weighting scheme, which
is naturally present when using overlapping data to calculate the sample estimate of (18). This
means that the exact properties of the Hansen-Hodrick and the Newey-West approach are to be
examined in Monte-Carlo studies. Andrews (1991, Tables IV-VI) shows that in small sample sizes,
with large overlap (or equivalently, with strong dependence in the error term), the size distortion
from using the Newey-West method is substantial.
Note that, in general, the estimation of the long-run variance-covariance matrix through the use
of Heteroscedasticity and Autocorrelation Consistent (HAC) estimators such as in Newey and West
7The Newey-West method is essentially the Hansen and Hodrick covariance matrix with a Bartlett kernel.
14(1987) or Andrews (1991) is (asymptotically) robust to conditional heteroscedasticity of unknown
form. The central limit theorem used in this paper (Lemma 2 in Appendix B) has been proved
for linear processes, which do not necessarily allow for heteroscedasticity. Hannan (1970, p. 288)
states, however, that this central limit theorem can without doubt be extended to more general pro-
cesses. This conjecture is worth investigating, but is beyond the scope of this paper. The intuition
behind Hannan’s conjecture is fairly straightforward, at least for long-run frequency analysis: when
considering long-run regressions, all variables are averages, so that conditional heteroscedasticity
is likely to be averaged out in the long run, and therefore, of little inﬂuence for the asymptotic
distribution of the estimators. Furthermore, the covariance matrix of the estimator is valid for
fourth order stationary processes, a class which allows for conditional heteroscedasticity. We assess
the performance of our standard errors in the presence of GARCH eﬀects, in a Monte-Carlo study
included in Appendix A.
3.3 Bias in Predictive Regressions
In a seminal paper, Stambaugh (1986), later published as Stambaugh (1999), demonstrated that
predictive regressions, such as a regression of the return on the dividend yield, give rise to a
potentially important small sample bias in the regression coeﬃcient estimator. The bias stems
from the presence of correlation between the innovations in the two time series. This result has
recently been extended by Lewellen (2004) to the case where the predictive variable is a near unit
root process. Stambaugh’s predictive regression is set up as follows:
rt+1 = βxt + ut+1, (19)
xt = ρxt−1 + zt, (20)
where the ﬁrst equation (19) is a one-period ahead forecasting or predictive regression, and equation
(20) is an autoregressive model of order 1 for the predictive variable. It is assumed that the
vector (u,z) of innovations is normally independently distributed with mean zero. In this setup,
Stambaugh proves that the correlation between ut+1 and vt+1 induces a bias in the ordinary least
squares regression, which equals:
E
 
  β − β
 







15where Γzu(h) denotes the covariance between zt and ut+h as deﬁned in (14).8 Under the normality






the context of earnings or the dividend yield as predictive variable, the innovation in the yield is
typically negatively related to an innovation in the return process, so that Γzu(0) < 0. It therefore
follows that the larger the autoregressive coeﬃcient in (20), the larger the (upward) bias in the
regression coeﬃcient in (19).
Model (1) involves taking a moving average of the predictive variable, and consequently leads
naturally to a large degree of persistence (i.e., a large ρ) in the predictive variable. A back-of-the-
envelope calculation might therefore conclude that Model (1) suﬀers from substantial bias in the
regression coeﬃcient.
It turns out, however, as we will demonstrate in this section, that this argument is misguided.
Although the bias in Model (1) is similar in magnitude to the Stambaugh bias for the short-run
regression model (19)-(20), the bias is a much smaller fraction of the coeﬃcient value. The following
proposition, proved in the appendix, states the expression for the bias in Model (1), assuming the
predictive variable follows (20).
Proposition 3 For Model (1) the small sample bias is given by:
E
 





xx   fxzq
 
Γzz(0)−1Γzu(0). (22)
The bias equals a ratio of the covariance between the innovations in the predictive variable and
the predicted variable, and the variance of the innovations in the predicted variable, multiplied by
the expected value of   f−1
xx   fxzq. This last expression is the long-run covariance of the predictive vari-
able and its q period leaded innovations divided by the long-run variance of the predictive variable.
Note that if q = 1, the short-run and the long-run covariances are identical:   Γxx(0) = 2π   fxx and
  Γxz(1) = 2π   fxz1.S i n c e( ˆ ρ−ρ)=ˆ Γzz(0)−1ˆ Γzu(1), formula (22) coincides with Stambaugh’s formula
(21) in this case.
The sign of this bias is unknown; the weighted sum of the covariances,   Γxzq(h), will depend
on the particular data process under consideration. As argued above, the ratio Γzz(0)−1Γzu(0)
is negative in the case of the earnings yield. For the S&P 500 index over the period 1871-2003,
8Note that this bias expression is valid in the multivariate case when ρ is a diagonal matrix with the AR(1)
coeﬃcients on the diagonal.
16the ratio is estimated to -5.7 using the log earnings yield and -14.9 using the dividend yield.9 We
use Monte-Carlo simulations to estimate the value of the term E
 
  f−1
xx   fxzq
 
, the part of the bias
that stems from the autocorrelation in the predictive variable. The results are reported in Table 1
using 10,000 replications. We report the results for diﬀerent horizons, q =1 ,2,5,8,10, and for
comparison we also report Stambaugh’s approximation for the bias. It turns out that for more
persistent predictive variables the bias approximation works particularly well.
[ Include Table 1 about here ]
We can use Table 1 to compute the bias in the coeﬃcient estimate for Model (1). For regression




xx   fxzq
 
equals −0.041. With a ratio Γzz(0)−1Γzu(0) of -5.7 this gives rise to a bias of
0.234 in the coeﬃcient estimate.
The bias should be compared with the coeﬃcient estimate in order to judge if this is substantial.
Table 2 reports the bias, E
 
  β − β
 
, relative to the bias-adjusted coeﬃcient estimate, ˆ β−E
 
  β − β
 
,
for regressions of q-period returns on q-period earnings yields. The coeﬃcient estimate from the
regression of the 10-year long-run S&P 500 real return on the 10-year log earnings yield amounts
to 2.27, or a bias-adjusted coeﬃcient of 2.036. The bias in the coeﬃcient estimate thus amounts to
12% of this value.
[ Include Table 2 about here ]
The bias is a larger fraction of the coeﬃcient estimate for shorter horizons and for smaller
samples. For samples of 100 observations and a horizon of 1, the bias exceeds 100% of the coeﬃcient
value. As expected, the bias decreases as the sample size increases.
We also include bias relative to the bias-adjusted coeﬃcient estimate for autocorrelation in the
predictive variables of 0.80, 0.90, and 0.99. We conﬁrm the ﬁndings by Stambaugh (1999) that the
bias in predictive regression, with a horizon of q = 1, increases when we increase the autocorrelation
in the predictive variable.
9Stambaugh (1999) estimates this ratio for the dividend yield for a value weighted portfolio of NYSE stocks to be
in the range -13 to -22 for diﬀerent sub-samples over the period 1926-1996.
173.4 The R-squared
When judging the signiﬁcance of long-run regressions, a common method is to look at the R2 as an
indicator of the ﬁt of the regression model. However, since Granger and Newbold (1974) it is well
known that level-on-level regressions can give rise to the so-called spurious regression problem, a
situation where both the regression coeﬃcient and the R2 become random due to the presence of
strong autocorrelation in the error term of the regression. Richardson and Stock (1989) and, more
recently, Ferson et al. (2003), extend the Granger and Newbold argument to long-run regressions
of the type considered in this paper, and argue that the high R2 and t-statistics of these regressions
are similarly spurious. As in Granger and Newbold, the spurious nature of the regressions arguably
stems from the strong autocorrelation in the error term caused by the use of overlapping data.
In this section, we will demonstrate that if the forecast horizon is small compared to the sample
size, i.e., if q/T goes to zero, then the spurious regression problem is of little concern, and the R2
is a relevant indicator of the ﬁt of the regression model. In addition, when the R2 is large and
approaches unity, the long-run regression becomes similar to a cointegrating regression: both time
series share the same long-run component. Note that just taking non-overlapping data to estimate
any long-run regression model does not remove the spurious regression problem; in any case, as
long as q/T is large, there is simply not enough information in the data to estimate consistently
the regression coeﬃcient and the R2, whether one uses overlapping data or not.
For the analysis of the t-statistics, we refer to the previous sections, where we derived the
asymptotic theory to ﬁnd asymptotically correct conﬁdence intervals for the t−statistics under the
assumption that q/T goes to zero.
To derive the theory for the R2, we start from the deﬁnition of R2, from which it follows that
R2 =










so that R2 is a measure of how much of the long-run variability in returns can be explained by
the long-run component of the predictive variable, or equivalently, R2 is the squared long-run
correlation. Consistency is guaranteed under the assumption that q/T goes to zero, as opposed to
the spurious regression case where R2 is inconsistent and is distributed in the limit as a random
variable.
To further understand the relevance of the R2, consider the expression for the variance in the
18asymptotic distribution of the least squares estimator. Ignoring the scaling factor of 2/3, note that:
f−1
xx fuu = f−1
xx
 
frr − β fxxβ,
 
.
Therefore, it follows that
f−1












1 − R2 
frr. (24)
This means that the higher the R2, the lower the variance of the estimator. Consequently, the R2
is a relevant measure to consider both in the time and in the frequency domain, and we can use it
to compare diﬀerent predictive variables.
When R2 goes to 1, the regression falls in the class of cointegrating relations, where all the
long-run variance of the regressor can be explained by the long-run variance of the regressand. To











Take squares on both side of (25)
ˆ frr = β  ˆ fxxβ + ˆ fuu +2ˆ fxu,
which yields in the limit
frr = β fxxβ + fuu +2 fxu. (26)
Under the assumption of cointegration, fuu/frr equals zero,10 and fxu equals zero under the as-






Note, however, that when R2 =1 , the asymptotic theory of the previous sections fails to hold.
Indeed, in this case the variance of the estimator equals zero; the scaling of the estimator ˆ β by
 
T/q is insuﬃcient to derive the asymptotic distribution. A diﬀerent asymptotic theory applies,
10To see this, note that cointegration involves a non-stationary dependent variable (frr →∞ ), and implies a
stationary error term (fuu → 0).
19as derived in Phillips (1987) in the time domain and by Phillips (1991) in the frequency domain.
In this case, the estimator converges at speed T; i.e., the estimator becomes super-consistent,
irrespectively of whether we take a moving average or not (Phillips 1991). Of course, since all our
regression theory is derived under the assumption that both regressor and regressand are stationary,
this is of little importance here; it serves only as a limiting case to understand the signiﬁcance of
obtaining a high R2 when performing a long-run regression.
To summarize this section, we have found that under the assumption that q/T goes to zero, R2 is
a consistent indicator of the explanatory power of a regression model. The higher the R2, the more
precisely we can estimate the regression coeﬃcient. In the limiting case where the R2 approaches
1, the regression becomes of the cointegrating type and the regression coeﬃcient becomes super-
consistent.
3.5 Inference Under the Null Hypothesis
So far this paper has developed a theory of inference in long-run regressions under the maintained
hypothesis, i.e., a theory that is both valid under the null of no predictability and the alternative
hypothesis of predictability of returns.
In this section, we use our framework to construct tests that explicitly impose the null hy-
pothesis. The idea of deriving test statistics under the null to test for predictability in long-run
regressions goes back to Richardson and Stock (1989), Richardson and Smith (1991), and more
recently, Torous et al. (2005). The advantage of such tests is that the limiting distribution is free
from any estimation error in the regression coeﬃcient, since the regression coeﬃcient is set to zero.
It turns out that to construct such a test in our framework simply involves rescaling our proposed
t-tests from Proposition 2 by
√
1 − R2. To see this, recall (23), the expression for the R2 derived
in the previous section. Imposing the null means β = 0, and therefore, R2 =0 .
Recall now the variance of the coeﬃcient estimator (24), also derived in the previous section.






Also for the Hansen-Hodrick or Newey-West statistic, it suﬃces to multiply the corresponding t-
statistic by
√
1 − R2. To see this, recall from Section 3.2 that using sequential asymptotics, the
20Newey-West variance converges to
f−1
xx fuu = f−1
xx (1 − R2)frr.
We summarize these results in the following proposition.
Proposition 4 Under Assumption A, asymptotically correct standard errors of the coeﬃcient es-







1 − R2 , (27)
where ˆ SEOLS denotes the OLS standard errors and q is the length of the forecasting horizon.









where t-statOLS denotes the t-statistic based on OLS standard errors and q is the length of the
forecasting horizon.
The argument holds in general, and one can calculate standard errors, OLS or Newey-West, under
the null hypothesis, simply by dividing the standard error by
√
1 − R2. Equivalently, one can form




Estimating the coeﬃcient in the long-run regression Model (1) corresponds to using a Bartlett kernel
estimate. However, a wide spectrum of other kernels can be used. We generalize the estimation






















ˆ Γxr (q + h), (29)
where ˆ Γxx (h)a n dˆ Γxr (q + h) are deﬁned in (13) and (14), and k(h/q) is the kernel. The kernel





k(·):R →[−1,1] | k(0) = 1,k (x)=k(−x), for all x ∈ R,
  +∞





21where K (λ)= 1
2π
  +∞
−∞ k(x)e−ixλdx is referred to as the spectral window generator. This class of
kernels guarantees that the denominator of ˆ β is positive semi-deﬁnite. The restriction to kernels
subject to a truncation lag reﬂects the block structure in (4). This is to prevent covariances of the
form E[rtrt+q+j]f o rj>q− 1o rj<−q + 1 from entering the estimator, thereby leading to bias
in the estimator of the cross spectrum as deﬁned by (10). The class K includes widely used kernels
such as the Bartlett and the Parzen kernels (Andrews, 1991), and can be extended to truncation
type of estimators with a modiﬁed spectral window generator deﬁned as K∗ (λ)=m a x{0,K(λ)} as
in Politis and Romano (1995). The asymptotic distribution of this type of kernel based estimators

















where in the case of the Bartlett estimator
  1
−1 k2 (x)dx =2 /3, and in case of the Parzen kernel
  1
−1 k2 (x)dx =0 .539.
5 Forecasting the Long-run with a Short-Run Variable
As argued before, current practice consists of regressing long-run returns on a single period pre-
dictive variable such as the dividend yield or the price earnings ratio (see e.g., Campbell and
Shiller, 1998). We will now provide a formal analysis of this type of model in terms of spectral
quantities, with the objective of simplifying the inference procedure and comparing its eﬃciency
with Model (1).
5.1 Inference
As before, it can be shown that the Hansen and Hodrick approach of correcting the standard errors
is an asymptotically valid method, but might suﬀer from small sample deﬁciencies. We now show
that in the traditional long-run regressions as well, a computationally simpler and therefore more
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ˆ Γxr ([q/2] + h)
p
→ 2πfxr, (30)
as q →∞and T →∞ , where ˆ Γxr is deﬁned in (14). The [·] denotes the greatest lesser integer.
The denominator is the sample estimator of the variance of the predictive variable and satisﬁes a











From (30) we see that this estimate may be interpreted as a truncated kernel estimator of the
long-run covariance between returns and the predictive variable. The truncated kernel is deﬁned
by k(x)=1f o r|x|≤1 and equal to zero elsewhere. Hence, the coeﬃcient β may be estimated
either from OLS or from a truncated kernel method; these methods are asymptotically equivalent.
Having identiﬁed the kernel, we can use the same line of reasoning as we used for Proposition 1 to















where the factor of 2 in the variance stems from
 
k2 (x)dx = 2 for the truncated kernel. Then by
the continuous mapping theorem, we obtain the following result.
Proposition 5 Under the conditions stated in Assumption A, the slope coeﬃcient in Model (2) is



























23The equivalence between (31) and (32) stems from the link between the spectral matrix (left hand
side) and the long-run covariance matrix (right hand side):
2π












Therefore, under these conditions, asymptotically correct conﬁdence intervals are obtained by esti-
mating the long-run covariance matrix of the one-period return and the predictive variable, together
with the variance of the predictive variable. This procedure is more robust than estimating the
covariance matrix of the estimator, using Newey-West or Hansen-Hodrick, which involve estimating
the long-run covariance matrix of the overlapping error and the predictive variable. Under the null












To circumvent estimating this covariance matrix, Hodrick (1992) and Bollerslev and Hodrick
(1996) have proposed estimating regression Model (2*) instead of Model (2). In their model the
short-run return is regressed on the long-run predictive variable; accordingly, this removes the
overlap in the left hand side variable and thereby the large degree of autocorrelation in the error
term. As shown by Bollerslev and Hodrick (1996), the numerator of this regression coeﬃcient
estimator is similar to that for Model (2), under the assumption of covariance stationarity. The
denominator of the regression coeﬃcient estimator is similar to that of Model (1). We use our setup
to analyze this regression model and obtain the asymptotic distribution of the regression coeﬃcient
estimate of Model (2*). For simplicity we focus on the univariate case. We state this result as a
proposition (the proof is in Appendix B).
Proposition 6 Under the conditions stated in Assumption A, the slope coeﬃcient in Model (2*)





































24For Model (2*) we can obtain asymptotically correct conﬁdence intervals by estimating the long-
run covariance matrix of the short-run return and the short-run predictive variable, just as for
Model (2). Instead of the variance of the short-run predictive variable, we now need the variance
of the long-run predictive variable. This also corresponds to estimating the long-run variance of













A relevant question now is which of these models is the most eﬃcient. We examine this question
in the next subsection.
5.2 Eﬃciency Comparisons
When estimating Model (1) we implicitly use a Bartlett weighting scheme, which reduces the
variability of the estimator compared to the rectangular weighting scheme implicitly used in Model
(2). Moreover, Model (2) establishes a long-run relationship over a period of q only; the balanced
approach, Model (1), deﬁnes a long-run relationship over a period with length 2q.
We now derive the condition under which the coeﬃcient estimates from Model (1) are more
eﬃciently estimated than those estimated from Model (2). We need to ﬁnd a condition such that
the diﬀerence between the variance-covariance matrix from Model (1) and that from Model (2) is a
positive semi-deﬁnite matrix (Hamilton (1994, p. 741)). Using the fact that fuu = frr − β fxxβ =
frr − f 
xrf−1
xx fxr, and using relation (33), we can rewrite the variance-covariance in Proposition 1
as 2
3Ω−2
xx(Ωxxωrr − Ωxxω 
xrΩ−1
xxωxr). This leads to a suﬃcient condition for Model (1) to be more
eﬃcient than Model (2), which we state in the following proposition.
Proposition 7 Under the conditions stated in Assumption A, the regression coeﬃcient is more






where Ωxx is the long-run variance of xt and Γxx(0) is the (overall) variance of xt,a n dIm is the
m dimensional identity matrix.
Proof: See Appendix B.
25In the univariate case this is a variance ratio test. Intuitively, this condition stipulates that
the long-run component of the explanatory variable exhibits enough variation when compared with
the overall variation in the time series. As noted by Campbell and Mankiw (1987), the variance
ratio test has the following asymptotic distribution:
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3), where ˆ VRdenotes
the estimate of the variance ratio Ωxx
Γxx(0). This allows us to construct a t-test=
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whether the variance ratio is signiﬁcantly diﬀerent from unity.
It is also interesting to see how Model (1) fares against Model (2*). To simplify, we focus on
the univariate case.
Proposition 8 Under the conditions stated in Assumption A, the regression coeﬃcient is always
at least as eﬃciently estimated using Model (1) as when using Model (2*).
Proposition 9 Under the conditions stated in Assumption A, the regression coeﬃcient is more
eﬃciently estimated using Model (2*) than using Model (2) if
Γxx(0)−1Ωxx ≥ 1,
where Ωxx is the long-run variance of xt and Γxx(0) is the (overall) variance of xt.
Before setting up a regression framework for the data at hand, it is therefore advisable to examine
the ratio between the long-run variance and the (overall) variance of the predictive variable, to
select the most eﬃcient estimation method.
6 Forecasting the S&P 500
The debate is still unsettled on whether the stock market is forecastable or not. Earlier research
suggested that there was strong long-run predictability based on highly signiﬁcant t-statistics on
the regression coeﬃcient for traditional long-run regressions (Campbell, Lo and MacKinlay, 1997).
This evidence has been criticized as merely proving evidence that the forecast horizon is too long
with respect to the sample size; see Wolf (2000), Torous et al. (2005) and Ferson et al. (2003) for
recent references. Traditionally, there has been little evidence of short-run predictability of stock
returns.
In this section, we examine the question of whether long-run stock returns are predictable
by estimating the forecasting regression Models (1) and (2) and conducting inference using our
26new asymptotic techniques. We focus on two forecasting variables that ﬁgure prominently in the
literature: the earnings yield and the dividend yield.
6.1 The Data
We focus on long-run forecasting horizons of 10 years. We have chosen this horizon for two reasons.
First, Campbell and Shiller (2001) argue in a recent paper that stock markets exhibit strong
forecastability at the 10-year horizon. Second, we experimented with various horizons, between 3
and 15 years, and the best ﬁt was found for the 10-year horizon. The results for Model (1) are
reported in Table 3. Figure 2 supports this observation. We see that the actual returns (solid lines)
and the predicted returns follow each other most closely at the 10 year horizon. While looking
at ﬁgures to determine the “optimal” forecast horizon might be considered data-snooping, from
a technical point of view this is equivalent to choosing the bandwidth in the spectral estimator.
We could also have implemented a data-based bandwidth selection method; see Andrews (1991) or
Newey and West (1994) for details.
[ Include Table 3 about here ]
[ Include Figure 2 about here ]
The (annual) data on prices, earnings, and dividends were available from Professor Shiller’s web
site (http://www.robertshiller.com), and cover the period from 1871 through 2003. The time series
are corrected for inﬂation using the consumer price index. We compute the annual log-returns
as ln(Pt+Dt
Pt−1 ), where Pt denotes the index level in year t and Dt represents the dividends in year
t. Both Pt and Dt are in real terms. The earnings price ratio, e/pt, is computed as the natural
logarithm of 1 plus the annual earnings divided by the current index level, ln(1+Et/Pt). Likewise,
the dividend price ratio, d/pt, is computed as the natural logarithm of 1 plus the total annual
dividends divided by the current index level, ln(1+Dt/Pt). We refer to these ratios as yields. The
mean, the standard deviation, and the ﬁrst order autocorrelation of the time series are summarized
in Table 4. We also report the Phillip-Perron unit root test and the Kwiatkowski-Phillips-Schmidt-
Shin stationarity test. The Phillips-Perron test rejects that any of the time series contain a unit
root. The Kwiatkowski-Phillips-Schmidt-Shin test cannot reject that one-year returns and earnings
27yields are stationary, but it rejects that the one year dividend yield is stationary at the 5% conﬁdence
level.
[ Include Table 4 about here ]
Besides the total sample period we also examine two sub-periods: 1920-1990, which covers the
depressions in the 30s and 70s but excludes the dot-com bubble in the late 1990s, and a post-World
War II period covering 1950 trough 2003.
6.2 Predicting Returns with long-run Variables






xt−q+j + vt+q. (34)
To analyze the long-run, we forecast 10-year returns, which corresponds to an analysis over a period
of 20 years (10 year return, plus the earnings yield over the past 10 years). Table 5 shows the ability
of the long-run component of the earnings yield to forecast long-run returns.
[ Include Table 5 about here ]
The forecasting performance at the 10 year horizon is quite remarkable for each sample period.
If we limit the sample to the period 1950-2003 the model is able to explain up to 69% of the
variation in long-run returns. We report both OLS and Bartlett estimates and see that for all
sample periods the two methods yield almost identical coeﬃcient estimates. This is what we would
expect, given the simulation study in Appendix A and the proof in Appendix B showing that the
two methods are asymptotically equivalent. The earnings yield has a positive coeﬃcient ranging
between 2.27 for the overall sample period to 2.86 in the post-World War II period. The coeﬃcient
is signiﬁcant as judged by all of the reported t-statistics. We report three t-statistics. The t-statHT
is calculated as equation (17); t-statBartlett is based on Bartlett estimates of the coeﬃcient and of
the standard errors as presented in Proposition 1. For comparison we also report the Newey-West
(NW) corrected t-statistics. We see that the Newey-West t-statistics are even more signiﬁcant,
reﬂecting the size distortion problem mentioned in Section 3.2.
As argued in Section 3.3, long-run predictive regressions might suﬀer from a biased regression
coeﬃcient. Therefore, we report the bias-adjusted coeﬃcient estimates along with t-tests (see Panel
28B). We use Table 1 to calculate the bias. The results show that even with the bias-adjustment we
ﬁnd that earnings yields predict real long-run returns.
In Panel C we additionally impose the null hypothesis of no predictability; this decreases the
probability of rejecting the null when the null is in fact true. We compute the t-statistics using
Proposition 4. Even when imposing the null of no predictability, we reject it.
These ﬁndings are illustrated graphically in Figure 3. The bold line represents the actual returns
and the line marked with a “+” presents the predicted returns using the OLS coeﬃcient estimate
from the period 1920-1990.11 The two lines move closely together and they follow a cycle with a
period of approximately 30 years, in which the stock market goes successively through a period
of low returns and corresponding low earnings ratios, followed by a period of high returns and
subsequently high price earnings ratios. Incidentally, the graphical evidence suggests that expected
real returns are negative for the last part of the sample, suggesting that an irrational exuberance
explanation along the lines of Shiller (2000) cannot be rejected statistically. Indeed, as pointed out
by Fama and French (1989), negative expected returns are incompatible with a rational expectations
model.12
Furthermore, if the performance of this simple model is any guideline for the expected return
in the stock market for the next ten years, the outlook is very bleak. The prediction for the next
ten years is approximately -4% annual real return for the next ten years, so that by 2013, the stock
market should be at about 67% of its current level in real terms. The intuition behind this rather
grim result is as follows. Historically the real return on the S&P 500 stock market has been around
7%, about the same as the earnings yield, suggesting that historically, the average earnings yield has
been a reasonable proxy for the expected average return; see Modigliani and Miller (1961) for exact
conditions under which the earnings yield proxies for expected returns, and Hansen and Tuypens
(2004) for a discussion of the trailing earnings over price ratio. Considering that the earnings yield
hovers around 5% in 2003; prices have to fall, in real terms, by another 30% to bring the expected
return back to its historical average.
[ Include Figure 3 about here ]
11The picture is almost identical using Bartlett coeﬃcient estimates.
12To be fully precise, net returns (gross returns minus the riskfree) interest rate should be considered.
29The nature of the long-run predictability suggests that an explanation in terms of business cycle
ﬂuctuations might be rather misguiding. Indeed, major business cycles have a period of around 8
years; minor business cycles have a period of around 4 years (Sargent, 1979). The cycle observed
here has a period of 30 years - well beyond any period implied by the business cycle.
The dividend yield has frequently been used in the previous literature to predict equity returns
starting with Scholes and Black (1974). It is interesting to compare the predictive power of the
dividend yield with that of the earnings yield. Table 6 contains the estimates of regression (34)
with xt = ln(1+Et/Pt). It is immediately apparent that both t-statistics and R2s for the long-run
component of the dividend yield are much lower than for the long-run component of the earnings
yield.
[ Include Table 6 about here ]
Figure 4 shows the actual returns (bold line) and the predicted returns (line marked with a
“+”) using dividend yields and an estimation period 1920-1990. Before World War II, the model
does reasonably well in predicting stock returns: the two lines move closely together. However, it
fails to predict the downturn during World War II and the boom in the 1960s. From the 1980s
onward, the dividend yield predicts that returns ought to have been lower than actually realized.
This might be a result of the diminished dividend payout ratio after 1978 as reported by Fama and
French (2001).
[ Include Figure 4 about here ]
Our results therefore suggest that long-run returns may be forecasted better by using the
earnings yield instead of the dividend yield. This can be conﬁrmed by the mean squared error
(MSE) for the out-of-sample prediction period 1991-2003. The MSE for this period amounts to
0.026 using the earnings yield and 0.087 using the dividend yield.
6.3 Predicting Returns with Single Period Variables
According to Campbell et al. (1997), the (single-period) dividend yield has been the best forecasting
variable for the stock market, especially after World War II. The theory developed in this paper
argues against the use of single period variables to forecast long-run returns when the predictive
variable is persistent. We apply our asymptotic theory to test whether single-period dividend
30yields have forecasting power for long-run stock returns. Table 7, Panel A presents the results
for Model (2) with the past dividend yield as the explanatory variable. Immediately apparent
are the lower R2 and lower t-statistics, compared to the long-run regressions of Model (1). The
slope coeﬃcients range between 1.4 and 2.3; all but the 1920-1990 period’s estimates are deemed
insigniﬁcant at the 95% conﬁdence level using the asymptotic theory developed in Proposition 2.
Note that if we based our conclusions on the t-statistic based on Newey-West, we would not have
been able to reject that the single period dividend yield predicts long-run returns. Similar results
emerge when replacing the single-period dividend yield with the single-period earnings yield as
reported in Table 7, Panel B.
[ Include Table 7 about here ]
Figures 5 and 6 conﬁrm these ﬁndings. The predicted time series (lines marked with a “+”)
seem a lot noisier than the actual returns (bold lines), reﬂecting that the forecasting model is
unbalanced, since we are using a short-run variable to predict a long-run return. While Figure 5
seems to indicate that the dividend yield has some forecasting power in various sub-samples, it
predicts a boom in the late 1930s, but misses almost entirely the boom in the late 1990s. The
earnings yield does a better job in predicting the recent boom.
[ Include Figure 5 about here ]
[ Include Figure 6 about here ]
If we compare the R2 of regressions using the dividend yield with the regression using the earnings
yield, we see that there are no major diﬀerences. The earnings yield explains a greater portion
of the total variation in long-run stock returns in the overall period, but the dividend yield seems
to explain slightly more of the variation in the long-run returns in the post-World War II period.
It is more interesting to examine the performance of the dividend yield and the earnings yield
out-of-sample. We compute the MSE over the out-of sample period 1991-2003. Using the earnings
yield as a predictive variable results in a MSE of 0.075, compared with a MSE of 0.094 when using
the dividend yield.
We now come back to the question of whether we should use a short-run variable or a long-run
variable to predict the long-run return. First, the R2 is higher when using a long-run variable versus
31a short-run variable. Second, the variance ratio from Proposition 7 equals 5.0 for the dividend yield
and 4.2 for the earnings yield. These ratios are much larger than
 
2
3, telling us that Model (1) is
more eﬃcient when using either the dividend yield or the earnings yield as predictive variables.13
Summing up, the empirical ﬁndings suggest that when forecasting stock returns with earnings
or dividend yields one obtains more eﬃcient estimates using a balanced regression like Model (1).
In addition, for the S&P 500 index, the earnings yield seems to be the most informative predictive
variable.
6.4 Earnings Growth
It is widely believed that all long-run predictability stems from changes in the equity premium.
If predictability is a result of time variation in the equity premium, then earnings growth should
not be predictable (Cochrane (2001, p. 414)). For the earnings yield to go back to the historical
average, it therefore must be that prices adjust, not earnings. All reversion to the mean should
be through the price component of the earnings yield. This can be tested using our forecasting
methodology to predict long-run changes in earnings using the earnings yield as the explanatory
variable. Table 8 contains the result.
[ Include Table 8 about here ]
At ﬁrst, the results suggest that earnings growth is unpredictable. However, after bias-adjusting
the coeﬃcient estimates, using Table 1 and Γzz(0)−1Γzu(0) = 6.1, there is evidence of predictability
in the sub-sample 1950-2003. If we take a look at Figure 7 we see that the actual and predicted
earnings growth move closer together for the post-World War II period. Indeed, a cycle has appeared
in the last part of the sample, which shows up as signiﬁcant when adjusting for bias, even when
testing under the null. The regression coeﬃcient shows that a high (low) earnings yield is followed
by high (low) earnings growth. This suggests that the earnings yield predicts real activity, not only
returns on stocks.
[ Include Figure 7 about here ]
13The Campbell and Mankiw (1987) t-test=
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takes the values 12.3 and 9.1 for the dividend yield and
the earnings yield, respectively. Based on these test statistics, we conclude that the variance ratio for the earnings
yield and for the dividend yield are signiﬁcantly larger than 1.
326.5 Forecasting Bond Returns
We can further disentangle whether the predictability stems from time varying risk premia or from
time variation in the real returns of the economy by looking at short and long duration bond
returns. If short duration bond returns are also predictable from the earnings yield it suggests
that predictability in the stock and bond market is driven by time varying risk free rates. If long
duration bond returns are predictable using the earnings yield, this suggests that long duration
bonds and stocks share a common risk factor; or equivalently, that the equity risk premium aﬀects
long bonds and equities in the same way. We can use our regression methodology to judge if real
long term bond returns are predictable.
6.5.1 Aaa Corporate Bond Returns
We consider Moody’s time series of yields on Aaa rated corporate bonds with an average maturity
of 30 years over the period 1919-2003. We construct the bond returns and adjust for inﬂation. The
mean and standard deviation are presented in Table 4. We estimate Model (1) with the 10 year
bond return on the right hand side and past 10 year earnings yield of the S&P 500 index on the
left hand side. The results are shown in Table 9.
[ Include Table 9 about here ]
While the estimation results are not as strong as for stocks, over the full sample, there is evidence
of signiﬁcant predictability using the earnings yield as a forecasting variable over the full period.
Around 35% of the long-run variation can be explained using past earnings yields.
Figure 8 illustrates the forecasting properties of the earnings yield for future 10 year corporate
bond returns. The predicted return, based on an estimation period from 1920-1990, does a fairly
good job with a MSE of 0.06 over the period 1991-2003. As in the corresponding ﬁgure for stock
market returns, most of these results seem to be driven by a 30-year long cycle; although this is
less apparent for bond returns than for stock returns.
[ Include Figure 8 about here ]
336.5.2 Returns on Long and Short Duration US Treasuries
Lastly, we apply our forecasting model to the 10-year return on government bonds. We consider
a basket of long term US treasury bonds, neither due nor callable in less than 10 years. For the
short term bonds, we compute the 10-year return from holding the most recently issued 3-month
T-bill.14 The estimation results are provided in Tables 10 and 11, respectively.
[ Include Table 10 about here ]
[ Include Table 11 about here ]
The time series and forecasting model behave very similarly to the investment grade corporate
bonds considered above. Past earnings yields are signiﬁcant over the whole sample period, even
after adjusting for bias and imposing the null. The earnings yield is able to explain up to 49% of
the long-run variation in long term treasury returns and up to 30% of the long-run variation in
the T-bill returns. As before, all long term predictability seems to stem from a long-run cycle of
around 30 years, as suggested by Figure 9.
[ Include Figure 9 about here ]
[ Include Figure 10 about here ]
The presence of predictability in the US treasury bond market suggests that explanations based
on time varying risk premia for stock returns might be incomplete, since both markets seem to have
time variation in their expected returns that comove around a common long-run cycle. Instead,
our results point partially towards time varying real returns and growth rates as the driver for the
presence of long-run predictability in the US equity market.
7 Conclusion
The contributions of this paper are threefold. First, we derive asymptotically correct standard errors
of the coeﬃcient in long-run forecasting regressions under the maintained hypothesis. Concretely,
in the regression of long-run returns on a vector of long-run predictive variables, asymptotically
14Data is from NBER.
34correct standard errors are obtained by multiplying the OLS standard errors by
 
2/3q, where q
is the length of the forecasting horizon considered. This procedure does not involve the estimation
of an additional estimator, viz. the long-run covariance matrix of the predictive variables and the
error term. Accordingly, this method is much more robust to small sample problems than the
Hansen and Hodrick (1980) and Newey and West (1987) methods. We establish a simple device
to construct the t-statistics under the null hypothesis of no predictability, namely by scaling down
the t-statistic by
√
1 − R2. We also demonstrate that standard errors from the typical long-run
regression of a long-run return on a short-run predictive variable can be simpliﬁed considerably.
A second contribution consists of addressing the eﬃciency of the diﬀerent long-run regression
models and the potential small sample biases of the regression coeﬃcient estimator for Model (1).
We compare the eﬃciency of a regression of a long-run variable on a short-run predictive variable
with that of using a long-run variable on both sides of the equation. A suﬃcient condition for
the ﬁrst model being more eﬃcient than the latter is that the predictive variable exhibits enough
variation in the long-run relative to the variation in the overall time series. We also analyze the
small sample bias for long-run regressions along the lines of Stambaugh (1999). The bias for long-
run regression with horizons longer than one period is in the same range as that for the one period
predictive regressions. However, the bias is a much smaller fraction of the regression coeﬃcient.
Interestingly, the bias shrinks the more persistent variables.
Third, we apply this methodology to forecast the movements in the US asset market. Our
results show that the long-run component of the earnings yield predicts up to 69% of the variation
in 10-year S&P 500 index returns in the post-World War II period. This spectacular forecasting
performance is due to a cycle of approximately 30 years that has repeated itself two and a half
times since the 1920s. The long-run component of the dividend yield has much less forecasting
ability, which may be a consequence of the declining payout ratio for US companies since the
1970s as documented by Fama and French (2001). We ﬁnd some evidence that earnings growth
is predictable in the post-World War II subperiod. In addition, Aaa corporate bond returns and
treasury returns are heavily inﬂuenced by the same 30-year cycle that drives the equity returns,
and their long-run variation is predictable up to 49%.
Overall, these ﬁndings suggest that current macroeconomic and asset-pricing explanations of
stock market predictability in terms of business cycle ﬂuctuations of the pricing kernel might
35be incomplete, as business cycles are generally believed to last at most 8 years. The long-run
predictability of bond returns and stock returns suggest explanations in terms of demographic
dynamics. Alternatively, this result could be interpreted as random eﬀects of long-run time series,
possibly caused by waves of irrational exuberance that might be of little or no use in forecasting the
future. An analysis using international data could shed light on what eﬀect is at work to generate
this type of cycle and determine whether the long-run predictability as observed in the US asset
markets has any economic signiﬁcance. We leave this for future research.
36A Simulation Study
The OLS coeﬃcient estimate is asymptotically equivalent to the Bartlett coeﬃcient estimate (cf.
Appendix B). Furthermore, we showed in Section 3.1 that asymptotically correct standard errors
can be obtained by multiplying the OLS standard errors by
 
2
3q (cf. Proposition 2). We shall
refer to these standard errors as HT standard errors. The question that remains is how well these
methods perform for the sample sizes used in practice. A Monte-Carlo study allows us to assess the
ﬁnite sample properties of the Bartlett and the OLS coeﬃcient estimates as well as the t-statistics
based on various standard errors. We focus on t-statistics based on the Newey-West standard
error using q = 10 lags, the Bartlett standard error, the HT standard error estimate, and lastly,
we examine the properties of a t-statistic based on the OLS standard error multiplied by
√
q,a s
suggested by Engle (1974).
We consider the following data generating process for returns:
rt = βxt−q + ut,
where ut is the error term. We consider two situations: one where the error is white noise with
variance σ2
u, and another where ut evolves in according to a GARCH(1,1) model:
ut =  t
 
ht−1, where  t ∼ nid(0,1)
ht = ω + θht−1 + φu2
t.
We assume the predictive variable, xt, follows an AR(1) process
xt = ρxt−1 + zt,
where zt is white noise with variance σ2
z. We regress the long-run variable, rt(q), on the past
long-run predictive variable xt−q(q), where the long-run returns are computed using q = 10. This
method automatically builds in a high degree of serial correlation in the error term of this regression.
We consider two hypotheses: the null of no predictability where the true coeﬃcient β = 0, and the
alternative of return predictability where we set β =2 .5.
[ Include Table 12 about here ]
Table 12 contains the results from 5,000 Monte-Carlo replications of T =5 0 ,100,200, and
1,000 observations in each replication. In Panel A we let innovations in the one-period predictive
37variable and the one-period return be white noise with σz equal to 0.026 and σu equal to 0.2.
Under the null of no predictability the average OLS coeﬃcient estimate and the average Bartlett
coeﬃcient estimate are both close to the true value of zero. Hence, either method seems to be able to
estimate the coeﬃcient without bias. We consider an alternative hypothesis where β =2 .5. Again,
the Bartlett and the OLS coeﬃcient estimates come close to the true value. For 50 observations
in each simulation the coeﬃcient estimates seem to be slightly downward biased, with average
coeﬃcients of 2.39 and 2.33 for the OLS and the Bartlett estimator, respectively. In larger samples
with 100 observations or more, both methods seem to do very well.
Now, take a look at the standard deviation of the 5,000 coeﬃcient estimates. Both the OLS and
the Bartlett coeﬃcient estimates becomes less volatile as the sample size increases, and they are
about equally volatile. In each replication we compute the Newey-West standard error based on
q = 10 lags. We observe that on average the Newey-West standard error does not capture the actual
variation in the coeﬃcient estimates, especially for sample sizes of less than 1,000 observations. This
may lead to overestimation of the t-statistics based on Newey-West standard errors, and accordingly,
the coeﬃcient will be judged too often as signiﬁcantly diﬀerent from zero.
It is more appropriate to examine the size of the tests, deﬁned as the probability that the test
will reject the null hypothesis although it is true. Typically, we base our conclusion on a size of 5%.
We report the size of the test in the left hand side of the table. The size of the Newey-West t-test
ranges from 32% for samples of 50 observations to 10% in samples of 1,000 observations. The size
of the t-tests based on the Bartlett estimates and the t-test based on HT are quite similar, and the
size is about 6% for the sample sizes under consideration. This is quite close to the conventional
size of 5%. Lastly, we examine the properties of a t-test based on OLS standard errors multiplied
by
√
q as suggested by Engle (1974). The size of this test is small and ranges between 2.5%-3.7%,
making it a conservative test.
Under the alternative hypothesis we examine the size adjusted power of the tests. This measures
the probability that the test will reject the null hypothesis when it in fact is false, while correcting
for the actual size of the test. We would like the size-adjusted power of a test to be as high as
possible. The simulation results show that the Newey-West t-statistic has slightly less power than
the other tests. Note that the size adjusted power of the HT and Engle tests are identical, which
is due to the fact that these test statistics are proportional by construction.
38In Panel B we allow for autocorrelation in the predictive variable of ρ =0 .7. Interestingly, both
the Bartlett and the HT t-tests maintain good size and power properties. Autocorrelation in the
one-period predicting variable does not alter the conclusions from Panel A.
In Panel C we furthermore allow for GARCH(1,1) in the innovations of the short-run return.
We use the parameters ˆ ω =0 .002757, ˆ θ =0 .094634, ˆ φ =0 .845135, which are obtained from ﬁtting
a GARCH(1,1) model to the annual S&P 500 index returns over the period 1871 through 2002.
Interestingly, Engle’s t-test has a size very close to 5% for sample sizes between 50 and 200, whereas
the Bartlett and the HT t-tests have a larger size, ranging between 7% and 10%. For larger sample
sizes it seems as if the HT and the Bartlett t-tests would have better size properties, while Engle’s t-
test would be more conservative with a size smaller than the conventional 5%. Under the alternative
of predictability, the Bartlett, the HT, and Engle’s t-tests all have better power properties than
the Newey-West t-test, with perhaps a slight advantage to the Bartlett test. As a result of the
Monte-Carlo study, we report both the OLS and the Bartlett coeﬃcients in the empirical section.
In addition, we report the size and size adjusted power properties of the t-statistics based on
Newey-West, HT, and Bartlett standard errors.
Panel D reports the simulations for ρ =0 .70, allowing for correlation between the innovations in
returns and predictive variables. We set Γuz(0) = −0.018, which is the empirical covariance between
return and earnings yield innovations over the period 1871-2003. As expected, the coeﬃcient
estimates are biased upwards. We bias-adjust the coeﬃcient estimates using Table 1 and the
estimated value -5.7 for Γxx(0)−1Γxz(0). The bias-adjustment works well in the sense that the
average bias-adjusted coeﬃcient estimate is close to its true value. We use the bias-adjusted value of
the coeﬃcient when constructing the t-statistics. This method has similar size and power properties
to those of the previous Panel.
In addition to the other statistics, we also report the size and power from conducting inference
while imposing the null of no predictability by imposing R2 = 0. The tHT-statistics are constructed
using Proposition 4 with the bias-adjusted coeﬃcient in the numerator. The tHT-statistics are
constructed similarly, but with the variance under the maintained hypothesis divided by (1 −
R2
Bartlett) (see Proposition 4). As expected, imposing the null improves the size of the test. We
also report the power without adjusting for the size, and ﬁnd that the power properties of the tests
proposed in this paper deteriorate in particular for smaller samples. This suggests that tests which
39impose the null might be too conservative when the hypothesis in questions is the alternative of
predictability.
BP r o o f s
Lemma 1 (Hannan, 1970, Theorem 9, p. 280) Let xt be a random vector, fourth order stationary
with ﬁnite fourth-order cumulants, and satisfying an absolute summability condition. If ˆ fxixj and
ˆ fxkxl are kernel based narrow band estimators around the zero frequency and subject to a truncation

















Lemma 2 (Hannan, 1970, Theorem 11, p. 289) Let xt be a vector of square summable linear






   
 fxx − E ˆ fxx
   
  =0 , (35)










where V is calculated as in Lemma 1.













be a kernel. We work with the Bartlett kernel estimate, since it is asymptotically




























































































































































Let xi be a vector containing the ith predicting variable. The condition (35) is veriﬁed for q/T → 0
under the assumptions stated in Andrews (1991). By Lemma 2, we can ﬁnd the distribution of


































d → N. Application of the Cram` er-Wold device (see e.g., Brockwell

















41where the diagonal elements are given by Vii. Oﬀ-diagonal elements can be found from further
application of Lemma 1,
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When using the Bartlett kernel
   1
−1 k2 (x)dx
 
=2 /3, for the Parzen kernel





   1
−1 k2 (x)dx
 
= 2 for the truncated kernel.
Proof of equivalence between the OLS and the Bartlett estimator. In Proposition 1 we
show that the Bartlett estimator converges in distribution to a normal with mean β and variance
given in Proposition 1. In order to show that the two estimators are equivalent we need to show
that the OLS estimator converges to the same distribution function.
The OLS estimator is given by
  β =   f−1
xx   fxr,
where










  Γxr(h + q),

































































The Bartlett estimator (kernel estimator) is given by
  β =   f−1
xx   fxr,
where










  Γxr(h + q),











































First, for h ≥ 0 consider the diﬀerence between the two estimators for the covariance, where |·|
stands for absolute value, element-by-element:
   
   Γxx(h) −   Γxx(h)
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In the second and the fourth line we use the triangle inequality. In the third line we split up the
last sum in three parts - the ﬁrst runs from 1 to τ − 1, the second from τ to T − h, and the last
from T − h +1t oT + τ − 1. In the sixth line, the sums are all over positive terms, so the sum is
larger if we sum over more terms. Hence, we let the ﬁrst sum run to the maximum value of τ,a n d
we let the last one run to T +q −h. Note that in doing so, we do not have to take the average any
longer, which gets us to the last equation.
Similarly, for h<0
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We use the fact that 1 √
2πq
 q
s=1 |xs| is the discrete fourier transform (dft) of |xs| at the zero
frequency. The process |xs| has mean µ>0. From Hannan (1973, Theorem 3) we know that




satisﬁes a Central Limit Theorem for dfts of stationary
processes with limit





,f xx (λs)) for λs =0
and are independently distributed as q →∞ .
Consequently,
|ωx(0)|
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From probability theory we know that the square of a normal distribution with non-zero mean is a






T ).15 Combining these observations we obtain:
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  f converges in distri-




  f (see e.g., Hamilton (1994, Proposition 7.3)).
We can use arguments similar to the above for
       Γxr(h + q) −   Γxr(h + q)
      and show that
       fxr −   fxr
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Op(
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  β converge
to the same distribution function.
Proof of Proposition 3. The diﬀerence between the coeﬃcient estimate and the true coeﬃcient
for Model (1) is given by





















  Γxu(q + h), (37)






If ut+q+h and zt+q+h are correlated then
ut+q+h = z 
t+q+hΓzz(0)−1Γzu(0) + εt+q+h,
where εt+q+h is white noise. Now substitute this into equation (38)












and substitute this expression into (37)
15See Davidson (1994, p. 187) for an explanation of the Op notation.
46  β − β =
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=   f−1
xx   fxzqΓzz(0)−1Γzu(0) +   f−1
xx   fxεq.
Using arguments similar to Stambaugh (1999, p. 412),
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Proof of Proposition 6. First consider
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47From Lemma 2, we obtain

















































Now insert these variances and covariances into the expression above and rearrange
V
 
























Proof of Proposition 7. Model (1) is more eﬃcient than Model (2) if the diﬀerence between
the variance covariance matrices of Model (1) and Model (2)
Γxx(0)−2  


















then we can show that the diﬀerence between the variance-covariance matrix for Model (1) and
48Model (2) is a positive semi-deﬁnite matrix:
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The last line follows from the fact that Ωxx and its inverse are symmetric and positive semi-deﬁnite
matrices: ω 
xrΩ−1
xxωxr ≥ 0 for any vector ωxr. Note that when the inverse matrix exists (determinant
is non-zero) then ω 
xrΩ−1
xxωxr > 0, i.e., Ω−1
xx and Ωxx are positive deﬁnite.
Proof of Proposition 9. Model (2*) is more eﬃcient than Model (2) if
Γxx(0)−2  




















are positive since they are sums
of variances. Note furthermore that the ﬁrst term is larger than the second term:
 






















If Γxx(0)−1Ωxx ≥ 1 or equivalently Γxx(0)−2 ≥ Ω−2
xx then it follows that
Γxx(0)−2  
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54Table 1: Simulated moment of f−1
xx fxzq.
T = 50 100 130 200 1000
ρ =0 .70
−(1 + 3ρ)/T -0.062 -0.031 -0.024 -0.016 -0.003
E[f−1
xx fxz1] -0.054 -0.029 -0.022 -0.015 -0.003
E[f−1
xx fxz2] -0.060 -0.032 -0.024 -0.017 -0.003
E[f−1
xx fxz5] -0.071 -0.039 -0.029 -0.020 -0.004
E[f−1
xx fxz8] -0.085 -0.046 -0.036 -0.024 -0.005
E[f−1
xx fxz10] -0.095 -0.052 -0.041 -0.027 -0.005
ρ =0 .80
−(1 + 3ρ)/T -0.068 -0.034 -0.026 -0.017 -0.003
E[f−1
xx fxz1] -0.061 -0.031 -0.025 -0.016 -0.003
E[f−1
xx fxz2] -0.065 -0.034 -0.027 -0.017 -0.004
E[f−1
xx fxz5] -0.070 -0.038 -0.029 -0.020 -0.004
E[f−1
xx fxz8] -0.075 -0.042 -0.033 -0.022 -0.005
E[f−1
xx fxz10] -0.079 -0.045 -0.036 -0.024 -0.005
ρ =0 .90
−(1 + 3ρ)/T -0.074 -0.037 -0.028 -0.019 -0.004
E[f−1
xx fxz1] -0.069 -0.036 -0.028 -0.018 -0.004
E[f−1
xx fxz2] -0.071 -0.037 -0.029 -0.019 -0.004
E[f−1
xx fxz5] -0.070 -0.039 -0.030 -0.019 -0.004
E[f−1
xx fxz8] -0.069 -0.039 -0.030 -0.020 -0.004
E[f−1
xx fxz10] -0.068 -0.040 -0.031 -0.020 -0.005
Table 1 continues on the next page
55Table 1 continued
T = 50 100 130 200 1000
ρ =0 .99
−(1 + 3ρ)/T -0.079 -0.040 -0.031 -0.020 -0.004
E[f−1
xx fxz1] -0.083 -0.045 -0.036 -0.023 -0.004
E[f−1
xx fxz2] -0.083 -0.045 -0.036 -0.023 -0.004
E[f−1
xx fxz5] -0.076 -0.044 -0.035 -0.023 -0.004
E[f−1
xx fxz8] -0.068 -0.041 -0.034 -0.022 -0.004
E[f−1
xx fxz10] -0.062 -0.040 -0.033 -0.022 -0.004
This table reports the simulated value of E[f
−1
xx fxzq] for q =1 ,2,5,8,10. This term is needed in order to calculate the
bias in the regression coeﬃcient estimates for the predictive regression Model (1). The expression for the bias is given
in eq. (22). For q = 1 the formula coincides with Stambaugh’s bias formula eq. (21). The results are from 10,000
Monte-Carlo replications of T =5 0 ,100,130,200,1000 observations in each replication. We report the simulations
for autocorrelation of ρ =0 .70,80,90,99. For comparison we also report the approximation −(1 + 3ρ)/T.
56Table 2: Bias in regression coeﬃcients relative to β (in percentage).
Sample size
ˆ β 50 100 130 200 1000
ρ =0 .70
Stambaugh q = 1 0.29 -1152.0 138.0 77.3 44.7 6.9
Model (1) q = 2 1.12 46.3 20.7 14.9 9.8 1.8
Model (1) q = 5 1.63 34.7 16.3 11.9 7.8 1.5
Model (1) q = 8 2.18 30.0 14.3 10.7 6.8 1.3
Model (1) q = 10 2.27 33.0 15.6 12.0 7.5 1.4
ρ =0 .80
Stambaugh q = 1 0.29 -542.2 167.8 105.8 48.7 7.5
Model (1) q = 2 1.12 52.2 21.6 16.8 10.1 2.1
Model (1) q = 5 1.63 34.1 15.8 12.0 7.7 1.5
Model (1) q = 8 2.18 25.5 12.8 9.8 6.4 1.3
Model (1) q = 10 2.27 25.7 13.3 10.2 6.5 1.3
ρ =0 .90
Stambaugh q = 1 0.29 -356.2 275.7 130.8 59.8 7.8
Model (1) q = 2 1.12 59.7 24.7 18.0 11.1 2.0
Model (1) q = 5 1.63 34.3 16.3 12.0 7.6 1.5
Model (1) q = 8 2.18 22.8 11.9 9.0 5.7 1.2
Model (1) q = 10 2.27 21.3 11.5 8.8 5.6 1.2
Table 2 continues on the next page
57Table 2 continued
Sample size
ˆ β 50 100 130 200 1000
ρ =0 .99
Stambaugh q = 1 0.29 -245.6 1098.1 262.9 85.6 9.6
Model (1) q = 2 1.12 78.2 31.6 23.4 13.8 2.3
Model (1) q = 5 1.63 38.2 18.9 14.5 9.0 1.6
Model (1) q = 8 2.18 22.4 12.7 10.0 6.4 1.2
Model (1) q = 10 2.27 19.2 11.5 9.3 6.1 1.1
This table reports the biases (in percentage of the bias-adjusted β coeﬃcient, E[ˆ β − β]/(ˆ β − E[ˆ β − β])) in the
regression coeﬃcient estimates for the predictive regression Model (1) and Stambaugh’s predictive regressions. The
biases involve simulations of the moments. The simulations are based on the data for S&P 500 index returns and
log earnings yield over the period 1871-2003 with Γzz(0)
−1Γuz(0) = −5.7. The results are from 10,000 Monte-Carlo
replications of T =5 0 ,100,130,200,1000 observations in each replication. We report the bias for autocorrelation of
ρ =0 .70,80,90,99. For comparison we also report the OLS coeﬃcients, ˆ β, for the two regression models.
58Table 3: Regression of the S&P 500 q-year real return on the long-run component of the earnings
yield for diﬀerent horizons.
Horizon q ˆ βOLS t-statHT t-statNW R2
3-years 1.198 2.005∗ 1.928∗ 0.060
5-years 1.625 2.570∗ 3.237∗∗ 0.153
7-years 2.070 3.437∗∗ 4.404∗∗ 0.318
10-years 2.271 3.694∗∗ 4.875∗∗ 0.448
12-years 2.054 2.902∗∗ 4.278∗∗ 0.384
15-years 1.288 1.353 2.842∗∗ 0.152
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the S&P 500 q-period
long-run real log-return regressed on the q-period long-run component of the earnings yield for q=3, 5, 7, 10, 12,
and 15 years. All data are in real terms. The sample period covers 1871-2003. ˆ βOLS is the OLS estimate of the
slope coeﬃcient. The t-statHT is deﬁned in (17) and t-statNW denotes t-statistic based on the Newey-West (1987)
standard errors with q lags.
59Table 4: Descriptive Statistics.
Mean Stdev ρ PP KPSS
S&P 500 index rt 0.068 0.200 0.010 -11.280 0.025
e/pt 0.074 0.026 0.721 -4.523 0.090
d/pt 0.045 0.015 0.746 -4.052 0.492∗
US Aaa Corporate bond index rt 0.042 0.125 0.212 -7.440 0.294
US Treasury bond index rt 0.027 0.087 0.243 -7.279 0.175
US T-bill bond index rt 0.002 0.065 0.387 -5.789 0.702∗
Summary statistics of one-year real log returns, rt, one-year log earnings yield, e/pt =l n ( 1+Et/Pt), and one year
dividend-price ratio, d/pt =l n ( 1+Dt/Pt). Et, Dt,a n dPt are the earnings, the dividends, and the price levels, all
variables are adjusted for inﬂation. We let ρ denote the ﬁrst order autocorrelation coeﬃcient. PP is the Phillips-
Perron unit root test and KPSS is the Kwiatkowski-Phillips-Schmidt-Shin stationarity test. The
∗ indicates that we
reject stationarity at the 5% conﬁdence level. The sample period for the S&P 500 index covers 1871 to 2003. The
sample period for corporate bonds and long term Treasury bonds is from 1920-2003, the 3-months Treasury bills
sample period is from 1934-2003.
60Table 5: Regression of the S&P 500 10-year real return on the long-run component of the earnings
yield.
Panel A: Results under the maintained hypothesis, not bias-adjusted
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1871-2003 2.271 2.278 3.694∗∗ 3.855∗∗ 4.875∗∗ 0.448
1920-1990 2.882 2.797 3.967∗∗ 4.129∗∗ 7.585∗∗ 0.603
1950-2003 2.858 2.850 4.122∗∗ 4.448∗∗ 5.656∗∗ 0.685
Panel B: Bias-adjusted coeﬃcients, under the maintained hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1871-2003 2.035 2.043 3.312∗∗ 3.457∗∗ 4.370∗∗ 0.448
1920-1990 2.587 2.502 3.560∗∗ 3.694∗∗ 6.809∗∗ 0.603
1950-2003 2.314 2.306 3.338∗∗ 3.599∗∗ 4.580∗∗ 0.685
Panel C: Bias-adjusted coeﬃcients, imposing the null hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHTH0 t-statBartlettH0 t-statNWH0 R2
1871-2003 2.035 2.043 2.460∗ 2.568∗ 3.246∗∗ 0.448
1920-1990 2.587 2.502 2.243∗ 2.327∗ 4.289∗∗ 0.603
1950-2003 2.314 2.306 1.872∗ 2.019∗ 2.569∗ 0.685
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the S&P 500 10-year real
log-return regressed on the 10-year long-run component of the earnings yield. All data are in real terms. ˆ βOLS is
the OLS estimate of the slope coeﬃcient and ˆ βBartlett is the Bartlett estimate of the slope coeﬃcient. In Panels
B and C we report the bias-adjusted slope coeﬃcient estimates using the bias formula (22). The t-statBartlett are
t-statistics computed from the asymptotical correct standard errors derived in Proposition 1 and t-statHT is deﬁned
in (17). t-statNW denotes t-statistic based on the Newey-West (1987) standard errors with 10 lags. t-statHTH0 and
(27) denote the t-test while imposing the null.
61Table 6: Regression of the 10-year real return on the long-run component of the dividend price
ratio.
Panel A: Results under the maintained hypothesis, not bias-adjusted
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1871-2003 2.526 2.394 1.887∗ 1.955∗ 2.362∗∗ 0.175
1920-1990 3.379 3.373 2.274∗ 2.298∗ 3.587∗∗ 0.333
1950-2003 4.409 3.664 2.695∗∗ 2.227∗ 3.848∗∗ 0.482
Panel B: Bias-adjusted coeﬃcients, under the maintained hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1871-2003 1.912 1.779 1.428 1.453 1.787∗ 0.175
1920-1990 2.607 2.601 1.755∗ 1.772∗ 2.768∗∗ 0.333
1950-2003 2.988 2.243 1.826∗ 1.363 2.607∗∗ 0.482
Panel C: Bias-adjusted coeﬃcients, imposing the null hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHTH0 t-statBartlettH0 t-statNWH0 R2
1871-2003 1.912 1.779 1.297 1.320 1.623 0.175
1920-1990 2.607 2.601 1.433 1.447 2.261∗∗ 0.333
1950-2003 2.988 2.243 1.314 0.981 1.876∗ 0.482
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the S&P 500 10-year real
log-return regressed on the 10-year long-run component of the log-dividend-price ratio (dividend yield). ˆ βOLS is the
OLS estimate of the slope coeﬃcient and ˆ βBartlett is the Bartlett estimate of the slope coeﬃcient. In Panels B and C
we report the bias-adjusted slope coeﬃcient estimates using the bias formula (22). The t-statBartlett are t-statistics
computed from the asymptotical correct standard errors derived in Proposition 1 and t-statHT is deﬁned in (17).
t-statNW denotes t-statistic based on the Newey-West (1987) standard errors with 10 lags. t-statHTH0 and (27)
denote the t-test while imposing the null.
62Table 7: Regression of 10-year real returns on the past earnings yield or the past dividend yield.
Panel A: Past dividend yield
Sample ˆ βOLS ˆ βTrunc t-statTrunc t-statNW R2
1871-2003 1.429 1.176 1.497 2.252∗ 0.14
1920-1990 2.088 2.187 1.984∗ 3.026∗∗ 0.29
1950-2003 2.320 2.589 1.321 2.162∗ 0.25
Panel B: Past earnings yield
Sample ˆ βOLS ˆ βTrunc t-statTrunc t-statNW R2
1871-2003 1.022 0.974 2.122∗ 5.167∗∗ 0.23
1920-1990 1.288 1.310 2.379∗ 6.856∗∗ 0.40
1950-2003 1.036 1.024 1.222 2.616∗∗ 0.24
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (2), where the S&P 500 10-year real
log-return is regressed on the past dividend yield in Panel A and on the past earnings yield in Panel B. All data are
in real terms. ˆ βOLS is the OLS estimate of the slope coeﬃcient and ˆ βTrunc is the Truncated kernel estimate of the
slope coeﬃcient. The t-statTrunc are computed from the asymptotical correct standard errors derived in Proposition
2. t-statNW denotes t-statistic based on the Newey-West (1987) standard errors with 10 lags.
63Table 8: Regression of 10-year earnings growth on the long-run component of the earnings yield.
Panel A: Results under the maintained hypothesis, not bias-adjusted
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1871-2003 0.173 0.076 0.287 0.129 0.506 0.005
1920-1990 0.491 0.526 0.638 0.748 1.748∗ 0.038
1950-2003 0.593 0.632 1.049 1.123 2.676∗∗ 0.126
Panel B: Bias-adjusted coeﬃcients, under the maintained hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1871-2003 0.458 0.361 0.758 0.610 1.336 0.005
1920-1990 0.848 0.883 1.102 1.257 3.020∗∗ 0.038
1950-2003 1.251 1.291 2.215∗ 2.293∗ 5.648∗∗ 0.126
Panel C: Bias-adjusted coeﬃcients, imposing the null
Sample ˆ βOLS ˆ βBartlett t-statHTH0 t-statBartlettH0 t-statNW R2
1871-2003 0.458 0.361 0.757 0.608 1.332 0.005
1920-1990 0.848 0.883 1.081 1.233 2.962∗∗ 0.038
1950-2003 1.251 1.291 2.071∗ 2.144∗ 5.280∗∗ 0.126
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the 10-year earnings growth
is regressed on the long-run component of the earnings yield. ˆ βOLS is the OLS estimate of the slope coeﬃcient
and ˆ βBartlett is the Bartlett estimate of the slope coeﬃcient. In Panels B and C we report the bias-adjusted slope
coeﬃcient estimates using the bias formula (22). The t-statBartlett are t-statistics computed from the asymptotical
correct standard errors derived in Proposition 1 and t-statHT is deﬁned in (17). t-statNW denotes t-statistic based
on the Newey-West (1987) standard errors with 10 lags. t-statHTH0 and (27) denote the t-test while imposing the
null.
64Table 9: Regression of 10-year real Aaa bond returns on the long-run component of S&P 500
earnings yield.
Panel A: Results under the maintained hypothesis, not bias-adjusted
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1920-2003 2.027 1.814 2.450∗ 2.135∗ 3.217∗∗ 0.357
1920-1990 1.723 2.081 2.099∗ 2.439∗ 2.740∗∗ 0.332
1950-2003 1.790 1.529 1.727∗ 1.595 2.129∗ 0.277
Panel B: Bias-adjusted coeﬃcients, under the maintained hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1920-2003 1.965 1.752 2.375∗ 2.062∗ 3.119∗∗ 0.357
1920-1990 1.646 2.004 2.005∗ 2.348∗ 2.617∗∗ 0.332
1950-2003 1.647 1.386 1.589∗ 1.445 1.959∗ 0.277
Panel C: Bias-adjusted coeﬃcients, imposing the null hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHTH0 t-statBartlettH0 t-statNWH0 R2
1920-2003 1.965 1.752 1.904∗ 1.653∗ 2.501∗ 0.357
1920-1990 1.646 2.004 1.638∗ 1.918∗ 2.138∗ 0.332
1950-2003 1.647 1.386 1.351 1.229 1.666∗ 0.277
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the 10-year bond return
is regressed on the long-run component of the S&P 500 earnings yield. All data are in real terms. ˆ βBartlett is the
Bartlett estimate of the slope coeﬃcient. In Panels B and C we report the bias-adjusted slope coeﬃcient estimates
using the bias formula (22). The t-statBartlett are t-statistics computed from the asymptotical correct standard errors
derived in Proposition 1 and t-statHT is deﬁned in (17). t-statNW denotes t-statistic based on the Newey-West (1987)
standard errors with 10 lags. t-statHTH0 and (27) denote the t-test while imposing the null.
65Table 10: Regression of long duration treasury note 10-year real returns on the long-run component
of S&P 500 earnings yield.
Panel A: Results under the maintained hypothesis, not bias-adjusted
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1920-2003 1.531 1.441 3.238∗ 2.701∗∗ 4.850∗∗ 0.489
1920-1990 1.487 1.578 2.790∗∗ 2.669∗∗ 4.122∗∗ 0.464
1950-2003 1.214 1.224 2.127∗ 2.263∗ 3.508∗∗ 0.367
Panel B: Bias-adjusted coeﬃcients, under the maintained hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1920-2003 1.453 1.363 3.072∗∗ 2.554∗ 4.602∗∗ 0.489
1920-1990 1.389 1.480 2.605∗∗ 2.503∗ 3.849∗∗ 0.464
1950-2003 1.033 1.043 1.809∗ 1.928 ∗ 2.985∗∗ 0.367
Panel C: Bias-adjusted coeﬃcients, imposing the null hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHTH0 t-statBartlettH0 t-statNWH0 R2
1871-2003 1.453 1.363 2.196∗ 1.826∗ 3.289∗∗ 0.489
1920-1990 1.389 1.480 1.908∗ 1.833∗ 2.819∗∗ 0.464
1950-2003 1.033 1.043 1.439 1.534 2.375∗ 0.367
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the 10-year treasury bond
real return is regressed on the long-run component of the S&P 500 earnings yield. All data are in real terms.
ˆ βBartlett is the Bartlett estimate of the slope coeﬃcient. In Panels B and C we report the bias-adjusted slope
coeﬃcient estimates using the bias formula (22). The t-statBartlett are t-statistics computed from the asymptotical
correct standard errors derived in Proposition 1 and t-statHT is deﬁned in (17). t-statNW denotes t-statistic based
on the Newey-West (1987) standard errors with 10 lags. t-statHTH0 and (27) denote the t-test while imposing the
null.
66Table 11: Regression of short duration treasury bill 10-year real returns on the long-run component
of S&P 500 earnings yield.
Panel A: Results under the maintained hypothesis, not bias-adjusted
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1934-2003 1.145 1.016 1.938∗ 1.747∗ 3.159∗∗ 0.298
1934-1990 0.960 1.095 1.332 1.709∗ 2.886∗∗ 0.205
1950-2003 0.883 0.978 1.512 1.704∗ 3.416∗∗ 0.227
Panel B: Bias-adjusted coeﬃcients, under the maintained hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHT t-statBartlett t-statNW R2
1934-2003 1.108 0.979 1.875∗ 1.683∗ 3.057∗∗ 0.298
1934-1990 0.913 1.048 1.268 1.637 2.745∗∗ 0.205
1950-2003 0.797 0.892 1.365 1.554 3.084∗∗ 0.227
Panel C: Bias-adjusted coeﬃcients, imposing the null hypothesis
Sample ˆ βOLS ˆ βBartlett t-statHTH0 t-statBartlettH0 t-statNW R2
1934-2003 1.108 0.979 1.571 1.410 2.561∗∗ 0.298
1934-1990 0.913 1.048 1.131 1.460 2.449∗ 0.205
1950-2003 0.797 0.892 1.200 1.367 2.712∗∗ 0.227
∗∗ means signiﬁcance at the 1% level;
∗ signiﬁcance at the 5% level.
This table reports estimates of parameters for the predictive regression Model (1), where the 10-year treasury bond
real return is regressed on the long-run component of the S&P 500 earnings yield. All data are in real terms.
ˆ βBartlett is the Bartlett estimate of the slope coeﬃcient. In Panels B and C we report the bias-adjusted slope
coeﬃcient estimates using the bias formula (22). The t-statBartlett are t-statistics computed from the asymptotical
correct standard errors derived in Proposition 1 and t-statHT is deﬁned in (17). t-statNW denotes t-statistic based
on the Newey-West (1987) standard errors with 10 lags. t-statHTH0 and (27) denote the t-test while imposing the
null.
67Table 12: Monte-Carlo Simulation Results
Panel A: ρ =0 ,ut =  t
β =0 β =2 .5
T = 50 100 200 1000 50 100 200 1000
Av. ˆ βOLS 0.053 -0.011 0.012 0.012 2.392 2.495 2.457 2.511
Av. ˆ βBartlett 0.020 -0.008 0.006 0.013 2.330 2.478 2.440 2.510
Stdev(ˆ βOLS) 3.167 2.140 1.899 0.645 3.236 2.189 1.848 0.638
Stdev(ˆ βBartlett) 2.805 2.027 1.817 0.642 2.893 2.065 1.761 0.634
Av. StdevOLS 1.241 0.817 0.710 0.245 1.254 0.819 0.708 0.245
Av. StdevNW 1.723 1.462 1.333 0.544 1.758 1.457 1.332 0.544
Av. StdevHT 3.203 2.108 1.834 0.632 3.239 2.116 1.828 0.632
Av. R2
OLS 0.131 0.068 0.054 0.007 0.194 0.148 0.132 0.101
95% CI 0.440 0.246 0.197 0.026 0.587 0.435 0.377 0.182
Av. R2
Bartlett 0.108 0.062 0.050 0.007 0.171 0.142 0.127 0.101
95% CI 0.380 0.224 0.181 0.026 0.535 0.407 0.362 0.181
Size/PowerNW 0.332 0.211 0.194 0.107 0.114 0.196 0.216 1.000
Size/PowerHT 0.065 0.065 0.063 0.055 0.143 0.232 0.266 1.000
Size/PowerBartlett 0.071 0.061 0.063 0.056 0.153 0.248 0.285 1.000
Size/PowerEngle 0.031 0.026 0.027 0.020 0.143 0.232 0.266 1.000
68Panel B: ρ =0 .7, ut =  t
β =0 β =2 .5
T = 50 100 200 1000 50 100 200 1000
Av. ˆ βOLS -0.008 -0.002 -0.019 0.007 2.384 2.471 2.481 2.503
Av. ˆ βBartlett -0.011 -0.002 -0.016 0.007 2.292 2.441 2.464 2.503
Stdev(ˆ βOLS) 1.391 0.888 0.741 0.242 1.403 0.882 0.750 0.243
Stdev(ˆ βBartlett) 1.250 0.843 0.712 0.241 1.296 0.845 0.726 0.243
Av. StdevOLS 0.473 0.297 0.256 0.086 0.487 0.299 0.256 0.086
Av. StdevNW 0.717 0.565 0.517 0.205 0.754 0.574 0.521 0.205
Av. StdevHT 1.222 0.767 0.662 0.222 1.257 0.772 0.662 0.222
Av. R2
OLS 0.159 0.083 0.063 0.008 0.431 0.448 0.450 0.461
95% CI 0.524 0.297 0.223 0.030 0.832 0.752 0.724 0.566
Av. R2
Bartlett 0.131 0.075 0.057 0.008 0.395 0.434 0.441 0.461
95% CI 0.450 0.269 0.212 0.030 0.794 0.726 0.707 0.566
Size/PowerNW 0.354 0.236 0.205 0.104 0.298 0.658 0.803 1.000
Size/PowerHT 0.111 0.099 0.089 0.078 0.416 0.756 0.881 1.000
Size/PowerBartlett 0.111 0.098 0.088 0.076 0.439 0.788 0.896 1.000
Size/PowerEngle 0.058 0.047 0.040 0.027 0.416 0.756 0.881 1.000
69Panel C: ρ =0 .7, ut ∼ GARCH(1,1)
β =0 β =2 .5
T = 50 100 200 1000 50 100 200 1000
Av. ˆ βOLS 0.024 0.027 -0.014 0.002 2.416 2.467 2.496 2.496
Av. ˆ βBartlett 0.022 0.026 -0.015 0.001 2.324 2.438 2.476 2.496
Stdev(ˆ βOLS) 1.408 0.866 0.741 0.241 1.424 0.891 0.740 0.238
Stdev(ˆ βBartlett) 1.256 0.825 0.716 0.239 1.297 0.846 0.717 0.237
Av. StdevOLS 0.473 0.299 0.256 0.086 0.483 0.299 0.255 0.087
Av. StdevNW 0.717 0.574 0.514 0.205 0.742 0.580 0.518 0.206
Av. StdevHT 1.222 0.771 0.660 0.223 1.248 0.773 0.659 0.224
Av. R2
OLS 0.155 0.079 0.062 0.008 0.442 0.451 0.457 0.458
95% CI 0.512 0.280 0.225 0.029 0.842 0.758 0.728 0.565
Av. R2
Bartlett 0.129 0.072 0.057 0.008 0.407 0.437 0.448 0.457
95% CI 0.435 0.258 0.211 0.029 0.801 0.742 0.714 0.565
Size/PowerNW 0.356 0.226 0.197 0.101 0.316 0.700 0.825 1.000
Size/PowerHT 0.099 0.089 0.090 0.068 0.434 0.772 0.882 1.000
Size/PowerBartlett 0.101 0.091 0.093 0.069 0.445 0.793 0.902 1.000
Size/PowerEngle 0.053 0.037 0.038 0.026 0.434 0.772 0.882 1.000
70Panel D: ρ =0 .7, Correlation between innovations
Bias-adjustment of coeﬃcient
β =0 β =2 .5
T = 50 100 200 1000 50 100 200 1000
Av. ˆ βOLS 0.569 0.292 0.147 0.030 3.001 2.788 2.645 2.529
Av. ˆ βBartlett 0.529 0.283 0.143 0.030 2.871 2.753 2.635 2.528
Av. ˆ βOLS bias adj. 0.006 -0.014 -0.011 -0.003 2.438 2.482 2.487 2.497
Av. ˆ βBartlett bias adj. -0.035 -0.023 -0.015 -0.002 2.308 2.447 2.477 2.496
Stdev(ˆ βOLS) 1.766 1.163 0.797 0.342 1.836 1.168 0.786 0.344
Stdev(ˆ βBartlett) 1.603 1.111 0.781 0.341 1.670 1.119 0.769 0.342
Av. StdevOLS 0.653 0.418 0.280 0.121 0.668 0.420 0.281 0.122
Av. StdevNW 0.992 0.794 0.596 0.287 1.021 0.800 0.601 0.288
Av. StdevHT 1.685 1.079 0.724 0.313 1.724 1.085 0.727 0.314
Av. R2
OLS 0.155 0.080 0.041 0.008 0.384 0.351 0.327 0.305
95% CI 0.506 0.293 0.155 0.030 0.788 0.661 0.554 0.408
97.5% CI 0.588 0.356 0.198 0.039 0.832 0.709 0.591 0.427
Av. R2
Bartlett 0.130 0.073 0.039 0.008 0.353 0.339 0.323 0.305
95% CI 0.442 0.267 0.149 0.029 0.740 0.638 0.545 0.407
97.5% CI 0.521 0.332 0.188 0.038 0.787 0.692 0.577 0.427
Size/PowerNW 0.321 0.217 0.160 0.107 0.199 0.436 0.800 1.000
Size/PowerHT 0.090 0.084 0.080 0.075 0.280 0.548 0.860 1.000
Size/PowerBartlett 0.089 0.084 0.083 0.075 0.307 0.564 0.876 1.000
Size/PowerEngle 0.044 0.037 0.036 0.026 0.280 0.548 0.860 1.000
71Panel D: ρ =0 .7, Correlation between innovations
Bias-adjustment of coeﬃcient, imposing the null
β =0 β =2 .5
T = 50 100 200 1000 50 100 200 1000
Size/PowerNW 0.264 0.191 0.142 0.097 0.161 0.373 0.773 1.000
Size/PowerHT 0.015 0.045 0.060 0.065 0.298 0.545 0.861 1.000
Size/PowerBartlett 0.029 0.049 0.060 0.066 0.317 0.580 0.874 1.000
Size/PowerEngle 0.001 0.009 0.018 0.024 0.298 0.545 0.861 1.000
PowerNW (not adj. for size) 0.500 0.700 0.924 1.000
PowerHT (not adj. for size) 0.018 0.474 0.876 1.000
PowerBartlett (not adj. for size) 0.092 0.509 0.890 1.000
PowerEngle (not adj. for size) 0.000 0.189 0.732 1.000
72This table reports the average (Av.) and the standard deviation (Stdev) of the estimated OLS slope coeﬃcient
estimate, ˆ βOLS, and of the Bartlett slope coeﬃcient estimate, ˆ βBartlett. We also report the average of the standard
deviations of the coeﬃcient estimates in each simulation, the average of the t-statistics, and the average R
2 along with
their 95% conﬁdence intervals (CI). Lastly, we report the power of each of the t-statistics under the null hypothesis
and the size adjusted power of each t-statistic under the alternative hypothesis. We report the results based on
Newey-West variances with q lags (NW), based
2
3q times the OLS variance (HT) as in Proposition 2, and based on
variances calculated using Bartlett kernel estimates as in Proposition 1. We use 5000 Monte-Carlo simulations of
T =5 0 ,100,200,1000 observations in each Monte-Carlo replication. The true coeﬃcient estimate is β=0 in the left
side of the table and β=2.5 in the right side of the table. We generate the short-run returns as follows rt = βxt−q+ut,
where xt = ρxt−1 +zt and the error terms ut =  t
√
ht−1 and  t ∼ nid(0,.2), ht = ω+θht−1 +φu
2
t the OLS estimates
are obtained regressing the long-run return rt(q) on the long-run predictive variable xt−q(q). Long-run variables are
computed using a horizon of q = 10 periods. NW denotes Newey-West. Panel A contains the results when ρ = 0 and
ut =  t. Panel B contains the results for ρ =0 .7a n dut =  t. Panel C contains the results for ρ =0 .7a n dut evolves
in according to a GARCH(1,1) process. In Panel D ρ =0 .7 and the innovations in the short-run returns and in the
predictive variables are correlated with correlation of -0.0018. The statistics are adjusted for bias using the values in
Table 1 and Γ
−1
zz Γzu = −5.7. In the last rows we additionally report the size and size adjusted power and power of
the t-statistics where we impose the null of β =0 .
73Figure 1: Time series divided into diﬀerent block structures.
74Figure 2: S&P 500 q-year real returns (bold lines) and prediction (line marked with a “+”) based
on the q-year long-run component of past earnings yield, estimation periods: 1920-1990. Diﬀerent
horizons q =3 ,5,7,10,12,15.
75Figure 3: S&P 500 10-year real returns (bold line) and prediction (line marked with a “+”) based
on the long-run component of past earnings yield, estimation period: 1920-1990.
76Figure 4: S&P 500 10-year real returns (bold line) and prediction (line marked with a “+”) based
on the long-run component of the past dividend yield, estimation period: 1920-1990.
77Figure 5: S&P 500 10-year real returns (bold line) and prediction (line marked with a “+”) based
on the past dividend yield, estimation period: 1920-1990.
78Figure 6: S&P 500 10-year real returns (bold line) and prediction (line marked with a “+”) based
on the earnings yield, estimation period: 1920-1990.
79Figure 7: S&P 500 10-year earnings growth (bold line) and prediction (line marked with a “+”)
based on the long-run component of the earnings yield, estimation period: 1920-1990.
80Figure 8: Investment grade corporate bond real 10-year returns (bold line) and predicted returns
(line marked with a “+”) based on past S&P 500 earnings yields, estimation period: 1920-1990.
81Figure 9: Long duration treasury bond real 10-year returns (bold line) and predicted returns (line
marked with a “+”) based on past earnings yields, estimation period: 1920-1990.
82Figure 10: Short duration treasury bill real 10-year returns (bold line) and predicted returns (line
marked with a “+”) based on past earnings yields, estimation period: 1934-1990.
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