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Abstract
This chapter presents a software system created to allow to design complex robot tra-
jectories in the cartesian space, used for tasks like milling or engraving with the aid of 
a robot. The experimental setup was created using an ABB (ASEA Brown Boveri) IRB 
140 robot on which was mounted an engraving tool (which was equipped with a high 
frequency vibrating pin) or a drilling tool (an electric milling machine controlled with I/O 
signals) and a computer which is executing a CAD application allowing the design of the 
path that the robot must follow in order to execute the engraving/milling task. The robot 
job or task is defined by the set of surfaces of the raw object and of the object after being 
processed, by subtracting these two surfaces the robot task is given by the set of points 
resulted after the subtraction. The subtraction operation offers a set of points which must 
be connected in order to obtain the final trajectory, if the task is to engrave a shape then 
the tool will be normal to the object surface. The algorithm which is generating the sur-
face is presented along with some experimental results.
Keywords: surface extraction, trajectory definition, task modelling, engraving services, 
industrial robot
1. Introduction
In the last years the manufacturing has changed from mass production to batch production 
in which a medium or small volume of products are created, the manufacturing process is 
executed on demand, batches being executed differently based on the client specifications.
Nowadays production lines must be flexible and reconfigurable, changing from a version 
of a product to another sometimes requires changes in the manufacturing line which higher 
the costs, because of that there is the trend to use industrial robots which are able to adapt 
to these changes only by changing the program. The robots are programmed to execute not 
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only a task, but multiple tasks in order to lower the costs for creating the products, these addi-
tional tasks executed by the robots can eliminate other expensive machines such engraving 
or CNC (computer numerical control) milling machines [1, 2]. In comparison, a robot is much 
cheaper than a CNC milling machine, but is able to complete milling tasks, with acceptable 
performances [3, 4].
The main goal of the project that the which is presented in this chapter presents ishas the 
main goal to developcreate a system which allows to industrial robots to will offer the pos-
sibility to design and describe complex surfaces. The system allows to industrial robots to 
generate complex surfaces which then an industrial robot will follow for executing milling 
or engraving tasks. The surface will be followed by using programs where the robots will 
execute procedural motions of the tool, this allows, allowing to processcreate customized, 
innovative products with a high level of innovation,, which can be used in medicine like 
personalized prosthesis for correcting orthopaedic affections, creating products based on 3D 
models defined, in CAD programs or byrecreating objects using reverse engineering using 
3D laser scanning, with application in different domainsscans, or using 3D models created in 
CAD applications, the system having different applications in various fields of activity.
This subject is not approached by the scientific literature, but there are some other related sub-
jects like using robots in milling applications [5–7] or trajectory tracking for robots in milling 
applications [8, 9]. This chapter is offering examples for robot engraving tasks.
2. The architecture of the system
The chapter is proposing an approach based on a software system allowing the connectivity 
with vertically articulated industrial robots. The system has three elements (Figure 1):
Figure 1. The architecture of the system.
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1. A software application which is used to create the surfaces in 3D (CAD), allowing to:
• Import a 3D STL (STereoLitography) model of the raw object (the object before the processing).
• Import an object which describes the 3D surface. This can be done in four ways: by loading 
a 2D image of the trajectory of the tool; by entering a text which will be used to create an en-
graving on the processed object; by loading another 3D STL object which defines the robot 
trajectory in the space; or by loading another 3D object which represents the final product 
(for example after milling the raw object).
• Create an association between the initial object (without processing) and the trajectory 
which the robot will follow. This step can be accomplished by overlapping or mapping the 
object which describes the surface on the initial object: placing the text or the image over 
the surface of the original object if the robot task will be engraving or low depth milling, 
placing the 3D STL model which defines the robot trajectory in space over the initial object 
surface, or by placing the 3D STL model representing the final product inside the 3D model 
of the raw object.
• Create the trajectory which will be followed by the robot. This is done by associating the 
points of the surface which was described in a continuous way that can be described in 
Cartesian space relative to the coordinate system attached to the raw object.
2. The system used to create the robot-object reference.
This element represents a mathematical algorithm and a procedure used to create the associa-
tion between the coordinate systems of the robot and respectively the coordinate system of 
the object. This will allow to express the 3D trajectory relative to the robot World coordinate 
system, the trajectory being defined in the application relative to the object coordinate system, 
this is done on two types of robots: ABB and OMRON (in RAPID and V
+
).
3. Robot applications for trajectory tracking
This element is represented by robot applications used to control the robot to follow the com-
puted trajectory, the applications being created to allow to specify the precision and the speed 
of tracking and also to specify the tool engagement angle.
3. Robot task modelling
To describe the robot task, the software application is used, the application is generating a 
trajectory which will be executed by the robot.
In the previous section, we seen that the application can use three different methods to obtain 
information about the robot task (see Figure 2):
• Based on a text input
• Based on a 2D image of the trajectory
• Based on a 3D STL model
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If the user decides to use the first two methods, the input (text or image) is transformed by 
an image processing algorithm in order to obtain the skeleton. If the input is a text then first 
it is transformed into an image and then is processed. When a text is introduced into the 
application also the size of the characters must be introduced (in mm) and, if the task is using 
a milling device, then the milling depth must be also introduced. In the case of an image also 
the ratio mm/pixels must be introduced, and the milling depth if the object will be milled. 
The application is using a skeletonizing algorithm to process the input in order to obtain a 
simplified trajectory of the robot by thinning the imported path to the size of a line having the 
width of one pixel.
The skeletonizing algorithm is a process which is reducing the foreground regions in a binary 
image to a skeleton, which preservers the connectivity and the extent of the original object 
(region) while discarding most the original foreground pixels. To have a clear picture of how 
the algorithm is executed, we can imagine that the foreground is made of some uniform mate-
rial, which is burning slow [10]. If the material is starting to burn simultaneously at all points 
on the boundary, the fire is advancing on the interior and at the points where is travelling 
from two different boundaries meets itself and is extinguishing, these points where the fire 
meets itself and is extinguishing are forming a so-called quench line.
The ‘quench line’ represents the skeleton, so in respect to this definition, we can state that the 
thinning operation is producing a sort of skeleton.
Another method of creating the skeleton is to compute the loci of centres of bi-tangent circles 
which fit entirely within the object (foreground region) which is being considered [11, 12]. 
Figure 3 depicts this for a rectangular object.
Figure 2. Loading a file in order to define the robot task.
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In conclusion, in order to produce the skeleton, we can use two main methods. The first 
method is to use the thinning algorithm, which successively erodes the pixels from the frontier 
of object, but at the same time is preserving the end points of the line segments; until no more 
thinning is possible, the remnant of the object is a shape which is approximating the skeleton. 
Another possibility is to use an algorithm to process the image in order to obtain the distance 
transform. After obtaining the distance transform, the skeleton can be generated by connect-
ing the singularities in the distance transform (i.e. discontinuities of the curvature or creases).
The majority of the actual algorithms used for skeletonization are producing skeletons with 
gaps; these skeletons with discontinuities cannot be used in applications where the shape 
must be described. This is happening because the homotopy is not preserved and important 
features like end points or junction points are lost. On the other hand, the thinning algorithm 
is generating connected skeletons, the ‘quench line’ being one pixel thick [13].
The thinning algorithm is making part of the class of morphological operators and is used to 
remove selected foreground pixels from binary images, it is similar with erosion or opening 
[14, 15], which are members of the same class. Thinning can be used for different applica-
tions, but is, in particular, useful for implementing the skeletonizing algorithm. For skeleton-
izing, thinning is used to tidy up the output of edge detectors by reducing all lines to single 
pixel thickness. Thinning is normally used only for processing binary images, and produces 
another binary image as an output. Being a morphological operator, the operation of the thin-
ning algorithm is based on a structuring element.
Thinning is related to the hit-and-miss transform and can be expressed based on it, for exam-
ple, the thinning operation applied on an image I using a structuring element S is given by:
  thin ( I, S )  = I − hit _ and _ miss ( I, S ) (1)
where the operator of subtraction is given by:  X − Y = X ∩ NOTY .
The algorithm of thinning is applied by successively placing the centre of the structuring 
 element over the pixels in the processed binary image (the structuring element is covering 
Figure 3. The skeleton created by the centres of bi-tangent circles.
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the entire image, from left to right and from top to bottom). For each position, the structuring 
element is compared with the underlying image pixels. If the structuring element matches 
exactly the pixels from the foreground image, then the corresponding pixel underneath the 
origin of the structuring element is set to background (zero), otherwise it is left unchanged. In 
order to have effect, the structuring element should have the origin pixel (the pixel from the 
centre of the structuring element) set to one or black.
Selecting the structuring element determines the conditions which should be satisfied when 
a foreground pixel will be set to background, and also, it determines the application for the 
thinning operation.
Here, we described how the image is modified after a single pass of a thinning operation; in 
fact, the operator is applied repeatedly until convergence (until it causes no further changes 
to the image). In other applications (for example, pruning), the operation is only applied for a 
limited number of iterations, in order to remove only few pixels.
The most common use for thinning, is to reduce the thresholded output of an edge detector 
like the Sobel operator, to one pixel tick lines, but in the same time preserving the length of 
those lines (in this way, the pixels at the ends of the lines are not affected). A simple algorithm 
for doing this is the following:
1. Select all pixels on the boundaries (pixels which have at least one neighbour on the back-
ground) of a foreground region (i.e. objects on a segmented image).
2. From the pixels previously selected, delete any pixel that has more than one foreground 
neighbour, as long as this operation is not disconnecting the region containing the pixel 
(i.e. split the region into two).
3. Iterate until convergence.
The procedure presented above will erode the edges of the objects in the image until no pixel 
can be removed (i.e. until convergence), but is not affecting the pixels which are ending the 
lines.
The same result can be obtained using the operator of morphological thinning which is 
applied until no change is produced in the image. The structuring elements which can be used 
are presented in Figure 4. The structuring elements are applied successively with all their 90° 
rotations (totalling 4 × 2 = 8 structuring elements).
This operation is executed in order to determine the octagonal skeleton of a binarized object, 
the skeleton being composed of the points positioned in the centres of octagons, which are 
tangent on the edges of the object in at least two points and fit entirely inside the object. Using 
this method to obtain the skeleton generates a result that is a connected skeleton having one 
pixel tick lines.
At each loop in the algorithm, the binary object is processed first by the structuring element 
from the left and then by the one from the right, and after that, using the other six 90° rotations 
of the two structuring elements.
Service Robots112
The algorithm is executed in a loop until convergence [16] (until none of the eight structuring 
elements produces changes in the image), and the object is eroded until it remains only a set 
connected lines having the width of one pixel.
The thinning operation is very sensitive on perturbations, because of that the irregularities 
in the edges of the object will generate spurious spurs in the skeleton and this can interfere 
with shape recognition processes which are using the skeleton properties. In such situations, 
a pruning operation must be executed in order to delete spurs having a certain length or less. 
This method is not always efficient because small perturbations in the edge of the object can 
generate large spurs in the skeleton [17, 18]. Pruning is similar with thinning; the operation is 
based on the structuring elements presented in Figure 5.
In each loop, each structuring element is applied with all its 90° rotations. In contrast with 
thinning, the pruning algorithm is executed for only a small number of loops in order to 
Figure 4. Structuring elements for computing the skeleton (using thinning).
Figure 5. The structuring elements used in pruning.
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remove the spurs, depending on their length. If executed until convergence, the pruning algo-
rithm will delete all pixels except those which form closed loops.
When the image processing is done, the image which results (containing the text) can be 
mapped on the object which will be processed by the robot. In Figure 6 an example is pre-
sented, the first image represents the text introduced initially, then the skeleton of the text 
is presented after applying the pruning algorithm, and the third image represents the same 
input but using a dotted font used when a continuous path is not required (for example when 
engraving a serial number.
The skeletonizing algorithm was also used to process input images which are describing 
more complex robot trajectories than text input. In Figure 7 is presented a logo which will be 
engraved, the second image presents the image after has been processed by the skeletonizing 
and pruning algorithm, the resulted shape is composed by one pixel tick lines.
If the task is defied by using a 3D object imported into the application, the object is aligned 
with the initial object and placed on its surface, this is done by executing the algorithm 
described in Figure 8 which is using the Iterative Closest Point (ICP) algorithm [19]. The 
source object represents the object which is used to define the trajectory and the destination 
object is the object which will be processed by the robot. Figure 9 presents a 2D code (in the 
left of the figure) and in the right the code placed on the object after the execution of the ICP 
algorithm.
When the alignment between the two objects has been executed the ICP algorithm is applied, 
and then using the VTK (Visualization Toolkit) Poly Data algorithm the surface points are 
extracted. This algorithm which executes is filtering the pixels of based on the intersection of 
the two objects [20]. VTK Poly Data algorithm is implemented in python; in Figure 10, we can 
see how the algorithm is integrated with the other objects in python in order to extract the 
points. In Figure 11, we can see an example of subtraction.
Figure 6. Task definition using a text.
Figure 7. A logo processed for engraving.
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The algorithm is allowing to view the result after the task has been executed (the result of the 
engraving), and also is extracting the points which should be accessed by the robot in order 
to engrave the object, this is done only when the engraving is based on points and not on 
continuous paths.
Figure 8. Algorithm for placing the engraving on the object.
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The points which are defining the trajectory are specified relative to the object coordinate 
system as follows:
a. In the case of using a text or an image to describe the engraving, then the skeleton is fol-
lowed and the trajectory is defined by the sequence of the skeleton pixels.
b. If the case of using a dotted text, then the coordinates of the points describing the task are 
selected and sorted based on the distance from the coordinate system and then based on 
the distance from the last accessed point on the trajectory.
c. If the case of using an STL object in order to describe the trajectory, the task is described 
by a set of points resulted after executing the VTK Poly Data Algorithm, these points are 
then sorted like in case b).
Figure 9. Using an STL model to define the robot task.
Figure 10. The integration of VTK Poly Data algorithm.
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The points which are describing the trajectory which now are placed in the order that the 
robot must follow are saved into a text file. This file is describing the robot task, and is sent 
over an ethernet connection to the robot which is using it to execute the engraving based on 
procedural motions.
4. Trajectory generation and tracking
In section three of the chapter we seen that the system is extracting the trajectory points which 
are describing the task which the robot will execute. These points are defined relative to a 
coordinate system which is known to the application but not to the robot system, in order that 
the robot to be able to execute the task, the coordinate system must be known by the robot and 
this is done by a robot-application calibration.
The calibration must be executed before the trajectory points are extracted and sent to the 
robot, and this is done by defining the object coordinate system in the application based on 
features which are accessible to the robot.
Figure 12 presents how the coordinate system is defined on the application. The coordinate 
system is defined using three points on which the robot has access:
a. The coordinate system origin is represented by point A
b. The OX axis is given by AB, where the direction is given by following the line from A to 
point B
Figure 11. Subtracting a 2D code from an object surface based on VTK Poly Data algorithm.
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c. C is placed on the object surface, if a normal to the direction AB is generated through C, 
then this normal represents the OY axis. The last axis OZ, is generated by applying the 
right-hand rule.
Using the three points (A, B and C) trained relative to the robot World coordinate system, a 
frame attached to the object is defined [21] executing the command FRAME(A,B,C,A).
The resulted coordinate system is used to define the coordinates of the trajectory points in 
space.
The defined trajectory is followed by the robot using two methods:
a. In the case that the robot trajectory is composed by a set of points which are describing a 
continous path (based on a text or image) the robot enters in contact with the object using 
the tool and then is executing the trajectory by moving to each defined point. The tool is 
departed only when the next point on the trajectory is placed on a distange greater than a 
defined tolerance (when the trajectory is compose by multiple closed loops or discontin-
ued lines).
b. In the case that the robot trajectory is composed by a set of points which are placed on 
distances greater than the defined tolerance (for example when the robot task is to engrave 
a dotted text, a dot code or is based on 3D STL objects), for each point on the trajectory the 
robot places the tool in contact with the object and then the tool is departed and is placed 
on the object on the next point of the trajectory.
Figure 12. Placing the coordinate system on the object.
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The execution time for the engraving operation is strictly related to the optimum path which 
will be followed by the engraving tool. A perfect trajectory will generate small holes distrib-
uted on a surface according to Ref. [22]. On the other hand, the best engraving time will be 
achieved if the holes are as small as possible (in terms of height).
The strategy for engraving is the drilling strategy [23]. Here, the engraving is based on drill-
ing (in our case pointing) holes on a surface at different distances. This approach is particu-
larly appropriated for engraving 2D codes.
In order to follow the trajectory, the set of points which are describing the 2D code must be 
placed on the trajectory in such way that, for example, if the tool is in the point, the next point 
on the trajectory will be the closest point in the code. Due to this constraint, the points on the 
trajectory will be arranged in ascending order based on their coordinates. A solution for find-
ing the shortest trajectory is the algorithm Travelling Salesman Problem (TSP), this algorithm 
can be used for complicated engravings, in our case, for engraving a 2D code, the simplest 
solution is to follow each row of the 2D code.
To rearrange the points, we start from an arbitrary point (typically, this is a corner), then the 
closest point is added, the next point is selected from the points which have not been selected 
and which is the closest point relative to the last point added. The algorithm is iterated until 
all the points are selected.
By sorting the points based on distances does not create the trajectory, but is a useful step for 
determining all neighbour points for a trajectory point if we need to modify the trajectory in 
order to reach a point, which has been skipped when the closest method was used in order to 
select the points.
An example of a 2D code and the way it is engraved is given in Figure 13.
Figure 13. A 2D code and the trajectory used for engraving.
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Figure 14. Trajectory generation algorithm.
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If the engraving is not a 2D code, we can use the same algorithm; some other algorithms 
which use the same principle are Graham Scan and Andrew monotone chain.
In the case of an engraving, which represents a closed surface, we can use the following algo-
rithm [24] in order to compute the trajectory:
1. A point P
0
 is selected based on its position (right, bottom).








3. The first two points are added to the list of contour points.
4. A third point is added (in this case P
3
).
5. If the last three points are not creating a turn to right, then the point in the middle (P
2
) will 

















) < 0 is satisfied (that means that P
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6. Another point is added and the algorithm jumps to step 5 until all points are processed.
The resulted list is the exterior contour, the next step is to find the closest point to P
0
 which 
is not part of the contour points list, this list is extracted from the engraving set of points and 
the algorithm is applied until no more points are left. In this way, we obtain a set of contours 
(which are forming the trajectory) which if they are followed by the engraving tool, the result 
will be the designed engraving. In Figure 14, the algorithm is presented.
5. Conclusion
The presented system was designed to allow the implementation of engraving services in pro-
duction systems to develop new products, on demand, with a higher level of customization. 
The system can be considered when replacing an engraving or CNC milling machine if the 
task is not too complex or the execution time is not essential, so depending on the complexity 
of the task and the execution time the system can be a viable solution.
The system had two implementations based on two types of robots: a Viper s650 produced by 
Omron (former ADEPT) and an ABB IRB140 robot (see Figure 15). The engraving tool which 
was used was a Parkside hobby engraving machine equipped with a high frequency oscillat-
ing vanadium pin.
Based on the executed tests, we observed that the generated engravings are accurate if they 
are generated using a discrete set of points, the results are also influenced by the quality of the 
engraving tool which is wobbling if the amplitude of the vibrations is higher or if the trajec-
tory is followed with a higher speed. The possible applications can be in tasks requiring short 
dot engravings (for example, in automotive industry).
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The integration of the system is easy and is done only by defining the robot task, adding the 
tool, and changing the robot programs for PC communication and task execution.
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