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1. INTRODUCTION 
In multiobjective mathematical programming, the concepts of Pareto- 
efficiency and nondominated solutions have played a useful role. The 
necessary and sufficient conditions for these solutions and their applica- 
tions have been discussed in many papers (e.g., [l-3, 5-9, 131). Our paper 
discusses the essential properties of multiobjective programming in general 
real normed linear space. The problem studied is given in the form 
(VP) 
W- min F(x) 
s.t. x E Q, G(x) E K 
where Sz is a subset in a real normed linear space x, K is a convex cone in 
a real normed linear space Y, W is a convex cone in a real normed linear 
space Z, and F: x + Z, G: B + K are transformations. 
The problem is to find zi! E 52 and G(z) E K such that X is a local (global) 
nondominated solution of (VP) associated with W (see Definition 2.5). 
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Generally speaking, only requiring Frechet differentiability imposed on F 
and G, we can get some better results. By introducing the concept of 
regular point and constraint qualifications (in Section 3), we get more 
strong sufficient and necessary conditions (in Section 4). We can get non- 
dominated solutions of (VP) associated with W by solving the correspond- 
ing saddle point problem and Kuhn-Tucker condition (in Section 4). 
2. CONE CONVEXITY AND NONDOMINATED SOLUTION 
For convenience let us introduce the following notations. Let x and Y be 
real normed linear spaces. Then the normed linear space of all bounded 
linear operators from x into Y is denoted by B(x, Y); the Banach space of 
all bounded real valued linear functionals on x is called the normed dual 
of x and is denoted by x*. Let x* E x *. We employ the notation (x, x* ) 
for the value of functional x* at a point x E x. Let A E B(x, Y). The adjoint 
operator A*: Y* --) x* is defined by the equation 
<x, A*Y*) = (Ax, Y*> 
for all y* E Y*, x E x. 
A set S in x is said to be convex if, given xi E S, xq E S, all points of the 
form axi + (1 - c()xz with 0 < CI < 1 are in S. A set A in x is said to be a 
cone if XE n implies that CUE/~ for all ~12 0. n is a convex cone if ,4 is 
convex and a cone. It is seen that .4 is a convex cone iff xi, x2 E n and 
A 3 0, p 2 0 imply that Ix, + px, E A. 
DEFINITION 2.1. Given a set S in a real normed space x, the set Sp = 
{x* E x*: (x, x* ) < 0 for all x E S} is called the negative polar cone of S. 
The following lemma was proved in [12] 
LEMMA 2.1. (i) Let S, and S, be sets in a real normed space x. 
Then 
(a) SF is a closed convex cone in x* 
(b) IfS,c&, then SccSf’. 
(ii) Let A be a closed convex cone in a real normed space x. Then 
A c (Ay and {xEX: (x,x*)<Oforallx*EAP)tA. 
About further properties of polar cone, the reader is referred to 
[4, 12, 161. 
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DEFINITION 2.2. Let n be a cone in a real normed space x. /1 is said to 
be acute if there exists an open half space 
H= (VEX: (x,xg*)>O), 
where x$ E x* and xz # 0, such that 
;ic Hu (0}. 
LEMMA 2.2. Let A be a cone in a real normed space x. Then 
(i) If Int A p # 0, then A is acute. 
(ii) WhenAisacute,IntAPc{x*~~*:(x,x*)<Oforallx~~and 
x28) andAn(-A)={(3). 
Proox (i) Suppose Int np # 0. Let x$ E Int np and H = {x E x: 
(x, xz ) < O}. We show that ?f c H u (e}. Assume that there exists x0 E ;i 
and x,28 such that 
(x,, xo*) = 0. (2.1) 
Since np = (R)P and x$ E Int /ip, there exists a neighborhood of x,*, say 
Nx,$, such that 
(x,,x*)<o for all x* E Nx,* . (2.2) 
Since x0 E x c x**, (2.1) and (2.2) s h ow that the real linear functional x,, on 
I* arrives at its maximum point at x,*, an interior point of Nx,*. This is 
impossible, unless (x,, x*) is constant over Nx,*. Obviously, the latter is 
also impossible, because x0 # 0. This implies (x0, x$ ) < 0, hence 
;ic u {ej. 
(ii) The first part can be proved by a contradiction similar to that for 
the proof of (i). 
Since n is acute, there exists 
H= (XEX: (x,x$) >O> 
such that 
that means 
-/Ic(-H)u {ej. 
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Hence 
An(-A)=(O). Q.E.D. 
LEMMA 2.3. Let A be a convex cone in a normed space x, x0 E Int A. 
Then for every x E A we have 
x+x,EInt/1. 
Proof. Since x0 E Int A, there exists 6 > 0 such that 1) y - xJ < 6 implies 
that yen. We want to show JJy- (x+x,)lj ~6 implies YEA. Since 
11 y - (x+xo)ll < 6, we have 
IICY-xx)-xoll <6 
hence 
i.e., 
y-xeA; 
yEx+A 
so 
YEA. Q.E.D. 
DEFINITION 2.3. Let S be a set in a normed space x, X E S. 
(i) The cone of tangents of S at X is denoted by T(S, 2): T(S, X) = 
{h E x: there exists a sequence {xk} and a sequence {A,} such that 
h=lim k _ g) &(x, - X) where xk E: S, & > 0, and lim, --t ai xk = X}. 
(ii) The cone of attainable directions of S at X is denoted by A(S, 3): 
A(S, X) = {h E x: there exists a 6 > 0 and a continuous transformation 
a: E i+ + x which defines an arc such that a(O) = .%, a(z) E S for each 
z~(O,6] and da(0)/dzl,=O=h} 
(iii) Let S be an open convex cone. The cone of interior directions of 
S at X is denoted by I(S, 2): 
For definitions and properties of directions cones, the reader is referred 
to [9-111. 
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DEFINITION 2.4. Let S be a convex set in vector space x and K be a 
convex cone in vector space Y. A transformation G mapping S into Y is 
K-convex on S if 
AG(x,) + (1 - 2) G(xJ - G(ix, + (1-2)~~) E K (2.3) 
for all xi, x2 E S and all I: 0 < A < 1. If (2.3) holds for Int K whenever 
xi # x2, G is said to be strictly K-convex on S. 
DEFINITION 2.5. Let G be a transformation defined in an open domain 
S in a normed linear space x and having range in a normed linear space 
Y. If for fixed x E S and each h E x there exists A, E B(x, Y) such that 
lim llG(x+h)-G(x)-AxAll =. 
llhll - 0 IIf 
then G is said to be Frechet differentiable at x and A, is said to be the 
Frechet Derivative of G at X. For convenience, we denote A, by G’(x). 
For definitions and properties of derivatives in vector space, the reader 
is referred to [12, 14, 151. 
LEMMA 2.4. Let G be a transformation defined in an open domain S in 
a normed linear space x and having range in a normed linear space Y. If G 
is Frtkhet differentiable at x, then for arbitrary h E ,Y, we have 
lim G(x + ah) - G(x) 
= G’(x) h. 
a-+0 a 
LEMMA 2.5. Let K be a closed convex cone in a normed linear space Y, S 
be a convex set in normed linear space x, and G: x -+ Y be FrPchet differen- 
tiable in an open domain which contains S. If G is K-convex on S, then for 
every x1, x2 E S, we have 
G(xJ E G(x,) + G’(x,)(x2 -x1) + K. 
ProoJ Since G is K-convex on S, for every xi, x2 E S 
IG(x,) + (1 - A) G(x,) - G(lx, + (1 - 1)x,) E K 
for all I E (0, 1); thus 
Gh)- llXG(x, +n(x,-x,))-G(x,)l~G(xl)+K 
for all I E (0, 1). 
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Let 1 --f O+. We have 
G(xJ E G(x,) + G’(x,)(x, - x1) + K. Q.E.D. 
LEMMA 2.6. Let S be a convex set in a real normed linear space x, K be 
a convex cone in a real normed space Y, and G: x + Y. If G is K-convex on 
S, then for every y* E ( - K’), the (G(x), y* > is convex on S. 
Proof. Since G is K-convex on S, for all xi, x2 E S and all I E (0, 1 ), we 
have 
tlG(x,) + (1 - A) G(x*) - G(IZx, + (1 - 1)x,) E K. 
For fixed xi, x2 E S, 1 E (0, 1 ), there exists y E K such that 
kG(xl) + (1-A) G(xJ - G(Axl + (1 - k)x,) = y; 
then for every y* E (- KP), we have 
(Wx,+(l-lb,), ~*)=l(G(x,), ~*)+(l-~KG(x,h Y*>- (Y, Y*> 
dl(G(x,), y*)+(l-A.)(G(x,), y*). Q.E.D. 
In this paper, except as particularly noted, we always suppose that x, Y, 
and Z are real normed linear spaces, Sz is a subset in 1, K is a convex 
cone in Y, and W is a convex cone in Z. R 52 --t Z, G: A2 + Y. Let 
SZ”=Int 52, K” =Int K, and W” =Int W. Suppose K” #a and [w= 
{XEX:XEQ, G(x)EK). 
It is easy to show that if a is a convex set and G is (- K)-convex, then 
IR is a convex set. 
The basic problem considered in our paper is 
(VP) 
1 
W-min F(x) 
s.t. x En, G(x) E K. 
DEFINITION 2.6. Let Xrz R. X is said to be a local nondominated 
solution of (VP) associated with W if there exists no XE N,(x) n R, for 
some E > 0, such that 
F(X) E F(x) + w, F(x) # F(X), (2.4) 
where N,(1) = {x E x: (Ix - Xl1 c E}. 2 is said to be a global nondominated 
solution of (VP) associated with W if there exists no x E R satisfying (2.4). 
Obviously if R is a local (global) nondominated solution of (VP) 
associated with W, then 2 is also a local (global) nondominated solution 
of (VP) associated with W”. 
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3. REGULARITY AND CONSTRAINT QUALIFICATIONS 
Let 2’~ Iw, L = (h E x: G’(T)h E I(K”, G(Z))}, C = {(G’(..i?))*y*: y* E KP, 
(G(Z), y*) = 0}, where (G’(Z))* is the adjoint operator of G’(2). 
Recall that DB = (x E x: x E !2, G(x) E K}. 
LEMMA 3.1. Let G(I) E K, then 
IP(K”, G(x))) = { y*: y* E Kp, (G(x), y*) = O}. 
Proof: Let y* E IP(K”, G(2). That means 
(y, ~*)-a(‘+), y*)= (y-aG(x), y*)<O 
for all y E K” and all a 2 0. 
Hence 
and 
(YY Y*)Go forall ~EK” 
( W-f), Y* > 2 0; 
thus y* E (K”)P = KP, but G(X) E K and y* E KP implies (G(Z), JJ*) < 0 
and hence (G(Z), y*) = 0. So 
IP(K”, G(X)) c (y*: y* E KP, (G(x), y*) = O}. 
Conversely, let y* E KP and (G(Z), y*) = 0. For any y E K” and ~12 0, 
we have 
(Y-~GW Y*>= (Y, Y*)--cr(W), Y*> 
=(Y,Y*)<‘o, 
i.e., y* E IP(K”, G(X)). That means 
{y*: y* E Kp, (G(X), y*) = 0) c IP(K”, G(2)). Q.E.D. 
Note: Let x=E,, Y=E,, K=(y~E,:y<0}, G(x)=(g,(x),...,g,(x))*: 
E, -+ E,,,, then 
~g,WPx,, ...* &,(~Mx, g;cf') 
G’(2) = . . . . . . I[ 1 = kz(~)/~x, 9 ..1 ~g,G)lax, dn(~) 
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and 
Hence 
(G’(x))* = (G’(X)‘. 
c= ((G’(x))* y*: y* E KP, (G(Z), y*) =O} 
= 
i 
i~ld’wY::Y:>o,iEI 
where I= {i: g,(X)=O, 1 <i<m}. 
LEMMA 3.2. Let G(X) E K. Then L = Cp. 
Proof. Let h E Cp; then for every y* E IP(K”, G(X)), we have 
(G’(.?)h, y*) = (h, (G’(x))* y*) GO. 
By Lemma 2.1, we have 
G’(.?)h E I(K”, G(x)), 
hence 
cpc L. 
In order to show L c Cp, let h E L, that is 
G’(x)h E I(K”, G(x)). 
Then for every y* eIP(K”, G(Z), we have 
(h, (G’(.f))* y* > = (G’(.f) h, y* > < 0, 
so h E Cp, i.e., L c Cp. Q.E.D. 
LEMMA 3.3. Let .?E R, G be Frkhet differentiable at X. Then 
T( R, X) c L = Cp. 
Proof. For arbitrary h E T( 178, X), there exists { xk} c R, lim, _ a, xk = 2, 
and A,>0 such that 
lim 2,(x, - X) = h. 
k-m 
Since 
$imm IIG(xk) - G(Z) - G’(X)(xk - X)ll/llxk -XII = 0, 
409/150/l-5 
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for fixed k, there exists E(k) E Y such that 
G(x,)-G(f)-G’(x)(x,-x)= Ilx,-efl/ .E(k) 
and E(k) -+ 0 and k + co. Since G(x~)E K and K” # QI, there exists 
{hkl} t K” such that lim I- co h/c, = G(G). By &h,c,- &G(x) E VK”, G(f)), 
we have 
;lkG(xk) - &G(Z) = ,limm (&h,,- &G(X)) E I(K”, G(2)). 
Hence 
G’(2) &(xk - X) + II&(x, - 2)/I . E(k) E I(K”, G(X)). 
Let k + co. We have 
that is 
G’(Z)h E I(K”, G(i)), 
T( R, X) t L = cp. Q.E.D. 
DEFINITION 3.1. A point X E R is said to be a regular point of the 
constraint x E 52 and G(x) E K if TP( R, X) c C. 
Generalized Constraint Qualifications 
(i) Generalized Karlin constraint qualification: Let 52 be a convex set 
and G be ( - K)-convex. There exists no y* E KP and y* # 8 such that 
(G(x), Y*> 20 for all * E Sz. 
(ii) Generalized Slater constraint qualification: Let Sz be a convex set 
and G be ( -K)-convex. There exists 2 E 52 such that G(i) E K”. 
LEMMA 3.4. Let IR be convex, @: Sz -+ Z be W-convex, and Y’: D + Y be 
K-convex. If the system 
(1) @(xl E (- WO), Ul(x)~(--) 
has no solution in 52, then the system 
(gb(x),z*)+(Y(x),y*)~O for all xEs2 
z* E ( - W’), y* E ( - KP), tz*, Y*) z (RQ 
has a solution (Z*, j *). 
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Proof. Suppose that (I) has no solution; consider 
n=((Z,y):Z-@(X)EW”,y-Y(x)EK for some x E Q}. 
First we show that A is a convex set. Let (zr, y,) E A, (z2, vz) E A; then 
there exist x1 E Q, x2 E Q such that 
hence 
z,-@(Xl)E W”, z* - @(x2) E W” 
Y1- Wl)EK Y2 - Wd E 4 
kz,+(l-A)z,-(A@(x,)+(l-A)@(x~))E W” forall AE(O, 1) 
~~l+(l-~)yz-(~Y(x,)+(l-I) Y(xZ))6K forall AE(O, 1). 
Since CD and Y are W-convex and K-convex, respectively, 
A@(x,)+(l-I)@(x,)--@(Ax,+(l-A)x,)E W forall AE(O, 1) 
AY(xi)+(l-A) Y(x,)-Y(Ax,+(l-A.)x,)EK forall AE(O, 1). 
By (3.1) and (3.3), we have 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
lz,+(l-A)z,-@@x,+(1-A)X,)E W” for all A E (0, 1). 
By (3.2) and (3.4) we have 
~~y,+(l-~)y,-Y(lx,+(l-~)X,)EK for all 1 E (0, 1). 
Since Q is convex, Ax, + (1 - I)x, E 51 for all I E (0, l), hence 
4z1, Y,)+(l-~)(z2, YYZ)EA for all A E (0, 1). 
It is followed that A is a convex set. 
Obviously (0, 0) E A. By the separation theorem, there exists 
.?*EZ*,~*EY* and (Z*,j*)#(8,0) such that 
(z,f*)+(y,Y*)>o for all (z, y) E A. 
For arbitrary x E Q, t E W”, q E K, A > 0, and p > 0 let z,,~,~ = @p(x) + AX, 
Y x,u,v = W) + PL then GL,~,~, Y~,~,,,) E 4 so 
(~i(x),~*)+~(~,~*~+(~Y(x),y*)+~L<~,y*)~o 
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for all XESZ, TE W”, ~EK,A>O, and ,u>O. Thus Z*E(- Wp),j*e 
(-KP). Let A+O+,p-+O+. We have 
(~(x),~*)+(Y(x),y*)~o for all x E Sz. 
Hence (II) has a solution (Z*, J *). Q.E.D. 
COROLLARY 1. Let S.2 be convex, F be W-convex, and G be 
( - K)-convex. Zf X is a global nondominated solution of ( VP) associated with 
w”, then there exists (Z*, j*) # (0,0) such that 
(ii) (F(x), Z*) + (G(x), j*) 2 (F(X), Z*) for all XEQ 
(ii) Z*E(- W’), j*eKP. 
ProoJ Let Q(x) = F(x) - F(X), Y(x) = G(x). By W-convexity of F, @ is 
W-convex. X is a global nondominated solution of (VP) associated with 
W” iff the system 
@(X)E(- WO), Y(X)EK 
has no solution in 52. Then Lemma 3.4 achieves the conclusion. Q.E.D. 
COROLLARY 2. Let 52 be convex, F be W-convex, and G be 
( - K)-convex. If X is a global nondominated solution of ( VP) associated with 
W”, then there exists nonzero Z* E ( - W’) such that 
(F(x), Z*) b (F(X), Z*) for all XE R. 
LEMMA 3.5. The generalized Karlin constraint qualijiication is equivalent 
to the generalized Slater constraint quakjiication. 
Proof Let the generalized Slater constraint qualification hold; i.e. there 
exists 1 E s2 such that G(Z) E K”. Since K” # 12/, by Lemma 2.2, KP is acute 
and 
K”c{y~Y:(y,y*)<O forall y*EKPandy*#O). 
Hence 
<G(R), Y*> <O forall y*EKPandy*#8; 
that is, there exists no y* E KP and y* # 0 such that 
(G(x), Y*> 20 for all xESZ; 
i.e., the generalized Karlin constraint qualification holds. 
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Conversely, suppose the generalized Slater constraint qualification does 
not hold, i.e., the system 
G(x) E K”, XESZ 
has no solution. By Lemma 3.4, there exists nonzero Jo KP such that 
(G(x), Y*> a0 for all x E 52. 
Hence the generalized Karlin constraint qualification also does not hold. 
Q.E.D. 
LEMMA 3.6. Let K be closed, Sz be convex, G be Frkhet differentiable at 
X, and the generalized Slater constraint qualification hold. Then there exists 
no nonzero j * E IP(K”, G(2)) such that 
(G’(x))* j* = 6’ 
(recall that (G’(x))* is the adjoint operator of G’(X)). 
Proof. Since G is (- K)-convex and there exists i E Sz such that 
G(Z) E K”, there exists j E K such that 
G(i) + j = G(1) + G’(x)(i - 2). 
Let y = G(f) + j; then y E K” and 
G’(iT)(f - X) = y - G(Z) E I(K”, G(2)). 
Thus for arbitrary nonzero y* EI~(K“, G(Z)), we have 
(i-x, (G’(Z))* y*) = (G’(i)@-xx), y*) 
= (Y-W), Y*> 
= (Y, Y*> - (G(%, Y*> 
= (Y> y*> 
< 0. 
Hence there exists no nonzero j * E I’( K”, G(2)) such that 
(G’(x))* j* = 8. Q.E.D. 
4. NECESSARY AND SUFFICIENT CONDITIONS FOR NONDOMINATED SOLUTIONS 
LEMMA 4.1. Let @:sZ-+Z, y/:52-+ Y. If there exists ,?*E(-Int W’) 
and ~7 * E ( - Kp) such that 
(I) (~(x),Z*)+(Y(x),~*)~O forall XESZ 
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then the system 
(II) G(x) E (- W), Q(x) # 8 and vx)E(--K) 
has no solution in 0. 
ProoJ Let Z* E ( -1nt W’) and j * E ( -KP) such that 
(~(x),z*)+(Y(x),y*)~o for all x E 0. (4.1) 
Suppose that there exists a solution 2~0 for (II). Since Int Wp # 0, 
then W is acute and (Q(X), Z*) < 0. Further since @(X) E (-K) and 
~*E(-K’), (Y(2), p*)<O, then 
this contradicts (4.1). Q.E.D. 
COROLLARY 1. Zf there exists Z * E ( - Int W’), y * E KP, and X E R! such 
that 
(F(x), Z*> + (G(x), j*> 2 (F(X), Z*> for ail x EQ 
then X is a global nondominated solution of (VP) associated with W. 
COROLLARY 2. Let X E R. If there exists Z * E ( - Int W’) such that 
(F(x), Z*) > (F(Z), if*) for all XE R! 
then x is a global nondominated solution of (VP) associated with W. 
LEMMA 4.2. Let W/” # 0, CD: IR --t Z, Y: 52 -+ Y. rf there exists 
Z*E(-Wp),Z*#O,andj*E(-KP)suchthat 
(@(x),Z*)+(!P(x),j*)30 forali xEQ, 
then the system 
Q(x) E ( - W’), F(x) E ( -K) 
has no solution in 52. 
Proof Let.T*E(-WWP),2*#0,andji*.(-K,)suchthat 
<@P(x),Z”)+ (wx),y*)~o for all x~SZ. (4.2) 
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Now assume the system 
@b)E(- WO), fw)E(--K) 
has solution R E 8. Since W” # @, Wp is acute and then 
(@(q, z*> <o, 
but 
(W), y*><o, 
hence 
(@p(Z), z*> + (Y(zq, y*> <o. 
This contradicts (4.2). Q.E.D. 
COROLLARY 1. Let W” # 0, X E R. Zf there exist Z* E ( - W’), T* # 8, and 
jj * E KP such that 
(F(x), Z*> + (G(x), Y*) 2 (f’(x), Z*> for all x E 52, 
then X is a global nondominated solution of (VP) associated with W”. 
COROLLARY 2. Let W” # 0, f E R. Zf there exists nonzero 5 * E ( - W’) 
such that 
(F(x), if*) 2 (F(X), Z*) for all XE R 
then X is a global nondominated solution of ( VP) associated with W”. 
LEMMA 4.3. Let 1~ R and F be Frkhet differentiable at 2. Zf there exists 
5 * E ( - W’) such that 
(F(x),Z*)~(F(R),5*) forall XER 
then 
-(F’(x))* Z* E TP(R, x) 
(recall that (F’(x))* is the adjoint operator of F’(x)). 
Proof. It sufficient to show that 
(h, (F’(x))* Z*) 20 for all h E T(R, X). 
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For any h E T( R, X), there exists { xk > c R, lim, _ 3c xk = X and ;jk > 0 such 
that 
lim ;Lk(xk - X) = h. 
k-cc 
Since F is Frechet differentiable at X, we have 
F(Xk) = F(X) + F’(.f)(Xk - .f) + I/xk - 211 .E(k), 
where&(k)EZand&(k)~eask-+~.Since(F(x),z*)B(F(x),,;*)forall 
x E R, we have 
(F’(x)& -.%), z*) + (Ixk --%(I . (E(k), g*) 20; 
i.e., 
(&&t-,-v?), F’(Z)* .?*) + /)&(x,-x)ljf (E(k), z?*) 20. 
Let k + co. We have 
(h, (F’(Z))* Z*) 20. 
Hence 
-(F’(x))* Z* E TP(R, 2). Q.E.D. 
LEMMA 4.4. Let X E R, W be closed, l2 be convex, F be W-convex and 
Frechet differentiable at X, and G be ( -IQ-convex. If there exists 
Z* E ( - Int W’) such that 
(X-X, (F’(Z))*?*)>0 forall XER, 
then X is a global nondominated solution of ( VP) associated with W. 
ProoJ: Suppose that X is not a global nondominated solution of (VP) 
associated with W, i.e., there exist xi E R, zi E W, and zi # 0 such that F(X) = 
F(x,)+z,. 
Since Z * E ( - Int W’), then W is acute and 
(F(X) - F(x,), Z*) > 0. (4.3) 
Since F is W-convex, by Lemma 2.5 we have 
F(x)~F(i)+F’(x)(x-.2)+ w  for all x E R. 
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Hence 
(F(x)-F(x),P*)>,(F’(x)(x-1),Z*) 
= (X-X, (F’(x))* z*> 
20 for all x E IR. 
Taking x = x, , we get 
Thiscontradicts (4.3). 
(F(X)-F(x,), 2*> QO. 
Q.E.D. 
LEMMA 4.5. Let X E R, W be closed, 52 be convex, F be W-convex and 
FrPchet differentiable at 2, and G be (-IQ-convex. If there exists nonzero 
Z* E (- W’) such that 
(x-x, (F’(x))* .T*)>,O forall XEIR, 
then X is a global nondominated solution of (VP) associated with w”. 
Proof In the proof of Lemma 4.4, replacing zi E W with zi E W”, the 
argument goes through to our conclusion. Q.E.D. 
LEMMA 4.6. Let 3 E 53, Q be convex, F be W-convex, and G be 
( - K)-convex. Zf X is a local nondominated solution of (VP) associated with 
W, then X is a global nondominated solution of (VP) associated with W. 
Proof: Suppose that X is a local nondominated solution of (VP) 
associated with W, but it is not a global nondominated solution, i.e., there 
exist 2 E R, j E: W, j # 8 such that 
F(Z) = F(i) + j. 
Since 
IF(Z) + (1 - A) F(X) - F(X + (1 - A)X) E W for all A E (0, 1 ), 
we have 
F(~Z)--;~~-F(A~+(~-A).?)E W for all ;1 E (0, 1). 
Since 3 E W and j # 8, by Lemma 2.2, F(X) E F(I2 + ( 1 - A)%) + W and 
F(Z) # F(E + (1 - A)?) for all Iz E (0, 1). This contradicts that X is a local 
nondominated solution. Q.E.D. 
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LEMMA 4.7. Let XE R, Q be convex, F be strictly W-convex, and G be 
(- K)-convex. If 1 is a local nondominated solution of (VP) associated with 
W”, then X is a global nondominated solution of (VP) associated with W. 
Proof: Assume 2 is not a global nondominated solution of (VP) 
associated with W. Then there exists 2 E R and nonzero j E W such that 
F(Z) = F(Z) + +. 
Since F is strictly W-convex, we have 
~F(X)+(~-A)F(.~)-F(~X+(~-A)~)E W” for all 1 E (0, 1). 
Hence 
F(Z) E F(AX + (1 - A)?) + W” for all 1 E (0, 1). 
This contradicts that X is a local nondominated solution of (VP) associated 
with W”. Q.E.D. 
LEMMA 4.8. Let XEB” n R, and F and G be Frkchet differentiable at X. 
A X is a local nondominated solution of (VP) associated with W”, then the 
system 
(I) F’(n)h E (- W’), G’(Z)hEI(K”, G(2)) 
has no solution in x. 
ProoJ Suppose (I) has solution hi x. By the Frechet differentiability 
properties of G and F at X, we have 
G(J? + Ah) = G(Z) + d[G’(x)h + E,(A)], 
where &,(a)~ Y and &i(n) + 19 as 1+ 0 and 
F(X + Ah) = F(X) + A[F’(S)h + ~~(1)], 
where .sZ(2)oZ and a,(n) + 8 as 1+ 0. Then there exists 1, >O such that 
G(x + Al;) E K” 
and 
F(S+Ah)-F(js)~(- W”), for all A E (0, A,]. 
Since X E W, there exists 2, > 0 such that 
f+IhEQ for all 1 E (0, &I. 
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Taking A= min(A,, A,>, we have 
F2+IhER and F(z)EF(x+Ih)+ W” for all i E (0, A]. 
This contradicts that X is a local nondominated solution of (VP) associated 
with W”. Q.E.D. 
LEMMA 4.9. Let X E R, and F and G be Frichet differentiable at 2. Zf the 
system 
F’(l)h E (- W’), G’(x)h E Z(K”, G(2)) 
has no solution in x, then there exists (Z*, J*) # (0,0) such that 
(i) (F’(X))* Y* + (G’(x))* jj* = 0 
(ii) .?*E(-W’),~*EK~ 
(iii) (G(x), j*) =O. 
(4.4) 
(4.5) 
(4.6) 
Proof: Suppose the system 
F’(.-?)h E (- W’), G’(Z)h~I(K”, G(3)) 
has no solution in x. Let 
A,= ((F’(l)h, G’(2)h): hq} 
AZ= {(z, y):z~(- W’), y~1(KO,G(z))j. 
It is easy to show A, and A, are convex sets and A I n .4* = 4. By the 
separation theorem, there exist Z* E Z*, j * E Y*, and (.?*, j *) # (0, 0) 
such that 
(F’(.f)h, Z*> + (G’(l)h, y*) >, (z, z*) + (y, y*) 
for all h E x, z E (- W’), y E I(K”, G(2)). Since 8 E (- W), 0 E I(K”, G(Z)), 
we have 
(F’(x)h, Z*) + (G’(z)h, y*) 2 0 for all h E x; 
i.e., 
(h, (F’(x))* Z*) + ((G’(1))* j*) 20 for all h E x. 
Hence 
(F’(I))* 2* + (G’(x))* j = 0, 
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and 
(z,~*)+(y,y*)<o for all z E ( - W”), y E I(K”, G(x)). 
Then 
(z,r*)<o forall ZE(-W) 
(Y, y*><o for all y E I(K”, G(2)); 
i.e.,z*E(-WWP),y*EKPand(G(Z),j*)=O. Q.E.D. 
THEOREM 4.1. Let X E 52” n R, and F and G be FrPchet dtfferentiable at 
1. If X is a local nondominated solution of (VP) associated with W”, then 
there exists (Z*, j*) # (0,13) satisfying (4.4)-(4.6). 
Proof It follows from Lemma 4.8 and 4.9. Q.E.D. 
LEMMA 4.10. Let XE R, and F and G be Frtchet differentiable at 
X, L c A(R, 2). If X is a local nondominated solution of ( VP) associated with 
W”, then the system 
(I) F’(x)h E (- W’), G’(x)h E UK”, G(x)) 
has no solution in x. 
Proof: It is sufficient to show that if there exists a solution of (I), then 
X is not a local nondominated solution of (VP) associated with W”. 
Let h be a solution of (I). Since L c A(& Z), t? E A(R, X), and there exist 
a continuous transformation CC: EC --f x such that 
(i) a(O)=2 
(ii) a(z)ER! for all tE(O,S] 
(iii) da(t)/dz(,=,=h, 
then 
F(a(z)) = F(X) + zF’(Z)h + O(T). 
Thus there exists ~5~ such that 6 > 6, > 0 and 
F(a(7)) E F(X) - W” for all r E (0, 6,); 
i.e., 
F(Z) E F(a(T)) + W” for all z E (0, S,). 
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By continuity of a, X is not a local nondominated solution of (VP) 
associated with W”. Q.E.D. 
THEOREM 4.2. (Generalized Kuhn-Tucker condition). Let XE R, Q be 
convex, and F and G be respectively W-convex and (- K)-convex and 
FrPchet differentiable at X. If X is a global nondominated solution of (VP) 
associated with W” and 2 is a regular point of the constraint x E 0, G(x) E K, 
then there exist Z * E ( - W’), Z * # 0, and j * E KP such that 
(F’(Z))* Z* + (G’(x)) j* = 8 and (G(x), j*) =O. 
Proof By Corollary 2 of Theorem 3.4, there exists nonzero 
z -* E (- W’) such that 
(F(x), Z*) 2 (F(x), Z*) for all x E IX. 
By Lemma 4.3, we have 
-(F’(x))* Z* E TP(R, 2). 
Since X is a regular point, there exists j* E KP satisfying (G(R), j *) = 0 
such that 
-(F’(T))* z* = (G’(x))* y*. Q.E.D. 
THEOREM 4.3. Let 1~ 52” n R, F and G be Frtchet differentiable at X, 
and the generalized Slater constraint qualification holds. Zf 2 is a local 
nondominated solution of (VP) associated with W”, then there exist 
;*E(-W~), 5*#8, andj*EKPsuch that A 
(F’(I))* Z* + (G’(x))* J* = 8 and (G(Z), j*)=O. 
Proof: By Theorem 4.1, there exist Z* E ( - W’), j * E KP and 
(Z*, j*) # (0,0) such that 
(F’(x))* I* + (G’(x))* j* = 8 and (G(X), j*) =O. 
Suppose Z * = 8; then we have j * # 0 and (G(X), J * ) = 0. The contradicts 
Lemma 3.6. Q.E.D. 
THEOREM 4.4. Let X E R, 52 be convex, W and K be closed, and F and G 
be respectively W-convex and (- K)-convex and Fr’rtchet differentiable at 2. 
Zf there exist Z * E ( - Int W’) and j * E KP such that 
(F’(x))* Z* + (G’(I))* j* = 8 and (G(X), j*) =0 
then X is a global nondominated solution of (VP) associated with W. 
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Proof. Because of Lemma 4.4, it is only necessary to show that 
(X-X, (F’(x))* z*> 20 for all x E R. 
If x E R, we have 
G(x) E G(Z) + G’(X)(x - X) - K. 
Hence 
Thereby 
(G’(Z)(x-.f), j*) GO for all x E R. 
(x-x, (F’(x))* Z*) = -(x-X, (G’(x))* j*) 
= - (G’(Z)(x - X), j * ) 
20 for all x E R. Q.E.D. 
THEOREM 4.5. Let X E R, and F and G be Frtchet dgferentiable at X. rf 
there exist Z * E ( - W’), 2 * # 0, and j * E KP such that 
(F’(x))* Z* + (G’(Z))* y* = 0 and (W), Y*) =O, 
then the system 
(I) F’(SS)h E (- W’), G’(..%)hEI(K”, G(2)) 
has no solution in x. 
Proofi Suppose fi is a solution of (I). Since Z* # 8, z* E ( - IV’), and 
F’(Z)h E (- Wo), we have 
(F’(x)h, Z*) <0 and (G’(x)& y*) ~0. 
Hence 
i.e., 
(F’(f)h, Z*) + (G’(X)& p*) <O, 
(h, (F’(Z))* Z* + (G’(f))* v*) <O. 
This contradict (F’(Z))* 2 * + (G’(x))* j * = 0. Q.E.D. 
THEOREM 4.6. Let X E R, Q be convex, and F and G be respectively 
W-convex and ( - K)-convex. If 3 is a global nondominated soution of (VP) 
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associated with W” and the generalized Karlin constraint qualljkation holds, 
then there exist Z * E ( - W’), Z * # 8, and j * E KP such that 
(F(Z), Z*> + (G(X), y*> < (F(X), Z*> + (G(-f), Y*> 
d <f’(x), f*> + <G(x), Y*> 
for all x E !2 and all y* E KP. 
Proof By Corollary 1 of Lemma 3.4, there exists (Z*, j*) # (f3,e) such 
that 
(i) (F(x), Z*> + (G(x), Y*) 2 <F(x), Z*> for all x~SZ (4.7) 
(ii) Z* E (- W’), j*EKP. (4.8) 
Let x=X; we have (G(Z), j*) 20. But 1E IR and (G(Z), j*) 60. Hence 
(G(Z), j * ) = 0. By (4.7) we have 
(F(x),z*)+(G(x),y*)~(F(x),z*)+(G(x),y*) for all x E 52. 
Since G(i) e K, (G(Z), y*) < 0 for all y* E KP and 
(I;(3,~*)+ (‘3-3, Y*)2(FG),Z*)+ (G(x), y*> for all y* E KP. 
Next we show Z* # 8. Suppose I *=8. Since (Z*, y*)#(8,0), y*#8, and 
(G(x), j *) > 0 for all x E Sz, this contradicts the generalized Karlin 
constraint qualification. Q.E.D. 
THEOREM 4.7. Let X E Sz and K be closed. If there exist F * E ( - Int Wp) 
and j * E KP such that 
< (F(X), Z*> + (GC?), Y*) < (F(x), P*> + (G(x), Y*> 
for all x E M, ally* E KP, (4.9) 
then 2 is a global nondominated solution of (VP) associated with W. 
Proof. Let Z* E ( -1nt W’), j * E KP satisfying (4.9); by left inequality 
of (4.9), we have 
(Wf), Y*> < <W), Y*> for all y* E KP. 
Hence 
(‘33, Y*> ~0 for all y* E KP. 
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By Lemma 2.1, 
G(i) E K and (G(2), j*) =O. 
Suppose 3 is not a global nondominated solution of (VP) associated with 
W. Then there exist f E R and nonzero 9 E W such that 
F(X) = F(2) + 1. 
That means 
(F(X), z*> = (F(2), 2*> + (2, z*>. 
Since Int Wp # 121, then W is acute and (5, Z*) > 0. Hence 
(F(X), Z*) + (G(Z), j*) > (F(i), Z*) k (F(i), Z*> + (G(i), .P*). 
This contradicts the right inequality of (4.9). Q.E.D. 
THEOREM 4.8. Let X E Q”, D be convex, K be closed, and F and G be 
FrCchet dyferentiable at X. If there exist Z* E ( - W’), Z * # 0, and y * E KP 
such that 
(F(X), S*> + (G(x), y*) < (F(X), Z*) + (G(x), j*> 
G (F(x), Z*> + (G(x), P*> 
for all x E 52, all y* E KP, then 
(F’(f))* Z* + (G’(x))* j* = 0 and (G(Z), j*) =O. 
Proof: For arbitrary XE~, we have 
Ax+(l -IE)x=x+i(x-x)EQ 
Hence 
for all 1 E (0, 1). 
<F(X), Z*)+ (G(Z), J*)< <F(X+A(x-X)), Z*)+ (G(.ffI(x-X)), y*) 
for all A E (0, 1). Then 
((F(X+/l(x-X))-F(Z))/A,Z*)+ ((G(x+A(x-X))-G(x))/A, jj*)>O 
for all A E (0, 1). Letting A--) 0 +, we have 
(F’(x)(x-x),5*)+ (G’(x)(x-.f), j*)>O for all x E Sz; 
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i.e., 
(x-x, (F’(x))* if* + (G’(Z))* j*) 20 for all x E 52. 
Since X E $I”, (F’(Z))* z* + (G’(Z))* j * = 0. By the proof process of 
Theorem 4.6, 
(G(X), j* ) = 0. Q.E.D. 
THEOREM 4.9. Let X E 52” n R, Sz be convex, and F and G be respectively 
W-convex and (- K)-convex and FrPchet differentiable at 2. If there exist 
Z*E(-Wp),Z*#6,andy*~KPsuch that 
(F’(1))* Z* + (G’(x))* j* = 0 and (G(x), j*) =0 
then we have 
(W), Z* > + (G(x), y* > G (F(X), Z* > + (G(1), j* > 
G <F(x), Z* > + (G(x), V* > 
for all x E Q, ail y* E KP. 
Proof. Since G(Z) E K, then (G(X), y* ) < 0 for all y* E KP, and 
(F(‘(x), Z*) + (G(f), y*> < (F(X), Z*) 
+ <W), Y* > for all y* E KP. (4.10) 
Since F and G are respectively W-convex and (- K)-convex, by 
Lemma 2.6, for every z* E (- W’) and y* E KP, (F(x), z*) and 
(G(x), y* ) are convex on a. Hence 
is convex in CJ. 
<F(x), z* > + (G(x), Y* > 
Since X E M” and (F’(Z))* Z* + (G’(Z)) j * = 8, we have that X is a global 
minimum point of (F(x), Z * ) + (G(x), j * ) in 0, so 
(F(I), 2*> + (G(x), j*) < (F(x), Z*> + (G(x), j*> (4.11) 
for all x E 52. Then (4.10) and (4.11) conclude the argument. Q.E.D. 
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