The transformation of snow into ice is a complex phenomenon difficult to model. Depending on 11 surface temperature and accumulation rate, it may take several decades to millennia for air to be 12 entrapped in ice. The air is thus always younger than the surrounding ice. The resulting gas-ice age 13 difference is essential to document the phasing between CO2 and temperature changes especially 14 during deglaciations. The air trapping depth can be inferred in the past using a firn densification 15 model, or using δ 15 N of air measured in ice cores. 16
particular, we introduce a dependency of the activation energy to temperature and impurities in 23 the firn densification rate calculation. The temperature influence reflects the existence of different 24 mechanisms for firn compaction at different temperatures. We show that both the new 25 temperature parameterization and the influence of impurities contribute to the increased 26 agreement between modelled and measured δ 15 N evolution during the last deglaciation at sites 27 with low temperature and low accumulation rate, such as Dome C or Vostok. However, the inclusion 28 of impurities effects deteriorates the agreement between modelled and measured δ 15 (Landais et al., 2006; Witrant et al., 2012) .
112
While models can reproduce the observed δ 15 N at Greenland sites over the last climatic cycle, a 113 strong mismatch is observed for cold Antarctic sites, especially on the East-Antarctic plateau 114 (Dreyfus et al., 2010) . In particular, both the empirical and physical models predict a decrease of the 115 LID during glacial to interglacial transitions (Goujon et al., 2003; Sowers et al., 1992) while the δ 15 N 116 evolution indicates an increase of the LID (Capron et al., 2013; Sowers et al., 1992) . The decrease in 117 the LID in the models is caused by the increase in temperature during the deglaciation, which has a 118 stronger impact than the increase in the accumulation rate. 119
120
In this study, we test if simple modifications of the LGGE model can reduce the model-data 121 mismatch for the LID evolution over the last deglaciation in sites on the East Antarctic plateau. In 122 
Densification model description and improvements

132
An in-depth description of the LGGE firn densification model is provided in Goujon et al. (2003) . 133
Here we first briefly summarize its content, and then detail the modifications introduced in this 134 study. The main inputs to the model are temperature and snow accumulation rate. During climatic 135 transitions occurring at similar or shorter time scales than firnification, the propagation of the 136 atmospheric temperature signal into the firn has to be taken into account (Schwander et al., 1997) . 137
The thermo-mechanical model comprises four modules. A simple ice sheet flow module calculates 138 the vertical speed in a 1D firn and ice column. This vertical speed is used in the thermal module to 139 calculate heat advection. The thermal module solves the heat transfer equation, which combines 140 heat advection and heat diffusion across the whole ice-sheet thickness. Using the resulting 141 temperature profile in the firn, the mechanical module evaluates the densification rates resulting 142 from three successive mechanisms detailed below. Finally, a gas-age module keeps track of snow 143 layers sinking in a Lagrangian mode and uses a gas trapping criterion in order to evaluate the gas 144 trapping depth and the ice age -gas age difference (Δage). 145
The model does not take into account the complex mechanisms associated with snow 146 metamorphisms under the influence of strong temperature gradients, wind and sublimation/re-147 condensation (Colbeck, 1983; Kojima, 1967; Mellor, 1964) . This kind of metamorphism affects the 148 1-3 meters at the top of the firn and has a minor role on the modelled LID. 149
Below this depth, the densification of snow into ice has been divided in three stages (e.g. 
163
The model uses macroscopic (simplified) mechanical laws, which link the densification speed 164 (dDrel/dt, in terms of relative density ( = )) to its main driving force: the overburden 165 pressure of overlying snow. It is important to note that in our model, the accumulation rate 166 influences firn densification only through the overburden pressure: 167
where g is the gravity constant and ρ is the density in kg/m 3 . This differs from the Herron and 171
Langway (1980) model where the effect of accumulation rate is adjusted and expressed with a 172 different power law for snow and firn densification rates. In porous materials, the overburden 173 pressure P is transmitted through contact areas between grains rather than the entire surface of 174 the material. This is expressed by replacing P with an effective pressure Peff in mechanical stress-175 strain laws. The relationship between P and Peff depends on the material geometry (e.g. Equation 176
A4 in Goujon et al., 2003) . A higher temperature (T) facilitates the deformation of materials, and 177 this effect is commonly represented by an Arrhenius law:
where R is the gas constant and Q 178 an activation energy. The value of the activation energy depends on the underlying physical 179 mechanism of deformation. We should note that Arrhenius expressions cannot represent 180 deformation effects linked to ice melting. The relationships between densification speed and 181 overburden pressure thus take the following general form: 182
where A0 represents the dependency of the deformation speed on the material geometry change 186 and n is the stress exponent. In the rest of the manuscript, we will refer to = 0 × (− ) as the 187 The important simplification in the LGGE model is the replacement of geometry dependent 206 parameters, not available for past conditions, with a variable , adjusted in order to obtain a 207 continuous densification rate at the boundary between the first and the second stage of 208
densification. 209
A first modification in this module consists of extending the Alley (1987) scheme to the upper two 210 meters of the firn rather than using a constant density value. Indeed, since the model is not able to 211 describe the metamorphism of the first two meters, we impose by continuity a constant 212 densification rate equals to its value at 2 m depth. 213
The second modification concerns the transition between the snow and firn densification stages at 214 the relative density of 0.6. In Equation (4), the term (1 − calculated to maintain a continuous densification rate between the first and second stages at a 235 chosen critical density. We translate the variations of from site to site in to a mean activation 236 energy using a classical logarithmic plot as a function of 1000/T (see e.g. Herron and Langway, 1980 ) 237 and obtain a value of 48 kJ/mol. Using the revised temperature dependency for the firn densification 238 mechanism (see next section), a slightly higher value of Q =49.5 kJ/mol is calculated (Supplementary 239 Figure S1 ). This is fairly similar to the values in Alley (1987) as a function of temperature whereas ′ remains in the range from 0.5.10 9 to 2.10 9 bar -1 . 248
Finally, the temperature dependency of the critical density, which defines the boundary between 249 the first and second stage densification mechanisms, is also re-evaluated. According to Benson 250 (1960) and Arnaud (1997; 2000) , this critical density increases with temperature. However the slope 251 
277
A strong assumption in the firn densification module is the constant activation energy corresponding 278 to self-diffusion of ice (60 kJ/mol). This choice corresponds to a unique mechanism supposed to 279 drive densification. Densification is thus assumed to be driven by dislocation creep (Ebinuma and 280 Maeno, 1987) in which the associated mechanism is lattice diffusion or self-diffusion. At the grain 281 scale, we can describe the lattice diffusion processes associated with dislocation as diffusion within 282 the grain volume of a water molecule from a dislocation site in the ice lattice to the grain neck in 283 order to decrease the energy associated with grain boundaries (Blackford, 2007) . Typically, an 284 LGGE firn densification model. We have thus introduced three different activation energies for the 304 three different mechanisms highlighted above (Table 1, Figure 2 ). We have replaced the creep 305 parameter in Equation (3) by: 306
The parameters Q1, Q2 and Q3 are associated with three different firn sintering mechanisms ( Figure  310 2). We have chosen a minimal number of mechanisms (3) for simplicity in the following but the 311 conclusions of our work would not be affected by a choice of more mechanisms. 
317
The determination of Q1, Q2 and Q3 on the one side and a1, a2 and a3 on the other side are not 318 independent from each other. We first determine three temperature ranges corresponding to the 319 dominant mechanisms: vapour diffusion close to melting temperature, volume lattice diffusion due 320 to dislocation for low temperature and surface lattice diffusion for very low temperature. Then, we 321 attribute values to the activation energies Q1, Q2 and Q3. The coefficients a1, a2 and a3 are then 322 adjusted to produce the expected evolution of the creep parameter with temperature (Section 3.2) 323 and respect the firn density profiles available (Section 3.1). 324 diffusion dominant at very low temperature, the compaction rates are too slow to be tested in a 330 laboratory setting, or observed in the field. As a result, we explored a large range of values for Q3. 331
The optimal combination of Q1, Q2 and Q3 values (Table 1) (1) mechanism 1 associated with activation energy Q1
• Low temperature: lattice diffusion (classical mechanism) (2) mechanism 2 associated with activation energy Q2
• Very low temperature : superficial diffusion (3) mechanism 3 associated with activation energy Q3 
346
Firn densification can be influenced by impurity content in snow. Alley (1987) 
Antarctica. 355 356
We have implemented this parameterization in our model assuming that the impurity effect is the 357 same for all mechanisms. Concretely, we start again from the evolution of the creep parameter with 358 respect to temperature given in Equation (7) and add a dependency to calcium concentration such 359 The final stage begins at the close-off density CO, i.e. the density at which the average pressure in 376 bubble starts to become higher than atmospheric pressure (Martinerie et al., 1992 
, Appendix 1). 377
This density is calculated using the temperature dependent close-off pore volume given by 378
Martinerie et al. (1994). Further densification of this bubbly ice is driven by the pressure difference 379
between ice matrix and the air in bubbles (Maeno and Ebinuma, 1983; Pimienta, 1987) . The 380 densification rate strongly decreases with depth as these two opposite pressures tend to balance 381 each other (Goujon et al., 2003 In the previous version of the model, the LID is computed as a defined steady closed to total porosity 387 ratio. The ratio value used can be adjusted for each drilling site, for example it is 21% for Vostok and 388 13% at Summit in Goujon et al. (2003) . 389
390
We revised the LID definition, taking into account recent advances in gas transport modelling 391 This parameterization leads to a much better agreement of the modelled LID with  15 N measured 405 at the available firn sampling sites than when using the outputs of the old model. However, when 406 used for simulating the LID during glacial periods with extremely low accumulation rate, it can 407 predict a trapping density that is higher than the close-off density, which is unrealistic. We thus also 408 added a threshold in our new definition of the trapping density: when LID exceeds the close-off 409 density (CO, Section 2.3), we impose LID to be equal to CO. 410
411
As mentioned above, this choice clearly improves the simulated  15 N in ice, at least for present-day 412 conditions. However, this modification does not solve the strong data -model mismatch over 413 deglaciations (Supplementary Figure S6) . Table S1 ). At high densities (below bubble closure 434 depth), the hydrostatic weighing technique is expected to be about 10 times more precise than 435 simple volume and mass measurements (Gow, 1968 ) but rarely used, although it is important to 436 correctly evaluate the fairly small density difference with pure ice density. We should note that the 437 agreement between our model results and data is good at high densities for the three sites where 438 be noted that at NEEM, although large volume samples were used, the data dispersion is higher 448 than for Byrd (Figure 4) and part of the discrepancy between the model and data may be due to the 449 uncertainty in the data. 450
451
For our study we have gathered density data covering the whole firn depth range, for which we had 452 confidence in the data quality and the major site characteristics (temperature, accumulation). 453
Although the effects of uncertainties on the data and natural density variability cannot be 454 completely separated, we evaluate the data dispersion around the polynomial fit and use it as a 455 rough indicator of data quality: 456 
504
The comparison of the values of σmodel-fit with σfit-data shows that both are of the same order of 505 magnitude. This means that our new model reproduces correctly the firn density profiles at different 506 sites. The main disagreement between model and data is observed at the transition between the 507 first and the second densification stage with too high modelled densities and an associated slope 508 change in the density profile that is too strongly imprinted. This effect is due to a densification rate 509 that is too high in the first stage, and this formulation is not affected by the new temperature 510
sensitivity. 511 512
The first stage of densification is not crucial for our purpose here, which is to improve the agreement 513 between the modelled LID and the evolution of  15 N over deglaciations in Antarctica. In order to 514 evaluate the ability of the model to predict the LID, we compared the depths at which the LID 515 density, as defined by Equation (10), is reached in the polynomial fit to the data and in the new 516 model results. In the old version of the model, the LID differences between the model and data 517 range between -17.9 m (at South Pole) and +8.6 m (at km 200) with a small mean value of -1.9 m 518 and a standard deviation of 6 m. In the new version, the LID differences between the model and 519 data are comparable, ranging between -14.1 m (at South Pole) and +12.8 m (at Talos Dome) with a 520 small mean value of -0.7 m and a standard deviation of 6 m. We thus conclude from this section 521 that the LGGE new firn densification model preserves the good agreement between (1) modelled 522 and measured firn density profiles and (2) modelled and measured LID. We explore in the next 523 section the performances of the new model for coldest and driest conditions by looking at the 524 modelled LID and hence  15 N evolution over glacial -interglacial transitions. 525 526 527 528 2013; Kapsner et al., 1995) . In Antarctica, both temperature and accumulation rate are deduced 559 from water isotopic records except for WAIS-Divide, where layer counting back to the last glacial 560 period is possible (Buizert et al., 2015) . Temperature uncertainty for the amplitude of the last 561 deglaciation is estimated to -10% to +30% in Antarctica (Jouzel, 2003) . In the construction of the 562 By construction, the new LGGE firn model with the temperature dependency of the firn densification 664 module depicted on Section 2.2.1 is expected to improve the agreement between model and data 665 for cold sites of East Antarctica over the last deglaciation by increasing densification rate at low 666 temperature. This new parameterization modifies the densification rate through the creep 667 parameter given in Equation (7). Figure 8 shows the evolution of the creep parameter with 668 temperature for different choices of the three activation energies Q1, Q2 and Q3. Compared to the 669 old model, the densification rate is higher at low temperature, below -55°C (i.e. for LGM at Dome C 670 and Vostok, Table 1 ). At higher temperature (between -55°C and -28°C corresponding to present-671 day temperature in most polar sites), the creep parameter is slightly lower than in the old model. 672
The difference between the 2 curves is however not large so that densification rate is not strongly 673 modified over this range. This is in agreement with comparable firn density profiles obtained for the 674 different polar sites using the old or the improved LGGE model (Section 3.1, Figure 4) . 
701
In order to more quantitatively assess the robustness of the proposed parameterization in Table 1 , 702 we confront in Figure 7 the measured and modelled δ 15 N differences between the LGM and EH at 703 the 4 Greenland and Antarctic sites selected above. For this comparison, we use not only the 704 parameterization of Table 1 but also sensitivity tests performed with different parameterizations of 705 the temperature dependency of activation energy and impurity effects (details on Table 3 ). When 706 using the parameterization of Table 1 ("new model of East Antarctica (Figure 7) . 710
The sensitivity tests illustrate the choice of our final parameterization. As displayed in Figure 8 , test 711
A has a higher creep parameter than the old model throughout the whole temperature range. 712
Compared to the output of the old model, the LGM vs EH  15 N change simulated with test A is slightly 713 higher but the sign of the  15 N change over the last deglaciation is still wrong at Dome C and EDML. 714
This test shows that it is not the mean value of the creep parameter that needs to be changed, but 715 the dependency to temperature. Test B has a higher creep parameter above -35°C, but a lower creep 716 It is also possible that impurity influence, like temperature, acts differently depending on the 777 dominant mechanism for firn deformation, and that the impurity effect is more important at colder 778 temperature. The mechanisms by which impurities influence firn deformation are still poorly 779 understood. In particular, the solubility of dust particles, and their position inside or at the grain 780 boundaries may act on deformation in opposite way. More work is thus needed before the correct 781 "impurity effect" component and the mechanisms by which it acts on densification are identified 782 In this study, we have presented an up-to-date version of the LGGE firn densification model. We 797 have summarized the physical basis and parameterization choices of this firn model that would 798 explain the disagreement between model and data on both the firn density profiles and the δ 15 N 799 evolution over the last deglaciation. The mismatch was particularly strong in the extremely cold sites 800 of East Antarctica where modelled δ 15 N shows an increase over the deglaciation, contrary to the 801 measured δ 15 N decrease. Based on analogy with ceramic sintering at hot temperature and recent 802 observations of the impurity effect on firn density, we have improved the LGGE densification model 803 by incorporating new parameterizations for the evolution of the creep parameter with temperature 804 and impurity contents within the firn densification module. We follow previous studies evidencing 805 different dominant firn sintering mechanisms in different temperature ranges that support a 806 temperature dependency of the creep activation energy. We showed that these new 807 parameterizations improve the agreement between model and data at low temperature (below -808 30°C), and retain the good agreement at warmer temperature. In particular, the improved LGGE firn 809 density model is now the first firnification model able to reproduce the δ 15 N increase over 810 deglaciations at cold sites such as Dome C and Vostok. 811
812
The new parameterization implies a more rapid firn densification at lower temperature and high 813 impurity load than in classical firnification models. This leads to a significantly lower Δage in glacial 814 The new parameterization proposed here calls for further studies. First, laboratory or field studies 822 of firn densification at very cold controlled conditions would ideally be needed to check the 823 predominance of the surface lattice diffusion mechanism around -60°C; this is a real challenge 824 because of the slow speed of deformation. Second, we have suggested that the current 825 parameterization of impurity on firn softening should be revised for glacial conditions with low 826 temperature (Greenland) and very high impurity load. Third, the separate effects of impurities and 827 temperature on firn densification and hence δ 15 N evolution should be tested on different periods 828 than the last deglaciation. Sequences of events associated with non-synchronous changes in surface 829 
