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Abstract. The goal of this research is to investigate the efficiency of three supervised learning 
algorithms for forecasting monthly river flow of the Indus River in Pakistan, spread over 550 
square miles or 1800 square kilometres. The algorithms include the Least Square Support Vector 
Machine (LSSVM), Artificial Neural Network (ANN) and Wavelet Regression (WR). The 
forecasting models predict the monthly river flow obtained from the three models individually 
for river flow data and the accuracy of the all models were then compared against each other. 
The monthly river flow of the said river has been forecasted using these three models. The 
obtained results were compared and statistically analysed. Then, the results of this analytical 
comparison showed that LSSVM model is more precise in the monthly river flow forecasting. It 
was found that LSSVM has he higher r with the value of 0.934 compared to other models. This 
indicate that LSSVM is more accurate and efficient as compared to the ANN and WR model. 
1. Introduction 
Pakistan is mainly an agricultural country with the world’s largest contiguous irrigation system. 
Therefore the economy of Pakistan heavily depends on agriculture, hence rainfall to keep its rivers 
flowing. The Indus River is the largest source of water in different provinces of Pakistan specially Sindh 
Province. It forms the backbone of agriculture and food production in Pakistan. Therefore, riverflow 
forecast plays a vital role in order not only to optimize the existing systems but also planning of any 
future projects. There are many mathematical models that has been used to predict future flow of rivers 
such as those given by Hurst (1951) Matalas (1967), Bose and Jenkins (1970) [9, 2, 14]. 
 
One of the commonly used technique in predicting and modelling the future river flow is 
known as Simple Linear Regression. To improve understanding and prediction of regression models, 
the application of various transforms on the original variables is often necessary. In particular, the use 
of wavelet transform [10] as a pre-processing step prior to any type of regression an approach we have 
chosen to call wavelet regression. The basis for our approach is the concept of multi-resolution, such as 
the fact that phenomena can exist at different scales or levels of detail. An infrared spectrum, for 
instance, can be described in terms of features at different scales: the fingerprint region around 800 - 
200 cm-1 is a good example of a region which requires a high resolution and much detail. In contrast, at 
the other end of the spectrum, around 4000 – 3000 cm-1, we often observe broad features due to various 
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types of hydrogen bonding that form a continuum of vibrational frequencies. Important features in this 
region will require less resolution and detail. When we apply regression methods to raw spectra in 
general, the final regression model is based on the highest resolution level only. This means that it is 
sometimes difficult to detect dependencies between the spectrum space and, e.g., the concentration space 
of a compound which originate at different scales. By using wavelet regression it is possible to analyse 
the regression model at the different scales separately and to investigate the contribution of each scale 
to the final regression model. This study will suggest here that this approach can increase the 
interpretability of parsimonious regression models. 
 
Recent developments in Intelligent Machines technology and high speed data analysis 
algorithms washed out conventional methods of forecasting. First, intelligent model was developed for 
river flow prediction was based on Artificial Neural Networks (ANN). Unlike mathematical models that 
require precise knowledge of all the contributing variables, a trained ANN can estimate process 
behaviour even with incomplete information. It is a proven fact that neural nets have a strong 
generalization ability, which means that once it have been properly trained, ANN are able to provide 
accurate results even for cases it has never seen before [7, 8]. Three-layered back propagation Neural 
Networks (NNs) was usually used to predict monthly river flow and compared with Autoregressive 
(AR) models. Most referred source for the basics of ANN is the text written by Rumelhart [16]. Recently, 
the Support Vector Machine (SVM), which was suggested by Vapnik [17], has been used in wide range 
of application, including hydrological modelling and water resources process [1, 19]. Several studies 
have been carried out using SVM in hydrological modelling such as river flow forecasting [1, 13, 18], 
rainfall runoff modelling [4, 5] and flood stage forecasting [19].  
 
However, the standard SVM is solved using complicated quadratic programming methods, 
which are often time consuming and has higher computational burden because of the required 
constrained optimization programming. As a simplification of SVM, Suykens have proposed the use of 
the Least Squares Support Vector Machines (LSSVM). LSSVM has been used successfully in various 
areas of pattern recognition and regression problems [6, 11]. The main purpose of this study is to 
investigate the applicability and capability of time series forecasting by comparing the forecasting 
performance between ANN, LSSVM and WR models and use it to represent a river flow forecasting in 
order to improve the accuracy of river flow forecasting. To verify the application of this approach, Indus 
River in Pakistan was selected as a case study. The application of LSSVM model is expected to increase 
the accuracy and capability of river flow forecasting. 
 
2. Forecasting Models 
Three different supervised learning models will be considered in this research, namely Artificial Neural 
Network (ANN), Least Square Support Vector Machine (LSSVM) and Wavelet Regression (WR). The 
following subsections deliberate on each model for the purpose of final comparison in terms of model 
performance.  
 
2.1. Artificial Neural Network 
The application of ANNs has been the topic of a large number of papers that have appeared in the recent 
literature. Therefore, to avoid duplication, this section will be limited to only main concepts. A three-
layer, feed-forward ANN is shown in Figure 1. Each neuron in a layer is connected to all the neurons of 
the next layer, and the neurons in one layer are not connected among themselves. All the nodes within 
a layer act synchronously. The data passing through the connections from one neuron to another are 
multiplied by weights that control the strength of a passing signal. When these weights are modified, 
the data transferred through the network changes; consequently, the network output also changes. The 
signal emanating from the output node(s) is the network’s solution to the input problem.  
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An ANN is better trained as more input data are used. The number of input, output, and hidden 
layer nodes depend upon the problem being studied. If the number of nodes in the hidden layer is small, 
the network may not have sufficient degrees of freedom to learn the process correctly. If the number is 
too high, the training will take a long time and the network may sometimes over-fit the data [12]. 
 
 
 
Figure 1.Three-layered ANN 
 
 
2.2. Least Square Support Vector Machine  
The LSSVM was introduced by Suykens in 2005. The LSSVM provides a computational advantage 
over the standard SVM by converting a quadratic optimization problem into a system of linear equations. 
This new version of SVM simplifies and converge the problem quickly. The LSSVM predictor is trained 
using a set of time series historic values as inputs and a single output as the target value. The LSSVM 
has been developed to find the optimally non-linear regression function: 
 
bxwxy T  )()(           (1) 
 
Where  x  represents the high dimensional feature spaces, which is non-linearly mapped from the 
input space x.  By combining the functional complexity and fitting error, the optimization problem of 
LSSVM is given as: 
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where i  is Lagrange multipliers. The solution for above equation can be obtained by partially 
differentiating with respect to iebw ,, and i  accordingly: 
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After elimination of ie  and w  as the solution is given by the following set of linear equations: 
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where  nyyy ...,,1 , and  1...;;11 ,  n ...,,1 . This finally leads to the following LSSVM 
model for function estimation: 
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where i  and b  are the solution to the linear system. The most popular kernel function used in 
LSSVM is the Radial Basis Function (RBF) because of RBF has superior efficiency compare to other 
kernels. 
 
 
2.3. Discrete Wavelet Transform (DWT) 
The Discrete Wavelet Transform (DWT), which is based on sub-band coding is found to yield a fast 
computation of Wavelet Transform. It is easy to implement and reduces the computation time and 
resources required.  The foundations of DWT go back to 1976 when techniques to decompose discrete 
time signals were devised. In the case of DWT, a time-scale representation of the digital signal is 
obtained using digital filtering techniques. The signal to be analysed is passed through filters with 
different cut-off frequencies at different scales.  
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Figure 2.Three-Level Wavelet Decomposition Tree 
 
 
The DWT is computed by successive low pass and high pass filtering of the discrete time-
domain signal as shown in Figure 2. This is called the Mallat algorithm or Mallat-tree 
decomposition. Its significance is in the manner it connects the continuous-time multiresolution to 
discrete-time filters. In the figure, the signal is denoted by the sequence x[n], where n  is an integer. 
The low pass filter is denoted by G0 while the high pass filter is denoted by H0.At each level, the 
high pass filter produces detail information, d[n], while the low pass filter associated with scaling 
function producescoarse approximations, a[n].   
 
At each decomposition level, the half band filters produce signals spanning only half the 
frequency band. This doubles the frequency resolution as the uncertainty in frequency is reduced 
by half. In accordance with Nyquist’s rule if the original signal has a highest frequency of ω, which 
requires a sampling frequency of 2ω radians, then it now has a highest frequency of ω/2 radians. It 
can nowbe sampled at a frequency of ω radians thus discarding half the samples with no loss of 
information. This decimation by 2 halves the time resolution as the entire signal is now represented 
by only half the number of samples. Thus, while the half band low pass filtering removes half of 
the frequencies and thus halves the resolution, the decimation by 2 doubles the scale. 
 
Wavelet function  t , called the mother wavelet, can be define as  


 0dtx  can be obtained 
through compressing and expanding  t : 
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where a is positive and define the scale and b is any real number and define the shift or time factor.  
 tba,  is the successive wavelet. The pair (a, b) defines in the right half plane RR. If  tba,  satisfy 
equation (8), for the time series  RLtf 2)(   or finite energy, successive wavelet transform of )(tf is 
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where is complex conjugate functions of  t . It can be seen from equation (9) that the wavelet 
transform is the decomposition of )(tf  under a different resolution level (scale).  
 
For a discrete time series )(tf , when occurs at a different time t (i.e. integer time step are 
used), the DWT can be defined as: 
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where  kjfW ,  is the wavelet coefficient for the discrete wavelet of scale a = 2j, b = 2j k. The discrete 
wavelet transform provides a means of obtaining one or more details series and an approximation at 
different scales. 
 
3. Evaluation of Model Performance 
Comprehensive assessments of model performance at Mean Absolute Error (MAE) measures and Root 
Mean Square Error (RMSE). Evaluated the results of time series forecasting data to check the 
performance of all models for forecasting data and training data.  
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where n is the number of observation, ty

and yt are the forecasting and observed river flow at all-time t, 
respectively. Another method to evaluate the performance measured through correlation coefficient          
( r ).The r was also used to test the ability of the model to capture the complex nature of the process that 
was being modelled. It is to measure how well trends in the predicted values tyˆ follow trends in the 
actual values ty . r is defined as: 
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where y and yˆ  are the mean observed and mean predicted river flow series, respectively, and n is the 
number of data points. The r R value is used to evaluate the linear correlation between the observed 
and the predicted flow. Clearly, an R value close to unity indicates a satisfactory result, while a low 
value or one close to zero implies an inadequate result. 
4. Applications and Results 
In the first part of the study, the ANN models are obtained, for the time series forecasting. The 
architecture of the ANN consists of a number of hidden layers and the number of neurons n in the input 
layer, hidden layers and output layer. The three layer ANN is chosen for the current study, which 
comprise the input layer with m nodes, the hidden layer with h nodes (neurons) and the output layer with 
one node. The hyperbolic tangent-sigmoid transfer function in the input layer and the hidden layer. The 
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linear functions from the hidden layer to an output layer are used for forecasting monthly river flow time 
series. 
 
For training and forecasting period, obtain the best results for MAE, RMSE and r . The 
network was trained for 5000 epochs using the back-propagation algorithm with a learning rate of 0.001 
and a momentum coefficient of 0.9. Table 1 shows the performance of ANN varying with the number 
of neurons in the hidden layer. For testing stage, the best results were obtained from 12 input and I/2 
hidden nodes with MAE, RMSE and r  statistics of 0.04, 0.1088 and 0.7244, respectively. 
 
Table 1. The results for Training and Forecasting using ANN Model of Indus River 
 Hidden 
Neurons 
Training  Testing 
MAE RMSE r   MAE RMSE r  
 
I = 12 
I/2 0.0135 0.0275 0.7637  0.0400 0.1088 0.7244 
I 0.0163 0.0254 0.8047  0.0896 0.2228 0.5153 
2I 0.0211 0.0353 0.7009  0.0135 0.3217 0.2142 
2I + 1 0.0176 0.0295 0.7831  0.2685 0.6881 0.0145 
 
In the second part, the LSSVM model is tested. In order to better evaluate the performance of 
the proposed approach, we consider a grid search of (, 2 ) with  in the range 10 to 1000 and in the 
range 0.01 to 1.0. For each hyper-parameter pair (, 2 ) in the search space, 5-fold cross validation on 
the training set is performed to predict the prediction error. 
 
Meanwhile, WR model is obtained by combining two methods, DWT and LR. For WR model, 
the original time series are decomposed into a certain number of sub time series components (Ds). In 
this paper, the lagged monthly river flow time series are decomposed into various Ms. The original river 
flow input time series of Indus river stations. 
 
 
5. Comparison 
Finally, all the models (ANN, LSSVM and WR) were compared to each other. Table 2 shows the lowest 
MAE and RMSE as well as the largest  r  calculated from the LSSVM model. Based on the results, it is 
evident that the LSSVM model performed better than the ANN and WR models during both training 
and testing process. 
 
Table 2. Forecasting Performance of Different Models for Indus River  
 
 
Testing 
Input Model MAE RMSE    r  
ANN 0.0400 0.1088 0.7244 
LSSVM 0.0019 0.0246 0.9340 
WR 0.0373 0.2222 0.7570 
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6. Conclusions 
The purpose of this study was to develop three different river flow models using Artificial Neural 
Networks (ANN), Least Squares Support Vector Machines (LSSVM) and Wavelet Regression (WR). 
The models were then compared against each other. Firstly, various inputs were used to determine the 
capacity and applicability of the ANN and LSSVM models to predict the river flow. Secondly, the 
accuracy of the WR technique was investigated for modelling the monthly river flows. Two models, 
which are Discrete Wavelet Transform (DWT) and Linear Regression (LR) were combined to form the 
WR model. Comparison was made based on six input combinations from the preceding monthly flows 
in order to estimate the current flow value. The last part of the study forecasts the accuracy of the WR 
model during the test period and compared with those of ANN and LSSVM models. The LSSVM was 
found to be better than the ANN and WR models in the monthly river flow modelling.  The final results 
of the comparisons suggested that LSSVM approach provided a superior alternative to the ANN and 
WR for developing input-output simulation and forecasting monthly river flow in situations that do not 
require modelling of the internal structure of the watershed. For the Indus river in particular, it was found 
that the LSSVM model has RMSE = 0.0019, MAE = 0.00246 and r  = 0.934 during test stage. This is 
superior than forecasting monthly river flows from the best accurate ANN model with RMSE = 0.04, 
MAE = 0.1088 and r  = 0.7244 and WR model RMSE = 0.0373, RMSE = 0.2222 and r  = 0.757. 
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