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6 第 2 章 関連研究と現状
























う問題もあった．当時は現在のような非線型 Support Vector Machine のような高次元ベク
トルに対して汎化能力を発揮する手法が存在していなかったため，主に高次元のベクトルの次
元数を下げる統計的手法である主成分分析（Principal Conponent Analysys, PCA），判別分








































一般物体認識の論文で，SVMlight [19] や LIBSVM [20] が BoF 表現と組合せて利用されて
いる．　
2.2 一般物体認識 9























10 第 2 章 関連研究と現状
図 2.3. R-CNNにける物体検出システムの概要 [21]
ら領域候補を探索（最大で 2000個）
2. 領域候補の領域画像を全て一定の大きさにリサイズし，CNNにかけて特徴量を抽出
3. 取り出した特徴量を使って複数の SVM によって学習しカテゴリ識別，回帰によって
Bounding Boxの正確な位置を推定






んある [22–27]．ここでは，Faster R-CNN [28]を紹介する．Faster R-CNNは，R-CNNの









そこで，Faster R-CNN では，Selective Search の代わりとなる Region Proposal Network
（RPN）という物体候補領域を推定するためのネットワークを導入することで，画像の入力か
2.2 一般物体認識 11






上の物体候補領域内から RoI pooling により物体サイズによらず，同一サイズの特徴ベクト
ルを生成し，物体識別用ネットワークに入力することで最終的な物体検出結果を得る仕組みに
なっている．これにより高速かつ高性能な物体検出を実現している．　
図 2.4. Faster R-CNNのネットワーク [28]
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図 2.5. Region Proposal Network [28]
Mask R-CNN
Mask R-CNN [29]は，前述の Faster R-CNNの手法をベースとしており，Faster R-CNN
にセグメンテーションの機能を付加した形で進化した手法と言える．セグメンテーション機
能では，ピクセル単位で物体領域を抽出することが可能となった．ネットワークは Faster

















OpenPoseはカーネギーメロン大学の Zhe Caoらによって 2017年に公開された骨格推定技術
で，Deep Learning を用いた代表的な手法の 1 つである [34]．複数人の骨格を単眼カメラの
みで高精度かつリアルタイムに推定できる．また，ライブラリとして非商用目的での利用に限
り無料公開されている．OpenPoseは Convolutional Neural Network（CNN）を使ったトッ
プダウンの位置認識や Part Affinity Fieldsによる部位の所属認識を採用することによって従


















図 2.8. 指先と顔のキーポイント [36] [37]
のフィードバックにコンピュータビジョンを導入する動きは増えているが，この研究では，水
中で撮影した泳者の映像から OpenPoseによって骨格情報を取得し，マルチクラス型の SVM
と Rondom Forestを使用して，図 2.9に示すようにαとβの値から肘の高さを識別する．一
般使用者も簡単にパフォーマンスアセスメントを行うことが可能になった．
　 OpenPose を使用した手話認識も報告されている [39]．OpenPose で取得できる手指の関













16 第 2 章 関連研究と現状
伴って，このような発展研究が今後も増えていくと考えられる．他方，本研究で提案する骨格
情報を用いた車椅子利用者の検出手法は提案されていない．
図 2.9. OpenPoseを利用したスイムストローク分析 [38]













起源となるシンプルなアルゴリズムである（図 3.1）．1958 年 Rosenblatt らによって提案
された [42]．パーセプトロンの入力は，入力特徴もしくは単純特徴量と呼ばれる n 個の値










として表せる．b はバイアスを表している．wx + b は b と w に割り当てられた値に応じて，
位置が変化する環境超平面を定義している．xが境界面より上の値であればポジティブ，それ
以外はネガティブになる．非常に単純なアルゴリズムである．パーセプトロンは 1 か 0 しか
出力できず，その中間の値を出力することはできない．もし w と bの値を決定する方法を定































































































































4. 前腕と X軸のなすの角度：図 4.5
5. 脛と X軸のなすの角度：図 4.6
6. (左右の肩間の X座標の差) ÷ (左右の手首間の X座標の差)：図 4.7
7. (左右の手首間の X座標の差) ÷ (肩と足首間の Y座標の差)：図 4.8
8. (腰と足首間の Y座標の差) ÷ (肩と腰間の Y座標の差)：図 4.9














26 第 4 章 提案手法
図 4.4. 膝の角度
図 4.5. 前腕と X軸のなすの角度
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図 4.6. 脛と X軸のなすの角度
図 4.7. (左右の肩間の X座標の差) ÷ (左右の手首間の X座標の差)
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図 4.8. (左右の手首間の X座標の差) ÷ (肩と足首間の Y座標の差)
図 4.9. (腰と足首間の Y座標の差) ÷ (肩と腰間の Y座標の差)
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図 4.10. (腰と膝間の Y座標の差) ÷ (膝と足首間の Y座標の差)
表 4.1に学習用サンプルの作成条件を，表 4.2に撮影条件を示す．使用した車椅子は日本工
業規格 JIS T 9201に定める規格サイズに準じたものを使用した (図 4.11)．撮影サンプルのイ
メージを図 5.1，図 4.12に示す．表 4.1に示すように，撮影パターンは車椅子利用時では 1パ
ターン（ア：カメラに正対して直進走行），非車椅子利用時は 9パターン（歩行 (正面)，歩行
(側面)，着席 (正面)，着席 (側面)，あぐら，体育座り，長座 (正面)，長座 (側面)，しゃがみ）
を撮影した．表 4.1に示す各撮影パターンにおいて，車椅子利用時は 4,000枚 (30fps)，非車
椅子利用時は 3600枚 (30fps)のサンプルを撮影した．
図 4.11. 車椅子の規格 [43]


















解像度 1,920 × 1,080 pixels
設置高さ 2.4 m
設置俯角 7 deg





































協力者 A 協力者 B 協力者 C 協力者 D
性別 男 男 男 男
身長 (cm) 177 174 165 173
体格 痩せ型 標準 痩せ型 中肉
車椅子 ア)直進 - 1500 - 1500イ)斜行 1500 - 1500 -
歩行 (正面) 300 - - -
歩行 (側面) 300 - - -
着席 (正面) 300 - - -
着席 (側面) 300 - - -
撮影フレーム数 非車椅子 あぐら 300 - - -
体育座り 300 - - -
長座 (正面) 300 - - -
長座 (側面) 300 - - -
しゃがみ 300 - - -
図 5.1. 車椅子利用者の走行のパターン例
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表 5.2. ３つの評価ケース
評価 (1) 評価 (2) 評価 (3)
車椅子利用者のパターン (ア)のデータ数 100 0 50
車椅子利用者のパターン (イ)のデータ数 0 100 50
非車椅子利用者のデータ数 100 100 100
テストデータ数の合計 200 200 200
5.2 評価結果
評価ケース (1)～(3) の精度評価結果を表 5.3 にまとめた．なお，学習の繰り返し数である




評価 (1) 0.985 0.990 0.980
評価 (2) 0.959 0.949 0.969
評価 (3) 0.970 0.990 0.950
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図 5.2. 評価 (1)の loss
図 5.3. 評価 (1)の accuracy
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図 5.4. 評価 (2)の loss
図 5.5. 評価 (2)の accuracy
5.2 評価結果 37
図 5.6. 評価 (3)の loss
図 5.7. 評価 (3)の accuracy
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検出器 (2) 検出器 (3)
車椅子利用者のパターン (ア)のデータ数 0 200




評価 (4) 評価 (5)
車椅子利用者のパターン (ア)のデータ数 0 50






評価 (4) 0.975 0.980 0.970
評価 (5) 0.965 1 0.930
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図 6.1. 評価 (4)の loss
図 6.2. 評価 (4)の accuracy
48 付録
図 6.3. 評価 (5)の loss
図 6.4. 評価 (5)の accuracy
