For 0 < p < ∞ and α > −1, we let D 
Introduction and main results

Let
or, equivalently, if there exists C > 0 such that μ S(a) C 1 − |a| s for all a ∈ D.
An 1-Carleson measure will be simply called a Carleson measure.
For a large class of spaces X of analytic functions in D, a characterization of those positive Borel measures μ in D such that X ⊂ L p (dμ) is known and such a characterization is useful to study the boundedness of operators acting on X. We recall that Carleson [7] proved that H p ⊂ L p (dμ), 0 < p < ∞, if and only if μ is a Carleson measure. This result was extended by Duren [8] (see also [9, Theorem 9.4] ) who proved that for 0 < p q < ∞ H p ⊂ L q (dμ) if and only if μ is a q/p-Carleson measure. Luecking [20] , characterized those positive Borel measures μ in D for which A p α ⊂ L q (dμ), 0 < p q < ∞. Indeed, the following result is contained in [20 In this paper we shall be interested in characterizing the measures μ for which D p α ⊂ L q (dμ), 0 < p q < ∞. This question has been studied for certain values of p, q and α, among other, by the following authors: Arcozzi, Rochberg and Sawyer [4] , Verbitsky [24] , Vinogradov [25] , and Z. Wu [26] .
Vinogradov [25] and Z. Wu [26] , independently, have proved the following result. 
Let us remark that the inclusion
(see [25, Lemma 1.4] ) plays an essential role in the proof of Theorem B. A classical result of Littlewood and Paley [19] (see also [21] ) asserts that
Bearing in mind Duren's characterization of those μ for which
, (4), Theorems B and C, it is natural to make the following conjectures:
In Theorem 1, for any given p, q, α with 0 < p < q < ∞ and α > −1, we give a characterization of those positive Borel measures μ in D for which D We note that this implies that Conjecture 1 is true but Conjecture 2 is false. We remark also that Theorem 1 is essentially known for some values of p and α. Indeed, we shall see that:
• for 0 < p < α + 1, it is an easy consequence of Luecking's Theorem A; • for 1 < p and α + 1 < p α + 2, it follows from the work of Arcozzi et al. [4] ;
• for p > α + 2, it follows from the inclusion D For g analytic in D, the integration operator I g is defined as follows:
The operators I g have been studied in a number of papers and contain as special cases a number of important operators such as the integral operator (I g with g(z) = z) and the Cesàro operator (I g with g(z) = log(1/(1 − z))). Let us mention that Aleman and Cima characterized in [1] those g ∈ Hol(D) for which I g maps H p into H q and Aleman, Siskakis studied in [2] the operators I g acting on Bergman spaces. The multiplication operator M g is defined by
We shall characterize the boundedness of the above operators from D 
As an immediate consequence of Theorem 3 we deduce the following result. 
If X and Y are two spaces of analytic functions in D and g ∈ Hol(D), then g is said to be pointwise multiplier from
we trivially deduce the following. Next we shall get into the proofs of these and some other results but, before doing so, let us remark that, as usual, we shall be using the convention that C p,α,q,β,... will denote a positive constant which depends only upon the displayed parameters p, α, q, β, . . . but not necessarily the same at different occurrences. Also, in many cases we shall omit parameters.
Lemma 1. Suppose that
α, β > −1, 0 < p 1 p 2 < ∞ and 0 < q < ∞. Then M(D p 1 α , D q β ) ⊂ M(D p 2 α , D q β ).
Corollary 1 asserts that if
Proof of Theorem 1
We shall split the proof of Theorem 1 in five cases. Cases A, B, and C are those in which, as mentioned in Section 1, the result is essentially known.
Case A (0 < p < α + 1). Flett [11, Theorem 6] 
(ii) There exists a positive constant
Here and throughout the paper
It is not difficult to prove the following result.
Theorem D and Lemma 2 easily yield the following. Proposition 1. Suppose that 1 < p < q < ∞ and let μ be a positive Borel measure in D. Hence the proof in this case is finished. [26] ) and then it follows easily that D p α ⊂ L q (dμ) if and only if μ is a finite measure. Indeed, if μ is a finite measure it is clear that 
Several results will be needed in the proof. The following lemma is stated as Lemma 3.4 of [16] , it is essentially due to Hardy and Littlewood and can be proved by modifying the proof of Theorem 5.9 in [9] . Lemma 3. For 0 < s < t ∞, there exists a positive constant C st depending only on s and t such that, for each f ∈ Hol(D) and each r ∈ (0, 1),
Proof. Theorem 6 of [11] implies that
Take f ∈ D p p−1 . Using Lemma 3 with s = p and t = (2 + α)p, we deduce that there exists a positive constant C such that
On the other hand, since
Bearing in mind (12), (13), the fact that f ∈ D p p−1 and making a change of variables we deduce that
Proof. In order to prove that μ is a 
For a ∈ D, define
Using (15), we deduce that
This proves (14) and finishes the proof. 
The following result will be used in the proof of Theorem 5. It is a particular case of the first part of [23 
Applying (17) to the test function f a (z) = (1 − az) −2/p and bearing in mind that p > α + 1 > α, we deduce that
Hence,
Using Proposition A with s = q p (α − p + 2), s 1 = (α − p + 2) and t = 2, we obtain that μ is a 
Since q/p > 1, using Minkowski's inequality in continuous form and (18), we deduce that
This finishes the proof. 2
Multipliers and integral operators
Let us start introducing another operator. If g ∈ Hol(D) the operator J g is defined as follows:
The importance of the operator J g comes from the fact that
The following theorem follows directly from Theorem 1 and the closed graph theorem. 
Next we shall introduce some notation and collect some results concerning the pseudohyperbolic metric which will be needed in our work. The pseudo-hyperbolic metric in the unit disc will be denoted by and is defined as follows:
A pseudo-hyperbolic disc of (pseudo-hyperbolic) center a and radius r (a ∈ D, 0 < r < 1) is the set Δ(a, r) = {z ∈ D: (a, z) < r}. It coincides with the Euclidean disc whose (Euclidean) radius and center are (see [12, p. 3] or [10, p. 40]):
The following lemma is well known (see, e.g., [10, Section 2.5]).
Lemma A. Let 0 < r < 1. Then there exist positive constants C 1 , C 2 , C 3 and C 4 which depend only on r such that, if a ∈ D and z ∈ Δ(a, r), then 
Here, |Δ(a, r)| denotes the Lebesgue area measure of Δ(a, r).
Proof of Theorem 2. (i) ⇒ (ii). Let g ∈ Hol(D) and suppose that
For each a ∈ D, set
We have
Then, using [27, Lemma 4.2.2] with t = α and c = p − α > 0, we deduce that
Using Lemma A, (22) and (23), we obtain
Thus
which implies that
(ii) ⇒ (i). Suppose that g ∈ Hol(D) satisfies (25) . Take f ∈ D p α . It is easy to see that there exists a positive constant C (which does not depend on f ) such that . First, using an argument which is similar to that in the proof of (i) ⇒ (ii) in Theorem 2, we shall prove that
Take and fix r ∈ (0, 1). For each a ∈ D, set
Sincef a = f a , (23) implies that
Bearing in mind thatf a (a) = 0 and using Lemma A, (22) with M g (f a ) in the place of g, and (27), we deduce that, for every a ∈ D,
.
Thus, g satisfies (26) . Now, Theorem 2 shows that I g is continuous from
, for all f , it follows that J g is continuous from D 
Corollary 2 follows immediately from Theorems 2, 3 and the following lemma. Let I ⊂ ∂D be an interval, then 
Examples
the characterization is more complicated as we cannot get rid of the condition on the measure μ g,q,β . In this section we shall be interested in this case and we shall give a number of explicit examples of functions which are multipliers from D p α to D q β for p, q, α, β satisfying (28). Since p < q, we observe that (28) implies that α < p − 1. We also note that (28) can be rewritten as
We shall distinguish three cases: q < β + 1, q > β + 1 and q = β + 1.
Case A, q < β + 1
In this case (29) reduces to
or, equivalently,
If γ > 0 and f ∈ Hol(D), we say that f is a γ -Bloch function if
The space of all γ -Bloch functions is called the γ -Bloch space and will be denoted by B γ . When γ = 1 we have the classical Bloch space B (see [3] ). We shall prove the following result.
Theorem 7. Suppose that 0 < p < q, α, β > −1, p − 2 < α and p, q, α, β satisfy (30). Then
Proof. Suppose that p, q, α, β are as in the statement, γ < β+1 q and f ∈ B γ . Assume also, without loss of generality, that γ > 1. Let I be an interval in ∂D. Since
Hence the measure μ f,q,β defined by dμ f,q,β (z)
Observe that the hypotheses γ < 
where q * def = min(α + 2, q).
The following result will be used in the proof of Theorem 8. It can be proved with the arguments used in the proof of [15, Theorem 3.1], we shall omit the details.
Proof of Theorem 8. Let q, α, and β be as in the statement. We are going to construct a function f ∈ Hol(D) satisfying the following conditions:
This will prove the theorem. Indeed, condition (c) gives that f / ∈ γ < β+1 q B γ . Notice that if
Thus, using Theorem 3, we see that if f ∈ Hol(D) satisfies (a) and (b) then
Hence, it remains to construct f .
Take m ∈ N and s > 0 such that
Since s > 1 q , we have that
so, using Proposition 3, we deduce that the measure μ f,q,β is an 1-Carleson measure.
On the other hand,
where
and, using the elementary inequality (1 − 
or, equivalently, q(2 + α) 2 + β p and q > β + 1.
We note also that the condition p < q implies that α < β. 
We have the following result for q 2. 
