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ABSTRACT 
Results from an accurate numerical solution are compared with the solutions predicted by one particular 
formulation of mean escape probabilities. It is found that the latter do not predict numerical solutions well and 
that it is difficult to determine a priori how to improve the agreement. Solution of transfer problems by mean 
escape probabilities seems consistently to underestimate the optical depth in a transfer problem and hence the 
density. Mean escape probabilities can be extremely useful, however, in solving additional "nearby" cases 
when one solution is known to high accuracy; in sample calculations by the authors, problems previously 
requiring 4 hours on the computer were solved in 45 seconds, a factor of approximately 300 in computer time! 
Subject headings: nebulae - radiative transfer 
I. INTRODUCTION 
The solution of the equation of radiative transfer 
for realistic nebular problems generally demands con-
siderable man and computer time. In an attempt to 
simplify such problems, numerous authors (see, e.g., 
Capriotti 1965; Cox and Mathews 1969) have em-
ployed the conceptually much simpler formulation of 
mean escape probability. An expression is derived that 
depicts the probability of escape of a single photon 
emitted at some point in the nebula, and then a 
geometrical averaging over photons emitted from all 
parts of the nebula gives an average probability of 
escape which is assumed to apply to all photons. 
The attraction of this method is its computational 
simplicity: problems which might require months to 
program and solve on a large computer may be reduced 
to a few hours on a desk calculator. However, up until 
now this approach has been applied only to problems 
that were intractable to more rigorous solutions, so 
that a quantitative estimate of its validity is lacking. 
The purpose of this paper is to examine one particular 
formulation of mean escape probabilities and to com-
pare the results it gives with the results that are ob-
tained by solving an identical transfer problem by 
rigorous transfer theory. 
Thus, in § II we calculate mean escape probabilities 
for a specific nebular model, using the formulation of 
Capriotti (1965); in§ III, we compare the mean escape 
predictions with the results from numerical solutions 
of an exact formulation of the same transfer problem, 
and conclude that mean escape probabilities are not 
particularly reliable approximations to rigorous solu-
tions. In the final section we discuss one extremely 
productive use to which mean escape probabilities can 
be put, namely, the solution of "nearby" transfer 
problems quickly and accurately when one particular 
case has already been solved in detail. 
II. CALCULATION OF MEAN ESCAPE PROBABILITIES 
We shall use for our model of a nebula a spherical 
distribution of gas differentially expanding with a 
459 
velocity distribution v(r) = kr, where r is the distance 
from the center of the nebula. A photon emitted in an 
optically thick line from some point in the nebula will 
see an optical depth (see Robbins 1968) of 
T f X·as/R 
T = ao x exp ( - w2)dw , (I) 
where s is the distance from the point of photon crea-
tion to the edge of the nebula, To is the optical depth 
in the center of the line for a stationary nebula, and a 
is the ratio of the velocity of expansion at the outer 
edge of the nebula v(R) to the thermal velocity. We 
have here assumed complete redistribution in frequency 
according to the Doppler mechanism. 
Following the mean escape probability formalism 
employed by Capriotti (1965), we shall assume that a 
photon seeing an optical depth less than some critical 
optical depth Tc will escape, whereas the photon will 
be absorbed if equation (1) gives T > T 0 • We have set 
T = Tc in equation (1) and solved for a critical 
frequency x0 • A negative solution corresponds to 
- lxc - as/RI = x2• If Xe is negative, then all photons 
are assumed to escape. An averaged escape probability 
from the point r is then given by the integral over 
all directions of emission 
E(r) = ~R2 J R2dQ. 
4n 
( 1 fX2 1 Joo ) x . VTT -oo e-w2dw + VTT Xe e-w2dw ' (2) 
and the mean escape probability of the configuration is 
then given by averaging over the volume 
E = (4irR3)- 1 J dQ. JR E(r)r2dr. (3) 
4n O 
Table 1 gives our computations of E for various optical 
depths and several expansion velocities, assuming that 
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TABLE 1 
Vol. 189 
MEAN ESCAPE PROBABILITIES FOR EXPANDING UNIFORM SPHERES 
'T 
5 ................. . 
10 ................ . 
20 ................ . 
30 ................ . 
40 ................ . 
50 ................ . 
75 ................ . 
100 ............... . 
150 ............... . 
200 ............... . 
500 ............... . 
1000 .............. . 
5000 .............. . 
10,000 ............ . 
'Tc = 1.0 
0.134 
0.0635 
0.0308 
0.0203 
0.0151 
0.0120 
0.00798 
0.00595 
0.00395 
0.00295 
0.00117 
0.000583 
0.000116 
0.0000577 
a = 1 
'Tc = 1.3 
0.178 
0.0841 
0.0404 
0.0266 
0.0198 
0.0157 
0.0104 
0.00776 
0.00515 
0.00385 
0.00153 
0.000759 
0.000151 
0.0000751 
photons are created at a uniform rate throughout the 
nebula (the assumption that all photons are created 
in the center causes very little change in the values). 
All previous E calculations have assumed that Tc = 1 
is the critical optical depth at which escape should be 
assumed. This is an average optical depth at which a 
photon first "sees" the edge of the nebula, however, 
and there is of course a distribution of escape prob-
ability with optical depth. We have included some 
calculations for other values of Tc to indicate the 
degree to which the mean escape probabilities are 
sensitive to this number. The critical optical depth Tc 
will presumably never be much different from unity in 
a real physical situation; however, it could be used as 
an adjustable parameter to make mean escape com-
putations fit the results of a particular transfer solution. 
It should be noted that although our formulation is 
identical to that of Capriotti (1965), our computed 
values for E when Tc = 1 do not agree with his table 3 
values. Since the earlier calculations were slide-rule 
computations using low-order quadratures, it is our 
opinion that the present calculations are somewhat 
more accurate. 
Given a mean escape probability En for the nth line 
in a series of optically thick transitions (for example, 
the Lyman lines of hydrogen), the emergent intensity 
of the line is given by 
where Cn equals the rate at which nth line photons are 
created in the nebula by capture-cascade (case A) 
processes. The Am are the number of absorptions the 
photons of the mth line suffer in attempting to escape 
the nebula, and the P(n, m) are probability factors 
computed from the Einstein A(n, m) which express the 
likelihood that a photon is either scattered or degraded 
to other wavelengths upon absorption. Equation (4) 
simply states that when a series of transitions is optic-
ally thick, absorptions of a higher line in the series 
(e.g., Lil) may create additional L/3 photons which 
a = 3 a= 5 
'Tc = 1.0 'Tc = 1.3 'Tc = 1.0 'Tc = 1.3 
0.345 0.450 0.568 0.738 
0.171 0.223 0.283 0.368 
0.0851 0.111 0.141 0.184 
0.0567 0.0738 0.0941 0.0122 
0.0425 0.0553 0.0706 0.0918 
0.0340 0.0442 0.0565 0.0734 
0.0226 0.0294 0.0376 0.0489 
0.0170 0.0221 0.0282 0.0367 
0.0113 0.0147 0.0188 0.0245 
0.00848 0.0110 0.0141 0.0183 
0.00339 0.00441 0.00564 0.00734 
0.00170 0.00220 0.00282 0.00367 
0.000339 0.000441 0.000564 0.000734 
0.000169 0.000220 0.000282 0.000367 
attempt to escape the nebula. Mean escape probability 
theory relates the number of absorptions to the 
emergent intensity through the relation 
Em A Im= -1-- m· 
- Em 
(5) 
Again, these formulae are all taken from Capriotti 
(1965). 
III. COMPARING E-PREDICTIONS WITH 
RESULTS FROM RIGOROUS SOLUTIONS 
Robbins (1968) and Robbins and Bernat (1974) have 
formulated integral transfer equations expressing the 
escape of radiation in the principal series of the triplets 
and singlets of neutral helium and have carried out 
extensive numerical solutions of these equations. The 
authors have used the existing computer programs 
from these studies to numerically solve single-line 
transfer problems for comparison with mean escape 
probability predictions. Specifically, solutions have 
been carried out for the ..\584 (1 1S-2 1P) transition 
of He 1. Photons in this line, attempting to escape a 
nebula of optical thickness T, have a probability a = 
0.9988 of being simply scattered upon absorption by a 
helium atom in its ground state, and a probability 1 -
a = 0.0012 of being destroyed and degraded to other 
wavelengths. In figure 1 we show the results of these 
calculations, where the quantity plotted is R( T) = 
l(..\584, T)/I(..\584, T = 0). 
We have also plotted in figure 1 the emergent inten-
sities that are predicted for R(T) by E-theory. The 
plotted numbers are the solutions of equations (4) and 
(5) above, with N = n. Several interesting conclusions 
can immediately be drawn from this figure. First, it is 
clear that no single value of Tc satisfactorily reproduces 
the transfer equation results for all values of T. For 
small optical depths, Tc = 1.2 looks appropriate; but 
for most optical depths between 10 and 100, Tc = 1.35 
looks better. Second, mean escape probabilities com-
puted on the assumption that Tc = 1 turn out to be 
systematically too small and hence systematically 
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O> 
0 
Tc=l.3e 
Tc =1.2~~ 
Tc= 1.0• 
10 Jog T 100 
FIG. 1.-A comparison of the intensity of ,\584 obtained 
from numerical transfer solutions and from mean escape 
probability formulae. The solid lines show the mean escape 
probability predictions for varying critical optical depths and 
are to be compared with the exact solution, given by the dotted 
line. 
underestimate R. As a consequence, they will syste-
matically underestimate the optical depth that would be 
deduced from the observed line ratios. Since r 0 = 
K 0N D, where Ko is the line absorption coefficient, N is 
the space density of absorbers, and D is the dimension 
of the nebula, optical-depth uncertainties translate 
directly into errors in the derived densities. 
The optical depth and density of absorbers are 
derived by comparing observed and computed R's, 
and a small change in R may make a large difference 
in the derived density. Thus, the differences in figure 1 
are quite significant. As an example, in the helium 
triplets ,\7065 is the most reliable indicator of the num-
ber of absorbers in the metastable 2 3S level, as it is 
formed by the degradation of ,\3889 He 1 photons. As 
r(3889) changes from 0 to 20, the intensity of ,\7065 
changes from 0.66 to 2.04; but a further increase in 
r(3889) to 75 changes /(7065) to only 2.63. The exact 
variation of density with line intensity will depend upon 
the conversion probabilities and the optical depths in 
each particular problem; in general, the dependence is 
nonlinear and can be dramatic. If one were interested 
only in reproducing the intensities in a given problem, 
then the use of mean escape probabilities would repre-
sent less risk than in the case where the desired infor-
mation was the astrophysically more significant density. 
The inaccuracies involved in assuming that Tc = 1 
are smallest when the optical depth is small; but for 
problems involving optical depths from 5 to 100 (the 
limit of the present calculations), rc ~ 1.3 would give 
mean escape probabilities that more closely approxi-
mated the results from transfer solutions which assume 
complete redistribution upon scattering. 
It is possible to "adjust" Tc until it reproduces a 
given transfer problem exactly. However, this adjust-
ment will depend upon such factors as the geometry 
of the nebula, the distribution of the absorbing atoms, 
and the type of scattering; without an a priori physical 
or mathematical basis for this adjustment, it is neces-
sary to solve the problem anyway to see what the 
adjustment should be. Thus, there is effectively no gain 
from using mean escape probabilities. A plausible 
methodology for adjusting re's or computing better 
E's for an arbitrary transfer problem (such that it would 
not be necessary ever to solve the equation of transfer) 
is not readily apparent. 
We have also investigated the dependence upon the 
scattering parameter a by numerically solving the 
exact transfer problem for the ,\584 line but allowing a 
to vary. This gives an artificial problem to some extent, 
but at least it is one in which all other factors are held 
strictly constant. We have varied a over a range from 
0.01 to 0.99, and then we have determined the value 
that " must have to reproduce the numbers from the 
transfer solution. Such effective mean escape prob-
abilities were found to have very little variation with a. 
However, the emergent intensities are so sensitive to 
small changes in " that even a small variation of " 
with a may be unacceptable. By manipulation of 
equations (4) and (5) above, it is simple to demonstrate 
that 
€ 
R, = 1 - a(l - E) (6) 
Thus, errors in " are multiplied by a in computing the 
line intensities and (as discussed above) errors in line 
intensities are multiplied again when densities are 
derived. Thus, effective E's should be derived for the 
case of largest a that will be considered; if they are 
satisfactory when a is near 1, then they will be even 
more accurate for a near zero. 
The main conclusion of this section is that mean 
escape formulae such as equations (1)-(6) have some 
usefulness in predicting nebular spectra, but probably 
cannot do so with the high accuracy required to deduce 
optical depths and densities accurately, unless some 
method is found for adjusting the critical optical depth 
in the line, Tc, in advance, for arbitrary transfer 
problems. 
IV. THE SOLUTION OF "NEARBY" 
TRANSFER PROBLEMS 
In spite of their negative conclusions, the previous 
sections do in fact suggest one extremely valuable use 
for mean escape probabilities. If a transfer problem has 
been solved to high accuracy by the use of numerical 
methods, it is possible to choose a set of empirical (or 
"effective") mean escape probabilities which will re-
produce the computed spectrum to very high accuracy. 
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These "err's should then be usable to reproduce transfer 
solutions similar to the first. Commonly, a transfer 
problem must be fully solved many times, for each 
variation and combination of the input parameters or 
boundary conditions to the problem. If the problem 
could be solved only once and then effective "'s used to 
carry out all the other solutions, considerable savings 
in computer time would result. 
To test the usefulness of effective "'s in this fashion, 
the authors used the results of Robbins and Bernat 
(1974), a complete set of helium-singlet transfer solu-
tions for three electron temperatures and various 
expansion velocities and optical depths. The combina-
tions of parameters gave about 40 cases to examine. 
We took the transfer intensities for T. = 20,000° K 
and computed "err's for them, and then used these mean 
escape probabilities to compute all the various cases 
for electron temperatures of 5,000° and 10,000° K. The 
results were spectacularly successful: the effective 
mean escape probabilities reproduced the transfer 
solution intensities exactly in all lines of the helium 
spectrum for 10,000° K, and for 5,000° K the only 
deviations were on the order of a few percent in some 
of the higher lines of the principal series-lines too 
weak to be observed by present techniques. The differ-
ence in computer time between the two situations is to 
be emphasized. In this particular situation approxi-
mately 4 hours' worth of computer solutions were 
duplicated to four significant figures in a total of 45 
seconds! As a further illustration of their usefulness, 
we note that improved case A intensities for the helium 
singlets have been calculated by Brocklehurst (1972); 
ordinarily, this would necessitate redoing the entire 
4-hour sequence of transfer calculations to get updated 
intensities with optical depth present. With mean 
escape probabilities, such updated numbers are only 
45 computer seconds away. 
We take pleasure in thanking Professor Eugene 
Capriotti for helpful discussions on this work. 
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