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On Controlled–Invariance and Stabilization of Time–Delay Systems
Nikolaos Athanasopoulos⋆ and Mircea Lazar
Abstract— A non–conservative synthesis approach for
discrete–time linear time–delay systems is presented, induced
by a relaxed notion of invariance, namely, controlled (k, λ)–
D–contractiveness. We characterize two particular families of
controlled (k, λ)–contractive sets in the augmented state space
of the corresponding delay–free system and establish their
relationship to controlled (k, λ)–D–contractive sets of the time–
delay system. The required computations for both the controller
synthesis and controller implementation are carried in the state
space of the time–delay system, making the method scalable
with respect to the maximum delay.
I. INTRODUCTION
The stability analysis and controller synthesis of time–
delay systems remains an important and challenging prob-
lem [1]–[3]. There are two main Lyapunov based approaches
towards the stabilization of linear time–delay systems, see
e.g. [4], [5] for an overview. The first approach induces
Lyapunov–Krasovskii functions, see e.g. [6], and requires
the augmentation of the state vector with the delayed states
and inputs, resulting in a delay–free discrete–time linear
system. Following this approach, stabilizing controllers can
be computed by applying, with modifications, results from
control theory [6]–[9]. The second approach [10]–[14] deals
directly with the time–delay system by employing Lyapunov-
Razumikhin functions [15, Chapter 5.4]. The methods that
belong to the first category are non–conservative in obtaining
stabilizing control laws. However, they do not scale well with
respect to the maximum delay. On the other hand, the second
approach is limited by conservatism since it is based on
sufficient only conditions for stabilization. The recent work
[14] offers necessary and sufficient conditions for stability of
time–delay systems via a Razumikhin–type approach, which
however, have not been exploited for synthesis.
Regarding set invariance, the Krasovskii approach induces
contractive sets with respect to the closed–loop augmented
system. Unfortunately, these sets do not necessarily induce
a contractive set in the original state space. On the other
hand, the Razumikhin approach, whenever successful in
obtaining a stabilizing control law, always leads to the
characterization of contractive sets in the original state space
of the time–delay system [16], [17]. Such invariant sets
have been recently named as D–invariant sets [18]. Other
notions of set invariance can be found in [19], [20]. A recent
relaxation of set invariance is the (k, λ)–contractiveness and
⋆Supported by the People Programme (Marie Curie Actions) of the
European Union’s Seventh Framework Programme (FP7/2007-2013 under
REA grant agreement no 302345).
The authors are with the Eindhoven University of Technology,
Den Dolech 2, 5600MB, The Netherlands. E-mail addresses:
n.athanasopoulos@tue.nl, m.lazar@tue.nl
controlled (k, λ)–contractiveness [21], [22]. For discrete–
time homogeneous systems, the sets having these properties
are also regions of attraction or regions of stabilizability.
Moreover, differently from the classical notions of positive
and controlled invariance, any convex and compact set that
includes the origin in its interior is a controlled (k, λ)–
contractive set. This is very relevant for the time–delay case,
because it allows to characterize controlled (k, λ)–contractive
sets in the augmented state space which induce controlled
(k, λ)–D–contractive sets in the original state space by
projection.
The main goal of this article is to provide a scalable
and non–conservative method of simultaneously computing
a region of attraction and a stabilizing state–feedback control
law for the time–delay system. To this end, we identify
suitable families of controlled (k, λ)–contractive proper C–
polytopic sets in the augmented state space. These sets
induce the controlled (k, λ)–D–contractiveness property to a
proper C–polytopic set defined in the original state space. The
required computations for the characterization of controlled–
(k, λ)–D–contractive sets are carried out in the original state
space, rendering the proposed method scalable. The obtained
stabilizing controller is a scalable vertex–interpolation based
control law. The proposed method can be modified to handle
state and input constraints.
In Section II, the necessary definitions and a few prelimi-
naries are given. In Section III the main results are presented.
The efficiency of the proposed method is illustrated in a
numerical example in Section IV, while conclusions are
drawn in Section V.
II. PRELIMINARIES AND BASIC DEFINITIONS
Let R, R+, Z and N denote the field of real numbers,
the set of non-negative reals, the ring of integers and the set
of nonnegative integers, respectively. For every c ∈ R and
Π ⊆ R we define Π≥c := {k ∈ Π | k ≥ c}, and similarly
Π≤c, RΠ := Π and NΠ := N∩Π. For a matrix A ∈ Rn×m,
[A]ij denotes the element in the i–th row and j–th column,
[A]i: ∈ R
m denotes the i–th row and [A]:j ∈ Rn denotes
the j–th column. Given a vector x ∈ Rn, [x]i ∈ R denotes
the i–th entry of x. Given two integers c, d such that c < d
and vectors xi ∈ Rn, i ∈ N[c,d], the ordered vector sequence
{xc, xc+1, . . . , xd−1, xd} is denoted by x[c,d]. The identity
matrix is denoted by In ∈ Rn×n, the zero matrix is denoted
by 0n×m ∈ Rn×m and the vector with all elements equal
to one is denoted by 1n ∈ Rn. A proper C–set S ⊂ Rn
is a compact, convex set which contains the origin in its
interior. Given a set S ⊂ Rn and a real scalar α ∈ R,
the set αS is defined by αS := {x ∈ Rn : (∃y ∈ S :
x = αy)}. A polytope is the bounded intersection of a
finite number of closed half–spaces. Proper C–polytopic sets
are described by half–space or vertex representations. The
vertex representation of an arbitrary proper C–polytopic set
S corresponds to
S := conv({vi}i∈N[1,q]), (1)
for some q ∈ N≥n+1. We define with V := [v1, v2, . . . , vq] ∈
R
n×q the full row–rank matrix that has as columns the
vertices of S. Given a proper C–set S ⊂ Rn, the function
Ψ(S, x) := inf
µ
{µ : x ∈ µS, µ ≥ 0},
defined for any x ∈ Rn, is called the Minkowski function of
the set S, or the gauge function of the set S. The function
φ(·) : R+ → R+ belongs to class K if it is continuous,
strictly increasing and φ(0) = 0. The function β : R+ ×
R+ → R+ belongs to class KL if for each fixed t ∈ R+,
β(·, t) ∈ K, and for each fixed s ∈ R+, β(s, ·) is decreasing
and limt→∞ β(s, t) = 0. The map g(·) : Rn → Rm is called
a positively homogeneous map of order one in a set Z ⊂ Rn,
or simply homogeneous in Z , if for any scalar α ∈ R+ and
any vector z such that αz ∈ Z it holds that g(αz) = αg(z).
If Z = Rn, the map g(·) is called homogeneous.
We consider linear discrete–time systems with maximum
delay N ∈ N, described by the difference equation
xt+1 =
N∑
i=0
Aixt−i +But, (2)
where x ∈ Rn is the state vector, u ∈ Rm is the input vector,
Ai ∈ R
n×n
, i ∈ N[0,N ], B ∈ R
n×m are the system matrices
and t ∈ N is the time variable. The initial condition of system
(2) is a vector sequence x[−N,0] of length N +1. We denote
the dynamics of (2) by Φ(·, ·) : Rn(N+1)×Rm → Rn. Setting
the stacked vector z ∈ Rn(N+1) to contain the N + 1 state
vectors of system (2), i.e.,
zt :=
[
x⊤t x
⊤
t−1 . . . x
⊤
t−N
]⊤
, (3)
we define the delay–free augmented discrete–time linear
system with the difference equation
zt+1 = Azzt +Bzut, (4)
where Az ∈ Rn(N+1)×n(N+1), Bz ∈ Rn(N+1)×m are the
corresponding system matrices, i.e.,
Az :=


A0 A1 . . . AN−1 AN
In 0n×n . . . 0n×n 0n×n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0n×n 0n×n . . . In 0n×n

 ,
Bz :=
[
B⊤ 0m×n . . . 0m×n
]⊤
and t ∈ N is the time
variable. The subvectors [zt]i ∈ Rn, i ∈ N[1,N+1] of the
augmented state space z ∈ Rn(N+1) are defined as
[zt]i := xt+1−i, i ∈ N[1,N+1], for all t ∈ N. (5)
We consider the class of state–feedback control laws g(·) :
R
n(N+1) → Rm for both systems (2) and (4). The closed–
loop dynamics of (2), denoted by Φx(·) : Rn(N+1) → Rn,
is equal to
Φx(x[−N,0]) :=
N∑
i=0
Aix−i +Bg(x[−N,0]). (6)
Then, the k–th iterated map Φkx(x[−N,0]) of the closed–loop
dynamics is defined as follows. For k = 0, it holds that
Φ0x(x[−N,0]) := x0. For k = 1, it holds that Φ1x(x[−N,0]) :=
Φx(x[−N,0]), as defined in (6). For k ∈ N[2,N+1], it is
Φkx(x[−N,0]) := Φx(x[−N+k−1,0] ∪ {Φ
i
x(x[−N,0])}i∈N[1,k−1]),
while for k ∈ N>N+1,
Φkx(x[−N,0]) := Φx
(
{Φix(x[−N,0])i∈N[k−N−1,k−1]}
)
.
Similarly, the closed–loop dynamics of (4), denoted by
Φz(·) : R
n(N+1) → Rn(N+1), is equal to
Φz(z) = Azz +Bzg(z), (7)
while the k–th iterated map is given by Φkz(z) :=
Φz(Φ
k−1
z (z)), for any k ∈ N≥1. By convention, Φ0z(z) := z.
Definition 1 The closed–loop system (7) is called KL–
stable in a set Z ⊂ Rn(N+1) if there exists a KL–function
β(·, ·) such that for all z0 ∈ Z the state trajectory of the
closed–loop system (7) satisfies the relation
‖zt‖ ≤ β(‖z0‖, t), ∀t ∈ N.
Definition 2 The closed–loop system (6) is called KL–
stable in a set S ⊂ Rn if there exists a KL–function β(·, ·)
such that for all xi ∈ S, i ∈ N[−N,0], the state trajectory of
the closed–loop system (6) satisfies the relation
‖xt‖ ≤ β(‖x[−N,0]‖, t), ∀t ∈ N.
In the above definitions if Z = Rn(N+1) and S = Rn,
the closed–loop systems (7) and (6) are called globally KL–
stable. The notions of controlled (k, λ)–contractive sets [22]
are recalled next.
Definition 3 Given a real scalar λ ∈ R[0,1] and an integer
k ∈ N≥1, the proper C–set Z ⊂ Rn(N+1) is called a
controlled (k, λ)–contractive set with respect to system (4)
if and only if there exists a state–feedback control law
g(·) : Rn(N+1) → Rm such that for all z ∈ Z it holds
that Φkz(z) ∈ λZ .
If the condition in Definition 3 is satisfied for λ = 1, the
set Z is called a controlled (k, 1)–invariant set. Next, the
corresponding notions of the controlled (k, λ)–contractive
sets for time–delay systems of the form (2) are presented.
Definition 4 Given a real scalar λ ∈ R[0,1] and an integer
k ∈ N≥1, the proper C–set S ⊂ Rn is called a controlled
(k, λ)–D–contractive set with respect to system (2) if and
only if there exists a state–feedback control law g(·) :
R
n(N+1) → Rm such that for all xi ∈ S, i ∈ Z[−N,0],
it holds that Φk+i(x[−N,0]) ∈ λS, for all i ∈ Z[−N,0].
If the condition in Definition 4 is satisfied for λ = 1, the
set S is called a controlled (k, 1)–D–invariant set. Notice
that the definitions of a controlled λ–contractive set and of
a controlled λ–D–contractive set [4] are recovered in both
Definitions 3 and 4 for k = 1. The corresponding notions of
(k, λ)–contractive sets [21] and D–contractive sets [4] can be
similarly defined for the autonomous case, i.e., when ut := 0
in (2), (4), for all t ∈ N.
III. MAIN RESULTS
We make the natural assumption that the matrix pair
(Az , Bz) of the augmented system (4) is stabilizable, which
is also necessary and sufficient for the system (2) to ad-
mit a stabilizing control law [5]. The first problem to be
investigated concerns the systematic characterization of any
candidate proper C–set S ⊂ Rn as a controlled (k, λ)–D–
contractive set and the determination of a stabilizing state–
feedback control law for all initial conditions x[−N,0], where
xi ∈ S, i ∈ N[−N,0]. The second problem concerns the
computation of scalable, both in aspects of controller synthe-
sis and implementation, globally stabilizing state–feedback
control laws for the time–delay system (2).
A. Characterization of controlled (k, λ)–contractive sets and
induced globally stabilizing control laws
In this section we show that the characterization of a
controlled (k, λ)–contractive set induces globally stabilizing
state–feedback controllers for the discrete–time linear aug-
mented system.
Fact 1 Let Z ⊂ Rn(N+1) be a proper C–set. Then, for any
z ∈ Rn(N+1), z ∈ Ψ(Z, z)Z .
Fact 2 Let Z ⊂ Rn(N+1) be a proper C–set. Then, for all
α ∈ R+, for all z ∈ Rn(N+1), Ψ(Z, αz) = αΨ(Z, z).
Proposition 1 Consider the proper C–set Z ⊂ Rn(N+1) and
let g(·) : Z → Rm, be a homogeneous control law in Z , such
that Z ⊂ Rn(N+1) is a (k, λ)–contractive set with respect
to system (7). Consider the homogeneous control law g(·) :
R
n(N+1) → Rm such that g(z) := g(z), for all z ∈ Z .
Then, the system zt+1 = Φz(zt), where Φz(·) : Rn(N+1) →
R
n(N+1)
,
Φz(z) := Az +Bg(z), (8)
is globally KL–stable.
The result follows from the observing that the closed–loop
system (8) is homogeneous and [21, Theorem V.4], and is
omitted here for brevity.
Fact 3 Let Z ⊂ Rn(N+1) be a proper C–set. Let g(·) : Z →
R
n(N+1) be a homogeneous map in Z and g(·) : Rn(N+1) →
R
n(N+1) a map defined by
g(z) := Ψ(Z, z)g(Ψ−1(Z, z)z), (9)
for all z ∈ Z \ {0} and g(0) := 0. Then, g(z) = g(z), for
all z ∈ Z and, moreover, g(·) is a homogeneous map.
In [22, Proposition 1], it was shown that for stabilizable
discrete–time linear systems (4), there always exists a finite
integer k ∈ N such that any proper C–polytopic set Z ⊂
R
n(N+1) is a controlled (k, λ)–contractive set. In addition,
set–induced state–feedback control laws can be established
by computing input sequences which drive all trajectories
starting from the vertices of the set Z in λZ after k time
steps. Indeed, let Z ⊂ Rn(N+1),
Z := conv({viz}i∈N[1,qz ]), (10)
be an arbitrary proper C–polytopic set and let Vz,0 ∈
R
n(N+1)×qz denote the full–row rank matrix that has as
columns the vertices viz ∈ Rn(N+1), i ∈ N[1,qz].
Problem 1 Consider the discrete–time linear system (4) and
the controlled (k, λ)–contractive set Z , defined in (10). For
each l ∈ N[1,qz ], solve the following qz feasibility problems,
setting vlz,0 := vlz .
find {ulz,i}i∈N[0,k−1] , {vlz,i}i∈N[1,k] , pl (11)
subject to
vlz,i+1 = Azv
l
z,i +Bzu
l
z,i, ∀i ∈ N[0,k−1], (12a)
vlz,k = Vz,0p
l, (12b)
pl ≥ 0qz , (12c)
1⊤q p
l ≤ λ. (12d)
Let Uz,i ∈ Rm×qz , i ∈ N[0,k−1], Vz,i ∈ Rn×q , i ∈ N[1,k]
be the matrices constructed from the solution of Problem 1
in the following manner
[Uz,i]:j := u
j
z,i, (i, j) ∈ N[0,k−1] × N[1,qz],
[Vz,i]:j := v
j
z,i, (i, j) ∈ N[1,k−1] × N[1,qz].
Consider the state–feedback control law g(·) : Z → Rm
g(zt) := pii(zt) if t = kM + i, M ∈ N, (13)
where
pii(zt) := Uz,iµi(zt), (14)
for all i ∈ N[0,k−1], µi(zt) ∈ Mi(zt),
M0(zt) := {µ ∈ R
qz
+ : zt = V0µ, 1
⊤
q µ ≤ 1}, (15)
Mi(zt) := {µ ∈ R
qz
+ : Vz,iµ = Vz,iµi−1(zt), 1
⊤
q µ ≤ 1}.
(16)
Proposition 2 [22, Proposition 3]. The system (7) under the
set–valued control law (13)–(16) is KL–stable in Z .
Fact 4 The map g(·) : Z → Rm, defined in (13)–(16), is
homogeneous in Z .
Fact 4 is derived by observing that the mappings pii(·), i ∈
N[0,k−1], as defined in (14), are homogeneous in Z . The
following results follow directly from Proposition 1, Fact 3,
Proposition 2 and Fact 4.
Theorem 1 Let the set Z ⊂ Rn(N+1), defined in (10), be a
controlled (k, λ)–contractive set. Consider the control law
g(·) : Z → Rm (13)–(16), and the control law g(·) :
R
n(N+1) → Rm, where
g(zt) = Ψ(Z, zkM )g(Ψ
−1(Z, zkM )zt), if t = kM + i,
(17)
for all zkM ∈ Rn(N+1) \ {0}, and g(0) := 0. Then, the
closed–loop system zt+1 = Azzt+Bzg(zt) is KL–stable in
R
n(N+1)
.
Proposition 3 Let the set Z ⊂ Rn(N+1) be a controlled
(k, λ)–contractive set for (4). Then, for all α ∈ R+, αZ is
a controlled (k, λ)–contractive set for (4).
B. Characterization of controlled (k, λ)–D–contractive sets
In this section we establish two families of proper C–
polytopic controlled (k, λ)–contractive sets defined in the
augmented state space Rn(N+1), which induce controlled
(k, λ)–D contractive sets in the original state space of the
time–delay system. To this end, given a proper C–polytopic
set S ⊂ Rn with vertex representation (1), we first consider
the family of sets Zinf(S) ⊂ Rn(N+1), where
Zinf(S) := {z ∈ R
n(N+1) : max
i∈N[1,N+1]
Ψ(S, [z]i) ≤ 1}.
(18)
The set Zinf(S) ⊂ Rn(N+1) represents the N + 1 Cartesian
product of the set S. It has q(N+1) vertices, which are
denoted by vlz , l ∈ N[1,q(N+1)]. We remind that q ∈ N is
the number of vertices of the set S ⊂ Rn. Let Vz,0 ∈
R
n(N+1)×q(N+1)
, where [Vz,0]:l = vlz , l ∈ N[1,q(N+1)], be
the full row rank matrix having as columns the vertices of
Zinf(S). The next result follows directly.
Proposition 4 Let Zinf(S) be a controlled (k, λ)–contractive
set with respect to system (4). Then, S is a controlled (k, λ)–
D–contractive set with respect to system (2).
A stabilizing controller can be constructed by solving Prob-
lem 1 for the vertices of the set Zinf(S). Nevertheless, the
implementation of the corresponding control strategy (13)–
(16) is not scalable with respect to the maximum delay N .
In specific, the computation of the vectors µi(x[t−N,t]) ∈
Mi(x[t−N,t]) requires the decomposition of the augmented
vector zt constructed from the states x[t−N,t] to the convex
combination of the qN+1 vertices of Zinf(S). To tackle this
problem, we consider the family of sets Z1(S) ⊂ Rn(N+1),
where
Z1(S) := {z ∈ R
n(N+1) :
N+1∑
i=1
Ψ(S, [z]i) ≤ 1}. (19)
For any proper C–polytopic set S ⊂ Rn, Z1(S) ⊂ Rn(N+1)
is also a proper C–polytopic set and has q(N + 1) vertices.
The next results follow from the properties of Minkowski
functions and the structure of the sets Zinf (18) and Z1 (19).
Fact 5 For any proper C–set S ⊂ Rn, it holds that
Z1(S) ⊆ Zinf(S) ⊆ (N + 1)Z1(S). (20)
Proposition 5 Let Z1(S) be a controlled (k, λ)–contractive
set with respect to system (4). Then, S is a controlled (k⋆, λ)–
D–contractive set with respect to the system (2), with
k⋆ =
⌈
1−
log(N + 1)
logλ
⌉
k. (21)
Comparing Propositions 4 and 5 it is worth noticing
that the computations needed to characterize the set S as
a controlled (k, λ)–D–contractive set are significantly less
using the results of Proposition 5. In detail, the set Z1(S)
consists of q(N+1) vertices. Thus, characterizing the set Z1
as a controlled (k, λ)–contractive set is less computationally
expensive than characterizing the set Zinf(S), which consists
of q(N+1) vertices.
C. Scalable controller synthesis and implementation
In what follows, a systematic scalable controller synthesis
and implementation method is provided. Consider the proper
C–polytopic set S (1) and the initial condition sequences for
the system (2), denoted by vl
i[−N,0]
:= {vli,j}j∈N[−N,0] , for
all (i, l) ∈ N[−N,0] × N[1,q], where
vli,j :=
{
vl, j = i,
0n, j ∈ N[−N,0] \ {i}.
(22)
We consider the following problem.
Problem 2 Consider the linear time–delay system (2) and
the proper C–polytopic set S (1). Solve the following q(N +
1) feasibility problems, for each pair (i, l) ∈ N[−N,0]×N[1,q].
find {vli,j}j∈N[1,k] , {uli,j}j∈N[0,k−1] , {pli,j}j∈N[−N,0] (23)
subject to
vli,j+1 =
N∑
c=0
Aiv
l
i,j−c +Bu
l
i,j , j ∈ N[0,k−1], (24)
vli,k+j = V p
l
i,j , j ∈ N[−N,0], (25)
pli,j ≥ 0q, j ∈ N[−N,0], (26)
0∑
j=−N
1⊤q p
l
i,j ≤ λ. (27)
Suppose that the Problem 2 is feasible and consider the
matrices {Ui,j}(i,j)∈N[−N,0]×N[0,k−1] , where Ui,j ∈ Rm×q,
defined by
[Ui,j ]:l := u
l
i,j , l ∈ N[1,q].
We define the control law
gx(x[t−N,t]) :=
0∑
i=−N
Ui,jµ(xkM+i), if t = kM + j, (28)
where µ(x) ∈M(x),
M(x) := {µ ∈ Rq+ : x = V µ}. (29)
Next, we establish that the problem of characterizing the
set S as a controlled (k, λ)–D–contractive set and computing
a stabilizing control law for system (2) is scalable.
Theorem 2 Suppose that Problem 2 admits a feasible solu-
tion. Then, the following hold.
(i) The proper C–polytopic set S (1) is a controlled (k⋆, λ)–
D–contractive set with respect to (2).
(ii) The closed–loop system (6) under the control law
g(x[t−N,t]) := γ(x[kM−N,kM ])×
gx
(
γ(x[kM−N,kM ])
−1
x[t−N,t]
) (30)
if t = kM + i, where gx(·) : Rn(N+1) → Rm is defined
in (28), (29) and
γ(x[kM−N,kM ]) :=
0∑
i=−N
Ψ(S, xkM+i), (31)
is globally KL–stable.
Proof: (i) Consider the vectors {vlz,0}l∈N1,q(N+1) ,
vlz,0 ∈ R
n(N+1) of initial conditions in the augmented space
R
n(N+1)
, where [v(1−i)cz,0 ]1−j := vci,j , (i, c, j) ∈ N[−N,0] ×
N[1,q] ×N[−N,0]. The vectors vlz,0 are the vertices of the set
Z1(S) (19). It is easy to verify that relations (12) are satisfied
with u(1−i)cz,j := uci,j , (i, c, j) ∈ N[−N,0] × N[1,q] × N[0,k−1],
and [p(1−i)cz ]j := pci,j , j ∈ N[−N,0]. Since Problem 1 has
a feasible solution, the set Z1(S) is a controlled (k, λ)–
contractive set with respect to (4). Consequently, from
Proposition 5, it follows that S is a controlled (k⋆, λ)–D–
contractive set, with k⋆ =
⌈
1− log(N+1)log λ
⌉
k.
(ii) Since Z1(S) is a controlled (k, λ)–contractive set, it
follows that the control law (13)–(16) is stabilizing for
all z0 ∈ Z1(S). Consider the explicit admissible selec-
tion µi(zt) := µ0(zt), for all i ∈ N[1,k−1] of the set–
valued law (13)–(16). The corresponding control law is
gz(zt) := Uz,iµ(zt), if t = kM + i, M ∈ N, where
Uz,j = [U0,j U−1,j · · · U−N,j], for all j ∈ N[0,k−1],
with µ(zt) ∈ Mz(zt) ⊂ Rq, where Mz(z) := {µ ∈
R
q(N+1)
+ : z = Vz,0µ}. The matrix Vz,0 ∈ Rn(N+1)×q(N+1)
contains in its columns the vertices of the set Z1(S) and
is equal to Vz,0 =


V 0n×q ... 0n×q
0n×q V ... 0n×q
.
.
.
.
.
.
.
.
.
.
.
.
0n×q 0n×q ... V


. Thus, it follows
that the set Mz(z) is equal to Mz(z) = {µ ∈ Rq(N+1) :
[z]i = V [µ]i, i ∈ N[1,N+1]}. Consequently, the control law
can be written as gz(zt) :=
∑N+1
j=1 U(1−j),i[µ(zt)]j , if t =
kM + i, M ∈ N, and taking into account (3), it is equal
to (28), (29). From Proposition 2 and [5], it follows that the
closed–loop system (6) under the control law (28), (29) is
KL–stable in S. Taking into account Theorem 1 and that
relation Ψ(Z1, z) =
∑N+1
i=1 Ψ(S, [z]i) holds by construction
of the set Z1(S), it follows directly that the closed–loop
system (6) under the control law (30) is globally KL–stable.
Remark 1 The first statement of Theorem 2 establishes scal-
ability of the computations needed to characterize a proper
C–polytopic set S as a controlled (k, λ)–D–contractive set.
Indeed, solving Problem 2 with initial condition vector
sequences vl
i[−N,0]
, defined by (22), is equivalent to solving
Problem 1, defined in the augmented state space, with initial
conditions the vertices of the set Z1(S). Moreover, each of
the q(N + 1) linear programs in Problem 2 is already in a
form such that it can be solved using distributed optimization
techniques, see for example [23, Section 4.2].
Remark 2 The second statement of Theorem 2 establishes
a globally stabilizing scalable state–feedback control law.
In detail, the control law (30) can be implemented as
follows: Given the time variable t, find the integers (M, i) ∈
N × N[0,k−1] such that t = kM + i. If i = 0, compute
Ψ(S, xkM+j), for all j ∈ N[−N,0]1 and γ(x[kM−N,kM ]), as
defined in (31). Next, compute µ(γ(x[kM−N,kM ])−1xkM+j),
for all j ∈ N[−N,0], as defined in (29), and g(x[t−N,t]),
as defined in (30). If i ∈ N[1,k−1], compute g(x[t−N,t]), as
defined in (30).
IV. NUMERICAL EXAMPLE
We consider a second order time–delay system (2) with
maximum delay N = 4. The system matrices Ai ∈
R
2×2
, i ∈ N[0,4], and B ∈ R2×1 are A0 =
[
1.5 −0.5
0.5 0.2
]
,
A1 =
[
0.2 −0.2
0.2 0.2
]
, A2 = [ 0.5 0.50.5 0.2 ], A3 =
[
−0.6 0.3
1 2
]
, A4 =[
1.5 −0.5
0.5 0.2
]
, B = [ 11 ]. For the given numerical example, we
applied two standard approaches for constructing a stabiliz-
ing state–feedback controller and a region of attraction.
First, a controlled invariant set Z ⊂ Rn(N+1) was
searched for, for the augmented system (Az , Bz), Az ∈
R
10×10
, Bz ∈ R
10×1
. This approach belongs to the family of
Lyapunov–Krasovskii methods, since the controlled invariant
set is searched in the augmented space. The algorithm for
finding the controlled invariant set was implemented by the
routine mpt maxCtrlSet of the MPT [24]. The algorithm
did not succeed in returning a solution. Next, we aimed to
find a D–invariant set S ⊂ R2 by exploiting the necessary
and sufficient algebraic conditions of existence of polyhedral
D–invariant sets [17]. This approach belongs to the family
of Lyapunov–Razumikhin methods. To this end, the discrete
LQR control was computed for the augmented system. We at-
tempted to solve the algebraic conditions for the closed–loop
time–delay system using the fmincon routine of Matlab.
For this setting, no feasible solution could be obtained, for
candidate polytopic D–invariant sets which can be described
as the intersection of at most 40 half–spaces, while no
solution was returned for more complex candidate polytopic
sets. The failure of the considered standard approaches
indicates the non–trivial nature of the stabilization problem
1Since S is a proper C–polytopic set, Ψ(S, x) is equal to the optimal
cost of the linear program minα,ξ α subject to x = V ξ and 1⊤q ξ ≤ α.
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Fig. 1. The (k⋆, λ)–D–contractive set S (yellow), the initial conditions
x−4 = [0 1]⊤, x−3 = [1 − 1]⊤, x−2 = [1 1]⊤, x−1 = [−1 1]⊤,
x0 = [−1 −1]⊤ (black dots) and the trajectory of the closed–loop system
(6) under the control law (30), (31) (blue circles).
for the numerical example under study. In what follows, we
demonstrate the method proposed in this article for the same
example. In detail, the problem investigated concerns the
characterization of the initial condition set S := {x ∈ R2 :
‖x‖∞ ≤ 1} as a candidate (k, λ)–D–contractive set and
the determination of a stabilizing state–feedback control law
for all xi ∈ S, i ∈ N[−4,0]. The set S has four vertices
vi, i ∈ N[1,4], where v1 = [1 1]
⊤
, v2 = [−1 1]
⊤
,
v3 = [1 − 1]
⊤
, v4 = [−1 − 1]
⊤
. First, the set S was
characterized as a (k, λ)–D–contractive set by exploiting
Theorem 2. In specific, a pair (k, λ) ∈ N≥1 × R[0,1) was
computed such that Problem 2 has a solution. The integer k
was increased until a feasible solution was recovered. The
feasible integer k = 10 ∈ N≥1 and scalar λ = 2 × 10−31 ∈
R[0,1) were obtained by solving the optimization problem
min{vl
i,j
}j∈N[1,k] ,{u
l
i,j
}j∈N[0,k−1] ,{p
l
i,j
}j∈N[−N,0] ,λ
λ, subject to
the constraints (24)–(27) and 0 ≤ λ < 1, for q(N + 1) =
4 × 5 = 20 different initial condition sequences vl
i[−N,0]
,
as defined in (22). Thus, from Theorem 2, the set S is a
(k⋆, λ)–D–contractive set with respect to the system (2),
where k⋆ =
⌈
1− log(5)log(2×10−31)
⌉
10 = 20. The control law
(30),(31) is a globally stabilizing state–feedback control law,
thus, it is stabilizing for all xi ∈ S, i ∈ N[−4,0]. In
Figure 1, the (20, 2×10−31)–D–contractive set S is shown
with yellow color in the time–delay state space. Moreover,
a trajectory of the closed–loop system under the control
law (30), (31) is shown in blue color, for initial conditions
xi ∈ S, i ∈ N[−4,0], which are shown as black dots.
V. CONCLUSIONS
A novel stabilizing controller synthesis and implementa-
tion approach for discrete–time linear time–delay systems
was presented. The proposed approach is non–conservative,
it is scalable with respect to the maximum delay, and it
induces controlled (k, λ)–D–contractive sets, which corre-
spond to a relaxed notion of invariance in the time–delay
space.
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