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Conditions are obtained for the multivariate components of variance model to 
admit a multivariate analysis of variance (MANOVA). MANOVA in this setup is 
defined as a partition of the sum of squares and sum of products matrix into 
independent Wishart matrices. A minimal suff’cient statistic is exhibited using the 
terms in the MANOVA and its completeness is discussed. The results are illustrated 
using examples. 0 I989 Academic Press, Inc. 
1. INTR~D~JCTI~N 
In a recent paper, Brown [9] has investigated the existence and charac- 
terization of ANOVA in a univariate mixed effects model. ANOVA in such 
a setup is defined as a partition of the total sum of squares into terms that 
are independent and are scalar multiples of chi-squared variables. A related 
paper in the multivariate case is Anderson, Anderson, and Olkin [3]. The 
present paper is in the same spirit as Brown [9] and considers multivariate 
analysis of variance (MANOVA) in a general multivariate linear model 
with mixed effects. 
Let Y be an n x p random matrix having the following structure: 
k-1 
Y=XB+ c A,U,+E, 
j=l 
where X is a known n x m matrix, B is an m x p matrix of unknown 
parameters, Aj is a known n x r, matrix, U, is an rj x p random matrix 
whose rows are independent p-variate normal with mean zero and disper- 
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sion matrix Cj (j= 1, 2, . . . . k - 1). E is an n x p random matrix whose rows 
are independent p-variate normal with mean zero and dispersion matrix 
C,. It is assumed that 17;s are independent and also independent of E. 
Thus E(Y) = XB and if we write the columns of Y’ one below the other, the 
resulting np x 1 vector has dispersion matrix 
where vk = I and V, = A,A; (j= 1, 2, . . . . k - 1). (Here @ denotes 
Kronecker product; i.e., if A=(Q) and B= (b,), then A @ B has (ij) th 
block auB.) It is assumed that the matrices Cj are arbitrary nonnegative 
definite matrices subject only to the condition that c,“= i ( Vj @Cj) is 
positive definite. Thus, whenever we talk about the possible values of Z; in 
the text, we mean the values of Zj as specified above. Note that this, in 
particular, includes positive definite values of Z;.. 
Following Brown [9] (see also Graybill and Hultquist [lo], Albert [ 11, 
Brown [S], Harville [ 111, and Speed [ 163) we make the following 
definition. 
DEFINITION 1. A MANOVA is defined as a partition Y’Y = 
C;=, Y’R, Y (where Rls are nonnegative definite matrices) satisfying 
(i) Y’R, Y are independent. 
(ii) Y’R, Y have possibly noncentral Wishart distributions. 
(iii) Y’R, Y have expectations which are different parametric 
functions apart from being a known scalar multiple. 
If R is a nonnegative definite matrix, then a partition Y’RY = x;= 1 Y’R, Y 
satisfying the above three properties is defined as a partial MANOVA. 
The definition does not make clear the associated covariance matrices or 
the noncentrality matrices of the noncentral Wishart distributions. We have 
derived these quantities in the proof of Theorem 1 in the next section. 
When a MANOVA exists, the terms in the MANOVA can be used for 
making inferences about the unknown parameters. This is considered in 
Section 3. Two examples are discussed in Section 4. The first example is a 
general balanced model with fixed and random effects and it is shown that 
a MANOVA always exists for this model. In the second example, we 
consider a model where maximum likelihood estimators do not exist and, 
consequently, likelihood ratio tests are not possible. However, the existence 
of a partial MANOVA enables us to obtain exact tests on various 
hypotheses of interest. 
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2. EXISTENCE OF MANOVA 
We assume without loss of generality that X is of full column rank. Let 
P= X(X’X)-’ X’ be the orthogonal projector onto the range of X. Let 
Q = I- P. Suppose P,, P,, . . . . P,; Q,, Q2, . . . . Q, are orthogonal projectors 
satisfying PiPj =O (i#j), QiQj =O (i#j), P=Cj=l Pi, and Q=c;=, Qi. 
Then clearly, 
Y’Y= i Y’P,Y+ i Y’QjY. 
i=l i= 1 
(2-l) 
The following theorem and its proof are similar to Theorem 1 in Brown 
c91. 
THEOREM 1. Let a partition P = xi= , Pi be given, where Pis are perpen- 
dicular projections. Then 
(a) there exists a partition Q=c;=, Qi such that (2.1) forms a 
MAN0 VA for all possible values of B and Z;. if and only if (i) P, , P,, . . . . P,, 
VI, vz, ***, Vk commute and (ii) there exist nonnegative real numbers aii 
satisfying PiVjP, =aijPi for i= 1, 2, . . . . t; j= 1, 2, . . . . k. 
(b) When (i) and (ii) in (a) hold, the partition of Q leading to the 
MANOVA is unique. 
ProoJ: (a) Sufficiency. Since P,, P,, . . . . P,; V,, V,, . . . . Vk commute, 
there exists an orthogonal matrix S such that S’P,S and SV,S are 
diagonal matrices whose diagonal elements are the eigenvalues of Pi and 
Vi, respectively (i = 1, 2, . . . . t; j = 1, 2, . . . . k). Without loss of generality, let 
S= (S,, Sz, . . . . S,, S,) be the orthogonal matrix such that S,Sl= Pi (i= 1, 
2 9 .-., t) and So& = Q. Since V, also commutes with Q, we get VjS, = S,D,, 
where Dj = diag(6ij, dIj, . . . . S,_ ~, j), r = rank P = rank X. We note that 
Dk = I,-,, since V, = I. Let s denote the number of distinct non-null 
vectors among the k-tuples (a,,, az2, . . . . a,,) for a = 1,2, . . . . n-r and 
suppose these correspond to a = 1, 2, . . . . s. Then we can find s partitions of 
so, so = (So,, so,, . . . . S,,) so that V,S,, =C”,=, L~,~S,, and Q= So& = 
Cz =i So, So, = 1: = i Q,. It also follows that ViQ = ES, = I BajQol, So, VjS,, 
= Szjl, and Sb, VjSog = 0, a # 8. We now show that this partition of Q is 
the required partition yielding a MANOVA. Since Pi = SiSi, the condition 
Pi V,P, = aijPi is equivalent to Sl VjSi = a,I. Consider any term in (2.1), 
say Y’P, Y = Y’S, S; Y. S; Y has covariance matrix cj”= i (S; VjS, @Cj) = 
1@~~=, a,,Cj. Hence Y’P, Y has noncentral Wishart distribution with 
associated covariance matrix xi”=, aliZj and noncentrality matrix 
(xi”= i aliCj)-’ B’X’P, XB. The matrices Y’Q, Y (i= 1, 2, . . . . s) have central 
Wishart distributions. That the terms in (2.1) satisfy the other conditions in 
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the definition of the MANOVA is easily verified using the conditions in the 
theorem and the above construction of the partition of Q. 
Necessity. Suppose the partition (2.1) forms a MANOVA. For any 
nonnull vector a, Ya has distribution N(XBa, J$= 1 (a’Zja) Vj). Since 
a’ Y’P, Ya (suitably scaled) has chi-squared distribution, we necessarily 
have xi”= 1 (a’.Z’,a) Pi VjPi = aPi (where the scalar c1 depends on a). Since 
this must be true for all possible values of Cj and all nonnull a, we see that 
Pi I’, Pi is a scalar multiple of Pi. Using independence, we get Pi VjP, = 0 
(i # I). Similarly QiVjQi = S,Q,, Qi VjQ, = 0 and P,V,Q, = 0. From 
these it follows that Vj must be a linear combination of Pis and Qi,s. 
Consequently, P,, . . . . P,, V,, . . . . V, must commute. 
(b) Uniqueness. Suppose the partition Q =C;=, Hi also gives a 
MANOVA, where Hi’s are perpendicular projections. To show uniqueness, 
we have to show that u=s and each Hi is one of the Qrs. Following the 
proof of the “sufficiency” part, we get VjQ = C;=, BvHi, for 8,3 0. Thus 
the Hi’s are projectors in the spectral decomposition of VjQ and since 
Y’Hj Y and Y’H, Y have different expected values (for i # Z), we see that 
the k-tuples (oil, 0,, . . . . 0,) are distinct and nonnull. Uniqueness now 
follows. 1 
Let R be an arbitrary projection matrix. Write R = Ss’, where 
S’S= I. Then S’Y has expected value S’XB and covariance matrix 
c,“=, (s’VjS@Cj). Applying Theorem 1 to the model for SY, we get the 
necessary and sufficient condition for a partition of Y’RY to form a partial 
MANOVA. In particular, a partial MANOVA for Y’QY exists if and only 
if the matrices QV,Q (j= 1, 2, . . . . k) commute, in which case the decom- 
position Y’Q Y = C;= i Y’Q, Y giving the partial MANOVA is unique. 
3. INFERENCE ON THE MEAN VECTOR AND COMPONENTS OF VARIANCE 
Let P, be the orthogonal projector onto a given subspace of the range of 
X. When a partial MANOVA exists with Y’P, Y as a term, then PIXB 
necessarily admits a BLUE, which is the same as its least squares 
estimator. To see this, we note that the least squares estimator of P, XB is 
P,X(x’X)-’ X’Y = P, PY = P, Y. Furthermore, the existence of a partial 
MANOVA implies that P, ViQ = 0. Thus PI Y and Q Y are uncorrelated 
from which it follows that PI Y is the BLUE of its expectation. PI Y is in 
fact the uniformly minimum variance unbiased estimator (umvue) of its 
expectation, since we have assumed normality. Thus, when (2.1) forms a 
MANOVA, the least squares estimator of the mean matrix XB is its BLUE 
and also its umvue. 
By equating the terms Y’Qi Y (i = 1, 2, . . . . s) in the MANOVA to their 
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expected values it is possible to obtain unbiased estimators of the form 
Y’AY for those individual components of variance which admit such 
estimators. The estimators so obtained are translation invariant and 
unbiased and such estimators exist for all the k individual components of 
variance if and only if QV, Q, . . . . QVkQ are linearly independent. However, 
unbiased estimators of the individual 2;. (j= 1, 2, . . . . k) obtained using the 
terms in the MANOVA may not give estimators that are nonnegative 
definite. These estimators may have to be modified to satisfy the non- 
negativity requirement (see Amemiya [ 21, Anderson [ 63 ). Furthermore, 
these estimators are not in general umvue, since the minimal sufficient 
statistic obtained from the terms in the MANOVA is not always complete. 
We shall now exhibit a minimal sufficient statistic and discuss its 
completeness. 
Recall that when (2.1) forms a MANOVA, each V, is a linear com- 
bination of the Pi’s and Q;s. In fact I’, = Cf= i cciiPi + CT= 1 S,Q,, where ail 
and 6, are nonnegative real numbers as specified in Theorem 1 and its 
proof. Hence c,“=, (V,@Ci)=~j=, (Pi@Aj)+C;=, (Qi@Ai), where 
A, = CT=, aliZ, and Ai = CT=, S,Zj. Noting that for each i, A, and A, are 
positive definite matrices, we get 
Hence, after simplifications, the density of Y can be written as 
f(Y) = 44 A 1, . . . . A ,, A i, . . . . A,) 
xexp -- 
[ 
‘i 
2,=, 
tr n;‘B’rSiSiY 1 
x exp tr LIT’ Y’S&Y 1 
x exp tr A,:‘Y’QiY 1 , 
where we write Pi = SiS;(S,!Si= I), i= 1, 2, . . . . t. Here the function h does 
not depend on Y. We recall that X is assumed to be full column rank. We 
now prove 
THEOREM 2. Suppose (2.1) forms a MANOVA. Then 
(a) the statistics X’Y, Y’Q, Y, . . . . Y’QS Y constitute a minimal 
sufficient statistic for the normal family of distributions of c 
(b) the minimal sufficient statistic in (a) is complete if and only if 
s<dimsp{QV,Q, . . . . Qv,Q}. 
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Remark. The matrices Y’Q, Y in Theorem 2 are symmetric matrices. In 
the minimal sufficient statistic, we Consider only the distinct elements in 
these matrices. 
Proof (a) Our proof is similar to the proof of Theorem 2.5 in Seely 
[ 151 or Lemma 1 in Zmyslony [ 181. It is enough to show the minimal suf- 
ficiency of S; Y, . . . . S; Y, YQ, Y, . . . . Y’Qs Y. For this we have to show that 
the elements of the parameter matrices /1; ‘B’X’S, (i = 1, 2, . . . . t) and the 
distinct elements in A; ’ (i = 1, 2, . . . . s) are linearly independent when the 
unknown matrices B and zj are allowed to take all possible values. Since B 
could be the null matrix, this is equivalent to showing that the elements in 
A; ‘#X’S, are linearly independent and so are the distinct elements in A; l. 
Suppose matrices Li satisfy Cf= 1 tr L,A;‘B’X’S, =O, for all B. In other 
words, Cf=, tr x’S,L,A; ‘B’ = 0 for all B, which is equivalent to 
Cf= 1 x’S,L,A; l= 0. This gives xi= 1 SiLiA,:’ = 0 (since range(S,) c 
range(X)) or equivalently S,L,A;’ =0 (using the orthogonality of the S,‘s). 
Thus we get Li = 0, since S, is of full column rank. Now suppose the sym- 
metric matrices Hi satisfy C;=, tr Hi A,:’ = 0 (we note that the matrices Hi 
have to be symmetric since we are proving the linear independence 
of distinct elements in the symmetric matrices A; ’ ). Thus 
C;=, tr Hi(xT= 1 Sij.Xj) -’ = 0 holds for all possible values of Cj. That this 
implies Hi = 0 can be established using the fact that (hi,, diz, . . . . 6,) is not a 
scalar multiple of (6,, , 6,, . . . . 6,k), i # 1. 
(b) We note that the family of distributions induced by X’Y is com- 
plete, since it contains the complete family N(B, X’X@C,) as a subfamily 
(where B is an arbitrary m x p matrix and C, is an arbitrary p x p positive 
definite matrix). Showing that Y’Q, Y, . . . . Y’Q, Y is complete if and only 
if s<dimsp{Qv,Q, . . . . QvkQ> is a straightforward extension of the 
corresponding univariate result given in Brown [9, p. 14933. We now 
appeal to Theorem 5.1 in Seely [15], which states that X’Y, 
Y’Q, Y, . . . . Y’Q, Y is complete if and only if X’Y is complete and 
Y’Q, Y, . . . . Y’QsY is complete. 1 
From Theorem 2 it follows that if Qv,Q (j= 1, 2, . . . . k) are linearly 
independent, then the existence of a MANOVA with s = k guarantees the 
existence of umvue’s for B as well as zj (j = 1, 2, . . . . k). 
We now discuss briefly how the terms in a MANOVA or partial 
MANOVA can be used to test hypotheses. Consider the hypothesis H,: 
KB = 0. Let the columns of X0 be such that sp{XB : KB = 0) = sp{X&,: 
B, arbitrary}. If P, is the orthogonal projection onto the range of X0, then 
the sum of squares and the sum of products matrix (s.s. and s.p. matrix) 
due to H, is Y’(Z-P,)Y- Y’(Z-P)Y= Y’(P-P,)Y= Y’P, Y, where 
PI = P-P,. It may be possible to obtain a test procedure for testing H,, if 
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a MANOVA (or partial MANOVA) exists with Y’P, Y as a term. 
However, there is no guarantee that an exact test can obtained. It can be 
shown that X’P, and K’ have the same range and consequently if Y’P, Y is 
a term in a MANOVA, then testing KB= 0 is the same as testing 
P, XB = 0. If E( Y’P, Y) = B’X’P, XB + UC, and E( Y’Q, Y) = bL’, (where C, 
is a positive definite linear combination of the C,‘s and a and b are positive 
real numbers), then an exact test can be obtained using any standard test 
criterion. For example /i = 1 Y’Q, Yl/l Y’Q, Y + Y’P, Yl has the distribution 
of Wilk’s L!, provided rank( Q, ) > p. Construction of an exact test for 
testing hypotheses regarding B or the C;s is determined by the expected 
values of the terms in the MANOVA. 
4. EXAMPLES 
(a) Balanced MANOVA Models. We shall show that the decom- 
position (2.1) forming a MANOVA is possible for any balanced 
MANOVA model with fixed and random effects. For this, we shall make 
use of the structure of such models and then apply Theorem 1. We note 
that any balanced MANOVA model could be written in the form 
Y=lp’+X,B, + ... +X,B,+A,U, + ... +Ak-lUk-, +E. 
Here p is an overall mean vector of dimension p and 1 is an n x 1 vector 
with each entry unity. Bls represent the fixed effects due to various factors 
(crossed or nested) and their interactions. Uis are the random effects and E 
is the error matrix. On iJ:s and E we make the same assumptions as in the 
Introduction. Since we are dealing with balanced models, each Xi and each 
Aj are matrices of the form (H, 0 H, 0 . . . @H,), where Hi (i= 1, 2, . . . . I) 
is either an identity matrix or the vector 1 of appropriate dimension. 
Consequently, the dispersion matrix under consideration is of the form 
v, oc, + .*. + I’, ~ 1 0 Ck _ 1 + I@ Z,, where Vi is a Kronecker product 
of an identity matrix or the matrix J (a matrix of ones). Consequently, the 
Vi’s commute (this is also observed in Szatrowski and Miller [ 171). The S.S. 
and s.p. matrix due to any effect is of the form Y’P,Y, where Pi is a 
Kronecker product of matrices of the form 1, (l/u)J,, and I- (l/b)J, (J, is 
a J-matrix of order a). The S.S. and s.p. matrix due to p is (l/n) Y’J, Y and 
the S.S. and s.p. matrix due to an interaction effect whose design matrix 
is I,Olb@IcOld is Y’C(I,-(l/a)J,)O(l/b)J, 0 (I,-(l/cV,)@ 
(l/d) JJ Y. If we denote the S.S. and s.p. matrices due to p and Bi by Y’P, Y, 
Y’Pi Y (i= 1, 2, . . . . t) (P, = (l/n)J,,), then Pi’s are orthogonal projections 
commuting with Vi and satisfying Pi VjPi is either the null matrix or a 
multiple of Pi (i = 0, 1, . . . . t). Applying Theorem 1, we see that there exists a 
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unique partition Q = I:= r Qi, such that Y’Y = CjzO Y’P, Y + J$=, Y’Q, Y 
forms a MANOVA. The special case of the multivariate one way classifi- 
cation model with random effects is discussed in Anderson [S, p. 4251 and 
Anderson [4, Sections 6 and 71. (See also Schott and Saw [ 143.) 
(b) Linear Models with Exchangeable Errors. The model under con- 
sideration is Y = 1~’ + XB + E, where we assume that the vector 1 is not in 
the range of X. Here Y is an n x p matrix and the rows of the error matrix 
E are assumed to be exchangeable, jointly normally distributed with mean 
0. Consequently, the variance covariance matrix of E is 
C, and C2 are p x p real symmetric matrices subject to the condition 
that the above covariance matrix is positive definite. We note that the 
covariance matrix of E could be written in the form J@Cz + Z@ 
(Z, -C,), where f is order n. This matrix is positive definite if and only if 
C, - Z, is positive definite and C, + (n - 1 )Z, is nonnegative definite. We 
refer to Arnold [7] for further details and examples of situations where 
such a model could arise. The above covariance structure and some 
applications of it have also been considered by Krishnaiah and Lee [12] 
and Rao [13]. Let P denote the orthogonal projector onto the range of 
(1 : X). For an arbitrary partition of P into perpendicular projectors, a 
MANOVA may not exist, since the projectors in the partition may not 
commute with J or may not satisfy P,JP, = cr,P,. But the partition P = 
(l/n) J, + (P - l/n) J,) does lead to a MANOVA with s = 1. The reason for 
this is that (P - (l/n) J,) J, = 0. If X is of full column rank, then (1 : X)’ Y 
and Y’QY jointly form a complete sufficient statistic. For testing 
hypotheses regarding B we need only to look at partitions of P - (l/n) J, 
and the corresponding partial MANOVA which exists with s = 1. For 
testing H,: KB = 0, an exact test can be obtained using any standard test 
criterion, as outlined in the previous section. However, the likelihood ratio 
procedure is not applicable for testing H,, since there are no maximum 
likelihood estimators for this model This follows from the discussion in 
Sections 4 and 5 in Arnold [7]. 
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