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Abstract
The Riemann normal coordinate expansion method is generalized to the
Ka¨hler manifold. The Ka¨hler potential and holomorphic coordinate trans-
formations are used to dene the normal coordinate preserving the complex
structure. The existence of this Ka¨hler normal coordinate is shown explicitly
to all orders. The formalism is applied to the background eld methods in




The Riemann normal coordinate is useful in the general relativity and the eld the-
ory, especially in the nonlinear sigma models. It is dened as the coordinate along
the geodesics. The nonlinear sigma models are the map from the Minkowski space to
the Riemannian manifold called the target manifold. The S-matrices are invariant
under an arbitrary eld redenition which corresponds to the coordinate transforma-
tion in the target manifold. Since the coecients of the Riemann normal coordinate
expansion of an arbitrary tensor are covariant, the general coordinate reparametriza-
tion invariance becomes manifest and this is the reason why the Riemann normal
coordinate is widely used in the renormalization of the sigma models [1].
While the N = 1 supersymmetry in two dimensions gives no constraints on the
target manifold of the nonlinear sigma models, the N = 2 supersymmetry in two
dimensions requires the target manifold to be a Ka¨hler manifold [2].1 Such models
appear in the compactication of the superstring theory. When the Ka¨hler manifolds
are the coset manifold, there exist auxiliary eld methods at least for the Hermitian
symmetric spaces [3]. The non-perturbative analysis would be possible for these
models. On the other hand, for the systematic study of the perturbation theory, we
have to preserve the supersymmetry and the reparametrization invariance manifestly
by using the normal coordinate in the Ka¨hler manifold, which is not known yet.
The purpose of this paper is to give the simple way to obtain the Riemann normal
coordinate in the Ka¨hler manifold, called the \Ka¨hler normal coordinate".2 One
of the novel features of this method is that we do not need the discussion of the
geodesics in contrast to the real Riemann manifold. Instead of using metric, we
heavily use the Ka¨hler potential, which xes the geometry of Ka¨hler manifold.
One can apply the normal coordinate method to the nonlinear sigma models.
The N = 1 supersymmetry in four dimensions has the same structures as N = 2
supersymmetry in two dimensions. (The latter is the direct dimensional reduction of
1We count the supersymmetry by the Majorana spinor. The N = 1 and N = 2 supersymmetry
correspond to N = (1, 1) and N = (2, 2) supersymmetry in the Majorana-Weyl spinor, respectively.
2Although Clark and Love [4] gave one of such the methods, it requires the isometry of the
target manifold. On the other hand, our method is valid for any Ka¨hler manifold.
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the former.) The N = 1 supersymmetric nonlinear sigma models in four dimensions
appear as the low-energy eective theories describing the (quasi-)Nambu-Goldstone
bosons when the global symmetry is spontaneously broken with preserving the su-
persymmetry [6]. The low-energy theorems of the two-body scattering amplitudes
of these bosons are discussed in Ref. [8], where the Ka¨hler normal coordinate ex-
pansion to the forth order are used. The expansion to higher orders are needed for
the calculation of the many-body scattering amplitudes.
This paper is organized as follows. In section 2 we construct the Ka¨hler normal
coordinate expansion, and present a theorem that all the coecients are covariant.
This method is applied to the supersymmetric nonlinear sigma models in section 3.
We summarize the geometry of the Ka¨hler manifold in Appendix A. The proof of
the theorem is given in Appendix B.
2 Ka¨hler normal coordinate
Let (zi, zi) be the general complex coordinate of a patch of the Ka¨hler manifold.
The Ka¨hler manifold can be characterized by the Ka¨hler potential K(z, z), which
is dened in each coordinate patch of the manifold. Then the Ka¨hler metric is given
by
gij(z, z
) = ∂i∂jK(z, z), (2.1)
where the dierentiations are with respect to the coordinates zi and zj . The metric
is invariant under the Ka¨hler transformation
K(z, z) ! K(z, z) + f(z) + f (z). (2.2)
The geometric quantities such as the connection and the curvature can be calculated
from the metric and hence from the Ka¨hler potential as summarized in Appendix
A.
2
2.1 The fourth order: the adapted coordinate
First of all we discuss the Ka¨hler normal coordinate to the fourth order in this
subsection. Since the geometry of the Ka¨hler manifold is determined by the Ka¨hler
potential, we assume that the Ka¨hler potential is given. The Taylor expansion of






K, i1iN j1 jM j0zi1    ziN zj1    zjM
= Kj0 + F (z) + F (z)
+gijj0 zizj + 1
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∂kΓlijj0 zizjzkzl + 1
6







K, i1iN j0zi1    ziN = K, i j0 zi +
1
2
K, ij j0 zizj +    (2.4)
is holomorphic and can be eliminated by the Ka¨hler transformation (2.2). Here Γijk
is the connection and Rijkl is the curvature tensor of the Ka¨hler manifold (see
Appendix A). The subscripts j0 denote the values evaluated at the origin zi = 0.
(We omit these subscripts if there is no confusion.) Most coecients except for gij
and Rijkl are non-covariant. To express them in terms of covariant quantities, note
that Eq. (2.3) can be rewritten as





















So by the holomorphic coordinate transformation,









it can be written as





= F (z(ω)). This coordinate transformation is invertible to give zi =
zi(ω) = ωi − 1
2
Γijkjωjωk +   . The coordinate ω is called \the adapted coordinate
at zi = 0" if we rescale so that gijj0 = δij . The metric is calculated as
gij(ω, ω
) = K, ij (ω, ω) = gijj+Rijkljωkωl +O(3), (2.8)







(ω, ω) = gij
j+Rijkljωkωl +O(3). (2.9)
Since the curvature tensor at the origin can be calculated from Eq. (2.7) as
Rijklj = K, ijkl j, (2.10)
we obtain the nontrivial relations (see Eq. (A.7))
Rijkl = Rkjil = Rilkj. (2.11)
Since these equations are covariant, they are also true in the general coordinate.
Note that we can use the normal coordinate around the arbitrary point zi0 by
simply replacing zi to zi − zi0 above. All coecients are evaluated at zi0 in this
case.
2.2 Ka¨hler normal coordinate to all orders
In this subsection we generalize the coordinate transformation (2.6) to all orders. We
then give the theorem stated that the coecients in the new coordinate are covariant.
(The proof is given in Appendix B.) We also explicitly express the coecients to
the sixth order by the curvature and the covariant derivatives for deniteness. The
simple Taylor expansion is again








M !(N −M)!K, i1iM j1 jN−M jz
i1    ziM zj1    zjN−M








K, ijkl jzizkzjzl + 1
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K,mijkl jzmzizkzjzl + 1
12
K,mijkl jzizkzmzjzl
+    . (2.12)
As the generalization of Eq. (2.6), we perform the coordinate transformation



























jk)jzjzkzl +    . (2.13)
in order to eliminate terms of the form zi1zj1    zjN or zi1    ziN zj1 (N  2).
We thus obtain the expansion







M !(N −M)!K, i1iM j1 jN−M jω
i1   ωiMωj1   ωjN−M






K,mijkl jωmωiωkωjωl + 1
12
K,mijkl jωiωkωjωlωm
+    , (2.14)
where all dierentiations are with respect to the new coordinate ω. In the last
subsection, we found that the coecients in Eq. (2.7) are covariant, since we know
the explicit expression of the curvature tensor in Eq. (2.3). It is, however, not
obvious here whether all of the coecients in Eq. (2.14) are covariant or not. The
answer to this question is stated by the following theorem.
Theorem. All coecients in the expansion (2.14) are covariant.
We call such a coordinate the \Ka¨hler normal coordinate to all order". We give the
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proof in Appendix B. Instead, as an illustration, we explicitly express the rst several
coecients by the curvature and the covariant derivatives. We call tensors with
N holomorphic lower indices and M anti-holomorphic lower indices as an (N,M)
tensor. Since we have eliminated terms with an anti-holomorphic index and more
than two holomorphic indices by the holomorphic coordinate transformation (2.13),
the connection Γj1 i1i2 dierentiated by holomorphic coordinate any times
K, i1iN j1 = ∂i3iN Γj1 i1i2 = ∂i3iN (gkj1Γ
k
i1i2) (2.15)
vanishes at the origin. Hence if all of the covariant derivatives acting on the curvature
tensor are holomorphic or anti-holomorphic, they become the ordinary derivatives
with respect to the coordinates at the origin:
Di1   DiNRijklj = K, i1iN ijkl j, Dj1   DjNRijklj = K, j1 jN ijkl j. (2.16)
For example, the (3, 2) tensor
DmRijkl




K, pqmK, ojl K,nik
−gon(K, omjl K,nik +K, ojl K,mnik +K,nmiRojkl +K,nmk Rijol) (2.17)
satises
DmRijklj = K,mijkl j. (2.18)
In the calculation of Eq. (2.17), we have used the formula
∂kg
ij = −gimgljK,mlk . (2.19)
As a generalization of Eq. (2.11), when all of the covariant derivatives acting on the
curvature are (anti-)holomorphic, the whole (anti-)holomorphic indices of the tensor
are symmetric as a result of Eq. (2.16):
Di1   Dia   DiNRijkl = Di1   Di   DiNRiajkl, etc. (2.20)
6
Again these equations are covariant, and then are true in the general coordinate.
This relation can be also shown by [Di, Dj ] = 0 and the Bianchi identity.
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We now see that other terms are also covariant. For example, the lowest non-
trivial coecient is (3, 3), K,mnijkl . To evaluate this we calculate one of the
(3, 3)-tensor from Eq. (2.17):
DnDmRijkl





[K,ntsmK, ojlK, rik +K, tsmK,nojl K, rik +K, tsmK, ojlK,nrik )
+K, stn (K, omjl K, rik +K, ojl K,mrik
+K, rmi Rojkl +K, rmk Rijol) ]
−gor(K,nomjl K, rik +K,nojl K,mrik +K, omjl K,nrik +K, ojlK,nmrik
+K,nrmiRojkl +K,nrmk Rijol +K, rmi ∂nRojkl +K, rmk ∂nRijol
+K, rnjDmRiokl +K, rnl DmRijko), (2.21)
where only the terms marked by the underline survive at the origin. We thus obtain
the covariant expression of the coecient (3, 3), given by
K,mnijkl j = DnDmRijklj+ gorRo(jmlRink)hrj, (2.22)
where (  )h denotes the cyclic permutation with respect to the holomorphic indices.
(For example, A(ijkl)h = Aijkl + Aljik + Akjli.) Note that this expression is not
unique. For example, it can be also expressed as
K,mnijkl j = DmDnRijklj+ gorRo(jmlRink)ahrj, (2.23)
where (  )ah denotes the cyclic permutation with respect to the anti-holomorphic
indices. 4 The right-hand sides of Eqs. (2.22) and (2.23) are manifestly symmetric
3The Bianchi identity in the Riemann manifold is D(mRij)kl = DmRijkl +DjRmikl+DiRjmkl =
0. In the Ka¨hler manifold this becomes DmRij∗kl∗ + Dj∗Rmikl∗ + DiRj∗mkl∗ = DmRij∗kl∗ −
DiRmj∗kl∗ = 0. Hence we obtain DmRij∗kl∗ = DiRmj∗kl∗ . The commutativity [Di, Dj] = 0
follows from the footnote 4.
4These two expressions Eqs. (2.22) and (2.23) are related by the formula valid for any tensor
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either on the anti-holomorphic or holomorphic indices, but not both. The expres-
sions symmetric with respect to both the holomorphic and anti-holomorphic indices
are









where (  ) denotes the cyclic permutation with respect to both the holomorphic
and anti-holomorphic indices, taken independently.5
In summary, from Eqs. (2.16) and (2.25), the manifestly covariant expression of
the Ka¨hler normal coordinate expansion to the sixth order can be written as
K(ω, ω)




















By the same procedure, in principle, one can obtain covariant expressions of the
expansion to any desired order. All the coecients are guaranteed to be covariant
by Theorem.
In the rest of this section, we give the Ka¨hler normal coordinate expansion of







where the roman capitals stand both for the holomorphic and anti-holomorphic indecies and C^a
indicates the removal of Ca. Note that [Di, Dj ] = [Di∗ , Dj∗ ] = 0 as a result of the Ka¨hler property.
Hence we can dene the "normal ordering" by putting D to the right of D∗ to obtain the unique
expressions. We use this expression in the proof of the theorem.
5From this equation we obtain a nontrivial identity D(n∗DmRij∗kl∗)ah = D(mDn∗Rij∗kl∗)h . This
can be proved by the formula (2.24).
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K, iji1iN j1 jM jωi1   ωiNωj1   ωjM . (2.27)
Note that gij, i1in = gij , j1 jn = 0. The manifestly covariant expression of the
expansion of the metric to the fourth order is
gij(ω, ω
)
















The inverse metric in the normal coordinate expansion can be calculated order by




































The expansion of the connection can be calculated
Γjik(ω, ω
) = K, ikj (ω, ω) = gij,k (ω, ω)














Note that each term has at least one anti-holomorphic factor ω, and hence the
holomorphic derivatives of the connection are zero at the origin. The curvature

















3 Applications to supersymmetric nonlinear sigma
models
The N = 1 (N = 2) supersymmetry in four (two) dimensions requires the target
manifold of the nonlinear sigma models to be a Ka¨hler manifold [2]. We rst re-
capitulate the derivation of the Largangian of the supersymmetric nonlinear sigma
models in the general coordinate [10]. After a brief remark on the eld redenition
we apply Ka¨hler normal coordinate to the background eld methods.
3.1 Review of the chiral model
The chiral supereld satisfying the constraint Dα˙ = 0 is given by
i(x, θ, θ) = i(y, θ) = ϕi(y) +
p
2θψi(y) + θθF i(y), (3.1)
yµ = xµ + iθσµθ, Dα˙ = − ∂
∂θα˙
. (3.2)




where the Ka¨hler potential K is a real function. To calculate the Lagrangian written






K, i1iN j1 jM j0i1i2   iN yj1yj2   yjM . (3.4)
If we dene
KNM = 
i1i2   iN yj1yj2   yjM , (3.5)
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Here we have used the equations


































and the partial integration.6 From Eqs. (3.4) and (3.6), the general Lagrangian of
the chiral superelds can be written as



















iψk ψj ψl. (3.9)






By substituting this back to Eq. (3.9), we obtain the Lagrangian of the supersym-
metric nonlinear sigma model in the component elds





6The partial integration can be done since the coecients of Eq. (3.4) are constant.
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where Dµ on the fermion is the pull-back of the covariant derivative on the target






3.2 Field redenition of the chiral supereld
Before going to the discussion of the Ka¨hler normal coordinate of the nonlinear
sigma models, we discuss the eld redenition of the chiral supereld as the general
coordinate transformation on the target manifolds. Since a holomorphic function of
chiral superelds i(x, θ, θ) (i = 1,    , n) is a chiral supereld, new elds 0 i(x, θ, θ)
dened by
0 i(x, θ, θ) = f i(j(x, θ, θ)). (3.13)
are chiral superelds and can be used as the coordinate of the Ka¨hler manifold. The
right hand side can be written in the component elds from Eq. (3.7) as



















The eld redenitions of the component elds are













Note that the eld dependence on x are the same as the dependence on y, since the
relation y = x + iθσθ includes θ and θ. The rst equation represents the general
coordinate transformation, whereas the second equation implies that the fermions
transform as a tangent vector on the target manifold, as denoted in Eq. (3.12).
For the later purpose, we point out the eld denition (3.13) can be generalized
to
0 i(y, θ) = f i(j(y, θ), ϕ0(y)), (3.16)
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where ϕ0(y) is an additional bosonic eld. We consider ϕ0 as the background eld
in the next subsection. Note that the eld dependence of the bosonic eld ϕ0 must
be y but not x. This is because we can preserve the chirality: Dα˙
i = 0 implies
Dα˙
0 j = 0, since the spinor derivative Dα˙ = − ∂∂θ¯α˙ does not include y in the y-
representation. The transformation of the component elds are simply













The bosonic eld depending on y and x are related as





and the dierence includes at least θ and θ. The transformation (3.16) may depend
on the bosonic eld through an arbitrary tensor (or non-tensor) Ti1j1 (ϕ0(y), ϕ0
(y))






























and this has at least θθ. In the next subsection, ϕ0(x) is regarded as the background
eld.
3.3 Nonlinear sigma model in the Ka¨hler normal coordinate
We apply the result in the last section to the background eld methods in the sigma
model. The dynamics is described by the quantum fluctuations around the vacuum
expectation value, given by
h(y, θ)i = hϕ(y)i = ϕ0(y). (3.20)
13
Here we consider the bosonic background and suppose hF i = 0 so that the super-
symmetry is unbroken. Note that the background depends on y but not x as claried
below. The relation with the bosonic background in the ordinary coordinate x is
Eq. (3.18). We replace the complex coordinate zi − z0i of the Ka¨hler manifolds in
the last section with the chiral superelds
i(y, θ)
def
= i(y, θ)− ϕ0i(y). (3.21)
As the generalization of Eq. (2.13) to superelds, we perform the coordinate trans-
formation to the Ka¨hler normal coordinate ξi(x, θ, θ):

















∂lΓmjkjϕ0(y)jkl +    . (3.22)
Note that two sets of chiral superelds ξi(x, θ, θ) and i(x, θ, θ) have the same chi-
rality, namely Dα˙
i = 0 implies Dα˙ξ = 0, as discussed in the last subsection. This
is because the coecients are evaluated at the bosonic background (y, θ) = ϕ0(y).
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K, i1iNkj jϕ0(x)ϕi1∆Φ(x)   ϕiN∆Φ(x)ψk∆Φ(x), (3.24)
respectively. Here we have set (y, θ) = ϕ∆Φ(y) +
p
2θψ∆Φ(y) + θθF∆Φ(y) and
ξ(y, θ) = ϕξ(y) +
p
2θψξ(y) + θθFξ(y).
The same expansion with Eq. (2.14) is obtained by the transformation (3.22).
We thus obtain the Ka¨hler normal coordinate expansion of the Lagrangian of the
supersymmetric nonlinear sigma models, which is manifestly invariant under the
7If we consider the background superfields 0, the two set of the superelds can not be chiral
at the same time, since K, i1···iN j∗1 (0,0
†) has the chiral and anti-chiral superelds [7].
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M !(N −M)!K, i1iM j1 jN−M jϕ0(y)ξ
i1    ξiM ξyj1    ξyjN−M ,
(3.25)
where the covariance of the coecients are ensured by Theorem in the last section.
The Lagrangian in terms of the component elds can be calculated in the same
way as Eq. (3.11), by noting that coecients are not constant and we must calculate
the product of Eq. (3.19) with T = K, i1j1  jϕ0(y) and Eq. (3.5) before the integra-
tion over θ. Instead we can integrate over θ rst, and then transform to the Ka¨hler












Γijkjϕ0ϕjξϕkξ +   ), (3.26)
where the inverse transformation of Eq. (3.23) is needed.
In the case of the constant background ∂ϕ0 = 0, the integration over θ in (3.25)
can be performed easily. In the component level, we do not need Eq. (3.26). The
expansion to the sixth order can be calculated by substituting Eqs. (2.28), (2.30)
and (2.31) to Eq. (3.11) as (we omit the subscript ξ)


























(∂µϕi∂µϕj + i ψjσµ∂µψi)
+i
[









8This is ensured by the fact that the eld redenition of the chiral superelds reduces to the


























ψiψk ψj ψl +O(7). (3.27)
The rst two terms are the motion terms of the bosons and the fermions and the
others are the interaction terms.
We can calculate the low-energy theorems of the scattering amplitudes to the
order of O(p2) (the two derivative order) by using the above expression. The low-
energy scattering amplitudes for two bosons can be calculated by summing up the
tree graphs of the fourth order interactions. One can obtain the low-energy theorems
expressed by the curvature tensor of the Ka¨hler manifold, since the fourth order term
of the bosons is the curvature tensor [8]. The calculation of the many-body scattering
amplitudes requires the expansions to the higher orders. One can obtain the low-
energy theorems expressed by the curvature tensor and the covariant derivatives.
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A Geometry of the Ka¨hler manifolds
In this appendix, we explain the minimum of the Ka¨hler manifold. (For details see
e.g. Ref. [9].) The Ka¨hler manifold is dined as the complex manifold equiped with
the Hermitian metric and the Ka¨hler condition (dΩ = 0 where Ω = igijdz
i ^ dzj).








as least in a coordinate patch.9 The connection with the mixed indices disappears












































= K, ijkl −gmnK,mjlK,nik . (A.5)
The curvature tensor has the following symmetry:
RABCD = −RABDC = −RBACD = RCDAB, (A.6)
Rijkl = Rkjil = Rilkj, (A.7)
where the capital roman indices label the both holomorphic and anti-holomorphic
indices. The second identity is a result of the Ka¨hler condition.
B The proof of Theorem
We give the proof of Theorem.
(Proof) We denote (the set of) the Ka¨hler potential dierentiated at most n times by
as K,(n). (K,(n) K,(n+1).) For example, Kijk 2 K,(3). If we x the ordering of the
9To dene the metric consistently on the whole Ka¨hler manifold, the Ka¨hler potentials in the
union of two dierent patches are related as K ′(z′, z′∗) = K(z, z∗) + g(z) + g∗(z∗), where g is a
function. This is also called the the Ka¨hler transformation as Eq. (2.2).
17
holomorphic and anti-holomorphic covariant derivatives, there is the one-to-one cor-
respondence between the (M,N−M) tensor Dj1   DjN−M−2Di1   DiM−2Rijkl and
the coordinate derivative of the Ka¨hler potential K, j1 jN−M−2i1iM−2ijkl 2 K,(N).
We assume a certain relation between them and use the mathematical induction to
prove it.
1. Suppose that the curvature tensor covariantly dierentiated (M−2, N−M−2)
times can be written as
R(N)j1 jN−M−2i1iM−2ijkl
def
= Dj1   DjN−M−2Di1   DiM−2Rijkl
2 K, j1 jN−M−2i1iM−2ijkl +
N−3∑
α=1
(−1)α(g−1)αK,(N−1)   K,(N−1).(B.1)
(α + 1)-times
The rst term in the last line is the element of K,(N) and all terms have M
holomorphic and N −M antiholomorphic indices. The g−1 in the second term
denotes the inverse metric gij

. Each g−1 is assumed to contract indices of
two dierent K,(N−1)’s. The second assumption is that all terms less than the
(N+1)-th order, K,(4)   K,(N), except for terms with (n, 1) and (1, n) indices,
are covariant at the origin. Then one of the (N + 1)-th orders is















−Γm jN−M+1lR(N)j1 jN−M−2i1iM−2ijkm . (B.2)
Since Γijk = g
ilK,jkl 2 g−1K,(3), the last three terms are of the form of
−∑ g−1K,(3)R(N). Moreover this can be rewritten in the form of
N−2∑
α=1
(−1)α(g−1)αK,(N)   K,(N), (B.3)
(α + 1)-times
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sinceK,(3)  K,(N−1)  K,(N). The rst term in the right-hand side of Eq. (B.2)












where we have used ∂g−1 = −(g−1)2K,(3) from Eq. (2.19). The second term
of the right-hand side is also of the form of Eq. (B.3). We thus obtain
R(N+1)j1 jN−M−1i1iM−2ijkl
2 K, j1 jN−M−1i1iM−2ijkl +
N−2∑
α=1
(−1)α(g−1)αK,(N)   K,(N). (B.5)
(α + 1)-times
The right hand side is of the same form as Eq. (B.1), where the rst term is
the element of K,(N+1). Moreover, K, j1 jN−M−1i1iM−2ijkl j is covariant since
K,(N) j in the second term are covariant by the assumption. The rest of the
(N + 1)-th order is R(N+1). The dierence between this standard ordering
and the non-standard ordering is a covariant tensor as a result of Eq. (2.24).
From the same calculation as Eq. (B.5), we can conclude that DiM−1R
(N)
is covariant and hence R(N+1) is also covariant at the origin. We thus have
shown that all of the (N + 1)-th orders are covariant under the assumption
that the fourth to N -th orders are covariant.
2. R(4)ijkl = Rijkl = K, ijkl −gmnK,mjl K, ikn is the form of Eq. (B.1) and
K,(4) j 3 K, ijkl j = Rijklj is covariant.
3. From 1 and 2, all of the coecients in Eq. (2.14) are covariant. (Q.E.D.)
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