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Abstract. In this paper, we consider a free boundary problem of a semilinear non-
homogeneous elliptic equation with Bernoulli’s type free boundary. The existence and
regularity of the solution to the free boundary problem are established by use of the varia-
tional approach. In particular, we establish the Lipschitz continuity and non-degeneracy
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1. Introduction
In this paper, we investigate the free boundary problem of a semilinear nonhomoge-
neous elliptic equation 

−∆ψ = f(ψ) in Ω ∩ {ψ > 0},
|∇ψ| = λ(X) on Ω ∩ ∂{ψ > 0},
ψ = Ψ0 on ∂Ω,
(1.1)
where Ω is a connected open and bounded domain in R2, ∂Ω is a local Lipschitz graph.
The given functions Ψ0 ∈ C0,1(Ω¯) with Ψ0 ≥ 0 and λ(X) ∈ C0,β(Ω¯) with 0 < λ1 ≤ λ(X) ≤
λ2 < +∞, f(ψ) is so-called vorticity strength function and f ∈ C1,β(R), 0 < β < 1.
The semilinear nonhomogeneous equation −∆ψ = f(ψ) characterizes the steady, in-
compressible flow of an ideal fluid in R2 with non-zero variable vorticity. A wide class of
vorticity distributions is considered. We are interesting in the existence, regularity and
geometric properties of the solution ψ and the free boundary Ω ∩ ∂{ψ > 0}.
On the other hand, physical motivation for our study lies in the proof of minimizing
the functional
J(ψ) =
ˆ
Ω
|∇ψ|2 + F (ψ) + λ2(X)I{ψ>0}dX,
which is related closely to the jet flow problem with variable vorticity. Here, F (t) =
−2
ˆ t
0
f(s)ds, IE is the characteristic function of the set E. Here and after, denote dX =
dxdy for simplicity.
In the remarkable paper [2] by H. Alt and L. Caffarelli, some results on Lipschitz con-
tinuity, non-degeneracy lemma of a minimizer ψ, and the analyticity of the free boundary
were obtained for the special case f(ψ) = 0. The mathematical results of [2] were used
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immediately in the study of jet flows [3, 4, 5, 15] and impinging jet flows [12, 14] of invis-
cid, irrotational and incompressible fluid. For the nonhomogeneous problem (f(ψ) 6= 0),
A. Friedman [24] established the first result on the regularity of the solution and the free
boundary for the linear nonhomogeneous case ∆ψ = P (x, y). Based on this result in [24],
the well-posedness result of cavitational flow [16, 24] and impinging jet flows [13] of invis-
cid and incompressible fluid with constant vorticity (P (x, y) = P0) were obtained. The
similar results were extended to the quasilinear homogeneous case
J(ψ) =
ˆ
Ω
F (|∇ψ|2) + λ2(X)I{ψ>0}dX
in [6] and nonlinear homogeneous case
J(ψ) =
ˆ
Ω
aij(ψ)DiψDjψ + λ
2(X)I{ψ>0}dX
in [29].
The first purpose of this paper is to establish the existence, regularity of the solution
to the free boundary problem (1.1), and extend the classical results in [2] to the semilinear
nonhomogeneous elliptic equation. In particular, the Lipschitz continuity, non-degeneracy
lemma of the solution and regularity of the free boundary are obtained (please see Theorem
2.4 for Lipschitz continuity and Theorem 3.15 for the regularity of the free boundary).
On the other hand, there is a large number of literatures on the regularity criteria of
the free boundary for linear elliptic problem,

n∑
i,j=1
aij(x)∂
2
xixjψ = f(x) in Ω ∩ {ψ > 0},
|∇ψ| = λ(x) on Ω ∩ ∂{ψ > 0}.
(1.2)
For the Laplace operator and f ≡ 0, L. Caffarelli showed in his pioneer work [9] that
Lipschitz free boundary is C1,α-smooth, furthermore, he also showed in [10] that ”flat”
free boundary is Lipschitz. And higher regularity, such as C∞-smoothness and analyticity
of the free boundary follow from the elegant work of D. Kinderlehrer and L. Nirenberg [27].
In the case of the homogeneous case f ≡ 0, the regularity criteria results in spirit of works
[9, 10] have been subsequently obtained for more general operators, such as concave fully
nonlinear uniform elliptic operators of the form F (D2ψ) in [32, 33] and nonconcave fully
nonlinear uniform elliptic operators of the form F (D2ψ,Dψ), and references [11, 21, 22].
Moreover, Silva showed that the Lipschitz free boundary of the problem (1.2) in non-
homogenous case (f 6= 0) is C1,α in [30]. Recently, Weiss and Zhang [34] investigated the
regularity of the free boundary problem of semilinear elliptic equation −∆ψ = f(ψ), and
showed the regularity criteria that the W 1,1loc free boundary is a graph implies the C
2,α-
regularity of the free boundary. However, we would like to emphasize that the results in
this paper are not the conditional regularity of the free boundary and we do not give any
apriori assumptions and topological property on the free boundary and the solution.
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An other related interesting problem is the semilinear Dirichlet problem with degen-
erate gradient on the free boundaries,

∆ψ = f(x, ψ) in Ω ∩ {ψ > 0},
ψ = |∇ψ| = 0 on Ω ∩ ∂{ψ > 0}.
(1.3)
The problem is used for modeling the distribution of a gas with density, ψ(x), in reaction
with a porous catalyst pellet Ω. Alt and Phillips [8] investigated the regularity and the
geometry properties of the solution and the free boundaries with some special structural
conditions on the force term f(x, ψ). The degenerate gradient condition on the free bound-
aries implies that desired optimal regularity of the solution is C1,α in Ω. However, in this
paper, the gradient of the solution is non-zero on the free boundaries, thus the optimal
regularity desired here is only Lipschitz in Ω. This is the main difference between the free
boundary problem (1.1) and the one (1.3).
The second purpose of this paper is to establish the well-posedness theory of the jet
flows of inviscid, incompressible fluid with general vorticity issuing from a semi-infinitely
long nozzle for symmetric case (see Figure 1). It’s a direct and important application of
the mathematical theory of the free boundary problem (1.1).
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Figure 1. Incompressible jet flow
Before we proceed with the bulk of this paper, we would like to mention the previous
results on the well-posedness of the free boundary problem for incompressible inviscid jet
flows.
For the irrotational inviscid incompressible flow without surface tension, the existence
of an axisymmetric jet flow [5], an asymmetric jet flow [3] and impinging jet flow [12, 14]
has been established based on the fundamental work [2]. The main advantage for two-
dimensional irrotational flow is that the stream function ψ solves the linear elliptic equation
with Bernoulli’s type free boundary. And then the conformal mapping and Green function
approach for the linear elliptic equation work for the irrotational flow. Furthermore, for the
simplified setting of constant vorticity, which corresponds to a constant vorticity strength
f(ψ) ≡ P0 in (1.1), the well-posedness of axially symmetric cavitational flow in [24],
symmetric impinging jet flow in [13] and symmetric cavitational flow in an infinitely long
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nozzle in [16] were established, based on the regularity of the free boundary problem with
Poisson equation ∆ψ = P0. The assumption of an inviscid incompressible jet with non-zero
constant vorticity provides us with the simplest case of a flow that is not irrotational and
is attractive for its analytical tractability. However, the simplicity setting is not a mere
mathematical convenience, as it is also physical relevant. Indeed, the vorticity remains
invariant along the each streamline for inviscid fluid, therefore the fluid possesses constant
vorticity as long as we impose the constant vorticity in the upstream.
Generations of scientists working in fluid dynamics has recognized the importance of
the vorticity. It has provided a powerful qualitative description for many of the impor-
tant phenomena of fluid mechanics. From the mathematical point of view, the strong
nonlinearity of the equations of vortex motion has made the analysis difficult.
In the present paper, to establish the well-posedness of the incompressible jet issuing
from a semi-infinitely long nozzle with general vorticity, we will impose the vorticity in the
inlet of the nozzle, and then the vorticity strength function f(ψ) is determined uniquely
along the streamlines. To realize this idea, one of the key points is to show the well-
posedness of the streamlines. A free boundary problem with semilinear nonhomogeneous
elliptic equation as (1.1) is formulated. An associated variational problem is shown to
possess a minimizer, which yields a solution of semilinear free boundary problem.
2. Regularity and non-degeneracy of the solutions
To investigate the free boundary of the semilinear elliptic equation (1.1), based on the
works [2, 6, 24] by Alt, Caffarelli and Friedman, we study the variational problem in this
section, and establish the non-degeneracy lemma and the regularity of the solution.
2.1. The variational problem. Let Ω ⊂ R2 be a bounded and connected open domain
and ∂Ω is a locally Lipschitz graph, IE is the characteristic function of a set E ⊂ R2 and
f(t) ∈ C1,β((−∞,+∞)), which satisfies that
0 ≤ f(t) ≤ Λ for any t ≤ 0 and −Λ ≤ f ′(t) ≤ 0 for any t ∈ R, (2.1)
where Λ ≥ 0 is a constant. Denote
F (t) = −2
ˆ t
0
f(s)ds.
It is easy to check that
F (0) = 0, −2Λ ≤ F ′(t) ≤ 0 for any t ≤ 0 and 0 ≤ F ′′(t) ≤ 2Λ for any t ∈ R. (2.2)
Define a function Ψ ∈ C0(Ω¯) ∩ C2,α(Ω) and Ψ satisfies
∆Ψ + f(Ψ) ≤ 0 in Ω and Ψ > 0 in Ω. (2.3)
Consider an energy functional
J(ψ) =
ˆ
Ω
(|∇ψ|2 + F (ψ) + λ2(X)I{ψ>0}) dX,
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and an admissible set
K = {φ ∈ H1(Ω) | φ ≤ Ψ a.e. in Ω, φ = Ψ0 on S},
where S is a given subset of ∂Ω with H1(S) > 0, Ψ0 ∈ H1(Ω) and 0 ≤ Ψ0 ≤ Ψ a.e. on S,
λ(X) ∈ C0,β(Ω¯) and satisfies
0 < λ1 ≤ λ(X) ≤ λ2 < +∞ for any X ∈ Ω¯. (2.4)
The variational problem (P ): Find a ψ ∈ K, such that
J(ψ) = min
φ∈K
J(φ).
Remark 2.1. For the special case F (t) ≡ 0, the variational problem have been studied by
Alt and Caffarelli in [2]. They established the Lipschitz continuity and non-degeneracy of
the minimizer ψ, and obtained the regularity of the free boundary. Moreover, Friedman
in [24] investigated the variational problem for F (t) = −2P (x, y)t with P (x, y) ≥ 0 and
P (x, y) ∈ C0,1(Ω¯), and established the regularity of the free boundary.
As the first step, the existence of the minimizer ψ to the variational problem (P ) can
be obtained by using the similar arguments in Lemma 1.3 in [2], we omit it here.
2.2. Lipschitz continuity of the minimizer. In this subsection, we will obtain the
Lipschitz continuity of the minimizer ψ.
We first focus on the Ho¨lder continuity of the minimizer ψ in Ω, and show that the
minimizer ψ satisfies the semilinear elliptic equation in Ω ∩ {ψ > 0}.
Lemma 2.1. (1) ψ ∈ Cα(Ω) for some α ∈ (0, 1) and ψ ≥ 0 in Ω.
(2) ψ satisfies that
∆ψ + f(ψ) ≥ 0 in Ω (2.5)
in the weak sense and
∆ψ + f(ψ) = 0 in Ω ∩ {ψ > 0}. (2.6)
Furthermore, ψ ∈ C2,α(D) for any compact subset D of Ω ∩ {ψ > 0}.
Proof. (1) Let Br ⊂ Ω and define a function φ as follows
∆φ+ f(φ) = 0 in Br, and φ = ψ outside Br.
The maximum principle gives that φ ≤ Ψ in Ω, and thus φ ∈ K. Then we have
0 ≤ J(φ)− J(ψ)
=
ˆ
Br
−|∇(φ− ψ)|2 + 2∇(φ− ψ) · ∇φ+ F (φ)− F (ψ)dX
+
ˆ
Br
λ2(X)(I{φ>0} − I{ψ>0})dX
≤
ˆ
Br
−|∇(φ− ψ)|2dX + λ22
ˆ
Br
I{φ>0}dX,
(2.7)
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which implies that
ˆ
Br
|∇(φ− ψ)|2dX ≤ λ22
ˆ
Br
I{φ>0}dX ≤ λ22πr2. (2.8)
With the aid of gradient L2-estimate in (2.8), we can now use the method of Morrey in
Theorem 5.3.6 in [28] to deduce the Ho¨lder continuity of the minimizer.
Set ψε = ψ − εmin{ψ, 0} for any ε ∈ (0, 1). It is clear that ψε ∈ K and ψε ≥ ψ in Ω.
Furthermore, ψ > 0 if and only if ψε > 0 in Ω, and one has
0 ≤ J(ψε)− J(ψ)
≤
ˆ
Ω
((1− ε)2 − 1)|∇min{ψ, 0}|2 − εF ′((1− ε)min{ψ, 0})min{ψ, 0}dX.
(2.9)
Since F ′(t) ≤ 0 for any t ≤ 0 in (2.2), it follows from (2.9) that
ˆ
Ω
|∇min{ψ, 0}|2dX ≤ 0,
which implies that
ψ(x, y) ≥ 0 in Ω.
(2) For any ξ ∈ C∞0 (Ω) with ξ ≥ 0 in Ω, it follows from the statement (1) that
ψ − εξ ∈ K and {ψ − εξ > 0} ⊂ {ψ > 0} for any ε > 0, then we have
0 ≤ lim
ε→0
(
1
ε
ˆ
Ω
|∇ψ − ε∇ξ|2 − |∇ψ|2 + F (ψ − εξ)− F (ψ)dX
)
= −
ˆ
Ω
2∇ψ · ∇ξ + F ′(ψ)ξdX,
which gives (2.5).
By virtue of the continuity of ψ, we have that Ω ∩ {ψ > 0} is open. For any ξ ∈
C∞0 (Ω∩ {ψ > 0}), it is easy to check that ψ(x, y)− εξ(x, y) ≤ Ψ(x, y) in Ω and {ψ− εξ >
0} ⊂ {ψ > 0} for small |ε| > 0. Obviously, ψ − εξ ∈ K and we have
0 ≤ −ε
ˆ
Ω
2∇ψ · ∇ξ + F ′(ψ − εξ)ξdX + o(ε),
which implies that
0 =
ˆ
Ω
2∇ψ · ∇ξ + F ′(ψ − εξ)ξdX for any ε. (2.10)
Taking ε→ 0 in (2.10) yields (2.6).
It follows from the Schauder interior estimate in [26] that ψ ∈ C2,α(D) for any compact
subset D of Ω ∩ {ψ > 0}.

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Denote
Γ = Ω ∩ ∂{ψ > 0} the free boundary of ψ.
The dynamic boundary condition on the free boundary Γ can be verified in the follow-
ing.
Proposition 2.2. If λ(X) ∈ C1,β(Ω¯), for any minimizer ψ, we have
lim
ε↓0
ˆ
Ω∩∂{ψ>ε}
(|∇ψ|2 − λ2(X) − F (ψ)) η · νεdS = 0, (2.11)
for any 2-vector η ∈ (C10 (Ω))2, where νε is the outer normal vector to Ω ∩ ∂{ψ > ε} with
ε > 0. Similarly, if a segment l ⊂ ∂Ω ∩ ∂{ψ > 0} is C1,α and ψ = 0 on l, we have
|∇ψ| ≥ λ(X) on l. (2.12)
Proof. We define a diffeomorphism
Y = ξδ(X) : Ω→ Ω
by ξδ(X) = X + δη(X) for any η(X) ∈
(
C10 (Ω)
)2
, where δ is a real number and |δ| > 0 is
suitable small.
Denote
ψδ(ξδ(X)) = ψ(X).
It’s easy to verify that ψδ ∈ K and
(Dξδ(X))
−1 = (E + δ∇ · ηE − δDη)(detDξδ)−1 and detDξδ = 1 + δ∇ · η + o(δ),
where E is the identity matrix. Then we have
0 ≤
ˆ
Ω
(|∇ψδ|2 + F (ψδ) + λ2I{ψδ>0}) dY −
ˆ
Ω
(|∇ψ|2 + F (ψ) + λ2I{ψ>0}) dX
=
ˆ
Ω
(|∇ψ(Dξδ)−1|2 + F (ψ) + λ2(ξδ(X))I{ψ>0}) detDξδdX
−
ˆ
Ω
(|∇ψ|2 + F (ψ) + λ2I{ψ>0}) dX
= δ
ˆ
Ω∩{ψ>0}
(
(|∇ψ|2 + F (ψ) + λ2)∇ · η − 2∇ψ ·Dη · ∇ψ +∇λ2 · η) dX + o(δ).
(2.13)
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Due to the arbitrariness of δ, the linear term of (2.13) in δ has to vanish, and this gives
that
0 =
ˆ
Ω∩{ψ>0}
(
(|∇ψ|2 + F (ψ) + λ2)∇ · η − 2∇ψ ·Dη · ∇ψ +∇λ2 · η) dX
=
ˆ
Ω∩{ψ>0}
∇ · ((|∇ψ|2 + λ2 + F (ψ))η − 2(η · ∇ψ)∇ψ) dX
= lim
ε↓0
ˆ
Ω∩∂{ψ>ε}
(
(|∇ψ|2 + λ2 + F (ψ))η − 2(η · ∇ψ)∇ψ) · νεdS
= lim
ε↓0
ˆ
Ω∩∂{ψ>ε}
(
λ2(X)− |∇ψ|2 + F (ψ)) η · νεdS.
(2.14)
Hence, we obtain the conclusion (2.11). To prove (2.12), define ξδ(X) = X + δη(X)
for any η(X) ∈ (C1(Ω ∩ ∂{ψ > 0}))2 with η = 0 on (Ω ∩ ∂{ψ > 0}) \ l and η · ν ≤ 0 on l,
where δ > 0 is suitable small and ν is the outer normal vector of l.
Along the similar arguments in (2.13) and (2.14), we have
0 ≤
ˆ
Ω∩{ψ>0}
(
(|∇ψ|2 + F (ψ) + λ2)∇ · η − 2∇ψ ·Dη · ∇ψ +∇λ2(X) · η) dX
=
ˆ
Ω∩{ψ>0}
∇ · ((|∇ψ|2 + λ2 + F (ψ))η − 2(η · ∇ψ)∇ψ) dX
=
ˆ
l
(
λ2(X)− |∇ψ|2 + F (ψ)) η · νdS.
(2.15)
Since l ∈ C1,α, ψ is also C1 up to l. Therefore, we complete the proof of (2.12) by using
(2.15).

Remark 2.2. Proposition 2.2 implies that if the free boundary Γ is C1 and ψ is C1 in
{ψ > 0} uniformly up to the free boundary, then
|∇ψ(X)| = λ(X) on the free boundary Γ.
Next, we will give the estimate for the Lipschitz norm for ψ near the free boundary, this
is the principal part in establishing the Lipschitz continuity of the minimizer ψ. Denote
Ω+ = Ω ∩ {ψ > 0} and Ω0 = Ω ∩ {ψ = 0}.
Lemma 2.3. Suppose X0 = (x0, y0) ∈ Ω with d(X0) < 1
2
min{dist(X0, ∂Ω), 1}, where
d(X0) = dist(X0,Ω0). Then there exists a positive constant C = C(Λ) depending only on
Λ, such that
ψ(X0) ≤ C(λ2 + Λ)d(X0),
where Λ is defined in (2.1).
Proof. We assume that
ψ(X0) > Md(X0) > 0, (2.16)
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and derive an upper bound on M . Denote d = d(X0) for simplicity. By scaling ψd(X) =
ψ(X0 + d(X −X0))
d
and λd(X) = λ(X0 + d(X −X0)) with X ∈ B1(X0), we have
∆ψd + df(dψd) = 0 in B1(X0).
On the other hand, it is easy to check that
|df(dψd)| ≤ d|f(0)| + d2max
ξ≥0
|f ′(ξ)|ψd ≤ dΛ+ d2Λψd.
Thanks to Harnack’s inequality in [31] and (2.16), we have
inf
B 3
4
(X0)
ψd ≥ cM − CdΛ ≥ cM − CΛ, (2.17)
where the constants c and C depend on Λ.
Let Y be a point in ∂B1(X0) ∩ {ψd = 0}. Define a function φ as follows
∆φ+ df(dφ) = 0 in B1(Y ), and φ = ψd on ∂B1(Y ).
Since ψd is a minimizer, by virtue of the convexity of F (t), one has
0 ≤
ˆ
B1(Y )
|∇φ|2 − |∇ψd|2 + F (dφ)− F (dψd) + λ2d(I{φ>0} − I{ψd>0})dX
≤
ˆ
B1(Y )
−|∇(φ− ψd)|2 + 2∇(φ− ψd) · ∇φdX
+
ˆ
B1(Y )
dF ′(dφ)(φ − ψd) + λ2dI{ψd=0}dX
≤ −
ˆ
B1(Y )
|∇(φ− ψd)|2dX + λ22
ˆ
B1(Y )
I{ψd=0}dX,
and thus ˆ
B1(Y )
|∇(φ− ψd)|2dX ≤ λ22
ˆ
B1(Y )
I{ψd=0}dX. (2.18)
It follows from the statement (2) in Lemma 2.1 that ∆ψd + df(dψd) ≥ 0 in B1(Y ), and
the maximum principle gives that
φ ≥ ψd in B1(Y ). (2.19)
Then it follows from (2.17) and (2.19) that
φ(X) ≥ ψd(X) ≥ cM − CΛ > 0 in B 3
4
(X0) ∩B1(Y ).
Using Harnack’s inequality in [31] again, we have
φ(X) ≥ cM − CΛ = C0 > 0 in B 1
2
(Y ). (2.20)
We take Y = 0 for simplicity and introduce a function
ϕ(X) = C0
(
e−β|X|
2 − e−β
)
.
Then a direct computation gives that
∆ϕ+ df(dϕ) ≥ C0e−β|X|2(4β(β|X|2 − 1)− d2Λ) + C0d2Λe−β + df(0) > 0,
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for
1
2
< |X| < 1, and sufficiently large β > 0. This gives that
∆(ϕ− φ) + df(dϕ)− df(dφ) > 0 in B1(0) \B 1
2
(0),
provided that β is sufficiently large. It follows from the maximum principle that
φ(X) > ϕ(X) = C0
(
e−β|X|
2 − e−β
)
≥ cC0(1− |X|) in B1(0) \B 1
2
(0),
which implies that
φ(X) > (cM − CΛ)(1− |X|) in B1(0) \B 1
2
(0).
This together with (2.20) gives that
φ(X) ≥ (cM − CΛ)(1− |X|) in B1(0). (2.21)
With the aid of (2.18) and (2.21), it follows from the similar arguments in Lemma 3.2
in [2] and Lemma 2.2 in [6] that
(cM − CΛ)2 ≤ Cmax
X∈Ω
λ2(X) = Cλ22,
that is
M ≤ C(λ2 + Λ),
where the constant C = C(Λ) depends only on Λ.

With the aid of Lemma 2.3, we will obtain the Lipschitz continuity of ψ, which plays
an essential part for constructing a Radon measure. To obtain the Lipschitz continuity,
we should use the method of Harnack’s inequality in [31].
Theorem 2.4. (1). The minimizer ψ is Lipschitz continuous in Ω, namely, ψ ∈ C0,1(Ω).
(2). For any compact subset D of Ω which containing a free boundary point, the Lipschitz
coefficient of ψ in D is estimated by C(λ2 + Λ), and the constant C depends only on Λ,
D and Ω.
Proof. (1). Suppose that d(X0) <
1
3
min{dist(X0, ∂Ω), 1}, where d(X0) = dist(X0,Ω0).
Set
ψ˜(X˜) =
ψ(X0 + d(X0)X˜)
d(X0)
.
By virtue of Lemma 2.3, one has
ψ˜(X˜) ≤ C(λ2 + Λ) in B1(0),
where the constant C = C(Λ) depends only on Λ.
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Since ∆ψ˜ + d(X0)f(d(X0)ψ˜) = 0 in B1(0), it follows from the elliptic estimate for ψ˜
that
|∇ψ˜(0)| ≤ C(‖ψ˜‖C0(B1(0)) + ‖f(d(X0)ψ˜)‖L∞(B1(0))d(X0))
≤ C(1 + d2(X0)|f(0)|+ d2(X0)Λ)‖ψ˜‖C0(B1(0))
≤ C(λ2 + Λ),
which implies that
|∇ψ(X0)| = |∇ψ˜(0)| ≤ C(λ2 + Λ).
Thus, for any compact subset D of Ω, |∇ψ(X)| is bounded in D ∩ {ψ > 0} ∩ U , where U
is a small neighborhood of the free boundary. It follows from Lemma 2.1 that ψ ∈ C2,α
in Ω ∩ {ψ > 0}, this together with ∇ψ = 0 a.e. in Ω ∩ {ψ = 0} gives that ψ ∈ C0,1(Ω).
(2). Consider any connected domains D ⊂⊂ G ⊂⊂ Ω and D contains at least one free
boundary point. Let r0 =
1
5
min{dist(G, ∂Ω), 1} and X ∈ G∩Ω+. Since D contains some
free boundary points, and we have that G is not contained in Ω+, then we can find some
finite points X1,X2, ...,Xm in G (m depends only on G and Ω), such that
X0 = X, Xk ∈ Br0(Xk−1) for k = 1, ...,m,
and
B2r0(Xk) ⊂ Ω+ for k = 1, ...,m − 1, and B2r0(Xm) is not contained in Ω+.
It follows from Lemma 2.1 and Lemma 2.3 that
ψ(Xm) ≤ C(λ2 + Λ)r0 and ∆ψ + f(ψ) = 0 in B2r0(Xk) for k = 1, ...,m − 1.
By virtue of Harnack’s inequality in [31], we have
ψ(Xk−1) ≤ Cψ(Xk) + CΛr0 for k = 1, ...,m − 1,
and
ψ(Xm−1) ≤ C inf
X∈B2r0 (Xm−1)
ψ(X) + CΛr0 ≤ Cψ(Xm) + CΛr0.
Inductively, we have
ψ(X) = ψ(X0) ≤ C(λ2 + Λ) for all X ∈ G. (2.22)
For any X ∈ D ∩Ω+ and d(X) = dist(X,Ω0). We consider the following two cases.
Case 1. d(X) ≥ 1
2
min{dist(D, ∂G), 1}, by using elliptic estimate and (2.22), one has
|∇ψ(X)| ≤ C
(
sup
G
ψ + sup
G
|f(ψ)|
)
≤ C(λ2 + Λ),
where C is a constant depending only on Λ, D,G and Ω.
Case 2. d(X) <
1
2
min{dist(D, ∂G), 1}, it follows from Lemma 2.3 that
|∇ψ(X)| ≤ C(λ2 + Λ),
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where C is a constant depending only on Λ.
Hence, we complete the proof of Theorem 2.4.

2.3. Non-degeneracy of the minimizer. As a consequence of Theorem 2.4, we will
obtain the non-degeneracy lemma of the minimizer ψ in this subsection.
Lemma 2.5. Let ψ be a minimizer, for any compact subset D of Ω, there exists a positive
constant C∗ (depending only on Λ,D and Ω), such that for any disc Br(X0) ⊂ D,
1
r
 
∂Br(X0)
ψdS ≥ C∗(λ2 + Λ) (2.23)
implies that
ψ(x, y) > 0 in Br(X0).
Proof. Suppose that there exists a free boundary point X ′ ∈ Br(X0)∩Ω0. It follows from
Theorem 2.4 that |∇ψ| ≤ C(λ2 + Λ), where C is a constant depending only on Λ,D and
Ω. Then we have
ψ(X) = ψ(X) − ψ(X ′) ≤ C(λ2 + Λ)r in Br,
which contradicts to (2.23), provided that C∗ is sufficiently large. 
The non-degeneracy lemma will be stated in the following.
Lemma 2.6. For any κ ∈ (0, 1), there exists a positive constant c∗κ = c∗(κ), such that for
any disc Br(X0) ⊂ Ω with r < 1
Λ
min{c∗κλ1, 1},
1
r
 
∂Br(X0)
ψdS ≤ c∗κλ1 (2.24)
implies that
ψ(x, y) ≡ 0 in Bκr(X0).
Proof. Without loss of generality, we assume that X0 = 0. Set ψr(X) =
ψ(rX)
r
and
λr(X) = λ(rX), we have
∆ψr + rf(rψr) = 0 in Ωr ∩ {ψr > 0},
where Ωr = {X | rX ∈ Ω}. Denote
ε = sup
X∈B√κ(0)
ψr(X).
Since ∆ψr ≥ −rf(rψr) ≥ −rf(0) ≥ −Λr in Ω, it follows from the maximum principle
that
ψr(X) ≤ Λr1− |X|
2
4
+
1− |X|2
2π
ˆ
∂B1(0)
ψr(Y )
|X − Y |2 dSY
for any X ∈ B√κ(0), which implies that
ε = sup
X∈B√κ(0)
ψr(X) ≤ Λr + C(κ)
 
∂B1(0)
ψr(Y )dSY . (2.25)
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Define a function φ solving the following problem

∆φ+ rf(rφ) = 0 in B√κ(0) \Bκ(0),
φ = 0 in Bκ(0), φ = ε outside B√κ(0).
It is easy to check that
0 ≤
ˆ
B√κ(0)
|∇min{ψr, φ}|2 + F (rmin{ψr, φ}) + λ2rI{min{ψr ,φ}>0}dX
−
ˆ
B√κ(0)
|∇ψr|2 + F (rψr) + λ2rI{ψr>0}dX,
which yields that
ˆ
Bκ(0)
|∇ψr|2 + F (rψr) + λ2rI{ψr>0}dX
≤
ˆ
B√κ(0)\Bκ(0)
|∇min{ψr, φ}|2 + F (rmin{ψr, φ}) − |∇ψr|2 − F (rψr)dX
≤
ˆ
B√κ(0)\Bκ(0)
−|∇min{φ− ψr, 0}|2 + 2∇φ · ∇min{φ− ψr, 0}
+rF ′(rφ)min{φ− ψr, 0}dX
≤ 2
ˆ
∂Bκ(0)
min{φ− ψr, 0}∂φ
∂ν
dS,
(2.26)
where ν is the outer normal vector, we have used the factˆ
B√κ(0)\Bκ(0)
I{min{ψr ,φ}>0} − I{ψr>0}dX ≤ 0,
due to the fact {min{ψr, φ} > 0} ⊂ {ψr > 0}.
On the other hand, by virtue of the convexity of F (t), we have that
F (rψr) ≥ F ′(0)rψr ≥ −2Λrψr,
which gives that
ˆ
Bκ(0)
|∇ψr|2 − 2Λrψr + λ2rI{ψr>0}dX ≤
ˆ
Bκ(0)
|∇ψr|2 + F (rψr) + λ2rI{ψr>0}dX.
(2.27)
The standard elliptic estimates give that
sup
X∈∂Bκ(0)
|∇φ(X)| ≤ C
(
sup
X∈B√κ(0)
φ(X) + r‖f(rφ)‖L∞(B√κ(0))
)
≤ C(Λ, κ)(ε + Λr).
(2.28)
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Furthermore, with the aid of the trace theorem, it follows from (2.26) - (2.28) that
ˆ
Bκ(0)
|∇ψr|2 + λ2rI{ψr>0}dX
≤ 2
ˆ
∂Bκ(0)
min{φ− ψr, 0}∂φ
∂ν
dS + 2
ˆ
Bκ(0)
ΛrψrdX
≤ C(Λ, κ)ε0
(ˆ
∂Bκ(0)
ψrdS +
ˆ
Bκ(0)
ψrdX
)
≤ C(Λ, κ)ε0
(ˆ
Bκ(0)
ψrI{ψr>0}dX + C
ˆ
Bκ(0)
|∇ψr|I{ψr>0}dX
)
≤ C(Λ, κ)ε0
(
ε0
λ21
ˆ
Bκ(0)
I{ψr>0}dX +
C
λ1
ˆ
Bκ(0)
|∇ψr|2 + λ2rI{ψr>0}dX
)
≤ C(Λ, κ)
(
ε20
λ21
+
ε0
λ1
)ˆ
Bκ(0)
|∇ψr|2 + λ2rI{ψr>0}dX,
(2.29)
where ε0 = ε+ Λr. By virtue of (2.24) and (2.25), one has
ε0
λ1
=
ε+ Λr
λ1
≤ C(Λ, κ)
(
1
λ1
 
∂B1(0)
ψrdS +
Λr
λ1
)
< C(Λ, κ)c∗κ.
This implies that
ε0
λ1
is small enough, provided that c∗κ is small enough. This together
with (2.29) implies that ˆ
Bκ(0)
|∇ψr|2 + λ2rI{ψr>0}dX = 0,
for sufficiently small c∗κ. This implies that ψ = 0 in Bκ(0), if c
∗
κ is small enough.

Remark 2.3. It should be noted that Lemma 2.5 remains valid, provided that Br(X0) is
not contained in Ω and ψ = 0 on Br(X0) ∩ ∂Ω.
Finally, we give the density estimate of the free boundary point, which gives that
L2(D ∩ ∂{ψ > 0}) = 0 for any compact subset D of Ω.
Lemma 2.7. Let G be a compact subset of Ω, there exists a positive constant c ∈ (0, 1),
such that for any disc Br = Br(X0) ⊂ G with X0 ∈ Γ and small r,
c <
L2(Br ∩ {ψ > 0})
L2(Br) < 1− c, (2.30)
where L2 is the two-dimensional Lebesgue measure.
Proof. Step 1. Without loss of generality, we assume that X0 = 0. It follows from Lemma
2.6 that there exists a point Y ∈ ∂Br, such that ψ(Y ) > cr. Set ϕ(X) = ψ(X) + Λ|X|
2
4
,
one has
∆ϕ = ∆ψ +Λ ≥ f(0)− f(ψ) ≥ 0 in Br,
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which implies that
Λr
2κ
+
1
κr
 
∂Bκr(Y )
ψ(Z)dSZ ≥ 1
κr
 
∂Bκr(Y )
ϕ(Z)dSZ ≥ ϕ(Y )
κr
≥ c
κ
,
for small κ > 0, that is
1
κr
 
∂Bκr(Y )
ψ(Z)dSZ ≥ c− Λr
2κ
>
c
4κ
if r is small enough.
By virtue of non-degeneracy Lemma 2.6, one has
ψ > 0 in Bκr(Y ),
this gives the left-hand side of (2.30).
Step 2. Define a function φ solving the following problem
∆φ+ f(φ) = 0 in Br, φ = ψ outside Br.
The maximum principle gives that ψ ≤ φ ≤ Ψ in Br, and thus φ ∈ K, where Ψ is defined
in (2.3).
Then we have
0 ≤ J(φ)− J(ψ) ≤
ˆ
Br
−|∇(φ− ψ)|2dX + λ22
ˆ
Br
I{ψ=0}dX,
which together with Poincare´’s inequality and Ho¨lder inequality implies that
λ22
ˆ
Br
I{ψ=0}dX ≥
ˆ
Br
|∇(φ− ψ)|2dX ≥ c
r2
ˆ
Br
|φ− ψ|2dX. (2.31)
For any point Y ∈ Bκr, since ∆φ ≤M0Λ− f(0) with M0 = sup
X∈Ω
Ψ(X), one has
φ(Y ) ≥ r
2 − |Y |2
2πr
ˆ
∂Br
ψ
|X − Y |2dSX + (M0Λ− f(0))
|Y |2 − r2
4
≥ (1− Cκ)
 
∂Br
ψdSX − Cr2.
(2.32)
It follows from (2.32), Lemma 2.3 and Lemma 2.6 that
φ(Y )− ψ(Y ) ≥ φ(Y )− Cκr
≥ (1− Cκ)
 
∂Br
ψdSX − Cκr − Cr2
≥ cλ1r,
(2.33)
provided that κ and r are small.
Combining (2.31) and (2.33), we have
λ22
ˆ
Br
I{ψ=0}dX ≥
c
r2
ˆ
Br
|φ− ψ|2dX ≥ c
r2
ˆ
Bκr
|φ− ψ|2dX ≥ cκλ21r2, (2.34)
for small r > 0 and small κ > 0. This gives the right-hand side of (2.30).
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
3. Regularity of the free boundary
Based on the Lipschitz continuity and non-degeneracy lemma of the minimizer ψ in
Section 2, we will establish the regularity of the free boundary in this section.
3.1. Measure estimate of the free boundary. In this subsection, the main objective
is to show that the set Ω ∩ {ψ > 0} is finite perimeter locally in Ω.
Set µ = ∆ψ+ f(ψ) and µ0 = ∆ψ+ f(ψ)I{ψ>0}. First, we will show that µ0 is a Radon
measure supported on the free boundary Γ.
Lemma 3.1. µ0 = ∆ψ+f(ψ)I{ψ>0} is a positive Radon measure with support in Ω∩∂{ψ >
0}. Moreover, µ = ∆ψ+f(ψ) is a Radon measure supported on Ω∩{ψ = 0} and its singular
point is contained in the free boundary.
Proof. For any ξ ∈ C∞0 (Ω) with ξ ≥ 0, denote k(t) = max{min{2− t, 1}, 0} for any t > 0.
Then we have
ˆ
Ω
∇ψ · ∇(ξk(tψ))dX =
ˆ
Ω
∇ψ · ∇ξdX +
ˆ
Ω∩{ψ≥ 1
t
}
∇ψ · ∇(ξk(tψ)− ξ)dX
=
ˆ
Ω
∇ψ · ∇ξdX −
ˆ
Ω∩{ψ>0}
f(ψ)ξdX
+
ˆ
Ω∩{ 1
t
≤ψ≤ 2
t
}
(2− ψt)f(ψ)ξdX +
ˆ
Ω∩{ψ≤ 2
t
}
f(ψ)ξdX
≥
ˆ
Ω
∇ψ · ∇ξdX −
ˆ
Ω∩{ψ>0}
f(ψ)ξdX,
(3.1)
for sufficiently large t > 0, where we have used the fact that f(ψ) ≥ f(0)
2
≥ 0 in Ω ∩{
ψ ≤ 2
t
}
for large t > 0.
On the other hand, one has
ˆ
Ω
∇ψ · ∇(ξk(tψ))dX =
ˆ
Ω∩{ 1
t
≤ψ≤ 2
t
}
(2− ψt)∇ψ · ∇ξ − ξt|∇ψ|2dX
+
ˆ
Ω∩{0<ψ≤ 1
t
}
∇ψ · ∇ξdX
≤
ˆ
Ω∩{0<ψ≤ 2
t
}
|∇ψ||∇ξ|dX.
(3.2)
It follows from (3.1) and (3.2) that
ˆ
Ω
∇ψ · ∇ξdX −
ˆ
Ω∩{ψ>0}
f(ψ)ξdX ≤
ˆ
Ω∩{0<ψ≤ 2
t
}
|∇ψ||∇ξ|dX. (3.3)
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Taking t→ +∞ in (3.3), we conclude that ∆ψ + f(ψ)I{ψ>0} ≥ 0 in the sense of distribu-
tions. Consequently, there exists a positive Radon measure µ0 supported on Ω∩∂{ψ > 0},
such that µ0 = ∆ψ + f(ψ)I{ψ>0}.
Recalling f(0) ≥ 0, there exists a positive Radon measure µ supported on Ω∩{ψ = 0},
such that µ = µ0 + f(0)I{ψ=0} = ∆ψ + f(ψ).

Next, we will give the estimate of the Radon measure µ.
Lemma 3.2. Let G be a compact subset of Ω. There exist some positive constants r0, c
and C, such that for any disc Br = Br(X0) ⊂ G with X0 ∈ Γ and r < r0,
cr ≤
ˆ
Br
dµ ≤ Cr. (3.4)
Furthermore,
cr ≤
ˆ
Br∩∂{ψ>0}
dµ =
ˆ
Br
dµ0 ≤ Cr. (3.5)
Proof. For any ε > 0, taking a test function dε,Br(X) = min
{
dist(X,R2 \Br)
ε
, 1
}
for a
set Br ⊂ G, it is easy to check that dε,Br(X) converges to IBr as ε→ 0 and
ˆ
Ω
dε,Brdµ =
ˆ
Ω
∇ψ · ∇dε,Br + f(ψ)dε,BrdX. (3.6)
Taking ε→ 0 in (3.6), it follows from Lemma 2.4 thatˆ
Br
dµ =
ˆ
∂Br
∇ψ · νdH1 +
ˆ
Br
f(ψ)dX ≤ Cr + Λπr2 ≤ Cr, (3.7)
where H1 is the one-dimensional Hausdorff measure on R2 and ν is the outer normal
vector.
Let Y ∈ Br and GY (X) > 0 be the Green function for Laplacian in Br with pole Y .
If ψ(Y ) > 0, then the pole Y is outside the support of the Radon measure µ, and thusˆ
Br
GY (X)dµ = −ψ(Y )−
ˆ
Br
f(ψ)GY (X)dX +
ˆ
∂Br
ψ∂−νGY (X)dH1. (3.8)
Thanks to the non-degeneracy Lemma 2.6, there exists a point Y ∈ ∂Bκr, such that
ψ(Y ) ≥ c∗κλr > 0 for all small κ > 0. Recalling that ψ is Lipschitz continuous, we have
ψ(Y ) = ψ(Y )− ψ(X0) ≤ C|Y −X0| = Cκr and ψ > 0 in Bc(κ)r(Y ), (3.9)
for some small constant c(κ). Then it follows from (3.8) and (3.9) thatˆ
Br
GY (X)dµ ≥ −Cκr − CΛr2 + c(1 − κ)
 
∂Br
ψdH1 ≥ c0r, (c0 > 0), (3.10)
provided that κ and r are small enough.
On the other hand, we have
ˆ
Br
GY (X)dµ =
ˆ
Br∩{ψ=0}
GY (X)dµ ≤
(
sup
Br∩{ψ=0}
GY (X)
) ˆ
Br
dµ ≤ Ck
ˆ
Br
dµ, (3.11)
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where we have used the fact that dist(Y,Br ∩ {ψ = 0}) ≥ c(κ)r. Combining (3.10) and
(3.11), one has ˆ
Br
dµ ≥ cr,
which together with (3.7) gives (3.4).
It is clear that ˆ
Br∩∂{ψ>0}
dµ ≤
ˆ
Br
dµ ≤ Cr,
this gives the right-hand side of (3.5). On the other hand, we have
ˆ
Br
dµ =
ˆ
Br∩∂{ψ>0}
dµ +
ˆ
Br∩{ψ=0}
dµ
≤
ˆ
Br∩∂{ψ>0}
dµ +
ˆ
Br∩{ψ=0}
f(0)dX
≤
ˆ
Br∩∂{ψ>0}
dµ + Λπr2,
which implies thatˆ
Br∩∂{ψ>0}
dµ ≥
ˆ
Br
dµ− Λπr2 ≥ cr − Λπr2 ≥ cr for small r,
this gives the left-hand side of (3.5).

We next introduce the representation theorem as follows, which implies that Ω+ =
Ω ∩ {ψ > 0} has finite perimeter.
Proposition 3.3. (Representation Theorem) Let ψ be a minimizer, there holds that:
(1). H1(D ∩ ∂{ψ > 0}) < +∞ for any compact subset D of Ω.
(2). There exists a Borel function Bψ, such that
∆ψ + f(ψ)I{ψ>0} = BψH1⌊∂{ψ>0},
that is, for any ξ ∈ C∞0 (Ω),
−
ˆ
Ω
∇ψ · ∇ξdX +
ˆ
Ω∩{ψ>0}
f(ψ)ξdX =
ˆ
Ω∩∂{ψ>0}
BψξdH1.
(3). For any compact subset D of Ω, Br(X0) ⊂ D with X0 ∈ Γ and small r > 0,
0 < c ≤ Bψ(X) ≤ C < +∞ and cr ≤ H1(Br(X0) ∩ ∂{ψ > 0}) ≤ Cr,
for some positive constants c, C independent of r and X0.
Proof. Thanks to the fact (3.5), and along the similar arguments in the proof of Theorem
4.5 in [2], we can obtain that
1
C
µ0(G) ≤ H1(G) ≤ Cµ0(G) for any compact subset G of D ∩ ∂{ψ > 0},
Denote µ0 = ∆ψ + f(ψ)I{ψ>0}, this gives the assertion (1).
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Therefore, µ0 is absolutely continuous with respect to H1⌊∂{ψ>0}. It follows from
Theorem 2.5.8 in [20] that there exists a Radon-Nikodym derivative Bψ = dµ0
d(H1⌊∂{ψ>0})
,
namely,
µ0(G) =
ˆ
G
Bψd(H1⌊∂{ψ>0}) for any G ⊂ Ω,
which together with (3.5) gives the assertion (3).
Then we haveˆ
Ω∩{ψ=0}
ξdµ+
ˆ
Ω
ξdµ0 =
ˆ
Ω
ξdµ = −
ˆ
Ω
∇ψ · ∇ξdX +
ˆ
Ω
f(ψ)ξdX,
for any ξ ∈ C∞0 (Ω), which gives that
−
ˆ
Ω
∇ψ · ∇ξdX +
ˆ
Ω∩{ψ>0}
f(ψ)ξdX =
ˆ
Ω∩∂{ψ>0}
BψξdH1,
due to
ˆ
Ω∩{ψ=0}
ξdµ =
ˆ
Ω∩{ψ=0}
f(0)ξdX. This yields the assertion (2).

By virtue of (1) in Proposition 3.3, it follows from Theorem 1 in §5.11 in [19] that
the set Ω+ = Ω ∩ {ψ > 0} has finite perimeter, that is, Vψ = −∇IΩ+ is Borel measure
and the total variation |Vψ| is a Radon measure. Denote the reduced boundary of the set
Ω ∩ {ψ > 0} as
∂red{ψ > 0} = {X ∈ Ω ∩ ∂{ψ > 0} | |νψ| = 1},
where νψ is the unique unit vector withˆ
Br(X)
|I{ψ>0} − I{Y |(Y−X)·νψ<0}|dY = o(r2) as r→ 0,
if such a vector exists, and νψ = 0 otherwise. Furthermore, it follows from Theorem 4.5.6
in [20] that
Vψ = νψH1⌊ ∂red{ψ > 0}.
3.2. Blow-up limits. In this subsection, we study some properties of the so-called blow-
up limits.
For any X0 ∈ Ω, take two sequences {Xn} and {ρn} with Xn ∈ Ω and ρn > 0, such
that ψ(Xn) = 0, Xn → X0 and ρn → 0 as n → 0. We call the sequence of functions
defined by
ψn(X) =
ψ(Xn + ρnX)
ρn
and λn(X) = λ(Xn + ρnX),
as the blow-up sequence with respect to Bρn(Xn), X ∈ R2. It follows from Lemma 2.4
that |∇ψn(X)| ≤ C in any compact set of R2, provided that n is large enough. Since
ψn(0) = 0, there exists a blow-up limit ψ0 : R
2 → R, such that for a subsequence {ψn},
ψn → ψ0 in C0,αloc (R2) for any α ∈ (0, 1), (3.12)
and
∇ψn → ∇ψ0 weakly star in L∞loc(R2).
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Recalling the definition of the Hausdorff distance d(E,F ) between two sets E and F as
the infimum of the numbers ε, such that
F ⊂
⋃
X∈E
Bε(X) and E ⊂
⋃
X∈F
Bε(X).
Next, we will give the several convergences of the blow-up sequence, the idea borrows
from the similar arguments for Laplace equation in Lemma 3.6 in Chapter 3 in [23].
Lemma 3.4. The following properties hold:
(1) ∂{ψn > 0} → ∂{ψ0 > 0} locally in Hausdorff distance.
(2) I{ψn>0} → I{ψ0>0} in L1loc(R2).
(3) If Xn ∈ ∂{ψ > 0}, then 0 ∈ ∂{ψ0 > 0}.
(4) ∇ψn → ∇ψ0 a.e. in R2.
(5) If ψ(Xn) = 0 and Xn → X0 ∈ Ω, then every blow-up limit ψ0 with respect to
Bρn(Xn) is an absolute minimum for the functional J0(φ) in Br = Br(0) for any r > 0,
namely,
J0(ψ0) = min J0(φ) for any φ ∈ H1(Br) and φ = ψ0 on ∂Br, (3.13)
where J0(φ) =
ˆ
Br
|∇φ|2 + λ2(X0)I{φ>0}dX.
Proof. (1). For any X0 ∈ Ω, if X0 /∈ ∂{ψ0 > 0}, then there exists a small r > 0 such that
Br(X0) ∩ ∂{ψ0 > 0} = ∅ with Br(X0) ⊂ Ω. We next claim that
B r
4
(X0) ∩ ∂{ψn > 0} = ∅ for sufficiently large n. (3.14)
In fact, it follows from (3.12) that the claim (3.14) is true, if ψ0 > 0 in Br(X0).
If ψ0 ≡ 0 in Br(X0), for any fixed small ε > 0, there exists a N = N(ε), such that
ψn < ε in B r
2
(X0) for any n > N , and one has
2
r
 
∂B r
2
(X0)
ψndS <
2ε
r
≤ c∗1
2
λ1 for sufficiently large n,
which together with the non-degeneracy Lemma 2.6 implies that ψn ≡ 0 in B r
4
(X0) for
n > N , this gives the claim (3.14).
Reversely, for any X0 ∈ Ω, if X0 /∈ ∂{ψn > 0} for a subsequence {ψn}, then Br(X0) ∩
∂{ψn > 0} = ∅ for small r > 0. Next, we claim that
B r
4
(X0) ∩ ∂{ψ0 > 0} = ∅. (3.15)
If ψn > 0 in Br(X0), we have
∆ψn + ρnf(ρnψn) = 0 in Br(X0),
which implies that
∆ψ0 = 0 in B r
2
(X0), ψ0 ≥ 0 in B r
2
(X0).
The strong maximum principle yields that
either ψ0 ≡ 0 or ψ0 > 0 in B r
2
(X0),
A FREE BOUNDARY PROBLEM 22
which gives the claim (3.15).
It is easy to check that the claim (3.15) holds, in the case of ψn ≡ 0 in Br(X0).
Hence, we obtain the convergence of the free boundary in the Hausdorff distance.
(2). For any Y0 ∈ ∂{ψ0 > 0}, it follows from the results in Step 1 that there exists a
sequence {Yn} with Yn ∈ ∂{ψn > 0}, such that Yn → Y0. Since ρnYn +Xn ∈ ∂{ψ > 0},
by using Lemma 2.5 and Lemma 2.6 for ψn, we have
c∗1
2
λ1 ≤ 1
r
 
∂Br(Yn)
ψn(X)dSX =
1
rρn
 
∂Brρn(ρnYn+Xn)
ψ(Z)dSZ ≤ C∗(λ2 +Λ), (3.16)
for any r > 0, provided that n is sufficiently large. Then taking n → +∞ in (3.16) gives
that
c∗1
2
λ1 ≤ 1
r
 
∂Br(Y0)
ψ0dS ≤ C∗(λ2 +Λ) for Y0 ∈ ∂{ψ0 > 0}, (3.17)
which together with Theorem 4.5 in [2] imply that
H1(∂{ψ0 > 0} ∩D) < +∞ for any compact subset D of R2. (3.18)
Here, H1 is the one-dimensional Hausdorff measure on R2. Consequently,
L2(∂{ψ0 > 0} ∩D) = 0,
where L2 is the two-dimensional Lebesgue measure on R2.
Let Oεn be an εn-neighborhood of ∂{ψ0 > 0}, such that
∂{ψn > 0} ⊂ Oεn and L2(D ∩Oεn)→ 0 as εn → 0. (3.19)
Hence, it follows from the results in Step 1 thatˆ
D
∣∣I{ψn>0} − I{ψ0>0}∣∣ dX ≤
ˆ
D∩Oεn
1dX = L2(D ∩Oεn),
for sufficiently large n, which together with (3.19) gives that
I{ψn>0} → I{ψ0>0} in L1(D).
(3). If Xn is a free boundary point of the minimizer ψ, it follows from Lemma 2.5 and
Lemma 2.6 that
c∗1
2
λ1 ≤ 1
r
 
∂Br(0)
ψn(X)dSX =
1
rρn
 
∂Brρn (Xn)
ψ(Z)dSZ ≤ C∗(λ2 + Λ), (3.20)
for any r > 0, provided that n is sufficiently large. Then taking n → +∞ in (3.20), one
has
c∗1
2
λ1 ≤ 1
r
 
∂Br(0)
ψ0dS ≤ C∗(λ2 + Λ) for any r > 0,
which gives that 0 ∈ ∂{ψ0 > 0}.
(4). LetD be any compact subset of {ψ0 > 0}, thanks to the standard elliptic estimates
for ψn, one has
∇ψn → ∇ψ0 uniformly in D. (3.21)
Next, we claim that
∇ψn → ∇ψ0 a.e. in {ψ0 = 0}. (3.22)
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Since {ψ0 = 0} is L2-measurable, it follows from Corollary 3 of Section 1.7 in [19] that
lim
r→0
L2(Br(X) ∩ {ψ0 = 0})
L2(Br(X)) = 1 for L
2 a.e. X ∈ {ψ0 = 0}.
Denote
S =
{
X ∈ {ψ0 = 0} | lim
r→0
L2(Br(X) ∩ {ψ0 = 0})
L2(Br(X)) = 1
}
.
We next show that
ψ0(X0 +X) = o(|X|) for any X0 ∈ S. (3.23)
In fact, suppose not, we assume that ψ0(Y ) > kr for some Y ∈ Br(X0) with r → 0 and
k > 0. With the aid of (3.17), it follows from Theorem 4.3 and Remark 4.4 in [2] that ψ0
is Lipschitz continuous, which implies that
ψ0(X) >
k
2
r in Bεkr(Y ) for some small ε > 0.
This gives that {ψ0 > 0} has positive density at X0, which contradicts to X0 ∈ S. Thus,
we obtain the fact (3.23).
With the aid of (3.12) and (3.23), for any ε > 0, we have
ψn
r
< ε in Br(X0) for small r,
provided that n is sufficiently large, that is n > N(ε, r). It follows from the non-degeneracy
Lemma 2.6 that ψn ≡ 0 in B r
2
(X0), which implies that ψ0 ≡ 0 in B r
2
(X0), and thus S is
open. Furthermore, one has
ψn ≡ ψ0 in any compact subset of S, provided that n is sufficiently large.
This completes the proof of the claim (3.22).
Since L2(∂{ψ0 > 0}) = 0, it follows from (3.21) and (3.22) that ∇ψn → ∇ψ0 a.e. in
R
2.
(5). For any φ ∈ H1(Br) and φ = ψ0 on ∂Br with Br = Br(0), it suffices to show that
J0(ψ0) ≤ J0(φ). (3.24)
Taking ηε(X) = min
{
1
ε
dist(X,R2 \Br), 1
}
, it is easy to see that ηε ∈ C0,10 (Br) and
0 ≤ ηε ≤ 1. Set
φn = φ+ (1− ηε)(ψn − ψ0).
It is easy to check that
φn = ψn outside Br, and {φn > 0} ⊂ {φ > 0} ∪ {ηε < 1}.
Then we have
ˆ
Br
|∇ψn|2 + F (ρnψn) + λ2nI{ψn>0}dX
≤
ˆ
Br
|∇φn|2 + F (ρnφn) + λ2nI{φn>0}dX
≤
ˆ
Br
|∇φn|2 + F (ρnφn) + λ2nI{φn>0}dX +
ˆ
Br
λ2nI{ηε<1}dX.
(3.25)
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By virtue of the results in the statements (2) and (4), taking n→ +∞ in (3.25) gives
that ˆ
Br
|∇ψ0|2 + λ2(X0)I{ψ0>0}dX
≤
ˆ
Br
|∇φ|2 + λ2(X0)I{φ>0}dX + λ2(X0)
ˆ
Br
I{ηε<1}dX.
(3.26)
Taking ε→ 0 in (3.26), we complete the proof of the claim (3.24).

3.3. Linear growth near the free boundary. In this subsection, we will obtain the
gradient estimate of ψ near the free boundary, and show that ψ(X) should grow linearly
away from the free boundary. Namely,
ψ(X +X0) = λ(X0)max{−X · ν(X0), 0} + o(|X|), (3.27)
for X → 0, where X0 ∈ Ω ∩ ∂{ψ > 0} and ν(X0) is the unit vector.
Lemma 3.5. For any compact subset D of Ω, there exist some positive constants C and
0 < γ < 1 depending only on Λ, D and Ω, such that for any disc Br(X0) ⊂ BR(X0) ⊂ D
with X0 ∈ Ω ∩ ∂{ψ > 0}, then
sup
X∈Br(X0)
|∇ψ(X)| ≤ sup
X∈BR(X0)
λ(X) + C
( r
R
)γ
, (3.28)
Furthermore, there exists a α0 ∈ (0, 1), such that
|∇ψ(X)| ≤ λ(X) + Crα0 , α0 ∈ (0, 1), (3.29)
for any disc Br(X) ⊂ D touching the free boundary with small r > 0.
Proof. Denote Br = Br(X0) for simplicity, and one has
∆ψ + f(ψ) = 0 in Ω ∩ {ψ > 0}.
Step 1. In this step, we will show that
lim sup
X→X0,ψ(X)>0
|∇ψ(X)| = λ(X0), X0 ∈ Ω ∩ ∂{ψ > 0}. (3.30)
Denote κ = lim sup
X→X0,ψ(X)>0
|∇ψ(X)|, it suffices to prove that κ = λ(X0). In view of
definition of κ, there exists a sequence {Zn} with ψ(Zn) > 0 and |∇ψ(Zn)| → κ. Let
Yn ∈ Γ be the nearest point to Zn and denote ρn = |Yn−Zn|. Let ψ0 be a blow-up limit of
a sequence
ψ(Yn + ρnX)
ρn
with respect to Bρn(Yn), without loss of generality, we assume
that
Zn − Yn
ρn
→ −e2, e2 = (0, 1).
By virtue of the statement (5) in Lemma 3.4, we have that ψ0 is a minimizer. It follows
from the similar arguments in Lemma 2.2 and Lemma 2.4 in [2] that ψ0 is subharmonic
in R2 and ∆ψ0 = 0 in {ψ0 > 0}. Furthermore, ψ0(0) = 0 and
|∇ψ0| ≤ κ in {ψ0 > 0}, |∇ψ0(−e2)| = κ and B1(−e2) ⊂ {ψ0 > 0}, (3.31)
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this gives that κ > 0. Define φ0 =
∂ψ0
∂ν0
, where ν0 = − ∇ψ0(−e2)|∇ψ0(−e2)| . It is easy to check
that φ0 is harmonic in {ψ0 > 0}. Moreover, it follows from (3.31) that
φ0 = −∇ψ0 · ∇ψ0(−e2)|∇ψ0(−e2)| ≥ −κ in B1(−e2) and φ0(−e2) = −κ.
The strong maximum principle gives that
φ0 ≡ −κ in B1(−e2),
which together with ψ0(0) = 0 implies that
ψ0(X) = −κX · ν0 in B1(−e2).
Since ψ0 > 0 in B1(−e2), we have that ν0 = e2. Due to the uniqueness of the Cauchy
problem for the Laplace equation, one has
ψ0 = −κy in {y ≤ 0}.
Next, we claim that
ψ0 = 0 in some strip {0 < y < ε0}. (3.32)
Suppose that the claim (3.32) is not true. Define
l = lim sup
y↓0,ψ0(x,y)>0
∂ψ0(x, y)
∂y
.
Since ψ0 is a local minimizer, it follows from Corollary 3.3 in [2] that ψ0 is Lipschitz
continuous, and thus l <∞. Suppose l > 0, and let
∂ψ0(xn, yn)
∂y
→ l as yn ↓ 0.
Choose a blow-up sequence
ψ0(xn + ynx, yny)
yn
with respect to Byn(xn, 0), let ψ00 be
the blow-up limit. Using above arguments again, we have
ψ00(x, y) = ly in {y > 0}, and ψ00(x, y) = −κy in {y < 0}.
Since ψ00 is a minimizer for (3.13) and (x, 0) is a free boundary point of ψ00, we can show
that the set {ψ00 = 0} has density zero at any point (x, 0), which contradicts to Lemma
3.7 in [2].
Therefore, we obtain that l = 0 and ψ0(x, y) = o(y) as y ↓ 0. For any ε > 0, one has
1
r
 
∂Br(X0)
ψ0dS < ε, where X0 = (x0, y0) and r = y0,
provided that y0 > 0 is small enough. It follows from the non-degeneracy Lemma 3.4 in
[2] that ψ0 = 0 in some strip {0 < y < ε0}. Thus, the proof of the claim (3.32) is done.
Finally, noting that ψ0 is a minimizer to the variational problem (3.13), by means of
Theorem 2.5 in [2], we can conclude that |∇ψ0| = λ(X0) on the free boundary of ψ0, and
thus λ(X0) = κ.
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Step 2. In this step, we will show that there exists a constant C > 0, such that
sup
X∈Br(X0)
|∇ψ(X)| ≤ sup
X∈BR(X0)
λ(X) + C
( r
R
)γ
, (3.33)
for any disc Br(X0) ⊂ BR(X0) ⊂ D. Denote Br = Br(X0) and BR = BR(X0) for
simplicity.
Define Qε(Y ) = max{|∇ψ(Y )|2 − λ20 − ε, 0} for any ε > 0, where λ0 = sup
X∈BR
λ(X). It
is easy to check that
∆Qε = 2|D2ψ|2 − 2f ′(ψ)|∇ψ|2 ≥ 0 in Ω ∩ {ψ > 0}.
And thus Qε is subharmonic function in Ω ∩ {ψ > 0}. It follows from (3.30) that Qε = 0
in a small neighborhood of the free boundary Γ. We extend Qε by 0 and set
Pε(r) = sup
Y ∈Br
Qε(Y ) for any r > 0.
Then Pε(r)−Qε is superharmonic in Br. Furthermore, Pε(r)−Qε ≥ 0 in Br and Pε(r)−
Qε = Pε(r) in Br ∩ {ψ = 0}. It follows from Theorem 8.26 in [26] that
inf
Y ∈B r
2
(Pε(r)−Qε(Y )) ≥ cr−2‖Pε(r)−Qε‖L1(Br)
≥ cr−2‖Pε(r)−Qε‖L1(Br∩{ψ=0})
≥ cPε(r),
(3.34)
where we have used the fact L2(Br ∩ {ψ = 0}) ≥ cr2 in Lemma 2.7. Taking ε → 0 in
(3.34), we have
inf
Y ∈B r
2
(P0(r)−Q0(Y )) ≥ cP0(r), 0 < c < 1,
which implies that
sup
Y ∈B r
2
Q0(Y ) ≤ (1− c)P0(r).
Thus we have
P0
(r
2
)
≤ (1− c)P0(r).
It follows from Lemma 8.23 in [26] that
P0(r) ≤ C
( r
R
)γ
P0(R),
which gives that
sup
X∈Br
|∇ψ(X)| ≤ λ0 + C
( r
R
)γ
, γ ∈ (0, 1),
for small r > 0.
Step 3. For any disc Br(X) touching the free boundary, there exists a free boundary
point X0 ∈ Br(X), such that Br(X) ⊂ B2r(X0). Since λ(X) ∈ C0,β(Ω), the gradient
estimate (3.28) gives that
|∇ψ(X)| ≤ sup
Y ∈B2r(X0)
|∇ψ(Y )| ≤ sup
Y ∈B2√r(X0)
λ(Y ) + Cr
β
2 ≤ λ(X) + Crα0 , (3.35)
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where α0 =
1
2
min{γ, β}, provided that r is small.

To obtain the linear growth (3.27) of ψ near the free boundary, we next show that
Lemma 3.6. For any compact subset D of Ω and disc Br(X0) ⊂ D with X0 ∈ Ω∩ ∂{ψ >
0}, then  
Br(X0)∩{ψ>0}
max{λ2(Y )− |∇ψ(Y )|2, 0}dY → 0 as r → 0. (3.36)
Proof. Without loss of generality, we assume that X0 = 0, and denote Br = Br(0) for
simplicity. For any ξ ∈ C∞0 (Ω) with ξ ≥ 0, define a function
ψε = max{ψ − εξ, 0} for any ε > 0.
Since ψε ∈ K, we have that J(ψ) ≤ J(ψε), namely,
0 ≥
ˆ
Ω
|∇ψ|2 − |∇ψε|2 + F (ψ) − F (ψε)dX +
ˆ
Ω
λ2(I{ψ>0} − I{ψε>0})dX
≥
ˆ
Ω
−|∇min{ψ, εξ}|2 + 2∇ψ · ∇min{ψ, εξ} − F ′(ψ)min{ψ, εξ}
−Λ|min{ψ, εξ}|2dX +
ˆ
Ω∩{0<ψ≤εξ}
λ2dX
= −
ˆ
Ω
|∇min{ψ, εξ}|2 + Λ|min{ψ, εξ}|2dX +
ˆ
Ω∩{0<ψ≤εξ}
λ2dX.
This gives that
ˆ
Ω∩{0<ψ≤εξ}
λ2 − |∇ψ|2dX ≤ ε2
ˆ
Ω∩{ψ>εξ}
|∇ξ|2dX + Λ
ˆ
Ω
|min{ψ, εξ}|2dX. (3.37)
Taking Br ⊂ Bρ = Bρ(0) ⊂ BR, the Lipschitz continuity of ψ gives that
ψ(X) = ψ(X)− ψ(0) ≤ Cr in Br.
Taking ε = Cr and
ξ(X) =


0 for X ∈ Ω \Bρ,
ln ρ− ln |X|
ln ρ− ln r for X ∈ Bρ \Br,
1 for Br.
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It follows from (3.37) that
ˆ
Bρ∩{0<ψ≤εξ}
λ2 − |∇ψ|2dX ≤ ε2
ˆ
Bρ∩{ψ>εξ}
|∇ξ|2dX + Λ
ˆ
Bρ
|min{ψ, εξ}|2dX
≤ Cr2
ˆ
Bρ∩{ψ>εξ}
|∇ξ|2dX + Cρ2r2
≤ Cr
2
ln ρ− ln r + Cρ
2r2.
(3.38)
Since ψ ≤ Cr = εξ in Br, it is easy to check that
ˆ
Bρ∩{0<ψ≤εξ}
max{λ2 − |∇ψ|2, 0}dX ≥
ˆ
Br∩{0<ψ≤εξ}
max{λ2 − |∇ψ|2, 0}dX
=
ˆ
Br∩{ψ>0}
max{λ2 − |∇ψ|2, 0}dX.
(3.39)
By virtue of (3.28), (3.38) and (3.39), we have
ˆ
Bρ∩{0<ψ≤εξ}
max{λ2 − |∇ψ|2, 0}dX
=
ˆ
Bρ∩{0<ψ≤εξ}
max{|∇ψ|2 − λ2, 0}dX +
ˆ
Bρ∩{0<ψ≤εξ}
λ2 − |∇ψ|2dX
≤
ˆ
Bρ∩{0<ψ≤εξ}
max{|∇ψ|2 − λ2, 0}dX + Cr
2
ln ρ− ln r + Cρ
2r2
≤
ˆ
Bρ∩{ψ>0}
max{|∇ψ|2 − λ2, 0}dX + Cr
2
ln ρ− ln r + Cρ
2r2
≤ Cρ2
(( ρ
R
)α
+ λR
)
+
Cr2
ln ρ− ln r + Cρ
2r2,
where λR = sup
X,Y ∈BR(X0)
|λ(X) − λ(Y )|, which gives that
 
Br∩{ψ>0}
max{λ2 − |∇ψ|2, 0}dX ≤ C
(ρ
r
)2 (( ρ
R
)γ
+ λR
)
+
C
ln ρr
+ Cρ2, (3.40)
Taking ρ = R2 and r = R2 (λR +R
γ)
1
4 , it follows from (3.40) that we have
 
Br∩{ψ>0}
max{λ2 − |∇ψ|2, 0}dX ≤ C (λR +Rγ)
1
2 +
C
ln 1λR+Rγ
+ CR4,
for sufficiently small r > 0, which gives (3.36).

With the aid of Lemma 3.6, we have
Lemma 3.7. For any blow-up limit ψ0 of ψ at X0 ∈ Γ, ψ0 is a half plane solution with
slope λ(X0). Furthermore, the linear growth (3.27) holds.
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Proof. Let ψn(X) =
ψ(X0 + ρnX)
ρn
be a blow-up sequence with respect to BρnR(X0) for
any R > 0, and λn(X) = λ(X0 + ρnX) with X ∈ BR(0), it follows from Lemma 3.5 and
Lemma 3.6 that
sup
X∈BR(0)
|∇ψn(X)| = sup
Y ∈BρnR(X0)
|∇ψ(Y )| ≤ sup
Y ∈B√ρnR(X0)
λ(Y ) + Cρ
γ
2
n → λ(X0),
and 
BR(0)∩{ψn>0}
max{λ2n − |∇ψn|2, 0}dX =
 
BρnR(X0)∩{ψ>0}
max{λ2 − |∇ψ|2, 0}dY → 0,
as ρn → 0. Those imply that for any blow-up limit ψ0, we have
|∇ψ0| = λ(X0) in {ψ0 > 0}.
On the other hand, ψ0 is harmonic in {ψ0 > 0}, thus ∇ψ0 must be invariant in each
connected component of {φ0 > 0}. In fact, applying the operator ∂x and ∂y to 1
2
|∇ψ0|2 =
λ2(X0)
2
, respectively, we have

∂xψ0∂xxψ0 + ∂yψ0∂xyψ0 = 0,
∂xψ0∂xyψ0 + ∂yψ0∂yyψ0 = 0.
This together with the fact ∆ψ0 = 0 gives that
TX = (0, 0, 0)tr ,
where the vector X = (∂xxψ0, ∂xyψ0, ∂yyψ0)
tr and matrix T as
T =


1 0 1
∂xψ0 ∂yψ0 0
0 ∂xψ0 ∂yψ0


.
Furthermore, one has
detT = |∇ψ0|2 = λ2(X0) > 0,
which implies
X = (∂xxψ0, ∂xyψ0, ∂yyψ0) = (0, 0, 0).
Thus, ψ0(X) is a linear function, there exist a unit vector ν0, and two numbers γ1 ≥ 0
and γ2 ≥ 0, such that one has
ψ0(X) = γ1max{−X · ν0, 0}+ γ2max{X · ν0, 0}. (3.41)
Since ψ0 is a local minimizer, it follows from Lemma 3.7 in [2] that the set {ψ0 = 0} has
a positive measure, this gives that γ1 = λ(X0) and γ2 = 0. In view of (3.41), one has
ψ0(X) = λ(X0)max{−X · ν0, 0},
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which implies the linear growth (3.27). 
3.4. Flatness of the free boundary. In this subsection, we will study the regularity of
the free boundary Ω ∩ ∂{ψ > 0}, and obtain some flatness property of the free boundary
point.
First, we introduce the relevant flatness class of the free boundary point (See the
definition 5.1 in [2]).
Definition 3.1. (Flat free boundary points) Let 0 < σ+, σ− ≤ 1 and δ > 0. We say that
ψ is of the flatness class F(σ+, σ−; δ) in Bρ = Bρ(X0) with a unit vector ν (see Figure 2)
if
(i) ψ is a minimizer to the variational problem (P ).
(ii) X0 ∈ Γ and
ψ(X) = 0 for (X −X0) · ν ≥ σ+ρ,
and
ψ(X) ≥ −λ(X0)((X −X0) · ν + σ−ρ) for (X −X0) · ν ≤ −σ−ρ.
(iii) |∇ψ| ≤ λ(X0)(1 + δ) in Bρ and sup
X,Y ∈Bρ
|λ(X) − λ(Y )| ≤ λ(X0)δ.
ν
Bρ
X0
−σ
−
ρ
ψ = 0
Γ
σ+ρ
Figure 2. Flatness free boundary point
We next show that the flatness from above implies the flatness from below.
Lemma 3.8. There exists a positive constant C = C(Λ, c0), such that for any small σ > 0,
if ψ ∈ F(σ, 1; δ) in Bρ(X0) and δ ≤ c0σ, ρ ≤ c0σ, then ψ ∈ F(2σ,Cσ; δ) in B ρ
2
(X0) (see
Figure 3).
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ν
σρ
Bρ
X0
−ρ
ψ = 0
ψ ∈ F(σ, 1; δ) in Bρ
ν
σρ
Bρ/2
X0
−Cσρ/2
ψ = 0
ψ ∈ F(2σ,Cσ; δ) in Bρ/2
Γ
Figure 3. Flatness from below
Proof. We divide two steps to show this lemma.
Step 1. In this step, we will show that
lim sup
X→X0
ψ(X)
dist(X,B)
= λ(X0), if B is a disc in {ψ = 0} touching ∂{ψ > 0} at X0. (3.42)
Denote lim sup
X→X0
ψ(X)
dist(X,B)
= κ, it suffices to show that κ = λ(X0). Taking a sequence
{Yn} with Yn → X0, such that ψ(Yn) > 0, dn = dist(Yn, B) and
ψ(Yn)
dn
→ κ.
It follows from the non-degeneracy Lemma 2.6 that κ > 0. Consider a blow-up sequence
ψn(X) =
ψ(Xn + dnX)
dn
with respect to Bdn(Xn), where Xn ∈ ∂B and |Xn − Yn| = dn.
Taking a subsequence {ψn} with a blow-up limit ψ0 ∈ C0,1(R2), such that
Xn − Yn
dn
→ ν and ψn → ψ0 uniformly in any compact subset of R2.
It is easy to check that ψ0(−ν) = κ. We next claim that
ψ0(X) = κmax{−X · ν, 0}. (3.43)
In fact, the definition of ψ0 gives that
ψ0(X) ≤ −κX · ν for X · ν ≤ 0, and ψ0(X) = 0 for X · ν ≥ 0.
Since ψ0 is harmonic in {ψ0 > 0} and ψ0(−ν) = κ, the strong maximum principle gives
the claim (3.43).
With the aid of the claim (3.43), it follows from Lemma 3.7 that λ(X0) = κ.
Step 2. Without loss of generality, we assume that X0 = 0 and ν = e2 = (0, 1). Set
ψρ(X) =
ψ(ρX)
ρ
, λρ(X) = λ(ρX) and λ0 = λ(0), one has
∆ψρ + ρf(ρψρ) = 0 in {ψρ > 0}, and ψρ ∈ F (σ, 1; δ) in B1. (3.44)
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Let
η(x) =


0 for |x| ≥ 1
3
,
e
− 9x2
1−9x2 for |x| < 1
3
,
and choose s ≥ 0 be the maximum with the property
B1 ∩ {ψρ > 0} ⊂ Dσ = {X ∈ B1 | y < σ − sη(x)}.
Thus there exists a point Z ∈ B 1
2
∩ ∂Dσ ∩ ∂{ψρ > 0}. It is easy to check that s ≤ σ, due
to 0 ∈ Γ. Define a function φ(x, y) solving the problem

∆φ+ ρf(0) = 0 in Dσ ,
φ = 0 on ∂Dσ ∩B1, φ = λ0(1 + 2σ)(σ − y) on ∂Dσ \B1.
Noticing that λ0(1 + 2σ)(σ − y) + λ0(1 + σ)y ≥ 0 on ∂Dσ, the maximum principle gives
that
φ(X) ≥ −λ0(1 + σ)y in Dσ. (3.45)
Next, we will show that
∂−νφ(Z) ≤ λ0(1 + Cσ). (3.46)
To see this, define a function φ1 as follows
φ1(x, y) =
µ2
µ1
(
1− e−µ1g(x,y)
)
in Dσ,
where g(x, y) = −y+ σ− sη(x) and the constants µ1 and µ2 ≥ λ0 depending on σ will be
determined later. It is easy to check that
1 ≤ |∇g(x, y)| ≤ 1 + Cσ and |D2g(x, y)| ≤ Cσ. (3.47)
Therefore, it follows from (3.47) and ρ ≤ σ0σ that
∆φ1 + ρf(0) = µ2e
−µ1g(∆g − µ1|∇g|2) + ρf(0) ≤ µ2e−µ1g(Cσ − µ1) + ρf(0) < 0,
provided that
µ1 = C1σ, C1 is sufficiently large and σ is small.
On the other hand, take µ2 = λ0(1 +C2σ), C2 is sufficiently large and σ is small, one has
φ1(x, y) ≥ µ2g(x, y)(1 − Cµ1) ≥ λ0(1 + 2σ)g(x, y) for any (x, y) ∈ ∂Dσ ,
which together with the maximum principle gives that
φ1(X) ≥ φ(X) in Dσ .
Recalling that φ1(Z) = φ(Z) = 0, we have
∂−νφ(Z) ≤ ∂−νφ1(Z) ≤ |∇φ1(Z)| = µ2|∇g(Z)| ≤ λ0(1 + Cσ), σ is small.
In view of ψρ ∈ F (σ, 1; δ), one has that ψρ ≤ φ on ∂Dσ . The maximum principle gives
that ψρ ≤ φ in Dσ.
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Consider the points ξ ∈ ∂B 3
4
with ξ = (ξ1, ξ2) and ξ2 < −1
2
, and define a function ϕξ
solving the following problem

∆ϕξ = 0 in Dσ \B 1
10
(ξ),
ϕξ = 0 on ∂Dσ, ϕξ = −λ0y on ∂B 1
10
(ξ).
Hopf’s Lemma gives that
∂−νϕξ(Z) ≥ cλ0 > 0. (3.48)
Suppose that
ψρ(X) ≤ φ(X) + γσλ0y for any X ∈ B 1
10
(ξ),
for a positive constant γ > 0. It should be noted that ∆(ψρ − φ+ γσϕξ) = −ρf(ρψρ) +
ρf(0) ≥ 0 in Dσ \B 1
10
(ξ), and the maximum principle gives that
ψρ ≤ φ− γσϕξ in Dσ \B 1
10
(ξ).
Therefore, we have
λ0 = lim sup
X→Z
ψρ(X)
dist(X, ∂Dσ)
≤ ∂−νφ(Z)− γσ∂−νϕξ(Z) ≤ λ0(1 + Cσ − cγσ),
where ν is the outer normal vector and we have used (3.48). This leads a contradiction,
provided that γ is sufficiently large.
Hence, there exists some point Xξ = (xξ, yξ) ∈ B 1
10
(ξ), such that
ψρ(Xξ) ≥ φ(Xξ) + Cσλ0yξ. (3.49)
For any X ∈ B 1
5
(ξ), it follows from (3.45), (3.49) and (iii) in Definition 3.1 that
ψρ(X) ≥ ψρ(Xξ)−3λ0(1 + δ)
10
≥ −λ0(1+σ)yξ+Cσλ0yξ−3λ0(1 + δ)
10
≥ λ0
(
1
10
− Cσ
)
> 0,
provided that σ is small. Therefore, we have
∆(φ− ψρ) = −ρf(0) + ρf(ρψρ) and φ− ψρ ≥ 0 in B 1
5
(ξ).
Thanks to Harnack’s inequality in [31], one has
(φ− ψρ)(ξ) ≤ (φ− ψρ)(Xξ) + Cρ‖f(0)− f(ρψρ)‖L∞(B1) ≤ Cλ0σ + Cσ2 ≤ Cλ0σ,
if σ is small, which implies that
ψρ(ξ) ≥ φ(ξ)− Cλ0σ ≥ λ0(−(1 + σ)ξ2 − Cσ ≥ −ξ2 − Cσ. (3.50)
It follows from (3.50) and (iii) in Definition 3.1 that
ψρ(ξ + te2) ≥ ψρ(ξ)− λ0(1 + δ)t ≥ λ0(−(ξ2 + t)− Cσ),
for t > 0 and ξ+ te2 ∈ B 1
2
, which implies that ψρ is of F(2σ,Cσ; δ) in B 1
2
. This completes
the proof of this lemma. 
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In the following, denote Br = Br(0), we will investigate the blow-up limit. Thanks
to Lemma 7.3 and Corollary 7.4 in [2], we have the following non-homogeneous blow-up
limit and we omit the proof here.
Lemma 3.9. (Non-homogenous blow up)Let ψn ∈ F(σn, σn; δn) in Bρn with v = e2,
σn → 0, δnσ−2n → 0 and ρnσ−1n → 0. For any x ∈ (−1, 1), set
b+n (x) = sup{h | (ρnx, σnρnh) ∈ ∂{ψn > 0}},
and
b−n (x) = inf{h | (ρnx, σnρnh) ∈ ∂{ψn > 0}},
then for a subsequence,
b(x) = lim sup
z→x,n→∞
b+n (z) = lim infz→x,n→∞ b
−
n (z) for any x ∈ (−1, 1).
Furthermore, b+n (x) → b(x) and b−n (x) → b(x) uniformly in (−1, 1), b(0) = 0 and b(x) is
a continuous function.
Furthermore, we can show that the limit function b(x) is a convex function.
Lemma 3.10. b(x) is convex with respect to x.
Proof. Set ψn(X) =
ψ(ρnX)
ρn
, λn(X) = λ(ρnX) and λ0 = λ(0), one has
∆ψn + ρnf(ρnψn) = 0 in {ψn > 0} and ψn ∈ F(σn, σn; δn) in B1.
If the assertion is not true, there exists a x0 ∈ (−1, 1) and a linear function g(x) in
Iρ = (−ρ+ x0, ρ+ x0) ⊂ (−1, 1), such that
g(x0 ± ρ) > b(x0 ± ρ) and b(x0) > g(x0).
Denote
D = Iρ × R and D+(k) = {(x, y) ∈ D | k(x) < y < g0 + 2},
and
D0(k) = {(x, y) ∈ D | y = k(x)} and D−(k) = {(x, y) ∈ D | y < k(x)},
for continuous function k(x), where g0 = max{g(x0−ρ), g0(x0+ρ)}. Define a test function
dε,E(X) = min
{
dist(X,R2 \ E)
ε
, 1
}
for a set E, it is easy to check that dε,E(X) converges
to the characteristic function IE(X) as ε→ 0.
It follows from Proposition 3.3 that
−
ˆ
Ωn
∇ψn · ∇dε,E(D+(σng))dX +
ˆ
Ωn∩{ψn>0}
ρnf(ρnψn)dε,E(D+(σng))dX
=
ˆ
Ωn∩∂red{ψn>0}
dε,E(D+(σng))λndH1,
(3.51)
where Ωn = {X | ρnX ∈ Ω}.
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Taking ε→ 0 in (3.51), one has
−
ˆ
∂D+(σng)∩{ψn>0}
∇ψn · νdH1 +
ˆ
D+(σng)∩{ψn>0}
ρnf(ρnψn)dX
=
ˆ
D+(σng)∩∂red{ψn>0}
λndH1,
which gives that
H1(D+(σng) ∩ ∂red{ψn > 0})
≤ 1
λ0(1− δn)
ˆ
D+(σng)∩∂red{ψn>0}
λndH1
≤ 1
λ0(1− δn)
(ˆ
∂D+(σng)∩{ψn>0}
|∇ψn|dH1 + Cρn
ˆ
D+(σng)∩{ψn>0}
dX
)
≤ 1 + δn
1− δnH
1(D0(σng) ∩ {ψn > 0}) + Cρnσn
λ0(1− δn) .
(3.52)
Denote
En = {ψn > 0} ∪ D−(σng).
It is easy to check that En has finite perimeter in D and
H1(D ∩ ∂redEn) ≤ H1(D+(σng) ∩ ∂red{ψn > 0}) +H1(D0(σng) ∩ {ψn = 0}). (3.53)
By using the similar estimate in Page 136-Page 137 in [2], one has
H1(D ∩ ∂redEn) ≥ H1(D0(σng)) + cσ2n. (3.54)
It follows from (3.52)-(3.54) that
H1(D0(σng)) + cσ2n ≤
1 + δn
1− δnH
1(D0(σng)) + Cρnσn
λ0(1− δn) ,
(3.55)
that is
0 < c ≤ 2δnσ
−2
n
1− δn H
1(D0(σng)) + Cρnσ
−1
n
λ0(1− δn) ,
which contradicts to the facts ρnσ
−1
n → 0 and δnσ−2n → 0.

With the aid of Lemma 3.10, based on Lemma 7.6 in [2] and Lemma 5.6 in [6], we will
show that
Lemma 3.11. There exists a constant C, such that for any x ∈
(
−1
2
,
1
2
)
,
ˆ 1
4
0
1
r2
(Avr(b(x)) − b(x))dr ≤ C,
where Avr(b(x)) =
b(x+ r) + b(x− r)
2
.
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Proof. Set ψn(X) =
ψ(ρnX)
ρn
, λn(X) = λ(ρnX) and λ0 = λ(0), one has
∆ψn + ρnf(ρnψn) = 0 in {ψn > 0}, and ψn ∈ F(σn, σn; δn) in B1. (3.56)
It is easy to check that ψn be the class of F(8σn, 8σn; δn) in B 1
4
(x, σnb
+
n (x)), provided that
n is sufficiently large. Therefore, it suffices to show the lemma for x = 0, that is
ˆ 1
4
0
1
r2
(Avr(b(0)))dr ≤ C. (3.57)
Set
φn(x, y) =
ψn(x, y) + λ0y
σn
.
Recalling the flatness condition for ψn, the free boundary of ψn lies in the strip |y| ≤ cσn.
Since |∇ψn| ≤ λ0(1 + δn) and δn ≤ σn, we have
φn ≤ C in B−1 = B1 ∩ {y < 0}.
The flatness condition implies that φn ≥ −C in B−1 . Therefore, one has
|φn| ≤ C in B−1 . (3.58)
It is easy to check that
∆φn =
ρn
σn
f(ρn(σnφn − λ0y)) in B−1 ∩ {y < −σn}. (3.59)
Thanks to the flatness conditions on ψn and Lemma 3.7, there exists a subsequence
still labeled by {ψn}, such that
ψn(x, y)→ −λ0y in C2 in any compact subset of B−1 .
In view of (3.58), we can conclude that
φn → φ in C2 in compact subsets of B−1 . (3.60)
Since ρnσ
−1
n → 0, it follows from (3.59) and (3.60) that
∆φ = 0 in B−1 , and |φ| ≤ C. (3.61)
By virtue of φn(0, 0) = 0, we have that for any y ≤ 0, there exists a ξ ∈ (y, 0), such
that
φn(0, y) ≤ ∂φn(0, ξ)
∂y
y =
1
σn
(
∂ψn(0, ξ)
∂y
+ λ0
)
y ≤ |∇ψn| − λ0
σn
|y| ≤ λ0δn
σn
|y| → 0. (3.62)
Then it gives that
φ(0, y) ≤ 0 for any y ≤ 0. (3.63)
Next, we will show that
φ(x, 0) = λ0b(x) in the sense that lim
y↑0
φ(x, y) = λ0b(x). (3.64)
To obtain the fact (3.64), we first show that for any small η > 0 and any large constant
M , we have
φn(x, yσn)→ λ0b(x) uniformly for x ∈ Iη = (−1 + η, 1 − η) and −M ≤ y ≤ −1, (3.65)
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as n→∞.
On another hand, to see this, thanks to the non-homogeneous blow-up Lemma 3.9, it
suffices to show that
φn(x, hσn)− λ0b+n (x)→ 0. (3.66)
It follows from (3.62) that for any x ∈ Iη, one has
φn(x, yσn)− λ0b+n (x) = φn(x, σnb+n (x))− λ0b+n (x) +
∂φn(0, ξ)
∂y
σn(y − b+n (x))
≤ δn(b+n (x)− y) ≤ (1 +M)δn → 0,
(3.67)
as n→∞, where we have used the fact
φn(x, σnb
+
n (x))−λ0b+n (x) =
ψn(x, σnb
+
n (x)) + λ0σnb
+
n (x)
σn
−λ0b+n (x) =
ψn(x, σnb
+
n (x))
σn
= 0.
Taking any sequence {xn} with xn ∈ Iη and −M ≤ hn ≤ −1, and consider ψn in
BRσn(Xn), where Xn = (xn, σnb
+
n (xn)) is the free boundary point and R is an arbitrary
large constant. Denote σ˜n =
1
R
sup
x∈IRσn
(b+n (x)− b+n (xn)) with IRσn = (xn−Rσn, xn+Rσn).
It follows from Lemma 3.9 that σ˜n → 0. Next, we claim that
ψn ∈ F(σ˜n, 1;C1δn) in BRσn(Xn), (3.68)
where C1 is a constant depending on λ1 and λ2, provided that n is sufficiently large. In
fact, the definition of b+n (x) gives that
ψn(x, y) = 0 for y ≥ σnb+n (xn) + σ˜nRσn.
Since |∇ψn(X)| ≤ λ0(1+δn) in B1(0) and sup
X,Y ∈B1(0)
|λn(X)−λn(Y )| ≤ λ0δn, we have that
|∇ψn(X)| ≤ (λn(Xn) + λ0δn)(1 + δn) ≤ λn(Xn) (1 +C1δn) in BRσn(Xn),
and
sup
X,Y ∈BRσn (Xn)
|λn(X)− λn(Y )| ≤ λ0δn ≤ (λn(Xn) + λ0δn)δn ≤ λn(Xn)C1δn,
where C1 is a constant depending on λ1 and λ2. Therefore, we obtain the claim (3.68).
In view of the claim (3.68), by virtue of the flatness Lemma 3.8, we have
ψn ∈ F(2σ¯n, Cσ¯n;C1δn) in BRσn
2
(Xn), (3.69)
provided that σ¯n = max{σ˜n, δn}.
Hence, for any h with |h| < R
2
, it follows from (3.69) that
ψn(Xn + hσne2) ≥ −λn(Xn)
(
hσn +
Cσ¯nRσn
2
)
,
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that is
φn(Xn + hσne2)− λ0b+n (xn) =
ψn(Xn + hσne2) + λ0hσn
σn
≥ (λ(0) − λ(ρnXn))h − Cλ(ρnXn)σ¯nR
2
→ 0.
This together with (3.67) gives (3.66).
For any ε > 0, let ϕε be the solution of the Dirichlet problem

∆ϕε = 1 in B
−
1−η,
ϕε = λ0b(x)− ε on ∂B−1−η ∩ {y = 0}, ϕε = inf
B−
1
φ on ∂B−1−η ∩ {y < 0}.
It follows from (3.65) that
φn > ϕε on ∂(B
−
1−η ∩ {y < −Mσn}), (3.70)
for any large constant M (independent of η and ε), provided that n is sufficiently large
(depending on ε and M). Moreover,
∆(ϕε − φn) = 1 + ρn
σn
f(ρn(σnφn − λ0y)) > 0 in B−1−η ∩ {y < −Mσn},
provided that n is sufficiently large. In view of (3.70), the maximum principe gives that
ϕε ≤ φn in B−1−η ∩ {y < −Mσn}, if n is large enough. (3.71)
Taking n→∞ in (3.71), we have
ϕε(x, y) ≤ φ(x, y) in B−1−η.
Consequently,
λ0b(x)− 2ε ≤ lim
y↑0
ϕε(x, y) ≤ lim inf
y↑0
φ(x, y) for x ∈ (−1 + 2η, 1 − 2η) and η > 0. (3.72)
Similarly, by working with a solution ϕ˜ε(x, y) to the Dirichlet problem

∆ϕ˜ε = −1 in B−1−η ,
ϕ˜ε = λ0b(x) + ε on ∂B
−
1−η ∩ {y = 0}, ϕ˜ε = sup
B−
1
φ on ∂B−1−η ∩ {y < 0},
for any ε > 0, we can obtain that
λ0b(x) + 2ε ≥ lim sup
y↑0
φ(x, y) for x ∈ (−1 + 2η, 1 − 2η). (3.73)
By virtue of the arbitrariness of ε, it follows from (3.72) and (3.73) that we obtain the
claim (3.64).
In view of Lemma 3.10, (3.58), (3.61),(3.63) and (3.64), we can apply Lemma 5.5 in
[6] to obtain (3.57). 
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With the aid of Lemma 3.11, it follows from Lemma 7.7 - Lemma 7.9 in [2] that the
flatness from below implies the flatness from above (see Figure 4).
ν
θσρ¯
Bρ
X0
−σρ
ψ = 0
ψ ∈ F(σ, σ; δ) in Bρ in direction ν
ν¯
Bρ¯
X0
−ρ¯
ψ = 0
ψ ∈ F(θσ, 1; δ) in Bρ¯ in direction ν¯
σρ
Γ
Γ
Figure 4. Flatness from above
Lemma 3.12. For any θ > 0, there exist a large constant C, cθ = c(θ) and a small
σθ = σ(θ), such that if
ψ ∈ F(σ, σ; δ) in Bρ in direction ν with σ ≤ σθ, δ ≤ σθσ2, ρ ≤ σθσ,
then
ψ ∈ F(θσ, 1; δ) in Bρ¯ in direction ν¯ for some ρ¯ and ν¯ with cθρ ≤ ρ¯ ≤ θρ and |ν − ν¯| ≤ Cσ.
By virtue of Lemma 3.8 and Lemma 3.12, we will show that
Lemma 3.13. Let ω(s) be a monotone increasing and continuous function with ω(0) = 0.
For any θ ∈ (0, 1), there exists a small σ0 > 0, such that if
ψ ∈ F(σ, 1; δ) in Bρ in direction ν with σ ≤ σ0, δ ≤ σ0σ2, ρ ≤ σ0σ,
and sup
X,Y ∈Bsρ
|λ(X) − λ(Y )| ≤ ω(s)λ(0)δ for s ∈ [0, 1], then there exist a large constant C
and cθ = c(θ, ω), such that
ψ ∈ F(θσ, θσ; θ2δ) in Bρ¯ in direction ν¯
for some ρ¯ and ν¯, where cθρ ≤ ρ¯ ≤ 1
4
ρ and |ν − ν¯| ≤ Cσ.
Proof. Step 1. By virtue of Lemma 3.8, one has
ψ ∈ F(C0σ,C0σ; δ) in B ρ
2
in direction ν, where C0 > 2.
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Then for some small θ1 ∈ (0, 1/2] to be determined later, it follows from Lemma 3.12
that
ψ ∈ F(C0θ1σ, 1; δ) in Bρ1 in direction ν1 for some ρ1 and ν1,
where
cθ1
ρ
2
≤ ρ1 ≤ θ1ρ
2
and |ν − ν1| ≤ Cσ.
To improve the value of δ, we define
U(X) = max
{
|∇ψ(X)| − sup
X∈B3ρ1
λ(X), 0
}
in B2ρ1 ∩ {ψ > 0}.
It is easy to check that
∆U =
|D2ψ||∇ψ|2 − ∂kψ∂jψ∂ijψ∂ikψ
|∇ψ|3 − f
′(ψ)|∇ψ| ≥ 0 in B2ρ1 ∩ {ψ > 0}.
For subharmonic function U , we can use the similar arguments in P141 in [2] and obtain
that there exists a c ∈ (0, 1), such that
U(X) = max
{
|∇ψ(X)| − sup
X∈B3ρ1
λ(X), 0
}
≤ (1− c)λ(0)δ in Bρ1 ,
which implies that
|∇ψ(X)| ≤ sup
X∈B3ρ1
λ(X) + λ(0)(1 − c)δ ≤ λ(0) + λ(0)(1 − c+ w(2θ1))δ in Bρ1 .
Denote
θ0 =
√
1− c
2
.
Taking θ1 be sufficiently small, such that
θ1
2θ0
< 1 and C0θ1 < θ0, then the continuity of
ω(s) gives that
ω(2θ1) ≤ c
2
and ω
(
θ1
2
)
< θ20.
Furthermore,
|∇ψ(X)| ≤ λ(0) + λ(0)
(
1− c
2
)
δ ≤ λ(0)(1 + θ20δ) in Bρ1 ,
and
sup
X,Y ∈Bρ1
|λ(X)− λ(Y )| ≤ sup
X,Y ∈B θ1
2
ρ
|λ(X) − λ(Y )| ≤ ω
(
θ1
2
)
λ(0)δ ≤ θ20λ(0)δ.
Thus we have
ψ ∈ F(θ0σ, 1; θ20δ) in Bρ1 in direction ν1.
On the other hand, we have
sup
X,Y ∈Bsρ1
|λ(X)− λ(Y )| ≤ ω1(s)θ20λ(0)δ and ω1(s) = θ−20 ω
(
θ1
2
s
)
≤ θ−20 ω
(
θ1
2
)
< 1.
Notice that
ρ1 ≤ θ1ρ
2
≤
(
θ1
2θ0
σ0
)
θ0σ < σ0(θ0σ) and θ
2
0δ ≤ σ0(θ0σ)2,
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due to
θ1
2θ0
< 1 and ρ ≤ σ0σ.
Step 2. Repeating the arguments in Step 1, and choosing sufficiently small σ0 > 0,
we obtain
ψ ∈ F(θ20σ, 1; θ40δ) in Bρ2 in direction ν2,
for some ρ2 and ν2, where
cθ1
ρ1
2
≤ ρ2 ≤ θ1ρ1
2
and |ν2 − ν1| ≤ Cθ0σ.
Similarly, we can repeat the arguments in Step 1 for a finite number n, and we choose
the constant σ0 being small enough in the statement for each step, thus
ψ ∈ F(θn0σ, 1; θ2n0 δ) in Bρn in direction νn, (3.74)
for some ρn and νn, where
cθ1
ρn−1
2
≤ ρn ≤ θ1ρn−1
2
and |νn − νn−1| ≤ Cθn−10 σ. (3.75)
Applying Lemma 3.8 again, we have
ψ ∈ F(2θn0σ,Cθn0σ; θ2n0 δ) in B ρn
2
in direction νn.
Choosing N = N(θ) as the smallest positive integer such that
max
{
2θN0 , Cθ
N
0
} ≤ θ,
where the constant C is obtained in Lemma 3.8. It follows from (3.75) that
cNθ1
2N
ρ ≤ ρN ≤ θ
N
1
2N
ρ and |νN − ν| ≤ Cσ
1− θ0 . (3.76)
Then we have
ψ ∈ F(θσ, θσ; θ2δ) in Bρ¯ in direction ν¯,
where ρ¯ =
ρN
2
and ν¯ = νN . Denote cθ =
cNθ1
2N(θ)+1
, it follows from (3.76) that
cθρ ≤ ρ¯ ≤ θ
N
1
2N+1
ρ ≤ ρ
4
and |ν − ν¯| ≤ Cσ
1− θ0 ≤ Cσ.

3.5. The regularity of the free boundary. In Lemma 3.13, we show that the flatness
in Bρ is improved in a smaller disc Bρ¯. Based on the results in the previous subsection,
we will investigate the regularity of the free boundary in this subsection.
By virtue of Theorem 8.1 in [2], the flatness of free boundary implies immediately the
C1,α-smoothness of the free boundary, which is the main result in this paper. We omit
the proof and present the result as follows.
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Theorem 3.14. For any compact subset D of Ω, there exists β > 0, σ0 > 0, γ0 > 0 and
C > 0, such that if
ψ ∈ F(σ, 1;∞) in Bρ(X0) in direction ν (3.77)
where X0 ∈ ∂{ψ > 0}, Bρ(X0) ⊂ D and
σ ≤ σ0 and ρ ≤ γ0σ
2
β ,
then
B ρ
4
(X0) ∩ ∂{ψ > 0} is a C1,α curve for some α > 0.
Namely, a graph in direction ν of a C1,α function, for any X1 and X2 on this curve,
|ν(X1)− ν(X2)| ≤ Cσ
∣∣∣∣X1 −X2ρ
∣∣∣∣
α
.
In particular, if ν = e2, then B ρ
4
(X0) ∩ ∂{ψ > 0} can be written in the form y = g(x) ∈
C1,α; Furthermore,
|g′(x1)− g′(x2)| ≤ Cσ
∣∣∣∣X1 −X2ρ
∣∣∣∣
α
.
Moreover, the free boundary possesses higher regularity, provided that the functions
λ(X) and the vorticity strength function f(t) possess higher regularity. With the aid
of Lemma 3.7 and Theorem 3.14, by using the similar arguments in Theorem 3.12 and
Corollary 3.13 in [24], we have
Theorem 3.15. (1) If λ(X) is Ck,β and f(t) is C1,β, for k = 0, 1, 2, then the free boundary
Ω ∩ ∂{ψ > 0} is Ck+1,α locally in Ω with α ∈ (0, β).
(2) If λ(X) is Ck,β and f(t) is Ck−1,β, for k = 3, 4, . . ., then the free boundary Ω∩∂{ψ > 0}
is Ck+1,α locally in Ω with α ∈ (0, β).
(3) If λ(X) and f(t) are analytic, then the free boundary Ω ∩ ∂{ψ > 0} is locally analytic
in Ω.
Proof. For any X0 ∈ Ω∩∂{ψ > 0}, let ψn(X) = ψ(X0 + ρnX)
ρn
be a blow up sequence with
respect to the discs Bρn(X0), it follows from Lemma 3.7 that there exists a unit vector ν0,
such that
ψn(X)→ ψ0(X) = λ(X0)max{−X · ν0, 0} in any compact subset of R2.
With the aid of Lemma 3.4, we have
ψ(X0 + ρnX) = λ(X0)ρnmax{−X · ν0, 0} + o(ρn) in B1(0),
which implies that there exists a sequence {σn} with σn → 0, such that
ψ ∈ F (σn, 1,∞) in Bρn(X0) in direction ν0, σn ≤ σ0 and ρn ≤ γ0σ
2
β
n ,
provided that n is sufficiently large. Applying Theorem 3.14, we have that B ρn
4
(X0) ∩
∂{ψ > 0} is C1,α.
Next, we can take a C1,α transformation to flatten the free boundary. Then reflect
ψ to the full neighborhood of the free boundary, applying the Schauder estimates for the
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elliptic equations in divergence form in Section 9 in [1], we can obtain the C1,α regularity
of ψ up to the free boundary.
It follows from Proposition 2.2 that
lim
ε→0+
ˆ
Ω∩∂{ψ>ε}
(|∇ψ|2 − λ2(X)− F (ψ))η · νεdS = 0.
Since ψ is C1,α up to the free boundary and F (ψ) = 0 on the free boundary, we have
|∇ψ(X)| = λ(X) on the free boundary.
Without loss of generality, we assume that the outward normal direction to ∂{ψ > 0}
is in the direction of the positive y-axis. Extend ψ and f as C1,α functions into a full
neighborhood of 0 ∈ ∂{ψ > 0}. In view of |∇ψ(0)| = λ(0) ≥ λ1 > 0, we have that
ψy(0) < 0. (3.78)
Define a mapping as follows,
S = TX = (s, t) , (x, ψ(x, y)), X = (x, y).
In view of (3.78), it is easy to check that
det
(
∂S
∂X
)
= ψy(x, y) < 0 in a neighborhood of 0.
And thus the mapping T is a local diffeomorphism near 0.
Construct a function φ(S) as follows,
φ(S) = y.
Therefore, the free boundary Γ is transformed into t = 0, and we have
(
∂X
∂S
)
=
(
∂S
∂X
)−1
=


1 0
−ψx
ψy
1
ψy

 .
Consequently, one has
φs =
∂y
∂s
= −ψx
ψy
, φt =
∂y
∂t
=
1
ψy
,
∂t
∂x
= ψx = −φs
φt
and
∂t
∂y
= ψy =
1
φt
. (3.79)
It follows from (3.79) that
Qφ = ∂s
(
−φs
φt
)
+ ∂t
(
1 + φ2s
2φ2t
)
+ f(t) = 0 in the neighborhood of 0.
It is easy to check that Qφ = 0 is a quasilinear elliptic equation in a neighborhood E
of 0. Furthermore, φ satisfies the Neumann type boundary condition as follows,

Qφ = 0 in D,
φt√
1 + φ2s
=
1
λ(s)
on D¯ ∩ {t = 0},
(3.80)
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where D = E ∩ {t > 0}.
Noting that ψ is in C1,α near 0, which implies that the coefficients of the operator Q
are in Cα. By using the elliptic regularity in Section 9 in [1], we obtain that φ(S) is in
C2,α near 0. Furthermore, the free boundary Γ can be denoted by y = φ(s, 0) = φ(x, 0),
and thus the free boundary Γ is C2,α near 0.
Applying the Schauder estimates for elliptic equations in [1], we can obtain the C2,α
regularity of ψ up to the free boundary Γ. Using the above arguments again, we can
conclude that the free boundary Γ is C3,α near 0, provided that λ(X) ∈ C1,β and f ∈ C1,β.
By bootstrap argument, we can obtain the higher regularity of the free boundary Γ.
Finally, if f(s) is analytic and λ(X) is analytic, by virtue of the results of Section 6.7
in [28], we can conclude that φ is analytic. Hence, we obtain the analyticity of the free
boundary Γ.

Remark 3.1. The results in this paper can be extended for the n-dimensional case (n ≥ 3),
and Theorem 3.14 replaced by Corollary 3.11 in [24].
4. Applications: steady ideal jet flow and cavitational flow with general
vorticity
As an important application of the mathematical theory of the free boundary prob-
lem (1.1), we will investigate the well-posedness of the steady incompressible inviscid
fluid with free streamline. There are at least two classical hydrodynamical problems
of two-dimensional steady flows with non-trivial vorticity can be described mathemati-
cally as a free boundary problem (1.1) for a semilinear elliptic equation, the one is the
two-dimensional incompressible inviscid jet flow problem and another one is the two-
dimensional incompressible inviscid cavitational flow problem. For a classical example, we
will investigate briefly the existence and uniqueness of the two-dimensional incompressible
inviscid jet flow issuing from a given semi-infinitely long nozzle in this section, and state
the similar results on the incompressible cavitational flow problem.
In the previous sections, the technique of variational method has provided some so-
lutions to the free boundary problem (1.1). The regularity of the free boundary and the
regularity of the derivative to the solution ψ up to it, follows from Theorem 3.15. How-
ever, the common topological properties of the free boundary between Ω ∩ {ψ > 0} and
Ω ∩ {ψ = 0} are still unknown. Of course, it is an important and natural question to
ask if the free boundary is smooth enough to provide a classical solution of the steady
incompressible jet flow problem under consideration. The main aim of this section is to
establish the existence and uniqueness of the steady incompressible jet flow issuing from
symmetric semi-infinitely long nozzle via the mathematical theory on the free boundary
problem established before.
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4.1. Statement of the physical problem and main results. The problem we address
is that the flow of an incompressible, inviscid fluid issues from a given symmetric semi-
infinitely long nozzle and emerges as a jet with two symmetric free boundaries (see Figure
5). The flow is assumed to be both steady and irrotational. The free boundary Γ initiates
smoothly at the end point of the nozzle wall and extends to infinity in downstream, where
the jet flow tends to some uniform flow.
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Figure 5. Symmetric jet flow problem
Denote N = {y = g(x), x ∈ (−∞, 0]} the upper nozzle wall of the semi-infinitely long
plane symmetric nozzle, which satisfies that
g(x) ∈ C2,α((−∞, 0]), lim
x→−∞ g(x) = H and g(0) = a = minx≤0
g(x). (4.1)
Let T = {y = 0} be the symmetric axis, and A = (0, a) be the end point of the nozzle
wall.
The problem of incompressible jet flow with general vorticity can be formulated as the
free boundary problem of finding a domain Ω0 in (x, y)-plane, whose boundary consists of
the upper nozzle wall N , the symmetric axis T , and a priori unknown curve Γ expressed
by y = k(x) for x ≥ 0 with
k(0) = g(0) = a and k′(0) = g′(0). (4.2)
The condition (4.2) is the so-called continuous fit condition and smooth fit condition,
respectively.
A vector (u, v, p) representing the horizontal velocity, the vertical velocity and the
pressure of the flow in Ω0, which belongs to
(
C1,α(Ω0) ∩ C0(Ω¯0)
)3
and satisfies the steady
incompressible Euler equations

∂xu+ ∂yv = 0,
u∂xu+ v∂yu+ ∂xp = 0,
u∂xv + v∂yv + ∂yp = 0,
(4.3)
and the slip boundary condition
(u, v) · ~n = 0 on N ∪ T, (4.4)
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where ~n is the normal direction of the boundary.
The free boundary Γ is assumed to be a material surface of the incompressible fluid,
and then the velocity still satisfies the slip boundary condition (4.4) on Γ. Moreover,
the classical assumption (neglecting the effects of surface tension) is constant pressure
condition, namely,
p = patm on Γ.
Here, we denote patm the constant atmosphere pressure.
In the upstream, we assume that
u(x, y)→ u0(y) and v(x, y)→ 0 as x→ −∞, (4.5)
and denote pin the constant champer pressure in the inlet of the nozzle. Here, the varia-
tion and amplitude of the horizontal velocity u0(y) are arbitrary, and it implies that the
vorticity of the jet flow is arbitrary in the upstream.
Remark 4.1. Once we impose the horizontal velocity u0(y) in the inlet of the nozzle, the
mass flux of incoming flow is determined by
Q =
ˆ H
0
u0(y)dy.
Before we state the well-posedness results on the incompressible jet problem, it should
be noted that there are two invariant quantities for the steady incompressible inviscid
fluid, i.e.,
(u, v) · ∇ω = 0, (4.6)
and
(u, v) · ∇
(
1
2
(u2 + v2) + p
)
= 0, (4.7)
where ω = vx − uy denotes the vorticity of the fluid in two dimensions. In particular,
the relation (4.7) gives that quantity
1
2
(u2 + v2) + p called Bernoulli’s function remains
invariant along the each streamline, which tells us two facts,
(1) the speed remains a constant denoted as λ along the free boundary Γ.
(2) along the upper nozzle wall and the free boundary Γ,
λ =
√
u20(H) + 2(pin − patm)
as long as the continuous fit condition of the free boundary holds, where pin denotes the
uniform pressure in the upstream. Here, the quantity pdiff = pin−patm is nothing but the
pressure difference between the upstream and the downstream. It should be noted that
the quantity pdiff is an undermined parameter here, and we will show that the appropriate
choice pdiff is guaranteed by the continuous fit condition.
The incompressible jet problem is stated as follows.
The incompressible jet flow problem. Given a symmetric semi-infinitely long
nozzle N , a horizontal velocity u0(y) in the inlet and a constant atmosphere pressure patm
on the free surface, does there exist a unique symmetric incompressible inviscid jet flow
issuing from the nozzle N , and the free boundary Γ initiates smoothly at the endpoint A.
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Moreover, we introduce the definition of a solution to the incompressible jet flow prob-
lem in the following.
Definition 4.1. (A solution to the incompressible jet flow problem).
Given an atmosphere pressure patm and an incoming velocity u0(y), a vector (u, v, p,Γ) is
called a solution to the incompressible jet flow problem, provided that
(1) The free boundary Γ can be expressed by a C1-smooth function y = k(x) > 0 for any
x ∈ [0,+∞), and there exists an appropriate pressure difference pdiff , such that Γ satisfies
the continuous and smooth fit condition (4.2).
(2) (u, v, p) ∈ (C1,α(Ω0) ∩C(Ω¯0))3 solves the Euler system (4.3), and satisfies the bound-
ary condition (4.4).
(3) There exists a unique positive constant h ∈ (0, a] such that
k(x)→ h and k′(x)→ 0 as x→ +∞.
where h is the asymptotic height of the free boundary in downstream.
(4) p = patm on Γ.
(5) (u, v)→ (u0(y), 0) uniformly for y ∈ (0,H), as x→ −∞.
The main results on the existence and uniqueness of the incompressible jet flow problem
read as follows.
Theorem 4.1. Suppose that the nozzle wall N satisfies the assumption condition (4.1).
Assume that the horizontal velocity in upstream u0(y) ∈ C2,β([0,H]) satisfies that
u0(y) > 0, u
′
0(0) = 0, and u
′′
0(y) ≥ 0 for any y ∈ [0,H]. (4.8)
Then, there exist a unique difference pressure pdiff ≥ 0 and a unique solution (u, v, p,Γ)
to the incompressible jet flow problem, such that
(1) The jet flow satisfies the following asymptotic behavior in the far fields,
(u, v, p)→ (u0(y), 0, pin), ∇u→ (0, u′0(y)), ∇v → 0, ∇p→ 0,
uniformly in any compact subset of (0,H), as x→ −∞, and
(u, v, p)→ (u1(y), 0, patm), ∇u→ (0, u′1(y)), ∇v → 0, ∇p→ 0,
uniformly in any compact subset of (0, h), as x → +∞, where pin = pdiff + patm, and
u1(y) and h are uniquely determined by u0(y), pin and patm.
(2) u > 0 in Ω¯0.
(3) h ≤ k(x) ≤ H¯ = max
x≤0
g(x) for any x ∈ [0,∞).
Remark 4.2. The assumption u′0(0) = 0 in (4.8) follows from the symmetry of the in-
compressible jet flow. However, if we consider an asymmetric incompressible jet flow, the
condition u′0(0) = 0 can be instead of u
′
0(H) ≥ 0.
Remark 4.3. To obtain the continuous fit condition, we choose the difference pressure
pdiff as a parameter, and then show that there exists a unique pdiff , such that the free
boundary Γ satisfies the continuous fit condition in (4.2).
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Similarly, we can obtain the well-posedness results on the incompressible cavitational
flow problem. We will give the statement of the physical problem and the well-posedness
results as follows.
Given a two-dimensional obstacle as
N : y = g(x) ∈ C2,α((−b, 0]), g(−b) = 0 and g(0) = a = max
−b≤x≤0
g(x). (4.9)
and denote T0 = {(x, 0) | −∞ < x < +∞} the asymmetric axis and T1 = {(x,H) | −∞ <
x < +∞} (see Figure 6).
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Figure 6. Symmetric cavitational flow
The incompressible cavitational flow problem. Given a two-dimensional sym-
metric obstacle N , atmosphere pressure patm and the horizontal velocity u0(y) in the
upstream, does there exist a unique incompressible symmetric inviscid cavitational flow
past the given obstacle, and the free boundary Γ initiates smoothly at the corner A of the
obstacle?
Definition 4.2. (A solution to the incompressible cavitational flow problem).
A vector (u, v, p,Γ) is called a solution to the incompressible cavitational flow problem,
provided that
(1) The free boundary Γ can be expressed by a C1-smooth function y = k(x) > 0 for any
x ∈ [0,+∞), such that N ∪ Γ is C1, namely,
g(0) = k(0) = a and g′(0) = k′(0). (4.10)
(2) (u, v, p) ∈ (C1,α(Ω0) ∩C(Ω¯0))3 solves the Euler system (4.3), and satisfies the bound-
ary condition (4.6), where Ω0 is the flow field bounded by N,T0, T1 and Γ.
(3) There exists a positive constant h ∈ (a,H) such that
k(x)→ h and k′(x)→ 0 as x→ +∞.
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where h is the asymptotic height of the free boundary in downstream.
(4) p = patm on Γ.
(5) (u, v)→ (u0(y), 0) uniformly for y ∈ (0,H), as x→ −∞.
We give the results as follows.
Theorem 4.2. Suppose that the solid wall N satisfies the assumption (4.9). Given an
atmosphere pressure patm and u0(y) ∈ C2,β([0,H]), which satisfies that
u0(y) > 0, u
′
0(0) = 0 and u
′′
0(y) ≥ 0 for any y ∈ [0,H]. (4.11)
Then, there exist a unique difference pressure pdiff = pup − patm and a unique solution
(u, v, p,Γ) to the cavitational flow problem, where pin denotes the pressure in the inlet of
the channel. Furthermore,
(1) The cavitational flow satisfies the following asymptotic behavior in the far fields,
(u, v, p)→ (u0(y), 0, pin), ∇u→ (0, u′0(y)), ∇v → 0, ∇p→ 0,
uniformly in any compact subset of (0,H), as x→ −∞, and
(u, v, p)→ (u1(y), 0, patm), ∇u→ (0, u′1(y)), ∇v → 0, ∇p→ 0,
uniformly in any compact subset of (h,H), as x → +∞, where u1(y) and h are uniquely
determined by u0(y), pin and patm.
(2) u > 0 in Ω¯0.
(3) k(x) > 0 for any x > 0.
4.2. Reformulation of the free boundary problem. In the following, we will refor-
mulate the original physical problem into a free boundary problem of a semilinear elliptic
equation. The similar idea has been adapted in the compressible subsonic flows with
general vorticity in an infinitely long nozzle in [17, 18, 35].
First, it follows from the continuity equation in the incompressible Euler system (4.3)
that there exists a stream function ψ, such that
u = ψy and v = −ψx. (4.12)
Second, suppose that the streamlines are well-defined in the whole flow fluid, and thus
the incompressible jet flow problem can be solved along the each streamline as follows.
On another hand, the positivity of the horizontal velocity of the jet will be verified later,
which gives the well-definedness of the streamlines in the whole flow fluid.
Denote Ω = {−∞ < x ≤ 0, 0 < y < g(x)} ∪ {x > 0, y > 0} the possible flow field (see
Figure 7) and Ω0 = Ω ∩ {0 < ψ < Q} the flow field. For any point (x, y) ∈ Ω0, it can be
pulled back along one streamline to the point (−∞, κ(ψ(x, y))) in the inlet. Thus
ψ(x, y) =
ˆ κ(ψ(x,y))
0
u0(s)ds,
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Figure 7. The streamline in the fluid field
which implies that 

1 = u0(κ(ψ))κ
′(ψ),
κ(0) = 0.
(4.13)
It’s easy to see that the function κ(t) can be solved uniquely by (4.13) provided that u0(y)
is C2,β-smooth. Meanwhile, it’s clear that κ(Q) = H. Due to the fact that the vorticity ω
is invariable on each streamline, we obtain the governing equation to the stream function,
−∆ψ = ω = −u′0(κ(ψ)) , f0(ψ) in the fluid field Ω0.
Furthermore, it is not difficult to check the following facts
(1) f0(t) is C
1,β,
(2) f0(0) = 0, f0(Q) = −u′0(H) ≤ 0,
(3) f ′0(t) = −
u′′0(κ(t))
u0(κ(t))
≤ 0,
(4.14)
provided that u0(y) satisfies the assumption (4.8).
On another hand, we can impose the Dirichlet boundary conditions,
ψ = Q on N ∪ I0, and ψ = 0 on T,
where I0 = {(0, y) | y ≥ a}. Moreover, the free boundary can be defined as
Γ = Ω ∩ {x > 0} ∩ ∂{ψ < Q}. (4.15)
The constant pressure condition on the free boundary together with the Bernoulli’s law
gives that the speed remains a constant on Γ, denote λ the constant speed, i.e.,
|∇ψ| = λ =
√
u20(H) + 2pdiff on Γ.
Clearly, the constant λ is determined uniquely by pdiff ≥ 0.
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Therefore, we formulate the following free boundary problem of the stream function
that 

−∆ψ = f0(ψ) in Ω ∩ {ψ < Q},
ψ = Q on N ∪ Γ, ψ = 0 on T,
|∇ψ| = λ on Γ.
(4.16)
4.3. Uniqueness of asymptotic behavior in downstream. Next, we will show that
the asymptotic behavior of the jet flow in downstream can be determined by the state
(u0(y), 0) of the incoming flow and the difference pressure pdiff .
For any initiate point (−∞, s) in the inlet, the well-definedness of the streamlines
implies that there exists a unique point denoted (0, χ(s; pdiff )) in the downstream for any
s ∈ [0,H] (see Figure 8), which can be pulled back to the imposed initiate point (−∞, s)
along a streamline.
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Figure 8. The streamline in Ω0
Denote u1(y) the horizontal velocity in the downstream, the conservation of mass and
Bernoulli’s law gives that ˆ s
0
u0(t)dt =
ˆ χ(s;pdiff )
0
u1(t)dt,
and
u20(s)
2
+ pdiff =
u21(χ(s; pdiff ))
2
in the fluid field.
Here, the difference pressure pdiff ≥ 0 between the inlet and the downstream is regarded
as a parameter. These also give the initial value problem to the function χ(s; pdiff ) as
follows, 

dχ(s; pdiff )
ds
=
u0(s)√
u20(s) + 2pdiff
> 0,
χ(0; pdiff ) = 0,
(4.17)
for any s ∈ [0,H] and pdiff ≥ 0. Thus,
χ(s; pdiff ) =
ˆ s
0
u0(t)√
u20(t) + 2pdiff
dt ≤ s. (4.18)
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It is easy to check that χ(s; pdiff ) is strictly decreasing with respect to the parameter pdiff .
In particular, the asymptotic height of the jet in downstream is in fact h = χ(H; pdiff ).
Noting that
dχ(s; pdiff )
ds
> 0 for any s ∈ [0,H] and pdiff ≥ 0, thus there exists an
inverse function χ−1(t; pdiff ), such that s = χ−1(t; pdiff ) for any t ∈ [0, h]. Then the
horizontal velocity u1(y) in downstream can be solved uniquely by
u1(t) =
√
u20(χ
−1(t; pdiff )) + 2pdiff for any t ∈ [0, h], (4.19)
once χ(s; pdiff ) is solved by the initiate value problem (4.17) for any pdiff ≥ 0.
Remark 4.4. For any pdiff ≥ 0, it is easy to check that
dχ(H; pdiff )
dpdiff
< 0 and λ =
√
u20(H) + 2pdiff ≥ u0(H) , λ0 ≥ 0.
Moreover, the asymptotic height h = χ(H; pdiff ) = χ
(
H;
λ2 − u20(H)
2
)
= h(λ) , hλ is
strictly increasing with respect to λ, and hλ0 = H.
4.4. The variational approach. To solve the free boundary problem (4.16), we intro-
duce a variational problem with a parameter λ ≥ λ0. For any L > H¯ = max
x≤0
g(x), denote
ΩL the truncated domain (see Figure 9),
ΩL = Ω ∩ {(x, y) | −L < x < L, y < L}, DL = ΩL ∩ {x > 0}, NL = N ∩ {x > −L},
and
σ−L = {(−L, y)| 0 ≤ y ≤ g(−L)} and σL = {(L, y)| 0 ≤ y ≤ L},
and
TL = T∩{−L ≤ x ≤ L}, I0,L = {(0, y) | a ≤ y ≤ L} and lL = ∂BL/2 ((L/2, L))∩{y ≥ L}.
xTL
NL
I0,L
ΩL ΩL
σ
−L
lL
σL
DL
−L L
y = L
Figure 9. The truncated domain ΩL
A FREE BOUNDARY PROBLEM 53
Since, a priorily, one does not know whether the stream function ψ satisfies that
0 ≤ ψ ≤ Q. Hence, we need extend the function f0(t) as follows
f˜0(t) =


f0(Q) +
f ′0(Q)
2
if t ≥ Q+ 1,
f0(Q) + f
′
0(Q)
(
t−Q− (t−Q)
2
2
)
if Q ≤ t ≤ Q+ 1,
f0(t) if 0 ≤ t ≤ Q,
f ′0(0)
(
t+
t2
2
)
if − 1 ≤ t ≤ 0,
−f
′
0(0)
2
if t ≤ −1.
(4.20)
Set
F0(t) = 2
ˆ Q
t
f˜0(t)ds and f(t) = −f˜0(Q− t). (4.21)
For y ∈ [0, g(−L)], define a function Ψ−L(y), which satisfies that
Ψ′′−L(y) = −f˜0(Ψ−L(y)), Ψ−L(0) = 0, Ψ−L(g(−L)) = Q.
By virtue of (4.14), it is easy to check that
0 < Ψ−L(y) < Q and Ψ′−L(y) ≥ 0 for any y ∈ (0, g(−L)).
Firstly, we give the following functional that
Jλ,L(ψ) =
ˆ
ΩL
(|∇ψ|2 + F0(ψ) + λ2I{ψ<Q}∩DL) dX,
where the admissible set is defined as follows
Kλ,L = {ψ ∈ H1loc(R2) | ψ = 0 lies below T, ψ = Q lies above N ∪ I0,L ∪ lL,
ψ = Ψ−L on σ−L, ψ = min{Ψλ, Q} on σL},
and
Ψλ(y) =
ˆ y
0
u1(s)ds. (4.22)
Truncated variational problem (Pλ,L): For any L > H¯ and λ ≥ λ0, find a ψλ,L ∈
Kλ,L such that
Jλ,L(ψλ,L) = min
ψ∈Kλ,L
Jλ,L(ψ).
Remark 4.5. Set φ = Q − ψ, by virtue of (4.14) and (4.21), the variational problem
(Pλ,L) can be transformed into the variational problem in Section 2, and f(t) satisfies the
condition (2.1). Thus, we can use the results in Section 2 and Section 3 in the following.
Proposition 4.3. For any λ ≥ λ0 and L > H¯, there exists a minimizer ψλ,L to the
variational problem (Pλ,L) with 0 ≤ ψλ,L(x, y) ≤ Q in ΩL.
A FREE BOUNDARY PROBLEM 54
Proof. The existence of the minimizer to the variational problem Pλ,L follows from Lemma
2.1, and denote ψλ,L the minimizer to the variational problem (Pλ,L).
Denote ψ = ψλ,L and ψ
ε = ψ − εmin{ψ, 0} for any ε ∈ (0, 1). Thus, ψε ∈ Kλ,L and
ψε ≥ ψ. Moreover, ψ < Q if and only if ψε < Q in ΩL, and we have
0 ≤ Jλ,L(ψε)− Jλ,L(ψ)
≤
ˆ
ΩL∩{ψ<0}
((1− ε)2 − 1)|∇ψ|2 − εF ′0((1− ε)ψ)ψdX
≤ 0,
due to F ′(t) ≤ 0 for t ≤ 0, which implies that
ψ(x, y) ≥ 0 in ΩL.
Similarly, we can show that
ψ(x, y) ≤ Q in ΩL.

Since 0 ≤ ψλ,L ≤ Q in ΩL, we can remove the truncation of the function f˜0(t) in (4.20).
Denote the free boundary of ψλ,L as
Γλ,L = DL ∩ ∂{ψλ,L < Q}.
With the aid of Lemma 2.1 and Theorem 3.15, we have
Proposition 4.4. The minimizer ψλ,L satisfies that
(1) ψλ,L ∈ C0,1(ΩL).
(2) ∆ψλ,L + f0(ψλ,L) = 0 in ΩL ∩ {ψλ,L < Q} and ∆ψλ,L + f0(ψλ,L) ≤ 0 in ΩL in the
weak sense. Furthermore, ψλ,L > 0 in ΩL and ψλ,L ∈ C2,α(G) for any compact subset G
of ΩL ∩ {ψλ,L < Q}, α ∈ (0, 1).
(3) The free boundary of the minimizer ψλ,L is C
3,α.
(4) |∇ψλ,L| = λ on the free boundary Γλ,L. Moreover, |∇ψλ,L| ≥ λ on the segment l ∈
I0,L∩∂{ψλ,L < Q} and |∇ψλ,L| ≤ λ on the segment l ∈ {x = 0, 0 < y < a}∩∂{ψλ,L < Q}.
The Statement (1) in Proposition 4.4 gives the Lipschitz continuity of the minimizer
in the interior of ΩL. Next, we will show that the minimizer ψλ,L(x, y) is also Lipschitz
continuous near the boundary of ΩL.
Lemma 4.5. ψλ,L(x, y) is Lipschitz continuous in every compact subsect of Ω¯L that does
not contain the point A.
Proof. We first consider the Lipschitz continuity of ψλ,L near the boundary ∂DL. Denote
φ(X) = Q−ψλ,L(X) and d(X) = dist(X,Γλ,L) and d1(X) = dist(X, ∂DL) for anyX ∈ DL.
We consider the following two cases.
Case 1. d(X) ≤ d1(X), we can obtain the Lipschitz continuity of φ at X by using the
similar arguments in the proof Theorem 2.4.
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Case 2. d(X) > d1(X). Without loss of generality, we assume that d1(X) = |X −X0|
for X0 = (0, y) ∈ I0,L and X = (x, y) ∈ DL. Set s0 = min
{
1
2
, y − a
}
and Bs0 = Bs0(X0).
Let ϕ be a solution to the following boundary problem,

∆ϕ+ f(ϕ) = 0 in Bs0 ∩ {x > 0},
ϕ = 0 on Bs0 ∩ {x = 0}, ϕ = Q on ∂Bs0 ∩ {x > 0}.
Since φ ≤ ϕ on ∂(Bs0 ∩ {x > 0}), the maximum principle gives that
φ ≤ ϕ in Bs0 ∩ {x > 0}.
Denote ϕ˜(X˜) = ϕ(X0+ s0X˜) for X˜ = (x˜, y˜), and ∆ϕ˜+ s
2
0f(ϕ˜) = 0 in B1(0)∩{x˜ > 0}.
By using the elliptic estimates in [26], we have
ϕ˜(X˜) ≤ Cx˜ in B 1
2
(0) ∩ {x˜ > 0},
which implies that
φ(X) ≤ ϕ(X) ≤ C x
s0
in B s0
2
(X0) ∩ {x > 0}. (4.23)
If r = x <
s0
4
, we have
φ > 0 and ∆φ+ f(φ) = 0 in Br(X) ⊂ B s0
2
∩ {x > 0}.
Denote φ˜(X˜) =
φ(X + rX˜)
r
for X˜ = (x˜, y˜), it follows from (4.23) that
0 < φ˜ <
C
s0
and ∆φ˜+ rf(rφ˜) = 0 in B1(0).
By using the elliptic estimates in [26], we have
|∇φ(X)| = |∇φ˜(0)| ≤ C(‖φ˜‖L∞(B1(0)) + r‖f(rφ˜)‖L∞(B1(0))) ≤
C
s0
+ Cs0.
If r = x ≥ s0
4
, the elliptic estimate in [26] gives that |∇φ(X)| ≤ C.
Since ∆ψλ,L+f0(ψλ,L) = 0 in ΩL\DL, the Lipschitz continuity of ψλ,L near ∂(ΩL\DL)
can be obtained by using elliptic regularity.

4.5. The uniqueness, monotonicity and free boundary of the minimizer. We first
give the uniqueness of the minimizer ψλ,L(x, y) for any given λ ≥ λ0 and L > H¯, and show
that ψλ,L(x, y) is monotone increasing with respect to y.
Once we have the regularity of the free boundary Γλ,L at hand, we will establish
some topological properties of the free boundary, provided that some special geometric
conditions on the solid boundaries are assumed. For example, it’s desired that the free
boundary is x-graph, as long as we assume that the nozzle wall N is a x-graph and the
horizontal velocity of the incoming flow is positive.
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To obtain this topological property of the free boundary, we will establish the mono-
tonicity of the minimizer ψλ,L(x, y) with respect to y first.
Lemma 4.6. The minimizer of the truncated variational problem (Pλ,L) is unique and
ψλ,L(x, y) is monotone increasing with respect to y.
Proof. Assume that ψλ,L and ψ˜λ,L are two minimizers to the truncated variational problem
(Pλ,L). Set ψ
ε
λ,L(x, y) = ψλ,L(x, y − ε) in ΩεL = {(x, y) | (x, y − ε) ∈ ΩL} for any ε > 0.
Noticing that ψελ,L is a minimizer to the functional
Jελ,L(ψ) =
ˆ
ΩεL
(
|∇ψ|2 + F0(ψ) + λ2I{ψ<Q}∩DεL
)
dX
and the admissible set Kελ,L = {ψ | ψ(x, y − ε) ∈ Kλ,L}, where DεL = ΩεL ∩ {x > 0}.
Extend ψελ,L = 0 in ΩL \ΩεL and ψ˜λ,L = Q in ΩεL \ΩL.
Denote ψ˜ = ψ˜λ,L and ψ
ε = ψελ,L for simplicity, it follows from Proposition 4.3 that
φ1 = min{ψε, ψ˜} ∈ Kελ,L and φ2 = max{ψε, ψ˜} ∈ Kλ,L,
and
ΩL ∩ {ψε > ψ˜} = ΩεL ∩ {ψε > ψ˜}. (4.24)
Next, we will show that
Jελ,L(φ1) = J
ε
λ,L(ψ
ε) and Jλ,L(φ2) = Jλ,L(ψ˜). (4.25)
Since ψ˜ and ψε are minimizers, it suffices to show that
Jελ,L(φ1) + Jλ,L(φ2) = Jλ,L(ψ˜) + J
ε
λ,L(ψ
ε). (4.26)
It follows from (4.24) that
ˆ
ΩεL
|∇φ1|2dX +
ˆ
ΩL
|∇φ2|2dX
=
ˆ
ΩεL∩{ψε≤ψ˜}
|∇ψε|2dX +
ˆ
ΩεL∩{ψε>ψ˜}
|∇ψ˜|2dX
+
ˆ
ΩL∩{ψε≤ψ˜}
|∇ψ˜|2dX +
ˆ
ΩL∩{ψε>ψ˜}
|∇ψε|2dX
=
ˆ
ΩεL∩{ψε≤ψ˜}
|∇ψε|2dX +
ˆ
ΩL∩{ψε>ψ˜}
|∇ψ˜|2dX
+
ˆ
ΩL∩{ψε≤ψ˜}
|∇ψ˜|2dX +
ˆ
ΩεL∩{ψε>ψ˜}
|∇ψε|2dX
=
ˆ
ΩL
|∇ψ˜|2dX +
ˆ
ΩεL
|∇ψε|2dX.
(4.27)
Similarly, we can verify thatˆ
ΩεL
F0(φ1)dX +
ˆ
ΩL
F0(φ2)dX =
ˆ
ΩεL
F0(ψ
ε)dX +
ˆ
ΩL
F0(ψ˜)dX,
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and ˆ
DεL
I{φ1<Q}dX +
ˆ
DL
I{φ2<Q}dX =
ˆ
DεL
I{ψε<Q}dX +
ˆ
DL
I{ψ˜<Q}dX,
which together with (4.27) yield (4.26).
Next, we claim that
if ψε(X0) = ψ˜(X0) < Q for X0 ∈ ΩL, then either ψε ≥ ψ˜ or ψε ≤ ψ˜ in Br(X0), (4.28)
for small r > 0. Suppose that the claim (4.28) is not true, the continuity of ψ˜ and ψε give
that 0 < ψ˜ < Q and 0 < ψε < Q in Br(X0) for small r > 0, then we have that φ2 is not
a solution of ∆φ2 + f0(φ2) = 0 in Br(X0). In fact, if not, the maximum principle gives
that max{ψ˜, ψε} = φ2 = ψ˜ in Br(X0), due to φ2(X0) = ψ˜(X0). This contradicts to our
assumptions.
Let φ be the solution of the following boundary value problem

∆φ+ f0(φ) = 0 in Br(X0),
φ = φ2 on ∂Br(X0).
Thus φ 6= φ2 in Br(X0), it is easy to check that
ˆ
Br(X0)
|∇φ|2 + F0(φ)dX −
ˆ
Br(X0)
|∇φ2|2 + F0(φ2)dX
≤ −
ˆ
Br(X0)
|∇(φ− φ2)|2dX < 0.
(4.29)
Extend φ = φ2 in ΩL \Br(X0), it follows from (4.25) and (4.29) that
Jλ,L(φ) < Jλ,L(φ2) = Jλ,L(ψ˜),
which contradicts to the minimality of ψ˜.
Since ψ˜ > ψε near TL, it follows from (4.28) that ψ˜ ≥ ψε in the connected component
Ω0 of {ψ˜ < Q} which contains an ΩL-neighborhood of TL. In view of the boundary value
of ψ˜, we have that {ψ˜ < Q} ∩ ∂ΩL is a connected arc. The maximum principle gives that
any component of {ψ˜ < Q} must touch the boundary {ψ˜ < Q} ∩ ∂ΩL. Therefore, the
domain ΩL ∩ {ψ˜ < Q} is connected and
ψ(x, y − ε) = ψε(x, y) ≤ ψ˜(x, y) in ΩL. (4.30)
Similarly, we can show that
ψ(x, y + ε) ≥ ψ˜(x, y) in ΩL. (4.31)
Taking ε→ 0 in (4.30) and (4.31), which yields that
ψ(x, y) = ψ˜(x, y) in ΩL.
In particular, taking ψ = ψ˜ in (4.30), we have that the minimizer ψ = ψλ,L(x, y) is
monotone increasing with respect to y.
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
The monotonicity of ψλ,L(x, y) with respect to y implies that the free boundary Γλ is
a x-graph, and then there exists a function y = kλ,L(x) for x ∈ (0, L), such that
{ψλ,L < Q} ∩DL = {(x, y) ∈ DL | 0 < y < kλ,L(x), 0 < x < L}.
To obtain the continuity of kλ,L(x), we first give the following non-oscillation lemma.
Lemma 4.7. (Non-oscillation Lemma) Suppose that there exist some constants α1, α2
with α1 < α2 and a domain D ⊂ DL ∩ {ψλ,L < Q} with dist(A,D) > c0 for some c0 > 0,
which is bounded by two disjointed arcs γ1, γ2 (γ1, γ2 ⊂ Γλ,L), the lines {y = α1} and
{y = α2}. Denote (βi, α1) and (ηi, α2) the endpoints of γi for i = 1, 2. Then there exists
a constant C > 0, such that
α2 − α1 ≤ Cmax{|β1 − β2|, |η1 − η2|}.
Proof. Denote h = max {|β1 − β2|, |η1 − η2|} and ψ = ψλ,L. Since ∆ψ = −f0(ψ) in D, we
have ˆ
∂D
∂ψ
∂ν
dS = −
ˆ
D
f0(ψ)dX ≤
ˆ
D
−f0(Q) + CQdX ≤ Ch(α2 − α1) ≤ Ch,
which implies thatˆ
γ1∪γ2
λdS =
ˆ
γ1∪γ2
∂ψ
∂ν
dS ≤
ˆ
∂D∩({y=α1}∪{y=α2})
∣∣∣∣∂ψ∂x
∣∣∣∣ dy +Ch ≤ Ch, (4.32)
where we have used the Lipschitz continuity of ψ due to Lemma 4.5.
On the other hand, one getsˆ
γ1∪γ2
λdS ≥ 2λ(α2 − α1),
which together with (4.32) gives that
α2 − α1 ≤ Ch.

With the aid of Lemma 4.7, we have
Lemma 4.8. kλ,L(x) is a continuous function in [0, L].
Proof. By using the non-oscillation Lemma 4.7, it follows from the similar arguments in
Lemma 5.4 in [5] that kλ,L(x) has at most one limit point as x ↓ 0 and x ↑ L. Moreover,
kλ,L(x) has most one limit point as x ↑ x0 or as x ↓ x0 for any x0 ∈ (0, L). It suffices to
show that
kλ,L(x+ 0) = kλ,L(x− 0) = kλ,L(x) for any x ∈ (0, L).
If not, without loss of generality, we assume that there exists a point x0 ∈ (0, L), such
that kλ,L(x0) < kλ,L(x0 + 0). Denote Iδ = {(x0, y) | kλ,L(x0) + δ < y < kλ,L(x0) + 3δ}
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with δ =
kλ,L(x0 + 0)− kλ,L(x0)
4
. The monotonicity of ψλ,L(x, y) with respect to y and
the Lipschitz continuity of ψλ,L(x, y) give that
ψλ,L = Q on Iδ, ∆ψλ,L + f0(ψλ,L) = 0 and u =
∂ψλ,L
∂y
≥ 0 in Eδ,ε,
where Eδ,ε = {(x, y) | x0 < x < x0 + ε, kλ,L(x0) + δ < y < kλ,L(x0) + 3δ} for small ε > 0.
Thus, Iδ is a part of the free boundary Γλ,L, it follows from (4) in Proposition 4.4 that
∂ψλ,L(x0 + 0, y)
∂x
= |∇ψλ,L| = λ on Iδ. (4.33)
It is easy to check that
∆u+ b(X)u = 0 in Eδ,ε and b(X) = f
′
0(ψλ,L(X)) ≤ 0.
The strong maximum principle gives that u > 0 in Eδ,ε. In view of u = 0 on Iδ, thanks to
Hopf’s lemma, we have
∂2ψλ,L
∂x∂y
=
∂u
∂x
> 0 on Iδ. (4.34)
On the other hand, it follows from (4.33) that
∂2ψλ,L
∂y∂x
= 0 on Iδ,
which contradicts to (4.34).
Hence, we obtain the continuity of the function kλ,L(x).

Next, we will introduce the bounded gradient lemma for ψλ,L near the boundary of
DL.
Lemma 4.9. For any X0 ∈ ∂DL, if BR(X0) ∩ Γλ,L 6= ∅ for any R > 0, then for small
r > 0, there exists a constant C independent of Q and r, such that
|∇ψλ,L(X)| ≤ C in Br(X0) ∩ ΩL. (4.35)
Proof. We first consider the case X0 = A. It suffices to show that
|∇ψλ,L(X)| ≤ C in ΩL ∩ {ρ < |X −A| < 2ρ},
for any small ρ > 0.
Denote ψρ(X˜) =
1
ρ
ψλ,L(A+ ρX˜), D1 =
{
X˜ | 1
2
< |X˜ | < 5
2
, A+ ρX˜ ∈ ΩL
}
and D2 ={
X˜ | 1 < |X˜ | < 2, A+ ρX˜ ∈ ΩL
}
. It follows from Proposition 4.4 that
0 ≤ ψρ ≤ Q
ρ
in D1, ψρ =
Q
ρ
and
∂ψρ
∂ν
= λ on the free boundary.
Denote φρ =
Q
ρ
− ψρ, it is easy to check that
0 ≤ φρ ≤ Q
ρ
and ∆φρ + ρf(ρφρ) = 0 in D1 ∩ {φρ > 0}.
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Obviously, D2 ⊂ D1. Since the boundary ∂D2 ∩ {X˜ | A+ ρX˜ ∈ ∂ΩL} is C2,α, and φρ = 0
on ∂D2 ∩ {X˜ | A + ρX˜ ∈ ∂ΩL}, then the Harnack’s inequality is still valid up to the
boundary ∂D2 ∩ {X˜ | A + ρX˜ ∈ ∂ΩL}. By using the similar arguments in Theorem 2.4
and Lemma 4.5, we can obtain that
|∇φρ(X˜)| ≤ C in D2,
where C is a constant independent of
Q
ρ
. This implies the estimate (4.35).
For the other case X0 ∈ ∂DL with BR(X0) ∩ Γλ,L 6= ∅ for any R > 0, we can show
that the estimate (4.35) is still valid by using the above arguments.

For the point X0 = (x0, y0) ∈ (∂DL ∩ Γ¯λ,L), there is a possible case that Br(X0) ∩
Γλ,L ∩ {x < x0} 6= ∅ and Br(X0) ∩ Γλ,L ∩ {x > x0} 6= ∅ for any r > 0, and thus for
the C1-regularity of ψλ,L and Γλ,L at X0, here we can not use the smooth fit condition in
Theorem 6.1 and Lemma 6.4 in [7] directly. (see Figure 10)
Therefore, we will estimate the C1-regularity of ψλ,L and Γλ,L near the free boundary
∂DL ∩ Γ¯λ,L as follows.
x
TL
NL
I0,L
ΩL ΩL
σ
−L
lL
σL
DL
Γ
X0
Figure 10. The regularity near the free boundary
Proposition 4.10. For any X0 = (x0, y0) ∈ ∂DL, if Br(X0) ∩ Γλ,L 6= ∅ for any r > 0,
then we have
∇ψλ,L(X)→ λν0 as X → X0, X ∈ ΩL ∩ {ψλ,L < Q},
where ν0 is the outer normal vector to ∂DL ∩ ∂{ψλ,L < Q} at X0. Moreover, kλ,L(x) is
C1-smooth at X = X0.
Proof. Without loss of generality, we assume X0 =
(
L
2
,
3L
2
)
and ν0 = (0, 1).
Suppose Xn → X0 ∈ ∂DL with Xn ∈ ∂DL, and φ0 is a blow-up limit of φn(X) =
Q− ψλ,L(Xn + rnX)
rn
, where rn = |Xn −X0| and X ∈ BR(0) for any R > 0. By virtue of
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the results of Subsection 3.2, there exists a blow-up limit φ0, such that
φ0(x, y) = 0 for any y ≥ 0, and ∆φ0 = 0 in {φ0 > 0}. (4.36)
It is easy to check that B2(0) ∩ ∂{φn > 0} 6= ∅, we next claim that
φ0(X) = −λmin{y − y1, 0} in R2 for some y1 ≤ 0. (4.37)
Consider the complex z-plane with z = x+ iy. Let l be a straight line in z-plane with
the direction (0, 1), and passing through the origin. Set
Dλ = {z | |z| ≤ λ} and Cλ = ∂Dλ.
Since the blow-up limit φ0 is still a harmonic function, we can use the similar arguments
in the proof of Lemma 6.2 in [7] to show that
lim sup
φ(X)>0,X→X0
dist(∇ψλ,L(X),Dλ ∪ l) = 0. (4.38)
Next, we will show that
|∇φ0(X)| ≤ λ. (4.39)
Suppose not, it follows from (4.38) that
∇φ0(X0) ∈ l and |∇φ0(X0)| > λ for some X0 ∈ {φ0 > 0}. (4.40)
For the harmonic function φ0, one has
if ∇φ0 6=const in E, then X → ∇φ0(X) is an open mapping in E
for any compact subsect E of {φ0 > 0}. This together with (4.40) implies that
∇φ0 =const in {φ0 > 0}. (4.41)
Since φ0(X) = 0 for any y ≥ 0, it follows from (4.41) that φ0 is linear in E respect
to y, and ∂E is a straight line of the form {y = y1} with y1 ≤ 0. Thus, there exists a
constant γ > λ, such that
φ0(X) = −γ(y − y1) in {y < y1}, y1 ≤ 0.
We next consider the following two cases for y1.
Case 1. y1 < 0. In view of Lemma 3.4, φ0 is a local minimizer in {y < 0} and
∂{φ0 > 0} ⊂ {y < 0}, and Theorem 2.5 in [2] gives that |∇φ0| = λ = γ, which contradicts
to γ > λ.
Case 2. y1 = 0. Since φn → φ0 uniformly in any compact subset of R2, for any R > 0
and ε > 0, there exists a N = N(ε,R), such that
φn > 0 in BR(0) ∩ {y < −ε}, for n > N.
Noticing that there are free boundary points Zn = (sn, tn) of φn in B2(0), the assump-
tion y1 = 0 implies that tn → 0. Without loss of generality, we assume that sn → 0.
Therefore,
|sn| < ε
4
and |tn| < ε
4
for sufficiently large n.
A FREE BOUNDARY PROBLEM 62
Introduce a function hδ,n(x) as follows
hδ,n(x) = −2ε+ δηn(x), for some δ > 0,
where
ηn(x) =


e
− 9|x−τn|2
1−9|x−τn|2 for |x− τn| < 1
3
,
0 for |x− τn| ≥ 1
3
,
for a sequence τn → 0. Denote the domain Eδ,n = B1(0) ∩ {y < hδ,n(x)}, and choose a
largest δ = δn, such that φn > 0 in Eδn,n and B1(0) ∩ ∂Eδn,n contains a free boundary
point Z˜n = (s˜n, t˜n) of φn. The τn ∈
(
− ε
n
,
ε
n
)
can be chosen such that δn < 2ε and
y˜n = hδn,n(x˜n).
Let ωn be the solution of the following Dirichlet problem

∆ωn + rnf(rnωn) = 0 in Eδn,n,
ωn = 0 on ∂Eδn,n ∩B 1
2
(0), ωn = ζφn on ∂Eδn,n ∩ (B1(0) \B 1
2
(0)),
ωn = φn on ∂Eδn,n ∩ ∂B1(0),
where ζ(X) = min {max {2|X| − 1, 0} , 1}. Obviously, φn ≥ ωn on ∂Eδn,n and ∆φn +
rnf(rnφn) = 0 in Eδn,n, the strong maximum principle gives that ωn < φn in Eδn,n.
Thanks to Hopf’s Lemma, one has∣∣∣∣∂φn∂νn
∣∣∣∣ >
∣∣∣∣∂ωn∂νn
∣∣∣∣ at Z˜n, (4.42)
where νn is the inner normal vector to Eδn,n at Z˜n.
The definition of hδn,n gives that ‖hδn,n‖C2,α ≤ Cε, where the constant C is indepen-
dent of ε and n. Applying the regularity theory for the semilinear elliptic equation yields
that
|∇ωn −∇φ0| ≤ C1ε+ C2rn at Z˜n,
where the constants C1, C2 are independent of ε and n, which together with (4.42) implies
that
λ = |φn(Z˜n)| > |∇ωn(Z˜n)| ≥ |∇φ0(Z˜n)| − C1ε− C2rn = γ − C1ε− C2rn.
This leads a contradiction to the assumption γ > λ, provided that ε is small enough and
n is sufficiently large.
Hence, we complete the proof of (4.39).
Next, we will show the claim (4.37). Since φ0 is harmonic in {φ0 > 0}, it follows from
Lemma 7.2 in [7] that
∂q
∂ν
+ κq = 0 on the free boundary of φ0, (4.43)
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where q = |∇φ0|, ν is the outer normal vector and the curvature κ > 0 if the streamline is
concave to the fluid. Due to |∇φ0| ≤ λ and |∇φ0| = λ on the free boundary ∂{φ0 > 0}, it
follows from (4.43) that ∂{φ0 > 0} is convex to the domain {φ0 > 0}, and the set {φ0 = 0}
is convex.
If φ0 > 0 in {y < 0}. Denote ω = ∂xφ0, it is easy to see that ω is harmonic in {φ0 > 0}.
The fact φ0 = 0 on {y = 0} implies that ω = 0. In view of |∇φ0| ≤ λ, one has
lim
r→+∞
m(r)
r
= 0 where r = |X| and m(r) = max
|X|=r
|ω(X)|.
Therefore, thanks to Phragme´n-Lindelo¨f Theorem (see also Theorem 1.1 in [25]), we have
ω = ∂xφ0 = 0 in {y < 0},
which implies that φ0(X) is a function of y and
φ0(y) = −γy in {y < 0}.
It follows from Theorem 2.5 in [2] that γ = λ, and thus the claim (4.37) holds.
If there exists a free boundary point X˜ = (x˜, y˜) of φ0 with y˜ < 0, denote Γ0 the
maximal free boundary arc containing X˜ . We next consider the following two cases.
Case 1. The free boundary Γ0 is a straight line l. The fact φ0 = 0 in {y ≥ 0} implies
that the straight line l must be parallel to the x-axis. Moreover, φ0 > 0 below l, due to
that φ0(X) is monotone decreasing with respect to y. Thus one has
l : {y = y1} and φ0(y) = −λmin{y − y1, 0}.
Case 2. The free boundary Γ0 is not a straight line. We next consider the following
two subcases (see Figure 11).
x x
φ0 > 0
φ0 = 0
φ0 = 0
φ0 = 0
φ0 > 0
φ0 = 0
Γ0
Γ0
P
θ
Subcase 2.1 Subcase 2.2
Figure 11. Case 2
Subcase 2.1. φ0 > 0 above Γ0. Since φ0(X) is monotone decreasing with respect to
y, we can rule out this subcase.
Subcase 2.2. φ0 > 0 below Γ0. The convexity of the free boundary Γ0 implies that
Γ0 must intersect the x-axis, denote P the intersection point. Moreover, the convexity of
Γ0 and monotonicity of φ0 with respect to y imply that the angle θ between Γ and x-axis
at point P lies in
[π
2
, π
)
. Applying the similar arguments in the proof of (2.30) in [17],
one has
φ0(X) ≤ C|X − P |
2pi
θ+pi+ε near the intersection point P , (4.44)
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for small ε ∈
(
0,
π − θ
4
)
. Denote r = |X − P |, using the non-degeneracy Lemma 3.4 and
Remark 3.5 in [3], we have
1
r
 
∂Br(P )
φ0dS ≥ c∗λ. (4.45)
On the other hand, it follows from (4.44) and (4.45) that
c∗λ ≤ 1
r
 
∂Br(P )
φ0dS ≤ C r
2pi
θ+pi+ε
r
= Cr
pi−θ−ε
pi+θ+ε ,
which leads a contradiction, provided that r is small enough.
Hence, the proof of the claim (4.37) is done.
With the aid of the claim (4.37), we will show that
∇ψλ,L(X)→ λ(0, 1) as X → X0, X ∈ ΩL ∩ {ψλ,L < Q}. (4.46)
For any sequence of points Xn = (xn, yn) ∈ ΩL ∩ {ψλ,L < Q} with Xn → X0, let X˜n =
(x˜n, y˜n) ∈ ∂DL be the nearest point to Xn. Denote
rn = |Xn − X˜n| and dn = dist(Xn,Γλ,L).
Next, we consider the following two cases.
Case 1. There exists a constant C0 > 1, such that rn < C0dn. Define a blow-up
sequence
φn(X) =
Q− ψλ,L(X˜n + C0dnX)
C0dn
and Zn =
Xn − X˜n
C0dn
.
It is easy to check that B2(0) contains some free boundary points of φn and B2c0(Zn) ∩
∂{φn > 0} = ∅, which does not intersect the free boundary of φn, where c0 = 1
4C0
.
Moreover,
∆φn + C0dnf(C0xnφn) = 0 in B2c0(Zn) ∩ {φn > 0}. (4.47)
There exist a blow-up limit φ0 and a point Z0 with |Z0| ≤ 1, such that
φn → φ0 in any compact subsets of R2 and Zn → Z0.
Due to the fact that B2c0(Z0) does not intersect the free boundary of φ0 and ∂DL is
C2-smooth near X0, one has
φn ∈ C1,α in Bc0(Zn) ∩ {φn > 0} uniformly with respect to n.
Then we have
−∇ψλ,L(Xn) = ∇φn(Zn)→ ∇φ0(Z0), as n→∞, (4.48)
which together with (4.37) gives that (4.46) holds.
Case 2.
rn
dn
→ +∞. Define a blow-up sequence
φn(X) =
Q− ψλ,L(X˜n + rnX)
rn
and Yn =
Xn − X˜n
rn
.
A FREE BOUNDARY PROBLEM 65
Obviously, B2(0) contains the free boundary points of φn for sufficiently large n. Then
there exist a blow-up limit φ0 and a point Y0 with |Y0| = 1, such that
φn → φ0 = −λmin{y − y1, 0} in any compact subsets of R2 and Yn → Y0,
where y1 ≤ 0. Since the free boundary ∂{φn > 0} → ∂{φ0 > 0} locally in the Hausdorff
distance (see Lemma 3.4) and ∂{φ0 > 0} is a straight line, we can conclude that the
free boundary of φn satisfies the flatness condition at (0, y1) in the direction (0, 1), for
sufficiently large n. By virtue of Theorem 3.15, one has the free boundary of φn is C
1,α
(0 < α < 1) uniformly in n. The elliptic regularity gives that φn is uniformly C
1,α in
BR(Yn) ∩ {φn > 0} for some R > 0. Thus we have
−∇ψλ,L(Xn) = ∇φn(Yn)→ ∇φ0(Y0) = −λ(0, 1), as n→∞.
Since the blow-up limit φ0 is a harmonic function, recalling the fact (4.46), along the
similar arguments on the smooth fit condition (see Section 11 in Chapter 3 in [23]), we
can show that
k′λ,L
(
L
2
)
= 0.
Hence, we complete the proof of the proposition. 
4.6. The continuous fit condition for free boundary. In this subsection, we will
check the continuous fit condition of the free boundary Γλ,L at A, namely, for any L >
H¯ = max
x≤0
g(x), there exists a λL ≥ λ0, such that
kλL,L(0) = g(0) = a. (4.49)
To obtain the continuous fit condition (4.49), we first establish the continuous depen-
dence of ψλ,L and kλ,L(0) with respect to the parameter λ.
Lemma 4.11. If λn → λ with λn ≥ λ0, then
ψλn,L → ψλ,L weakly in H1(ΩL) and uniformly in ΩL,
and
kλn,L(0)→ kλ,L(0) for kλ,L(0) < L. (4.50)
Proof. It follows from the similar arguments in the proof of Lemma 3.4, there exists a
subsequence {ψλn,L} and a ψ0 ∈ C0,1(ΩL), such that
ψλn,L(X)→ ψ0(X) uniformly in ΩL.
Furthermore, ψ0 is a minimizer to the variational problem (Pλ,L). The uniqueness of the
minimizer to the variational problem (Pλ,L) gives that ψ0 = ψλ,L.
Suppose that the assertion (4.50) is not true, then there exists a sequence {kλn,L(0)},
such that
kλn,L(0)→ kλ,L(0) + δ as n→ +∞, δ 6= 0.
We consider the following three cases and derive a contradiction.
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Case 1. δ < 0. The monotonicity of ψλ,L(x, y) with respect to y gives that kλ,L(0)+δ ≥
a.
Next, we claim that
∂ψλ,L(0 + 0, y)
∂x
= −λ on Iε, (4.51)
where Iε = {(0, y) | kλ,L(0)− 4ε < y < kλ,L(0)− 2ε} with ε = −δ
6
.
It follows from the statement (4) in Proposition 4.4 that
− ∂ψλ,L(0 + 0, y)
∂x
= |∇ψλ,L| ≥ λ on Iε. (4.52)
To obtain the claim (4.51), it suffices to show that
∂ψλ,L(0 + 0, y)
∂x
≥ −λ on Iε. (4.53)
Denote φn = Q− ψλn,L, φ = Q− ψλ,L and
Uε,τ = {(x, y) | −τ < x < τ, kλ,L(0) − 5ε < y < kλ,L(0)− ε}
for small τ > 0, Proposition 4.4 gives that the free boundary Uε,τ ∩ ∂{φn > 0} is C3,α,
then we have
Uε ∩ ∂{φn > 0} → Uε,τ ∩ ∂{φ > 0} in C1,α for some α ∈ (0, 1).
For any fixed X1 = (0, y1) ∈ Uε,τ∩∂{φ > 0}, then there exists a sequence Xn ∈ Uε with
φn(Xn) = 0, such that Xn → X1 as n → +∞. In fact, suppose that there exists a small
r > 0, such that φn > 0 and ∆φn + f(φn) = 0 in Br(X1), which gives that ∆φ+ f(φ) = 0
in Br(X1) and φ(X1) = 0. The maximum principle implies that φ ≡ 0 in Br(X1), which
contradicts to X1 ∈ Uε,τ ∩ ∂{φ > 0}.
Take a small r > 0 with En ⊂ Br(X1) ⊂ Uε,τ , such that
En = Br(X1) ∩ {x > εn}, φn > 0 in En and Xn /∈ En, (4.54)
where εn ↓ 0 as n→ +∞. Define a function hs,n(y) as follows
hs,n(y) = εn − sη
(
2(y − y1)
r
)
, s > 0,
where
η(y) =


e
− y2
1−y2 for |y| < 1
0 for |y| ≥ 1.
(4.55)
Denote the domain Es,n = Br(X1) ∩ {x > hs,n(y)}. It is easy to check that E0,n = En.
Let s = sn ≤ εn to be the largest one, such that φn > 0 in Esn,n, and X˜n = (x˜n, y˜n) ∈
(Br(X1) ∩ ∂Esn,n) ∩ Γλn,L. Furthermore,
x˜n = hsn,n(y˜n) and sn → 0 as n→ +∞.
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Let ϕn be the solution of the following Dirichlet problem

∆ϕn + f(ϕn) = 0 in Esn,n,
ϕn = 0 on ∂Esn,n ∩B r
2
(X1), ϕn = ζφn on ∂Esn,n ∩ (Br(X1) \B r
2
(X1)),
ϕn = φn on ∂Esn,n ∩ ∂Br(X1),
where ζ(X) = min
{
max
{
2|X −X1| − r
r
, 0
}
, 1
}
. It is clear that ϕn ≤ φn on ∂Esn,n,
which gives that
λn =
∂φn(X˜n)
∂νn
≥ ∂ϕn(X˜n)
∂νn
, (4.56)
where νn is the inner normal vector to ∂Esn,n at X˜n.
Taking εn → 0 implies that
hsn,n(y)→ 0 in C1,β as n→ +∞.
Thanks to the standard estimates of the solutions of the semilinear elliptic equation, we
conclude that ϕn in Esn,n ∩ B r
2
(X1) converges to φ in {φ > 0} ∩ B r
2
(X1) in C
1,β-sense.
Denote X˜n → X˜ ∈ ∂{φ > 0} ∩B r
2
(X1). It follows from (4.56) that
∂ϕn(X˜n)
∂ν
→ ∂φ(X˜)
∂ν
and
∂φ(X˜)
∂ν
≤ λ. (4.57)
Taking r→ 0 yields that X˜ → X1 and
λ ≥ ∂φ(X˜)
∂ν
→ ∂φ(X1)
∂ν
= −∂ψλ,L(X1)
∂x
, X1 ∈ Uε,τ ∩ ∂{φ > 0},
which together with (4.53) gives that the claim (4.51) holds.
With the aid of the fact (4.51), we can obtain a contradiction by using the similar
arguments in the proof of Lemma 4.8.
Case 2. δ > 0 and kλ,L(0) < a. Similar to the proof of the claim (4.51) in Case 1, one
has
∂ψλ,L(0− 0, y)
∂x
= λ on Iε, (4.58)
where Iε = {(0, y) | kλ,L(0) + ε < y < kλ,L(0) + 2ε} with ε =
min{δ, a − kλ,L(0)}
3
, and we
can obtain a contradiction.
Case 3. δ > 0 and kλ,L(0) ≥ a. Since ψλ,L = Q on I0,L, it follows from the statement
(4) in Proposition 4.4 that
∂ψλn,L(0 + 0, y)
∂x
≥ λn on Iδ,
for sufficiently large n, where Iδ =
{
(0, y) | kλ,L(0) + δ
4
< y < kλ,L(0) +
3δ
4
}
.
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Let En be a domain bounded by x = 0, y = kλn,L(x), y = kλ,L(0) +
δ
4
and y =
kλ,L(0) +
3δ
4
. Moreover,
xn = max
{
x | kλn,L(x) = kλ,L(0) +
δ
4
}
→ 0 as n→ +∞.
Thanks to the non-oscillation Lemma 4.7 for ψλn,L in En, there exists a constant C
independent of n, such that
0 <
δ
2
≤ Cxn,
which gives a contradiction for sufficiently large n.

Next, we will study the relation between the initial point (0, kλ,L(0)) and λ for any
L > H¯.
Lemma 4.12. For any L > H¯, the initial point (0, kλ,L(0)) satisfies that
(1) there exists a constant C0 > 0 (independent of L), such that kλ,L(0) < a for any
λ > C0.
(2) there exists a c0 ≥ λ0 (independent of L), such that kλ,L(0) ≥ a for any λ ≤ c0.
Proof. (1) Suppose that there exist a free boundary point and a sufficiently large λ, such
that kλ,L(0) ≥ a. Then there exist aX0 ∈ DL and a disc Br0(X0) with r0 > 0 (independent
of L), such that Γλ,L ∩B r0
2
(X0) 6= ∅. It follows from the non-degeneracy Lemma 2.6 and
Remark 2.3 that
Q
r0
≥ 1
r0
 
∂Br0 (X0)
Q− ψλ,LdS ≥ c∗1
2
λ,
which leads to a contradiction for sufficiently large λ.
Similarly, we can obtain a contradiction if there is no free boundary point, taking
X0 = (0, y0) with y0 ∈ (a, L) and using the non-degeneracy Lemma 2.5 for the boundary
point (see Remark 2.3).
(2) Suppose not, then for any c0 ≥ λ0, there exists a λ˜ ∈ [λ0, c0], such that kλ˜,L(0) < a.
In view of Remark 4.4, we have
the asymptotic height h˜ = hλ˜ in downstream lies in [a,H], (4.59)
provided that c0− λ0 is small. Let Ψ˜ε(y) = Ψλ˜(y+ ε) for ε ≥ 0, choosing ε0 ≥ 0 to be the
smallest one, such that
ψλ˜,L(X) ≤ Ψ˜ε0(y) in ΩL ∩ {Ψ˜ε0 < Q} and ψλ˜,L(X0) = Ψ˜ε0(y0)
for X0 = (x0, y0) ∈ ΩL ∩ {Ψ˜ε0 < Q}. It follows from (4.59) that ε0 > 0. We first show
that
X0 /∈ ΩL ∩ {Ψ˜ε0 < Q}. (4.60)
Suppose not, there exists a point X0 ∈ ΩL ∩ {Ψ˜ε0 < Q}, such that 0 < Ψ˜ε0(X0) =
ψλ˜,L(X0) < Q. Then there exists a small r > 0 such that
0 < ψλ˜,L < Q and 0 < Ψ˜ε0 < Q in Br(X0).
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On the other hand,
∆(ψλ˜,L − Ψ˜ε0) + f0(ψλ˜,L)− f0(Ψ˜ε0) = 0 in Br(X0).
The strong maximum principle gives that ψλ˜,L(X0) ≡ Ψ˜ε0(X0) inBr(X0), due to ψλ˜,L(X0) =
Ψ˜ε0(X0). Applying the strong maximum principle again, then ψλ˜,L(X0) ≡ Ψ˜ε0(X0) in ΩL,
which leads a contradiction.
The boundary value of ψλ˜,L gives that X0 /∈ ∂ΩL. Next, we claim that
X0 6= (0, kλ˜,L(0)). (4.61)
In fact, it follows from Proposition 4.10 that the free boundary Γλ˜,L is C
1 at X0 and its
tangent is in the direction of the positive y-axis, the definition of ε0 implies the claim
(4.61).
Thus, let X0 be a free boundary point of ψλ˜,L. Since the free boundary Γλ˜,L is C
3,α
at X0, it follows from Hopf’s lemma that
λ˜ =
∂Ψ˜ε0
∂ν
<
∂ψλ˜,L
∂ν
= λ˜ at X0,
where ν = (0, 1) is the outer normal vector of Γλ˜,L at X0, which leads a contradiction.

With the aid of Lemma 4.12, we can define
ΣL = {λ ≥ λ0 | kλ,L(0) < a}.
and the set ΣL is non-empty for sufficiently large λ.
Moreover, set
λL = inf
λ∈ΣL
λ. (4.62)
Furthermore, it follows from Lemma 4.12 that
λ0 ≤ λL ≤ C0 <∞, (4.63)
where C0 is a constant independent of L.
By virtue of Lemma 4.11 and Lemma 4.12, we have
Proposition 4.13. For any L > H¯ = max
x≤0
g(x), there exists a λL ≥ λ0 as in (4.62),
such that the free boundary ΓλL,L satisfies the continuous fit condition and the smooth fit
condition
kλL,L(0) = g(0) = a and k
′
λL,L
(0) = g′(0). (4.64)
Moreover,
kλL,L(x) ≤ H¯ for any x ∈ [0, L], (4.65)
and
ψλL,L(x, y) ≤ min{ΨλL(y), Q} in ΩL. (4.66)
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Proof. Step 1. The definition of λL and the continuous dependence of kλ,L(0) with respect
to λ imply that
kλL,L(0) = g(0) = a,
which together with Proposition 4.10 gives that k′λL,L(0) = g
′(0). Thus, the continuous fit
condition and the smooth fit condition (4.64) hold.
Step 2. Suppose that the assertion (4.65) is not true, then there exists an x˜ ∈ (0, L],
such that
kλL,L(x˜) > H¯ = maxx≤0
g(x). (4.67)
On the other hand, the fact λL ≥ λ0 implies that the asymptotic height hλL ≤ H ≤ H¯.
Thus we have
kλL,L(x˜) > H¯ ≥ H ≥ hλL . (4.68)
For µ < λ0 and λ0 − µ is small, define
ωµ(y) =
ˆ y
0
u1,µ(t)dt, u1,µ =
√
u20(χ
−1(t; pdiff )) + 2pdiff with pdiff =
µ2 − λ20
2
,
where χ−1(t; pdiff ) is defined as in Subsection 4.3. Denote ωεµ(y) = min{ωµ(y− ε), Q} for
any ε ≥ 0. Let ε0 ≥ 0 be the smallest one, such that
ωε0µ (y) ≤ ψλL,L(X) in ΩL, and ωε0µ (X0) = ψλL,L(X0)
for some X0 = (x0, y0) ∈ ΩL ∩ {ψλL,L < Q}. It follows from (4.68) that ε0 > 0. The
strong maximum principle implies that X0 /∈ ΩL∩{ψλL,L < Q}, and thus ψλL,L(X0) = Q.
Similar to the proof of Lemma 4.12, we can show that x0 6= L. We next consider the
following three cases.
Case 1. X0 ∈ ΓλL,L. Since the free boundary ΓλL,L is C3,α at X0, the Hopf’s lemma
gives that
µ =
∂ωε0µ
∂ν
>
∂ψλL,L
∂ν
= λL at X0,
where ν = (0, 1) is the outer normal vector of ΓλL,L at X0, which contradicts to the
assumption µ < λ0 ≤ λL.
Case 2. X0 ∈ ∂DL and ΓλL,L ∩ Br(X0) = ∅ for small r > 0. In view of that the
boundary ∂DL is C
2 at X0, it follows from Hopf’s lemma that
λL ≥ λ0 > µ =
∂ωε0µ
∂ν
>
∂ψλL,L
∂ν
at X0. (4.69)
On the other hand, the statement (4) in Proposition 4.4 gives that
∂ψλL,L
∂ν
≥ λL at X0,
which contradicts to (4.69).
Case 3. X0 ∈ ∂DL and ΓλL,L ∩ Br(X0) 6= ∅ for any r > 0. In view of Proposition
4.10 and ωε0µ (y) ≤ ψλL,L(X) in ΩL, one has
λ0 > µ =
∂ωε0µ
∂ν
≥ ∂ψλL,L
∂ν
= λ0 at X0,
which leads a contradiction.
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Step 3. In this step, we will show the assertion (4.66). Denote ωε(y) = min{ΨλL(y +
ε), Q} for any ε ≥ 0, and choosing the smallest ε0 ≥ 0, such that
ωε0(y) ≥ ψλL,L(X) in ΩL ∩ {ψλL,L < Q}, and ωε0(y0) = ψλL,L(X0)
for some X0 = (x0, y0) ∈ ΩL ∩ {ωε0 < Q}. It suffices to show that
ε0 = 0.
If not, suppose that ε0 > 0. By virtue of the strong maximum principle and the boundary
value of ψλL,L, we can choose X0 to be the free boundary point of ψλL,L. Thus, we can
derive a contradiction by using Hopf’s lemma.

4.7. The existence of the incompressible jet flow. In previous subsections, we show
that there exist a λL and a minimizer ψλL,L for any L > H¯, such that the free boundary
ΓλL,L satisfies the continuous fit condition (4.64). Taking L → +∞, we will obtain the
existence of the solution to the jet flow problem in this subsection.
First, we consider the following variational problem.
The variational problem (Pλ): For any L0 > H¯ = max
x≤0
g(x), find a ψλ ∈ K such
that
Jλ,L0(ψλ) ≤ Jλ,L0(ψ),
for any ψ ∈ K with ψ = ψλ on ∂ΩL0 , the admissible set
K = {ψ ∈ H1loc(R2) | ψ = 0 lies below T, ψ = Q lies above N}.
By using the similar arguments in Lemma 4.11, taking a sequence {Ln} with Ln →∞,
such that
λLn → λ and ψλLn ,Ln → ψλ weakly inH1loc(R2) and uniformly in any compact subset of R2,
as n →∞, and ψλ is a minimizer to the variational problem (Pλ). It follows from (4.63)
that
λ0 ≤ λ < +∞.
Lemma 4.6 gives that ψλ(x, y) is monotone increasing with respect to y, and the free
boundary Γλ of ψλ is x-graph. Moreover, Γλ can be described by a continuous function
y = kλ(x) for x ∈ (0,+∞), and
Γλ = Ω ∩ ∂{ψλ < Q} = {(x, y) ∈ Ω | x > 0, y = kλ(x)}.
By virtue of Proposition 4.13, one has
kλ(0) = g(0) = a, k
′
λ(0) = g
′(0) and kλ(x) ≤ H¯ for any x ∈ (0,∞), (4.70)
and
ψλ(x, y) ≤ min{Ψλ(y), Q} in Ω. (4.71)
Theorem 3.15 and Proposition 2.2 give that the free boundary Γλ is C
3,α and |∇ψλ| =
∂ψλ
∂ν
= λ on Γλ, where ν is the outer normal vector.
Next, we will obtain the positivity of horizontal velocity.
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Lemma 4.14. u =
∂ψλ
∂y
> 0 in Ω ∩ {ψλ < Q}.
Proof. Denote u =
∂ψλ
∂y
, one has
∆u+ b(X)u = 0 in Ω ∩ {ψλ < Q},
where b(X) = f ′0(ψ(X)) ≤ 0. The monotonicity of ψλ(x, y) with respect to y implies that
u ≥ 0 in Ω ∩ {ψλ < Q}, the strong maximum principle gives that
u > 0 in Ω ∩ {ψλ < Q}.
Since ψλ < Q in Ω ∩ {x < 0} and ψλ = Q on N , it follows from f ′0(Q) ≤ 0 and Hopf’s
lemma that
u =
1√
1 + (g′(x))2
∂ψλ
∂ν
> 0 on N \A.
Similarly, we have
u > 0 on T .
Next, we will show that u > 0 on Γλ. Suppose that there exists x0 > 0, such that
u = ∂yψλ = 0 on (x0, kλ(x0)). Since the free boundary Γλ is C
3,α-smooth at (x0, kλ(x0)),
the normal outer vector is (1, 0) at (x0, kλ(x0)) and |∂xψλ| = λ on Γλ. Thanks to Hopf’s
lemma, we have
|ux| =
∣∣∣∣∂u∂ν
∣∣∣∣ > 0 at (x0, kλ(x0)). (4.72)
Since u2 + v2 = λ2 on Γλ, we have
0 =
∂(u2 + v2)
∂s
= 2uuy + 2vvy = 2vvy = −2λux at (x0, kλ(x0)),
which contradicts to (4.72).
By virtue of the boundedness of g′(0), we have u > 0 at A.
The positivity of horizontal velocity u implies that the function y = kλ(x) is C
1 for
any x ≥ 0. 
Next, we will obtain the asymptotic height of the free boundary Γλ.
Lemma 4.15. lim
x→∞ kλ(x) = hλ, where hλ is the asymptotic height of the free boundary
Γλ and hλ ≤ a.
Proof. Suppose that the limit lim
x→∞ kλ(x) does not exist. It follows from the non-degeneracy
2.6 and (4.70) that
0 < c0 ≤ kλ(x) ≤ H¯ for any x ∈ [0,∞),
which implies that there exist two sequence {xn} and {x˜n}, such that
lim
xn→∞
kλ(xn) = lim sup
x→∞
kλ(x) = hλ,1 and lim
x˜n→∞
kλ(x˜n) = lim inf
x→∞ kλ(x) = hλ,2 (4.73)
with hλ,1 > hλ,2.
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By virtue of Remark 4.4, there exist λ1, λ2 with λ0 ≤ λ1 < λ2 <∞, such that
0 < c0 ≤ hλ,2 = hλ2 < hλ1 = hλ,1 ≤ H¯. (4.74)
Set ψn(t, s) = ψλ(xn + t, s) and the free boundary Γn : s = kλ(xn + t). Define a curve
γδ : s = H¯ − δη
(
t√
xn
)
where the function η(x) is defined as in (4.55). Let δn be the largest one, such that the
curve γδn touches the free boundary Γn at some points (tn, sn), and thus
sn = kλ(xn + tn) and δn ≤ H¯ − kλ(xn). (4.75)
Let ωn be the solution to the Dirichlet problem

∆ω + f0(ω) = 0 in En,
ω = Q on γδn , ω = ψn on ∂En \ γδn ,
(4.76)
where domain En is bounded by t = −xn
2
, t =
xn
2
, s = 0 and γδn .
Since ∆ψn+f0(ψn) ≤ 0 in En and ψn(tn, sn) = ωn(tn, sn) = Q, the maximum principle
implies that ψn ≥ ωn in En and
λ =
∂ψn
∂νn
≤ ∂ωn
∂νn
at (tn, sn), (4.77)
where νn is the outer normal vector of Γn.
By virtue of (4.75), we can choose a subsequence {xn}, such that
tn√
xn
→ t0 ∈ [−1, 1] and H¯ − δnη
(
t√
xn
)
→ h¯λ1 . (4.78)
After a translation in the t direction, such that the free boundary point (tn, sn) lies on
the s-axis, then we have
En → E0 = {(t, s) | −∞ < t <∞, 0 < s < hλ1} and (tn, sn)→ (0, hλ1), (4.79)
and ωn → ω0 uniformly in any compact subset of E0. Moreover, ω0 satisfies that 0 ≤
ω0(t, s) ≤ Q and 

∆ω0 + f0(ω0) = 0 in E0,
ω0(t, 0) = 0, ω0(t, hλ1) = Q.
(4.80)
By using the similar arguments in [35], we can show that the Dirichlet problem (4.80) has
a unique solution
ω0(s) =
ˆ s
0
u1(x)dx,
where u1(t) =
√
u20(χ
−1(t; pdiff )) + 2pdiff with pdiff =
λ21 − λ20
2
, and χ−1(t; pdiff ) is
defined as in Subsection 4.3.
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It follows from (4.77) and (4.79) that
λ ≤ lim
n→∞
∂ωn(tn, sn)
∂νn
=
ω0(0, hλ1)
∂s
= λ1. (4.81)
Next, we will show that
λ ≥ λ2. (4.82)
.
Define ψ˜n(t, s) = ψλ(x˜n + t, s), Γ˜n : s = kλ(x˜n + t) as the free boundary of ψ˜n and a
curve
γ˜δ : s =
h2
2
+ δη
(
t√
x˜n
)
.
Let δn be the largest one, such that the curve γ˜δn touches the free boundary Γ˜n at a point
(tn, sn), and thus
sn = kλ(x˜n + tn) and δn ≤ kλ(x˜n)−
hλ,2
2
.
Denote a domain E˜n, which is bounded by t = − x˜n
2
, t =
x˜n
2
, s = 0 and γ˜δn . Let ω˜n be the
solutions to the Dirichlet problem (4.76), replacing En and γδn by E˜n and γ˜δn . Obviously,
∆ψn + f0(ψn) = 0 in E˜n, it follows from the maximum principle that ω˜n ≥ ψ˜n in E˜n and
λ =
∂ψ˜n
∂νn
≥ ∂ω˜n
∂νn
at (tn, sn), (4.83)
where νn is the outer normal vector of Γn. By using the previous arguments, we can show
that there exists a subsequence {x˜n}, such that
E˜n → E˜0 = {(t, s) | −∞ < t <∞, 0 < s < hλ2} and (tn, sn)→ (0, hλ2),
and ω˜n → ω˜0 uniformly in any compact subset of E0 and
lim
n→∞
∂ω˜n(tn, sn)
∂νn
=
ω˜0(0, hλ2)
∂s
= λ2,
which together with (4.83) give that (4.82) holds.
Hence, it follows from (4.81) and (4.82) that
λ2 ≤ λ ≤ λ1,
which contradicts to the fact λ1 < λ2.
Thus, there exists an asymptotic height h˜ of the free boundary Γλ, such that
kλ(x)→ h˜.
Next, we claim that
h˜ = hλ.
If not, without loss of generality, we assume that h˜ > hλ, and there exists a λ˜ < λ, such
that h˜ = hλ˜. Similar to the proof of (4.81) and (4.82), we can show that
λ ≤ λ˜,
which contradicts to the assumption λ˜ < λ.
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Finally, it follows from (4.71) that
hλ ≤ a.

Finally, the asymptotic behavior of the jet flow will be obtained in the following.
Proposition 4.16. The rotational jet flow satisfies the following asymptotic behavior in
the far fields,
(u, v, p)→ (u0(y), 0, pin), ∇u→ (0, u′0(y)), ∇v → 0, ∇p→ 0,
uniformly in any compact subset of (0,H), as x→ −∞, and
(u, v, p)→ (u1(y), 0, patm), ∇u→ (0, u′1(y)), ∇v → 0, ∇p→ 0,
uniformly in any compact subset of (0, hλ), as x→ +∞, where u1(y) and hλ are uniquely
determined by u0(y), pin and patm as in Remark 4.4.
Proof. For any sequence {ψλ(x−n, y)}, by using the uniform elliptic estimate, there exists
a subsequence {ψλ(x− n, y)}, such that
ψλ(x− n, y)→ ψ0(x, y) in C2,α(S),
where S is any compact subsect of (0,H), 0 ≤ ψ0 ≤ Q and

∆ψ0 + f0(ψ0) = 0 in {−∞ < x < +∞}× {0 < y < H},
ψ0(x,H) = Q and ψ0(x, 0) = 0 for −∞ < x < +∞.
(4.84)
Then boundary value problem (4.84) possesses a unique solution
ψ0(y) =
ˆ y
0
u0(s)ds,
which implies that
(u, v)(x, y) → (u0(y), 0) , ∇u(x, y)→
(
0, u′0(y))
)
and ∇v(x, y)→ (0, 0)
uniformly in any compact subset of (0,H), as x→ −∞. The Bernoulli’s law gives that
p(x, y)→ pin = λ
2
2
− u
2
0(H)
2
+ patm and ∇p(x, y)→ 0,
uniformly in any compact subset of (0,H), as x→ −∞.
For any sequence {ψn} with ψn(x, y) = ψλ(x + n, y) and R > 0, by virtue of Lemma
4.15, one has
lim
n→∞ kλ(x+ n) = hλ. (4.85)
For any large R and small ε > 0, it follows from (4.85) that there exists a N = N(R, ε),
such that the free boundary of ψn(X) lies in a ε-neighborhood of the line {y = hλ} in
BR(0), and thus the free boundary of ψn satisfies the flatness condition in BR(0), provided
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that n is sufficiently large. It follows from Theorem 3.15 that the free boundary of ψn
convergence to the line {y = hλ} in C1 norm, namely,
k′λ(x+ n)→ 0 as n→∞, for any |x| < R.
Applying Theorem 3.15 again, one has∣∣∣k(j)λ (x)∣∣∣ ≤ C for sufficiently large x > 0, j = 2, 3.
By using the uniform elliptic estimate, there exists a subsequence {ψn}, such that
ψn(x, y)→ ψ1(x, y),
and 

∆ψ1 + f0(ψ1) = 0 in E,
ψ1(x, hλ) = Q and ψ1(x, 0) = 0 for −∞ < x < +∞,
(4.86)
where E = {−∞ < x < +∞}× {0 < y < hλ}.
Recalling Remark 4.4,
ψ1(y) =
ˆ y
0
u1(y)ds in E, (4.87)
solves uniquely Dirichlet problem (4.86) in E, where u1(t) =
√
u20(χ
−1(y; pdiff )) + 2pdiff
with pdiff =
λ2 − u20(H)
2
.
In view of (4.87), we conclude that
(u, v, p)(x, y) → (u1(y), 0, patm) , ∇u(x, y)→
(
0, u′1(y)
)
, ∇v(x, y)→ (0, 0)
and ∇p(x, y)→ (0, 0) uniformly in any compact subset of (0, hλ), as x→ +∞.

4.8. The uniqueness of the incompressible jet flow. In this subsection, we will
obtain the uniqueness of λ and the solution to the jet flow problem.
Proposition 4.17. λ and the solution (u, v, p,Γ) to the jet flow problem are unique.
Proof. Suppose that (ψλ1 , λ1,Γλ1) and (ψ˜λ2 , λ2, Γ˜λ2) are two solutions to the jet flow prob-
lem, which satisfy the conditions in Definition 4.1.
Step 1. In this step, we will show that λ1 = λ2. Suppose not, without loss of
generality, we assume that λ1 < λ2. In view of the asymptotic behaviors of ψλ1 and ψ˜λ2
in Proposition 4.16, one has
kλ1(x) > k˜λ2(x) for sufficiently large x > 0. (4.88)
Consider a function ψελ1(x, y) = ψλ1(x, y − ε) for ε ≥ 0 and Γελ1 is the free boundary
of ψελ1 , choosing the smallest ε0 ≥ 0 such that
ψε0λ1(X) ≤ ψ˜λ2(X) in Ω, and ψ
ε0
λ1
(X0) = ψ˜λ2(X0) for some X0 ∈ Ω ∩ {ψ˜λ2 < Q}. (4.89)
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Similar to the proof of (4.60), the strong maximum principle implies that X0 /∈ Ω∩{ψ˜λ2 <
Q}. We next consider the following two cases.
Case 1. ε0 = 0, we can choose X0 = A. Then one has
∂ψλ1
∂ν
= |∇ψλ1 | = λ1 and
∂ψ˜λ2
∂ν
= |∇ψ˜λ2 | = λ2 at A,
where ν is the outer normal vector. Since ψλ1 ≤ ψ˜λ2 in Ω, which yields that
λ1 =
∂ψλ1
∂ν
≥ ∂ψ˜λ2
∂ν
= λ2 at A,
which leads a contradiction to the assumption λ1 < λ2.
Case 2. ε0 > 0, it follows from (4.88) that |X0| < +∞. Then we can take X0 be the
free boundary point of ψε0λ1 and ψ˜λ2 , and the strong maximum principle gives that
ψε0λ1(X) < ψ˜λ2(X) in Ω ∩ {ψ˜λ˜2 < Q}.
Since the free boundaries Γε0λ1 and Γ˜λ2 are C
3,α at X0, it follows from Hopf’s lemma that
λ1 =
∂ψε0λ1
∂ν
>
∂ψ˜λ2
∂ν
= λ2 at X0,
where ν is the outer normal vector to Γε0λ1 ∩ Γ˜λ2 at X0. This leads a contradiction to the
assumption λ1 < λ2.
Hence, we obtain the uniqueness of λ, and denote λ = λ1 = λ2.
Step 2. In this step, we will show that ψλ = ψ˜λ. By virtue of the asymptotic behaviors
of ψλ1 and ψ˜λ2 in Proposition 4.16, we have
lim
x→+∞ kλ(x) = limx→+∞ k˜λ(x) = hλ.
Without loss of generality, we assume that there exists some x0 ∈ (0,+∞), such that
kλ(x0) < k˜λ(x0). (4.90)
Denote ψελ(x, y) = ψλ(x, y − ε) for ε ≥ 0, and let ε0 ≥ 0 to be the smallest one, such
that
ψε0λ (X) ≤ ψ˜λ(X) in Ω, and ψε0λ (X0) = ψ˜λ(X0) for some X0 ∈ Ω ∩ {ψ˜λ < Q}. (4.91)
It follows from assumption (4.90) that ε0 > 0 and |X0| < +∞.
Similar to the proof of Case 1 in Step 1, we can take X0 be the free boundary point of
ψε0λ and ψ˜λ, applying Hopf’s lemma yields that
λ =
∂ψε0λ
∂ν
>
∂ψ˜λ
∂ν
= λ at X0,
where ν is the outer normal vector to Γε0λ ∩ Γ˜λ at X0. This leads a contradiction. 
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