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dynamics of rDNA silencing and recombination in laboratory strains.
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Chapter 1
INTRODUCTION
The production of ribosomes poses a special difficulty to all cells. Most other
cellular components are made out proteins, which take advantage of the Central
Dogma of biology: DNA begets RNA begets proteins. Each step amplifies the
last, so one copy of a gene can be transcribed to thousands of messenger RNAs,
each of which is translated into thousands of proteins. Ribosomes, which have
RNA as their primary constituent, don't get the advantage of the second
amplification step. Millions of ribosomes are needed by each cell, but a single
gene copy is insufficient to produce them.
The solution discovered at the dawn of the protein paradigm, and passed on
subsequently to all living things, is to maintain multiple copies of the crucial
ribosomal DNA ("rDNA"). E. coli have seven copies, yeast have about one
hundred, and humans have more than five hundred.
This solution poses problems of its own. The activity of hundreds of identical
rDNA genes must be jointly regulated. The homogeneity of the genes must be
maintained. The number of rDNA copies must be kept close to the ideal.
The mechanisms evolved to handle these problems are complicated and often
counter-intuitive.
RDNA described
In the yeast Saccharomyces cerevisiae there are -100-200 tandem rDNA repeats
located at a single locus on chromosome XII ([1,2]) (see Figure 1). Each repeat is
about 9.lkbp in length, making rDNA the longest class of repeated sequence.
Ribosomal DNA genes are vital for efficient functioning of the cellular protein
synthesis machinery and as such are exceptionally highly conserved. Stability and
sequence homogeneity of the rDNA array is essential for function, and this is
achieved primarily by the mechanism of gene conversion ([3]).
The precise number of repeats is not only poorly established, but varies from cell
to cell in a single test tube. The number of repeats changes frequently because the
rDNA has a high rate of recombination that results in changes in the number of
repeats in roughly 1/30 reproductions [3].
2.4 Mb
tel CEN rDNA (-150 copies) tel
. . .............. ......
9.1 kb
IGS2 IGSI
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Figure 1 rDNA repeat locus in chromosomal
context, with insets showing structure of each
repeat. (Adapted from [4])
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The primary purpose of yeast rDNA's high recombination rate seems to be
maintaining homogeneity of the repeats. That every repeat has the same sequence
in a given cell is an assumption made by almost all papers that discuss rDNA. In
fact, the Yeast Genome Database gives only one copy of the rDNA repeat
sequence in its listing for Chromosome XII [5]. The reason for this is mostly
technological. With present sequencing technology it is not possible to sequence
each repeat in order, or to know which repeat a particular read has come from.
The Yeast Genome Database therefore gives the repeat consensus sequence, and
considers any rough sequences that differ from the consensus to be the result of
sequencing errors.
Aging and senescence
It was discovered only in the last decade that baker's yeast is a model organism
for aging and longevity research ([6]). A yeast mother cell produces only about 30
daughter cell buds before becoming senescent and dying. The study that
discovered this phenomenon determined that 100% of natural cell deaths could
be linked to one process: recombination in ribosomal DNA.
This thesis work was inspired by the link between rDNA and longevity research.
In particular, our focus on silencing and recombination was prompted by two
discoveries dealing with the impact of specific proteins on lifespan, both
described in the original aging research paper ([6]).
First was Sir2, a protein involved in all forms of transcriptional silencing in
baker's yeast. When an additional copy of Sir2 was added to the organism, its
average lifespan increased by 50%. This dramatic effect led us to study the
dynamics of silencing in greater detail.
Second was Fobl, a protein that binds to replication fork barrier (RFB) sites in the
rDNA, and has no other role. Elimination of Fobl from the genome resulted in a
remarkable 100% increase in lifespan. Further investigation of Fobl ([7]) revealed
that its only biochemical role is to greatly elevate the recombination rate in
ribosomal DNA. Its elimination results in no reduction in fecundity or other
pathology.
Fobl's role demonstrates a tradeoff between lifespan and the positive impact of
recombination. We will explore the dynamics of rDNA recombination, its
impact on sequence evolution, and the possible reasons this tradeoff is
evolutionarily beneficial.
Recombination and homogenization
=
1Z .
0
0
Figure 2 Mechanisms of repeat copy/loss: (cw from
top left) Unequal sister chromatid exchange; gene
conversion; single-strand annealing;
extrachromosomal rDNA circle. (Adapted from
[31)
The biochemistry of rDNA recombination is complicated; the most prevalent
mechanisms are illustrated in Figure 2. Unequal sister chromatid exchange results
in the parent having more repeats at the expense of the child, or vice versa. Gene
conversion results in one or more repeats being replaced, with possible change in
copy number ([3]).
Extrachromosal rDNA circles (ERCs) are a pathological result of recombination.
They reproduce independently of the chromosome, and preferentially segregate in
the mother cell. After ten generations, one ERC can become one thousand,
~__I _I I i 1__~_111_____
_______~_~_
I
effectively suffocating the cell in unnecessary DNA. ERC formation results in
the loss of one or more repeats. ERC recombination with the chromosome is
also common, potentially restoring more repeats than were originally lost.
Since the entire set of rDNA repeats is 1.5Mbp long and mutations occur at a rate
of 1/Gbp/generation [8], mutations occur somewhere in the rDNA more often
than once every 1000 generations. The rate of recombination (1/30 per cell per
generation, or 1/4500 per repeat per generation) is comparable to the rate of
mutation, so we would expect any yeast cell to have mutations in several rDNA
repeats. In addition, recombination can result in either deletion or copying of
mutated repeats, so a mutation that starts on just one repeat can be randomly
amplified to occur on many or even all other repeats (at which point it would
become the new consensus for that yeast strain). The number n of repeats bearing
a specific mutation undergoes a random walk as cells reproduce, eventually being
absorbed at 0 (when all instances of the mutation are eliminated) or 150 (when
the new consensus is achieved).
Repeat variation: pSNPs
We will use partial Single Nucleotide Polymorphism, or "pSNP" to refer to a
mutation in the rDNA that is present in a fraction of all repeats, but is not the
consensus sequence. In Chapter 2 we demonstrate their presence in S. cerevisiae;
pSNPs should be even more common in higher organisms, which have many
more rDNA repeats in tandem.
In S. cerevisiae, the rDNA array occupies -60% of chromosome XII ([9]). This
great size, coupled with its highly repetitive structure, prohibits accurate and
reliable sequence assembly of the entire array. When the genome sequence of the
first eukaryotic organism, S. cereisiae strain S288C, was determined, only the
sequences for the terminal left- and right-hand rDNA repeats were determined
([10]). Detection of repeat variation is difficult and even when found can easily
be overlooked or dismissed simply as sequencing errors. Evidence to indicate
that some degree of sequence variation can exist within yeast rDNA arrays comes
from two recent studies. In the yeast Clavispora lusitaniae, [11] discovered that
some strains display intra-genomic sequence heterogeneity in the D1/D2 variable
domains of the large-subunit rDNA. Likewise, in a phylogenetic analysis of
Saccharomyces sensu stricto strains, [12] found that repeated attempts to sequence
the PCR-amplified ITS region from the S. cerevisiae type strain (CBS 1171T) failed,
and commented that this strain appears to possess more than one ITS sequence
type.
With the advent of whole genome shotgun sequencing (WGSS), the opportunity
has arisen, not only to be able to search for variation within large repeat arrays
such as the rDNA, but also to quantify such variation should it be found. The
attraction of the WGSS approach is that, in theory, all regions of the target
genome receive equal coverage. Each repeat is equally likely to contribute to the
final dataset. This means that WGSS data is well-suited for determining the level
of sequence variation within a specific repeat array. Such an approach was used in
a recent cross-species study of fungal genomes by [13], who found that very little
sequence variation appeared to occur amongst the rDNA repeats of S. cerevisiae,
and that which did occur was evenly distributed. To investigate this is in greater
detail, we have analyzed the rDNA sequence for 35 different haploid strains of S.
cerevisiae obtained from the Saccharomyces Genome Resequencing Project
(SGRP) ([14]).
In Chapter 3 we demonstrate a complete map of variation in yeast rDNA. By
considering the variation statistically, we make many inferences about the
evolutionary history of pSNPs and their dynamics from generation to generation.
Silencing
The ribosomal DNA repeat array is one of three loci in S. cerevisiae that exhibit
transcriptional silencing, a position-dependent repression of promoter activity
[15]. Silencing serves many purposes in the rDNA beyond simple deactivation of
promoters. It is the major mode of regulation of rRNA transcription, permitting
no more than half of the approximately 150 35S genes to be active in any cell
[17,16]. It regulates the size and stability of the rDNA repeats [4]. And it
prevents the onset of aging-related pathology [6].
Older studies used Pol II as a proxy to study silent chromatin [19,18], while not
considering the importance of Pol II silencing in a locus thought to contain only
Pol I and III promoters. More recently the importance of Pol II silencing for
wild-type cells was demonstrated by the discovery of two Pol II promoters
present in the rDNA repeat. One promotes a mitochondrial protein with ORF
contained within the 35S gene [20]. The other is a bidirectional promoter not
associated with any ORFs, but implicated in regulating rDNA recombination [4].
Pol I promoters are observed to be binary in their activity: either strongly
activated or completely silent at any given time [17] (though the strength of
activation can be modulated [16]). It is not obvious that Pol II transcription
should also be binary. Silencing at the HMR and telomeric loci has been reported
to occur in intermediate stages [21], and Pol I and Pol II have very different
interactions with chromatin structure [17,22]. While Pol I transcription takes
place only in euchromatin, Pol II is capable of transcription through
heterochromatin, making the occurrence of leaky transcription during a silenced
state not implausible.
The connection between Pol I and Pol II silencing is also ambiguous. [23] shows
that, when a marker is inserted downstream of a Pol I promoter, greater silencing
is caused by greater Pol I activity. In a strain with reduced numbers of rDNA
repeats--and consequently no Pol I silencing at all-a Pol II marker is maximally
silenced, presumably by competition for access to the DNA. On the other hand,
[18] shows that Pol II silencing is dependent on the Sir2 protein, which silences
Pol I as well. So both the activity and absence of activity of a Pol I promoter
seems to be necessary for a downstream Pol II promoter to be silenced.
Previous work on rDNA silencing of Pol II ([25,18,23,24,19]) has exclusively used
weak promoters, observed at the population level with non-quantitative
measurement (i.e., observation of survival predicated on activity of essential
marker genes). Silencing in yeast rDNA is less well-characterized than in the
HMR and telomeric loci, due in part to its relative weakness. Here we present the
first study of rDNA silencing using a fluorescent reporter, and the first to use a
high-dynamic-range, tunable promoter. Fluorescence measurements are
performed on individual cells to make full statistical analyses possible.
In Chapter 4, we show that degree of silencing varies inversely with the strength
of the promoter. By examining many independent rDNA integration
transformants, we show that silencing strength is not constant over the rDNA
array; nor is recombinational activity.
We use noise analysis and Monte Carlo modeling to examine silencing dynamics
at short time scales. We consider four models for these dynamics and find that
only binary switching is consistent with observed fluorescence distributions. We
conclude that Pol II silencing in the rDNA, like Pol I silencing, switches between
active and inactive states approximately once per generation.
Chapter 2
PSNPS: VARIATION IN RDNA REPEATS
Finding pSNPs in a shotgun DNA library
If pSNPs in the rDNA are neglected in the official yeast genome sequence, we'll
have to look for them in the raw sequence data used to produce the consensus
sequence. While some letters will differ from the consensus due to sequencing
error, others will reflect real differences between rDNA repeats.
Evidence of these mutations can be found in a shotgun DNA database. Unlike
earlier whole-genome sequencing methods which iteratively extended regions of
known sequence, shotgun sequencing finds new stretches at random, assembling
them only later in a computationally intensive process.
The total length of sequences produced by a given shotgun sequencing effort
must be comparable to the size of the organism's genome for a complete picture
to be drawn. The ratio between sampled sequence length and genome size is
called "coverage". Coverage must be significantly greater than 1x if the intent is
to know every basepair with high confidence, but even fractional coverage is
useful for comparative genome studies.
For the study of pSNPs, we use a new S. cerevisiae shotgun DNA library produced
by the Sanger Institute for the Saccharomyces Genome Resequencing Project.
The project included 36 strains of S. cerevisiae drawn from soil, medical, bread and
wine samples around the world (see Figure 3).
Name ABI Sol454 Location Source Notes
273614X 0.9x RVI, Newcastle UK Clinical isolate (Fecal)
322134S 1.0x RVI, Newcastle UK Clinical isolate (Throat-sputum)
378604X 1.1x RVI. Newcastle UK Clinical isolate (Sputum)
BC187 0.7x Napa Valley, USA Barrel fermentation spore from UCD2120
DBVPG1106 0.7x Australia Grapes
DBVPG1373 1.3x Netherlands Soil
DBVPG1788 1.2x Finland Soil
DBVPG1853 1.0x Ethiopia White Tecc
DBVPG6040 0.9x Netherlands Fermenting fruit juice ex S. fructum
DBVPG6044 1.4x West Africa Bill wine ex S. manginii
DBVPG6765 3.3x Unknown Unknown ex S. boulardii
K11 0.9x Japan Shochu Sake strain Awamori-1
L-1374 1.0x Chile Wine
L-1528 1.2x Chile Wine
NCYC110 0.9x West Africa Ginger beer from Z. officinale ex S. chevalieri
NCYC361 0.7x Ireland Beer spoilage strain from wort ex S. diastaticus
S288c 1.2x + California, USA Rotting fig Lab strain
SK1 3.6x + USA Soil Lab strain
UWOPS03-461.4 1.0x Malaysia Nectar, Bertam palm Race uvarum
UWOPS05-217.3 1.0x Malaysia Nectar, Bertam palm Mel-
UWOPS05-227.2 1.Ox Malaysia Trigona, Bertam palm Mel+
UWOPS83-787.3 0.9x Bahamas Fruit, Opuntia stricta
UWOPS87-2421 1.0x Hawaii Cladode, Opuntia megacantha
W303 2.4x + Unknown Unknown Lab strain, Eurofan 64/A
Y12 0.9x Africa Palm wine strain NRRL-Y12663
Y55 3.8x + France Wine Lab strain
Y9 0.8x Japan Ragi (similar to sake wine) NRRL-Y5997
YGPM 1.5x California, USA Rotting fig Lab strain, same as S288c?
Yilc17-E5 1.0x Sauternes, France Wine no growth in minimal media
YJM975 1.0x Bergamo, Italy Clinical isolate (Vaginal)
YJM978 1.1x Bergamo, Italy Clinical isolate (Vaginal)
YJM981 0.8x Bergamo, Italy Clinical isolate (Vaginal)
YPS128 1.3x Pennsylvania, USA Oak
YPS606 1.6x Pennsylvania, USA Oak Pennsylvanian
YS2 0.7x Australia Baker strain
YS4 1.x Netherlands Baker strain
YS9 1.0x Singapore Baker strain Le Saffre
Figure 3 Yeast strains examined by the SGRP (from[14]). ABI column represents genome coverage.
RDNA-specific coverage is the number of repeats times the whole-genome
coverage, so most strains offer more than 100 chances per basepair to detect even
minor variation between repeats.
Processing raw data
Outline of approach
A shotgun sequence drawn from the rDNA is equally likely to have come from
any of 150 repeats. Suppose we want to look for mutations that have occurred in
a specific part of the consensus sequence, say GATACATGTCTTGATAATGT.
(This is unrealistically short, but demonstrates the principle.) We can BLAST [26]
the shotgun library with this sequence (and, in practice, a surrounding buffer
sequence to reduce false positives), permitting substitutions. The hits are then
lined up like this:
ttttctggctcattgatagattgttGATACATTTCTTGATAATGTtgcatatcagtaacg
ttgttGATACATTTCTTGATAATGTtgcatatcagtaacgtaacc
tGATACATTTCTTGATAATGTtgcatatcagtaa
tttctggctcattgatagattgttGATACATTTCTTGATCATGT
ttGATACATTTCTTGATAATGTtgcatatcagtaac
agattgttGATACATTTCTTGATAATGTtgcatatcagt
ctcattgatagattgttGATACATTTCTTGATAATGTtgcatatcagtaac
atagattgttGATACATTTCTTGATAATGTtgcatatcagtaacgtaaccctt
ttctggctcattgatagattgttGATACATTTCTTGATAATGTtgcatatcagtaac
ctcattgatagattgttGATACATTTCTTGATAATGTtgcata
tttctggctcattgatagattgttGATACATTTCTTGATAATGTtgcatatcagtaacgtaac
attgatagattgttGATACATTTCTTGATAATGTtgcatatcagtaacgtaaccc
gattgttGATACATTTCTTGATCATGTtgcatatcagtaacgtaaccc
ttGATACATTTCTTGATAATGTtgcatatcagtaacgt
Consensus mutations, like the T in red, are substitutions seen in every hit. These
would be considered traditional SNPs. "Partial" mutations (mutations that have
spread to only a fraction of the repeats) like the cyan C's are apparent when some
hits differ from others in a given position. These are what we refer to as pSNPs.
The SGRP shotgun database for baker's yeast, containing sequences and quality
scores for 36 different strains, is publicly available at [27]. A local installation of
BLAST was used to find all instances of each target sequence in the shotgun
library. By sliding the target sequence window across the entire consensus rDNA
sequence we found all the shotgun fragments containing snippets of rDNA.
Strain: ScDB53
Position along rDNA repeat (bp) xl e+4
Figure 4 PSNP map for S. cerevisiae strain
ScDB53. Disagreement ratio (blue) is fraction of
alignments differing from the consensus. Total
coverage (green) is the number of fragments
covering each position.
The resulting alignments for each strain were compared to the consensus
sequence. A typical result is shown in Figure 4. The shotgun coverage of this
strain's rDNA varies from 25x to 150x, making it possible to detect prominent
disagreements from consensus, but not to distinguish, say, 40 out of 150 repeats
in disagreement from 41 out of 150.
In this strain, several positions show 100% disagreement with the canonical yeast
sequence. These are traditional SNPs. Hundreds of positions show very minor
disagreement. These could be pSNPs, but are more likely to be sequencing errors,
since they each represent a disagreement in only one alignment. Some positions,
though, show repeated disagreement, where 20% to 40% of the repeats sampled
exhibit different nucleotides than the consensus. These positions may reliably be
considered pSNPs.
For the most part, level of shotgun coverage varies continuously with position as
some shotgun reads come to an end and others begin. Smaller regions exhibit
discontinuous extent of coverage, dropping by as much as 80% from peak values.
These are regions in which a significant fraction of repeats have insertions or
deletions relative to the official rDNA consensus sequence. Dealing with indels is
possible but much more complicated, and is discussed below in "Detailed
Approach". Until then we focus on substitutions, which are more common for a
majority of positions.
Improving data with quality scores
Shotgun databases are rife with sequencing errors, relying on repeated coverage to
get reliable sequences. How do we distinguish pSNPs, which may occur in just
one out of 150 repeats, from these frequent errors?
One way is to look for substitutions that occur multiple times identically, like the
C's in the example above. Another way is to look at quality scores published along
with the shotgun database, which indicate the estimated error rate at each position
in the sequence. Even a single shotgun sequence containing a substitution can be
a reliable indicator of a pSNP if that substitution has a high quality score.
Quality scores are given as integers ranging from 0 to 60, nominally giving the
probability of sequencing error as P(error) =lO -1q/l [28]. This estimate is
determined heuristically from the sequencing machine's fluorescence
measurements, and can not be given too much credibility as an absolute figure
[29]. However, it is useful as an indicator of the relative reliability of a given
sequence. We start with a limit of q>30, or approximately 1/1000 errors at worst.
A more sophisticated filter can be applied subsequently based on the results.
GATACAT TT CTT GATA GTG T
55553656334553352366
68261060312855276800
GATACATTTCTT GATAATGT
45552645 4 4 5 6 5 4 53 5 3 6 6
41088000620031562000
GATACATTT CTT GATAATGT
43545366535545435555
73978900881831233819
GATACAT TT CTT GATCATGT
54423355565553463365
7887 6092806894007 609
GATACATTTCTTGATAATGT
55564454355 6 4 6 6 4 5 5 5 6
95605355199040049920
Figure 5 Demonstration of quality scores associated
with different reads covering same window of
rDNA. Under q>30 filter, C is accepted as a
probable pSNP, but G is rejected.
BLAST is not designed to interface with quality score databases, so it was
necessary to design a script to retrieve the quality scores associated with the
results of local BLAST alignments.
Strain: ScDB53
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Figure 6 PSNP map for ScDB53 after application of
quality score filter. Quality coverage (red) is the number
of alignments at each position that satisfi the q>30
criteria.
Figure 6 shows the result of applying the quality filter to the data from Figure 4.
High-quality coverage is nearly as frequent as total coverage, but the number of
positions disagreeing in a single alignment has dropped almost to zero. Those that
remain are much more likely to represent real pSNPs. In particular, positions
where multiple reads provide evidence of variation hold up to stringent filtering.
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Figure 7 PSNP disagreement maps for 14 yeast
strains, plotted against an annotation of the rDNA
repeat sequence. (Peak heights exagerated for
visibility.)
Figure 7 shows the result of the same analysis applied to a selection of 14 strains
from the shotgun database. The results are striking. Many pSNP positions are
shared by multiple strains. Some positions have a mix of pSNPs and SNPs, where
one strain achieved a new consensus sequence while another strain is still engaged
in a random walk.
Figure 7 also illustrates those positions in the rDNA where mutations are most
likely to be neutral. Deleterious mutations, even in these highly redundant genes,
are removed from the population very quickly by selection. Neutral mutations are
homogenized by recombination, but much more slowly. Consequently, the exons
of the highly conserved 35S gene (the 25S, 5.8S, and 18S fragments) have a small
number of pSNPs and no SNPs, whereas the introns and non-transcribed regions
have a relatively large number of targets for neutral mutation.
In the NTS2 region especially, an analysis of substitutions tells only part of the
story. Our later consideration of indels will be necessary to describe the majority
of variation in this poorly conserved region.
Figure 7 leaves open the question of whether each position with a pSNP arose
from a single mutation event-in which case there will be one of only two letters
represented in any strain at that position-or whether a mixing of three or more
letters is present. The latter case would suggest either a much higher mutation rate
than is plausible, or sequencing errors that got past the filter. Either scenario
would complicate our analysis.
To answer this question we used the pSNP data to produce a "fingerprint" plot,
focusing on only those positions that varied significantly between strains. This
plot, shown in Figure 8, is color-coded to show the fraction of each letter
observed at positions that varied significantly.
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Figure 8 PSNP fingerprint chart. Bars represent
fraction of repeats (exagerated for visibility)
containing each letter (ACTG), with one position
represented per column. Gaps are due to insertions
and deletions. Strains are ordered roughly by
similarity.
This plot reinforces our basic assumptions about the origins and propagation of
pSNPs. In every case but one (possibly a remaining sequencing error), only two
nucleotides are represented per position. Clearly, the evolution of an rDNA
consensus sequence from one letter to another is carried out by intermediates
with a mixture of letters. The shotgun DNA library provides an excellent
snapshot of evolution in action.
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Detailed approach
Several factors make the discovery of SNPs and pSNPs across multiple yeast
strains a difficult task. First is distinguishing reads that are part of the rDNA
from those that are part of the rest of the genome. Though rDNA makes up
more than 10% of all chromosomal DNA in yeast, in terms of unique sequences
(non-repeated regions) it is only 0.1%.
Second is the presence of low-complexity regions. Though most rDNA sequence
is highly conserved functional elements, small regions remain that consist of low-
complexity long strings of repeated letters. A naive approach to identifying reads
containing rDNA letters would accept any read containing similar low-complexity
regions from elsewhere in the genome (such as telomeric sequences).
Third is the nature of shotgun sequencing errors. High or low quality scores tend
to occur in long stretches, and the probability of errors at positions within these
stretches is not necessarily independent [29]. Consequently, a read drawn from
the rDNA might have non-contiguous regions of useful data, separated by
regions of wholly spurious calls.
Fourth is the difficulty of dealing with insertions and deletions. The optimal
alignment of two sequences can be ambiguous. If GAAT is aligned with
GAAAT, any of {G-AAT, GA-AT, GAA-T} are equally valid alignments. For
proper comparison of insertions and deletions across repeats and across strains,
though, it is necessary to ensure that the same result is returned every time an
ambiguous sub-alignment is encountered.
In theory, most of these issues can be resolved by the application of multiple
alignment. Applied across all reads for all strains, multiple alignments would 1)
align rDNA reads with rDNA reads, and all other reads with each other, making
identification of rDNA reads simple; 2) use the context of nearby high-
complexity regions to correctly associate low-complexity regions; 3) align high
quality regions while leaving gaps for long erroneous stretches; 4) arrange
ambiguous insertions and deletions in such a way as to maximize agreement over
all repeats.
Unfortunately, multiple alignment is extremely computationally expensive.
Optimal multiple alignment is Turing complete, and even the fastest heuristic
algorithms require O(N 2 ) in both time and space [30]. The whole SGRP dataset
contains over 1,000,000 reads. Even restricting the problem to those reads
covering a single basepair in the rDNA (about 10,000) is infeasible for any
modern personal computer.
We therefore use the much faster BLAST (Basic Local Alignment and Search
Tool) for those aspects of the problem that can be handled by local alignment to
the rDNA consensus sequence (1, 2, and aspects of 3) and solve the rest of 3 and
the otherwise intractable 4 using the more powerful MUSCLE (MUltiple
Sequence Comparison by Log-Expectation) for the restricted problem it is most
suited for.
Processing stages
BLAST was used to identify and tentatively align reads containing rDNA
sequences, and MUSCLE [30] to perform a multiple alignment of the results
across all strains. Script parameters and quality score filters were selected to
minimize the introduction of non-rDNA or erroneous sequences being
introduced into the final multiple alignments.
The raw reads were processed in three stages. In the first stage, all reads
containing sequences from the rDNA were identified by BLASTing the WGS
database. Using the 9137bp consensus sequence (derived from strain S288c [5]),
a series of 100bp query sequences were selected at 20bp sliding intervals. These
sequences were used for gapped BLAST queries against the entire database. At
this stage, the resulting alignments were used only to determine whether a given
matching read should be added to the set of reads believed to contain rDNA. A
stringent requirement that the alignment span at least 70bp of the 100bp query,
and have no more than 30 mismatches, was used to ensure than no similar short
sequences from outside the rDNA are accepted.
The accepted reads from stage 1 were assembled into a fresh database and
formatted for BLAST searching. In the second stage, less stringent BLAST
searches were performed to find alignments that may be quite divergent from the
S288c template. Whereas default parameters were used in stage 1, minimal values
for gap opening (-3), gap extension (-1), mismatch (-1) and extension penalty (1)
were used to permit alignments even in cases of extreme divergence and
sequencing errors. The intent in this stage was not to produce a biologically
plausible alignment-indeed, the unusual scoring parameters were unsuited for
that purpose-but rather to extract from each read a region of maximal length
that plausibly contains the sequence window of interest.
The same series of queries as in stage 1 were used in this stage. The central 20bp
of each query were considered the target for pSNP analysis. The remaining 40bp
on either side of the target were buffer sequences used to ensure specificity of the
BLAST searches. Complete coverage of the rDNA was ensured by this sliding
window technique.
BLAST alignments in the second stage were accepted if they spanned at least
62bp of the query. All alignments for a given target were collected for
subsequent multiple alignment using MUSCLE, to ensure that ambiguous
insertions and deletions were treated identically across all strains.
The multiple alignment step (stage 3) would have been prohibitively slow if
carried out for more than 10,000 local reads simultaneously in their entirety
(typically longer than 1000 bp), but was very fast when performed on short local
alignments no more than 100bp long. Efficiency was further increased by
removing redundant reads from the alignment. Very few reads are identical in
their entirety-they differ in start and end point at the very least-but the
majority of 100 bp substrings for a particular window of interest are identical.
Typically less than 10% of substrings needed to be considered for multiple
alignment in order to treat every distinct case.
In combination, the preprocessing to find local alignment windows with distinct
substrings made the multiple alignment step over 100x faster-a difference
between hours and weeks of processor time. Finding all distinct 100bp local
alignments was also made faster using hashing for rapid repeated comparison.
MUSCLE, with default parameters, was used for these multiple alignments. The
original BLAST window query was added to the stack of read fragments to be
aligned so that the output can be compared to the original template sequence (as
shown in Figure 9). Gaps in the template correspond to insertions in one or
more aligned reads. Gaps in other reads not also present in the template
correspond to deletions in those reads.
ATGAAGCACAT--TGTC-CGG--GCAAAT 
---- CC-TTTCACGCT
--------AAC--TGTC-CGG--GCAAAT 
---- CC-TTTCACGCT
----- GCAAAT--TGTC-CGG--GCAAAT 
---- CC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--GCAAAT --- -CC-TTTCACGCT
----AGCAAAT--TGTC-CGG--GC-AAT 
---- CC-TTTCACGCT
ATGAAGCAAT---TGTC-CGG--GC-AAT 
---- CC-TTTCACGCT
ATGAAGTAAAT--TGTC-CGG--GCAAAT 
---- CC-TTTCACGCT
-TGAAGCAAAT--TGTC-CGG--GCAAAT 
---- CC-TTTCACGCT
ATGAAGCAAAA--AGTC-CGG--GCAAAT --- -CC-TTTCACGCT
--------AAC--TGTC-CGG--GCAAAT 
---- CC-TTTC-CGCT
--------------------------- AT----CC-TTTC-CGCT
ATGAAGCAAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
------------------------- AAAT ---- CC-TTTCACGCT
---------------------------- T ---- CC-TTTCACGCT
ATGAAG-AAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--GCAAATAAATCC-TTTCACGCT
--------------------------- AT----CC-TTTC-CGCT
-------------------------- AAT ---- CC-TTTC-CGCT
--------AAC--TGTC-CGG--GCAAAT 
---- CC-TTTC-CGCT
ATGAAGCAAAC--TGTC-CGG--GCAAAT- 
--- CC-TTTCACGCT
-TGAAGCAAT---TGTC-CGG--GCAAAT 
----CC-TTTCACGCT
ATGAAGCAAAC--TGTC-CGG--TCAAAT 
---- CC-TTTCACGCT
Figure 9 Partial screen capture of MUSCLE
multiple alignment output. Blue row is consensus
rDNA template used as basis for alignment; all
other rows are fragments of actual rDNA reads.
Each multiple alignment corresponds to one 20bp target sequence, so the parts of
the alignment extending beyond this target (into the buffers) were subsequently
cropped. What remained was a set of 20 columns showing, for each letter of the
consensus rDNA sequence, all variation present in the various repeats selected at
random for sequencing.
To be able to refer consistently to the position of variations in different strains,
we needed a mapping between positions in those strains (not necessarily 9137 bp
in rDNA length) and positions in the consensus. The multiple alignment output
provided a natural framework to determine this mapping. Deletions were
considered to be variations in the column containing the missing letter.
Insertions were assigned to the column containing the last consensus letter in the
5' direction.
Careful steps were needed to distinguish real sequence variation from variation
introduced by sequencing errors. Because each read from the rDNA came from
a random repeat, and no repeat was necessarily sequenced more than once, it was
impossible to say with certainty whether a substitution or indel found in a single
read represents a real variant repeat.
Quality scores reconsidered
The heuristic evaluation of quality that lies behind PHRED quality scores was
developed by sequencing a known sequence over and over again, and examining
what properties in the resulting fluorescence trajectories were most correlated
with errors [28]. We now ask the question, do positions with a given quality score
actually demonstrate errors with the expected frequency?
Ribosomal DNA is uniquely well-suited to post-facto evaluation of quality score
correctness. Well established, long parts of the rDNA are extremely well-
conserved, which satisfies the criteria that the same known sequence should be
used as a testbed. The effective coverage of the rDNA by the SGRP is over
1000x, so the number of repeated sequencings of the same region is statistically
significant.
We chose the 25S region of the rDNA for our post-facto quality score analysis
(see Figure 10) because it is the longest contiguous highly conserved region. We
will assume for now that this region is pe~fect conserved, and later show that the
assumption need be true only approximately for the implications to be valid.
25S 5.8S 18S 5S
! ITS,2 ITS1 fNTS2 "  NTS1terminator promoter
Figure 10 Highly conserved region of rDNA
chosen for post-facto quality score analysis.
A quality score q between 0 and 60 attributed to each letter of the reads indicates
an estimated sequencing error probability of 10 -q/o . Rather than taking this as
given, we instead count the number of observations of each score q (Figure 11)
and the number of times a sequencing error was made at a position with that
ascribed quality. For instance, Figure 12 shows the frequency of substitution
errors at each quality score. A substitution error in this case is considered to be
any position at which the read differs from the consensus.
:le+6 Histogram of all observed q-scores
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Quality score (q)
Figure 11 Distribution of observed quality scores
over all strains for the selected region of rDNA.
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Figure 12 Frequency of observation of substitution
errors at each quality score q.
The highest quality score observed for this dataset is 56; the distribution of
observed scores is characteristic of each sequencing project and differs
significantly for, for instance, the S. bayanus shotgun database (data not shown).
Quality scores are not conventionally used to determine the probability of a false
insertion or deletion; a next-generation system would probably attribute three
scores to each position, the latter two scores indicating the chance that a letter
was missed or spuriously added. Nevertheless, we can jury-rig the system by
Ihhh
attributing the same q-score to all three possibilities, and applying the same post-
facto analysis to each.
When we observe mistaken deletions or insertions in the shotgun reads, there is
some ambiguity as to what q-score applies. For consistency, we made the
following decisions: deletions were assigned the lower of the scores of their
adjacent letters; insertions are assigned the lowest of the scores of their
component letters. This choice is supported by previous results showing that the
minimum score in a small window tends to characterize the probability of any
mistakes having been made in the entire window [29].
Figure 13 shows, for each q-score bin, the ratio of number of errors to total
number of observations. This is done for each category of errors: substitutions
("singlets"), insertions, and deletions. For comparison, the line expected under
the official quality score definition is shown, as well as "best fit" lines. (The best
fit algorithm used tended to overemphasize low scores, and should not be given
too much significance.)
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Figure 13 Observed error rates of three types
compared to official meaning imputed to q values.
The first striking feature of Figure 13 is that the probability of sequencing error is
monotonically decreasing with q-score, for all three error categories. Second is
that the observed error rates for insertions and deletions make a curve no less
smooth than that for substitutions-the kind of error for which PHRED scores
are tuned. The implication is that PHRED scores are strongly predictive of indel
error rates, with just as high reliability as their traditional application to
substitutions.
This result is important for our further study of pSNPs. More importantly, it has
important implications for all projects that have ever used PHRED scores
without systematically considering the probability of indels.
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Two more points should be made about Figure 13. First, the plots of all three
observed error rates are lower than the official error rate for q-scores lower than
40. This seems surprising for substitutions especially. This phenomenon is not
restricted to the SGRP, but is observed for, for example, the S. bayanus shotgun
database as well (data not shown). The most likely explanation is observation
bias. Reads used in this study were chosen because they contained recognizable
rDNA sequence data. Reads for which long stretches of calls were made
incorrectly were naturally rejected by this approach regardless of their called
quality, biasing the observed error rates. More careful study would be necessary
to see if the called quality scores were systematically too low.
Second, it should be noted that observed error rates of all three kinds level out
around q>4 0 and get no better than one error in 100,000. Expert opinion holds
that this is due to limitations in stages of the sequencing unrelated to PHRED
calls (such as clonal amplification) and are not demonstrative of bias ([31]).
We can now justify the assumption made earlier that the subset of rDNA we
chose to analyze is perfectly conserved. To the extent that was not true,
observation of real pSNPs would be scattered uniformly at random over the
shotgun reads, irrespective of quality score. The impact on Figure 13 would be to
cause a minimum background level of apparent errors for every quality score.
But we have shown that the observed background rate is explained by
technological limitations, and so the impact of real pSNPs is negligible.
Applying extended quality scores
Having very carefully evaluated and verified the error rates of our raw data, we
were able to choose quality score filters less arbitrarily than our earlier choice of
q> 3 0.
Figure 14 tries to answer the question, what quality score threshold is necessary to
admit zero (expected) false positive pSNPs into the processed dataset? We
assumed that errors are not correlated across reads-reasonably, since they are
sequenced independently-and, to be conservative, that the official error rate was
correct for all error types. The blue curve gives the expected number of false
pSNPs admitted in in that case under each possible quality threshold.
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Figure 14 For each possibly quality score threshold,
how many errors of a given type are expected over
the entire rDNA dataset?
Disappointingly, no threshold is sufficiently stringent to remdve all false positives.
We therefore adopted an even more stringent criterion.
A candidate pSNP is accepted if it appears in two or more reads (in any strains) if
all instances had quality scores greater than 38, or appears in three or more reads
if all scores are greater than 25. These thresholds are chosen so that the expected
number (assuming accurate score assessment) of false positives across all strains is
less than one-as demonstrated by the one-crossings in the figure. Note that this
is an extremely conservative criterion, since there is no reason for identical errors to
be made in multiple reads. Nevertheless, it makes good sense to require
concurring evidence to be certain of any kind of SNP.
This criterion will be used subsequently in all results unless noted otherwise.
Figure 15 shows the same yeast strain maps as in Figure 6 with all three kinds of
variation from the consensus. In addition to insertions and deletions, new
substitutions have been discovered in regions where ungapped BLAST was
unable to recognize sequence similarity.
Maps for all 36 strains under study are printed in the Appendix.
Strain: ScDB53
Position along rDNA repeat (bp)
Figure 15 Map of example yeast strain showing
substitutions (blue), deletions (red) and insertions
(yellow), as well as reduced coverage due to
stringent quality filters (green).
Sources of systematic error
An assumption underlying subsequent analysis is that reads cover the rDNA
sample with uniform probability from each repeat. The assumption of uniform
sampling is verified by the SGRP for the rest of the genome ([14]), but is difficult
to test independently for long, repetitious regions such as rDNA.
Intra-repeat coverage should also be relatively uniform, though, and that property
was readily checked by eye for the strains under consideration.
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Figure 16 Coverage map for YGPM
A 1 I
Alone of all the strains, the coverage map for YGPM (Figure 16) was found to be
strangly non-uniform. Upon further investigation, the coverage map for the
entire genome was discovered to be similarly skewed, and YGPM was dropped
from the initial report (in publication). It will be neglected in our subsequent
results as well.
Another criterion for verification of processed data correctness is that reads
exhibiting variation from the consensus should be distributed at random over all
reads for a given strain. If 5% of repeats differ from the consensus at one
position, there is no reason to expect shotgun fragments carrying those 5% of
repeats to be sent through the sequencing machines in a clump. Clumping in
ID# space is indicative of contamination or other problems.
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Figure 17 For strain Sp1528, all positions that
differ from the consensus are plotted against
shotgun read ID#, with colors representing AGC
and T.
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Figure 17 demonstrates that strain Sp1528 violates our criterion. For ID#'s just
above 2.0 on the plot, reads differing from the consensus at many positions
cluster in a highly non-uniform way. No other strain exhibited this much
clumping, so Sp1528 was rejected.
Strain: Sp1528
Figure 18 Coverage and variation map for Sp1528.
Chapter 3
PSNPS: IMPLICATIONS
Introduction
If we could know the exact sequence of every cell of S. cerevisiae on the planet, we
would be able to infer the progression of every mutation in the rDNA, from
origin to random walk to absorption. The dynamics of rDNA evolution would
be an open book--which positions are conserved and how strongly, the
regulation of repeat array length, the conflict of mutation vs. homogenization.
Having just 34 strains at our disposal, we will use a statistical approach to address
those issues. These strains (itemized in Figure 3), come from a cross-section of
locations and environments that represents, if not a completely random sampling,
then one that can be treated as representative for drawing inferences.
Phenomenology of pSNPs
We discussed in Chapter 1 a recent paper ([13]) finding a very low level of
sequence variation in yeast rDNA, uniformly distributed over the repeat
sequence. Our own data contradicts this conclusion. Contrary to expectation, we
discovered that the level of variation within the S. cerevisiae rDNA repeat arrays
was significantly higher, differed markedly between different strains, and varied
dramatically in patterns corresponding to known functional elements.
Figure 19a is based on the combined sequence data for all 34 strains and shows
the distribution of polymorphic sites found in the S. cerevisiae rDNA repeat. In
total, 606 polymorphic sites were identified, representing -6.6% of the entire
repeat sequence. The majority of these sites (-71%) are concentrated in the non-
coding intergenic spacer (IGS) region (also referred to as the non-transcribed
spacer regions): 225 sites in IGS1 (NTS1) and 202 sites in IGS2 (NTS2) (Figure
19a).
In comparison, [13] identified a total of only 4 polymorphisms, all regarded to be
of high confidence by the authors, in S. cerevisiae; two located in the large-subunit
rDNA, one in IGS1 (NTS1) and one in ITS2. None of these were detected in
the present study. It is believed that these are specific to RM11-la, the S. cerevisiae
strain sequenced by the Broad Institute as part of the Fungal Genome Initiative
(FGI) ([32]) and included in the [13] study.
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Figure 21 Entropy over all strains, taking into
account both SNPs and pSNPs in a way that is
comparable to conservation plot for proteins.
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Figure 22 Enlarged views of entropy over all
strains, showing functionally significant elements in
poorly conserved spacer regions.
To examine the rDNA sequence variation further, we subdivided the
polymorphisms into five categories: transitions, transversions, insertions,
deletions and complex mutations. The latter category was used to accommodate
any nucleotide positions where different strains possessed differing types of
mutation. For instance, in IGS2, DBVPG 1853 (isolated from White Tecc in
Ethiopia) was found to possess a G--C transversion at position 8581, whereas all
other strains possess a G-+A transition. Perhaps not surprisingly, transitions were
found to be the most abundant form of mutation, and represented 41% of all the
sequence variation detected in the S. cerevisiae rDNA repeat (Figure 19a).
The number of pSNPs found ranged from 8 (strain DBVPG 1788) to 212 (strain
UWOPS83-787-3) polymorphic sites. The rDNA repeat was also observed to
vary in length between strains, ranging from 9083 bp in the three Malaysian
strains (viz. UWOPS03-461.4, UWOPS05-217.3 and UWOPS05-227.2) to 9147
bp in the clinical isolate 273614N. Most of this length variation, both between
and within strains, can be accounted for by variable length polyA and polyT tracts
found within the IGS1 region, in which 55% of all deletions (i.e. 86 out of 155
sites) are found.
Implication of pSNP position distribution
The relative sparseness of pSNPs in the rRNA genes brings into question the
conclusion of [13] that elevated recombination rates are necessary to maintain
homogeneity of the rDNA gene products. If recombination were the primary
mechanism for preventing variation in these regions, there would be a uniform
rate of pSNP activity at all positions-not the strongly position-dependent
activity we observe.
From Figure 20 we observe that not only are pSNPs infrequent in the gene-
encoding regions, but they occur only on small numbers of repeats (which results
in low entropy). We conclude that these positions are strongly preserved by
natural selection. Recombination alone would not prevent new pSNPs from
propagating to multiple repeats. Though the large number of rDNA repeats
would seem to provide redundancy, natural selection is sufficient to keep damage
from accumulating.
What then is the evolutionary purpose of dramatically elevated recombination
rates? Though speculating about evolution can never be done with confidence,
we propose that, while not necessary for the removal of deleterious mutations, it
serves a crucial role in propagating beneficial mutations. Independently
discovering the same beneficial mutation 150 times would take much longer than
the rapid deployment made possible by recombinational shuffling combined with
natural selection.
Evidence of mosaicism
An as-yet unpublished result of the SGRP ([14]) examines the inferred genetic
histories of the sequenced yeast strains. Unlike the phylogenetic trees of well-
differentiated species, which diverge but never converge, the tree for a group of
strains converges when members of two branches mate.
S. cerevisiae strains seem to fall into two categories: well defined lineages with equi-
divergence from each other over the whole genome (referred to as "structured",
and then mosaics of these ("mosaic" strains) that resulted from past mating
events. When phylogenies are computed independently for different stretches of
genome, structured strains are fixed in relation to each other, while mosaic strains
jump about depending on which parent contributed each bit of DNA.
In the structured category, there is an African lineage, a Saki lineage, a North
American lineage, a Malaysian lineage and a Hawaiian lineage. These lineages
diverged historically, and thereafter remained geographically isolated.
The remaining strains--the clinical, baking, wine, spoilage and other strains close
to human activities--seem to be mosaics of several of the well defined lineages as
well as of each other. Human activity spread these strains around the world and
provided ample opportunity for mating.
Classifying with pSNPs
The conventional analysis used to distinguish structured from mosaic strains is
complicated and difficult to automate. It would be valuable to have a simpler
classifier. PSNP analysis gives rise to a readily computed, intuitive heuristic.
It is not at first obvious why there should be any relationship between mosaicism
and pSNPs. After all, pSNPs rise and fall in a battle of mutation vs.
recombination, so a mating event that doesn't effect either of those things should
have no impact on their distribution.
Mating events, however, provide a way for pSNPs to arise that we have not
previously considered. In the cells that result from mating, crossover results in
about half of all rDNA repeats coming from one parent, and half from the other.
Significant variation in those ratios is possible, but since the rDNA array totals
1.5Mbp, some crossover is inevitable.
Though rRNA genes are highly conserved, the NTS regions vary rapidly, and so
parents are likely to vary in their consensus rDNA sequences. After mating, this
variation is reflected in the repeats: some resembling one parent, some from the
other. Thus, mating events give rise to pSNPs at every position at which the
parents differed from each other. Unlike pSNPs that arise from a point mutation,
these pSNPs start with a substantial number of copies. That makes it easier for
them to survive for many generations, and be observed in present-day mosaic
strains.
We concluded that both structured and mosaic strains have a background level of
pSNP activity, but mosaic strains have an additional number of pSNPs
contributed during the mating event. Though both the background number and
the number added by mating can vary significantly, the average mosaic strain has
more pSNPs than the average structured strain.
Figure 23 shows the result of using this approach to sort the SGRP strains by
pSNP count. In the right colum is pSNP count; in the left, strain name, with blue
representing structured strains and red for mosaic strains. The heat map shows
the distribution of pSNP counts by position along the rDNA.
Figure 23 The strains are sorted by pSNP count.
The heat map color represents binned pSNP
counts along the rDNA sequence. Mosaic vs.
structured is indicated by blue or red in the left
column, and total pSNP counts (substitutions only)
are in the right column. Perfect separation is not
quite achieved, but performance is as good as that
of more sophisticated approaches.
Sorting using the simple pSNP count statistic results in good, but not perfect,
separation of strains into the two categories. Below we discuss some more
sophisticated strategies, and reasons why classification using pSNPs might fail.
Alternative classification schemes
Consider a strain with pSNP A on some fraction of its repeats. A second pSNP
B is introduced. There are two possibilities: 1) B occurs on a repeat already
having A. In this case, A will be present at every repeat that has B, forever. Or,
2) B occurs at a repeat not having A, in which case the two will never be on the
same repeat.
What distinguishes mosaic pSNPs is that their co-occurrence is perfect (unless
subsequent mutation eliminates an instance at a particular repeat), whereas
structured pSNP pairs have some repeats with one, some with the other, and
some with neither (unless A and B started on the same repeat at the same time).
Since both parenthesized events are very rare, this is a promising test for mosaic
vs. structured pSNPs (see Figure 24).
Even mosaic strains will have some pSNPs with structured character, but
structured strains should have 0 or very few pSNPs with apparently "mosaic
character" as described.
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Figure 24 Conceptual diagram of pSNPs with
structured vs. mosaic character.
For each strain, we found all pairs of pSNPs with shared coverage by at least 20
reads. (The approach was tried as well with 10 reads, with little difference.) Also
counted was how many of the pairs had mosaic character (pSNP co-occurrence
perfectly correlated). From these, fraction of pairs with mosaic character was
calculated.
Compared to the pSNP count criterion, none of the new approaches did as well.
Mosaic character pair count achieves partial separation, but the other approaches
were little better than random.
It should be noted that we have no reason to expect that separation should be
possible using rDNA alone. If the mating took place long enough ago, or the
crossover disproportionately selected one parent's repeats over the other's, or the
parents had similar rDNA, no artifact would remain in the present.
That said, some factors that could lead to false classification are:
* Insufficient coverage. UWOPS87-2421, a mosaic strain, has such low
coverage that most pSNPs are missed, including those that might suggest
mosaic character.
* Clumped mutations. If a structured strain has many substitutions on a
single read, those substitutions are probably within a 50bp window,
suggesting a localized event (in either a single repeat, or a single
sequencing error) that affected many nearby letters. Mosaic strains, on
the other hand, have correlated pSNPs scattered up to hundreds of bp
away, as far as is possible on a single read.
* One bad read. Structured strains with many correlated pSNPs often have
all of them on just a single read. If we require two reads in agreement, all
of the strains that were previously mentioned with 100% mosaic quality
revert to a fraction more consistent with their structured nature.
However, that more stringent requirement eliminates the only evidence
supporting the mosaicism of low-coverage mosaic strains.
Based on these observations, a number of approaches were tried. The most
successful was a weighted sum over pSNP pairs with mosaic character. Each pair
was weighted as a product of a) distance between the letters; and b) number of
concurring reads.
This was quite effective, leaving only 3 misclassified strains, one of which had
such low rDNA coverage as to make classification hopeless. Given that this
approach is very complicated, however, there is insufficient reason to use it rather
than the simpler pSNP count method.
It should be noted for potential future work that an implication of the analysis of
"mosaic character" is that for strongly mosaic strains, the original rDNA
consensus of both parents can be plausibly determined.
RDNA repeat diversity loss
Consider recombination and gene conversion events, which can amplify or delete
one or more repeats in the rDNA array, in terms of a simplified model: one
repeat (chosen at random) overwrites another repeat (also chosen at random).
Call that a "unit recombination event", or URE. In reality there is a sequence of
amplification and deletion events, but since on average the number of repeats
does not change, we can discuss progress in evolutionary time in terms of our
unit recombination events.
Suppose we start with 100 distinctly labeled repeats, each possibly bearing its own
distinct pSNPs. As UREs accumulate, the original diversity is gradually lost.
Though new mutations will occur, they will almost never duplicate the original
distinct pSNP patterns. Eventually a point is reached where all 100 repeats of the
current generation are descended from a single repeat of the original generation.
At that point, the entire diversity of the original ancestor repeats has been lost,
and there will be 0% similarity between the repeat pattern of this descendant and
another, parallel descendant (or slightly higher than 0% due to new mutations).
Call this the "complete fixation time".
The number of UREs necessary to bring about complete fixation can vary
dramatically depending on which repeats are chosen randomly for overwriting.
Figure 25 shows the distribution of times under the simple model described.
Most strains that have undergone more than - 10,000 UREs (with about 1 URE
taking place every 30 generations) will have unrelated pSNP patterns, though a
smaller fraction will be related for much longer.
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Figure 25 Distribution of complete fixation times
under simple URE model.
The model predicts that strains separated by a sufficient number of generations
would tend to have almost exactly zero pSNPs in common, and those just
recently separated will have at least some pSNPs in common. (Not necessarily
more pSNPs, because partial diversity loss occurs very quickly.) This proposition
is tested observationally in Figure 26.
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Figure 26 Plot of shared pSNP fraction
(substitutions only) vs. phylogenetic distance for
yeast strains (structured only). Size of dots
indicates total number of pSNPs compared for pair
of strains.
The y-axis shows, for each pair of non-mosaic strains (two dots per pair), the
fraction of pSNPs they have in common. (Two dots, because each strain has a
different total number of pSNPs it might share.) The x-axis shows the estimated
evolutionary distance between them. For this we used an alignment of the
consensus sequences for each strain produced by MUSCLE [30], with distances
then estimated using the dnadist tool from PHYLIP [33]. All dots have a slight
noise added so that overlapping dots are visible.
Only structured yeast strains were used in this analysis, because mosaic strains
have large numbers of pSNPs added and removed suddenly outside of the repeat
diversity loss framework.
It is apparent that strains with similar consensus sequences usually share pSNPs
as well, but as distance increases, more and more strains share no pSNPs at all.
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A trend line is added to illustrate what's going on. The green line is intended for
comparison to the diversity loss model's predictions. It shows the fraction of
strains with more than 10% of pSNPs in common (an arbitrarily chosen low
threshold) within a small sliding window. The model's main prediction is that as
evolutionary distance increases, the likelihood that two strains will share no
pSNPs increases. (Later unrelated mutations at the same position can make that
prediction noisy.) Under that model, the green line should go from 100% at
distance 0, asymptotically to 0% with increasing distance. This prediction is
followed fairly well for low to moderate distances, until the trend reverses for
reasons that are not entirely clear (though the possibility of undetected mosaicism
remains open).
RDNA array lengths
The most reliable way established to determine rDNA repeat copy number is
quantitative CHEF gel band analysis. Given only a shotgun database, a less
precise alternative method is available.
Since each shotgun read is drawn approximately at random from the entire
genome, the number of reads drawn from rDNA divided by the total number of
reads gives an estimate of how much of the genome is made up of rDNA. Using
the SGRP's estimates of the genome size of each strain and the known length of
each rDNA repeat, the copy number of each strain was estimated.
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Figure 27 Phylogenetic tree derived from
comparison of rDNA for each strain. Estimated
rDNA copy number is shown in parentheses.
Figure 27 shows the results of this estimation for each strain in the study, plotted
against a phylogenetic tree inferred from rDNA alone. Since many functional
DNA elements related to processed that determine length-such as ARS sites,
replication fork binding sites, and the E-pro promoter-are present in the rDNA,
one might suppose that strains with more similar rDNA sequences should have
correlated copy numbers.
From this analysis, that hypothesis appears to be untrue. Strains with quite
similar sequences differ dramatically in copy numbers, and no patterns are evident
1)
across related families of strains. These numbers are probably more strongly
influenced by randomness in cells chosen for sequencing. Since copy number
within a single strain can vary greatly, sequencing a colony that happened to have
a progenitor with an aberrant copy number would throw off the estimate for that
strain.
In a separate analysis (data not shown), no relationship was found between pSNP
count and copy number. We wouldn't necessarily expect a strong correlation
between copy number and pSNP number, though, since mutation rate and
recombination rate would both go up with repeat number, dampening any effect.
Inferring dynamics of recombination
Occupancy ratios
So far we've considered pSNPs largely by looking at their positions and
frequencies across different yeast strains. That perspective ignores, for the most
part, how many repeats a given pSNP happens to occupy. What does it tell us
that some pSNPs are observed in 50% of repeats, 90% of repeats, or 2% of
repeats?
We use "occupancy ratio" to refer to these observations. If 60 shotgun reads
have an A at a particular position, and 20 reads have T at the same position, we
say that pSNP has an occupancy ratio of 75% (if the consensus is A; 25% if the
consensus is T).
There is really no difference between an occupancy ratio of 10% and one of 90%.
Each is determined relative to the rDNA sequence consensus, but the consensus
was decided arbitrarily to be that of strain S288c. If we instead used a new
consensus for each strain, all occupancy ratios would be 50% or lower. Because
of this, all statistical analyses we perform will treat r and 1-r as identical ratios.
We are interested in the statistically stationary distribution of pSNPs in strains of
linear descent. For that reason we only considered structured strains, since
mosaic strains carry pSNPs resulting from transitory mating events. Sufficiently
long after the last mating event, the statistical distribution of pSNPs should result
entirely from the interplay of mutation and recombination.
Only substitution pSNPs were included in this analysis, because indels-which
can extend over multiple positions-were difficult to count in a consistent and
unbiased way.
Figure 28 shows the observed distribution of occupancy ratios for substitution
pSNPs in structured strains.
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Figure 28 Histogram of estimated fractions of
repeats differing from the consensus, with one
count per pSNP position.
Bayesian interpretation of occupancy ratios
The snapshot provided by sequencing a given strain doesn't say much about how
that particular pattern of pSNPs came about. Examining many strains, however,
paints a statistical picture that can be used to distinguish different models of
recombination and sequence homogenization. We'll now look at models ranging
from simple to complex, determine the expected stationary distribution of
occupancy ratios, and see which models are most consistent with the observed
data.
As shown in Figure 28, positions where just a few or only one repeat has a pSNP
are much more common than those where two letters are represented 50/50%.
Since about half of all neutral mutations will be randomly lost before they are
randomly duplicated, that qualitative feature is not unexpected.
Let's consider more carefully what occupancy ratios actually tell us. For one
position in the sequence of one strain, we have a number of alignments A
coveraging that position (after filtering for sufficient quality). Of those A
alignments, m of them differ from the consensus. The value of m will be m=0 at
the majority of positions, and higher where we infer there to be pSNPs. If m=10
and A= 100, we infer that about 10% of the repeats have a non-consensus letter.
However, this estimate is subject to sampling uncertainty. The shotgun database
essentially throws the 150 repeats in a bag and samples with replacement. If n of
the repeats are non-consensus, then the sampled m will have a binomial
distribution with parameter n/150. It's possible for a position that has a pSNP
(n>0) to not reveal that fact under shotgun sampling.
Given a known n, R repeats, and A coverage, the probability distribution of m is
m - B(A, n R)
P(m; n) = 1(
m R R
Equation 1
What we actually have is a known m and a desire to infer n. From a Bayesian
standpoint, we want to know the likelihood of each possible n given the data.
The likelihood of n given m is just the probability of m given n:
L(n I m) = P(m; n)
Equation 2
Note that likelihood does not represent probability--after all, n is in this context a
parameter, not a random variable. However, it can be normalized over all
possible values of n (and possibly weighted according to prior knowledge about
which n's are likely) to produce what's called a "belief distribution" or "posterior
distribution". The belief distribution encompasses all our knowledge about the
value of the parameter after taking observed data into account.
The Bayesian perspective gives us the mathematical tools necessary to ask the
question: Given a defined distribution of n's (a distribution of real pSNP
numbers), what is the posterior probability of observing the set of (m, A) pairs
plotted in Figure 28? In other words, given a pSNP distribution implied by a
model, how likely were we to get this data?
First we'll look at how to get from a model of pSNP dynamics to an expected
stationary distribution of occupancy ratios.
Simple pSNP distribution model
An example will be useful to explain what's going on. We use as our model the
Unit Recombination Event concept introduced before. A mutation occurs on
exactly one repeat; that mutation has occupancy of n=l1. Unit Recombination
Events, in which one repeat is overwritten by another without changing the
repeat length R, can change the occupancy number. If the repeat with the
mutation is chosen as the donor, the occupancy number increases to n=2. If it is
chosen as the acceptor, n goes down to 0.
Occupancy number undergoes a random walk, starting at n=l1, with absorbing
barriers at n=0O and n=R Because the donor and acceptor repeats are chosen
with identical probability, the random walk is not biased in either direction.
One might ask, how can there be a stationary distribution associated with this
model when over long time periods it inevitably hits the absorbing barrier? The
answer has to do with observation bias. Figure 28 shows the distribution of
occupancy ratios conditional on n•0. In other words, given that a pSNP exists at a
position at a moment's observation, after the first mutation and before
absorption, what distribution does its occupancy number assume?
We find the answer through simulation: start with one mutation; choose donors
and acceptors uniformly at random, over and over again, until the mutation is lost
or becomes the new consensus. Take snapshots at every step of the process, and
accumulate them over many, many initial mutations until a precise occupancy
distribution is determined.
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Figure 29 Distribution of occupancy numbers
expected under simple URE pSNP dynamics
model.
Figure 29 is what results. It qualitatively resembles Figure 28 in being peaked at
low occupancy. The reason for this is that for n=l, only one in fifty UREs
change the occupancy number, but for n=50, half of all possible UREs change n.
The random walk effectively has a higher rate of drift at occupancy ratios near
0.5, and the lowest rate of drift near the boundaries. The resulting occupancy
density is inversely proportional to the rate of drift.
Analytic solution
The URE model is a special case of a more general model treating both
recombination and mutation, in which mutations occur much less frequently than
recombination. In the general case, UREs occur with some frequency r, and new
mutations are introduced with rate pu. Mutations are assumed in this model to
alternate between just two states, not a more realistic four letters, but that
assumption is reasonable for the dynamic regime that holds for rDNA (as will be
justified later). We will refer to this as the "finite mutation rate model" or FMR.
Of course the FMR model can also be readily simulated, but with just one
reasonable assumption it is amenable to analytic solution ([34]). As the number
of repeats R becomes large, it is reasonable to treat the occupancy ratio x=-n/R as
a continuous value, rather than discrete. In that case evolution of the occupancy
ratio distribution is described by the Fokker-Planck equation, and has an analytic
solution:
P(x) = C x"-' - (1- x)V
Equation 3
where
v = Ru / r
and Cis a normalizing constant. This distribution can be recognized as a member
of the class of Beta distributions.
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Figure 30 Analytic solutions to FMR model
occupancy distribution for various mutation vs.
recombination ratios.
Figure 30 shows some distributions expected under different values of the shape
parameter, including v=0, the special case for our URE model. In fact, this
distribution predicted for v=0 is nearly identical to that found in Figure 29 under
simulation of discrete events.
Under the FMR model, as mutation rate increases the distribution becomes less
peaked-reflecting an increased probability that a second mutation will occur
before recombination affects the first mutation for the first time. If mutation rate
were much greater than recombination rate the distribution would become
peaked at 0.5, showing that mutation randomizes the repeats despite the best
efforts of the homogenization process.
We have previously discussed the homogenization process as though the
occurrence of new mutations at the same position was a negligibly rare event-
equivalent to assuming v=O. Is that backed up by the known rates of mutation
and recombination?
The rate of mutation in eukaryotes is roughly once per generation per billion
basepairs ([8]). That works out to a = 1.5 - 10-7 per position per generation over
the entire rDNA array. Using marker loss rate as a proxy for rate of
recombination, any particular repeat is lost once in every 1.3.10 - 3 generations
([3]). That pegs the equivalent rate r of Unit Recombination Events at
approximately 1/5 per generation. Combining these factors yields v = 10-4 , or
so close to zero as to be indistinguishable under the FMR model.
Bayesian inference of model parameters
The very simple Unit Recombination Event model qualitatively captures the
shape of our observed occupancy ratio histogram, and quantitative analysis of the
Finite Mutation Rate model shows that URE is consistent with known dynamical
parameters. Does the URE model in fact quantitatively agree with the observed
data? In other words, is the observed distribution a plausible result of sampling
from the expected distribution under URE?
To address this question, we need to further develop the Bayesian interpretation
of our results. Specifically, we need to find the posterior likelihood of the
observed dataset under any theoretical occupancy distribution.
The theoretical distribution tells us, for a position i known to have a pSNP, what
the probability is that the pSNP will occupy n repeats:
Ptheory (n) = P(ni = n ni > 0)
Equation 4
If we knew the value of ni for every position i, it would be easy to calculate the
likelihood of that data under the model. Using Equation 2,
L(theory I i) = fl L(theory I n,) 1 Ptheory (ni)
i ni>0
Equation 5
None of our models so far say anything about positions without pSNPs (n=0), so
the likelihood of these positions is assigned a neutral value of 1.
Our data actually consists of a set of mi and A. giving the observed occupancy
and observed coverage at each position. This complicates the analysis for two
reasons. First, exact values of n can't be determined, so the analysis that led to
Equation 1 will have to be taken into account, weighing the likelihood of each
possible value of n that could underlie a given observation of m. That is relatively
easy to account for.
More problematic is the fact that m=0O does not necessarily imply n=0. Especially
at positions where n is small but not zero, it is easy for repeated shotgun sampling
of the repeats to miss the lone repeat that differs from all the others. Since
Equation 5 requires that positions where n>O be known definitely, missed pSNPs
would seriously impede any direct application of that formula.
What has been left out of the models until now is the fraction of repeats with no
pSNPs. That number is independent of any other parameters in our models, can't
be measured independently with precision, and is quite necessary in interpreting
m=0 datapoints resulting from either 100% consensus DNA, or from unlucky
sampling of a genuine pSNP.
We therefore introduce a new model parameterf, the fraction of positions whose
letters are fixed for all repeats. The likelihood of any theoretical occupancy
distribution given ?in is strongly dependent on the unknown parameterf. To find
the independent, total likelihood of a model that is agnostic off, we must take the
marginal likelihood over all values off.
L(theory I n) = L(theory R, f ) df
Equation 6
In practice f will be very close to 1.0 because the majority of positions in any
strain do not have pSNPs. Its maximum likelihood value will be slightly greater
than the fraction of positions with m>0, reflecting the best estimate (under the
model being tested) of how many pSNPs were missed.
We now proceed to fill in the details of Equation 6, elaborating on each part of
the equation until we reach a point at which the likelihood can be mechanically
computed. Noting that there are 19 structured strains,
19 9137
L(theory I , f)= 1 L(theory l m i,,.,f)
strain=1 i=1
Equation 7
The likelihood of observing any particular m is the weighted likelihood of any
possible value of n giving rise to that m. Using Bayes' rule,
n=R
L(theory I m,,A,, f) = L(n I mi, A., f ) L(theory I n)
n=0
Equation 8
Using Equation 4 and recalling that the model is neutral for n=O,
L(theory n) = Ptheory(n) if n > 0S 1 if n=O
Equation 9
Using Equation 1 and Equation 2, and recalling thatfis the probability that n=0
for a randomly chosen position,
(1 - f(A.( m ( A-m if m>O
L(n m, A,f) = A
f+(1-f). 1- n if m=O
Equation 10
The second line of Equation 10 represents the fact that m=0 signifies either no
pSNP (likelihoodA or a pSNP that was never observed in A rounds of sampling
with replacement.
With Equation 9 and Equation 10 we have converted all likelihood terms into
values that are either given by the model (Peo,ry) or computable by arithmetic.
The likelihood of a given model can now be determined with a minimum of bias.
We can compute the likelihood of the Unit Recombination Event model, but that
value is useful only for comparison to the likelihood of other models. Recall that
URE is a special case (v=0) of the more general class of models with distributions
described by Equation 3. Though v arises in the general model as a parameter
describing physical values, it can alternately be thought of simply as a shape
parameter for the symmetric Beta distribution. As a shape parameter, v
determines the relative peakedness of the distribution, becoming more peaked for
negative v and less peaked for positive v. This suggests an ideal use for our
Bayesian analysis framework: is our data consistent with the null hypothesis that
v=0, or must we reject that hypothesis and find another that better explains the
peakedness of the observed distribution?
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Figure 31 Opinion distribution under observed
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Figure 31 shows the Bayesian opinion distribution for the observed data (Figure
28) determined using Equation 7. As expected, the maximum likelihood value of
fis well over 0.99. Unexpectedly, though, the ML value of v is -0.65±0.05. That
result is significantly different than expected under the null hypothesis. In fact,
the relative marginal likelihood compared to the ML value of v is 10-40, showing
that the null hypothesis is highly inconsistent with the data.
The intuition here is that a 50% pSNP is evidence more strongly in favor of the
v=0 model, while a 1% pSNP favors a more strongly peaked. Any observation is
possible under either model, but with 170,000 observations, 447 of which are
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pSNPs, the evidence can end up weighing more heavily on one side than the
other.
In this case, the observed data is very sparse in the 20% to 50% region favoring
the null hypothesis model, and strong in the low region favoring v=-0.65. Our
calculation indicates that, restricted to the space of these two models only, the
non-uniform model has 1040 times greater likelihood. A new hypothesis will be
necessary to explain the peakedness of the data.
Verifying the algorithm with simulated data
It is always important to verify the correctness of an algorithm, especially one
based on a complicated mathematical analysis. We generated 180 simulated
datasets, each with v=0 and f=0.5, having 447 pSNPs and coverage similar to the
observed data. We found the MLE parameter values for each of these simulated
datasets, and plotted them in Figure 32.
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Figure 32 Distribution of MLE results under
repeatedly simulated data with v=0 for v (y-axis) and
f (x-axis). Sample size is 447 pSNPs (same as for
observed data).
Encouragingly, the population average of both parameters was well within
uncertainty of the expected values. The population standard deviation of v was
0.07, consistent with the spread of the opinion distribution found for the
observed data. We conclude that the parameter estimated and uncertainties
derived from our likelihood treatment of the data are unbiased.
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Experimentally inspired models
Many assumptions go into the simple Unit Recombination Event model:
mutation rate is very low relative to recombination rate; the donor and acceptor
repeats are chosen uniformly at random; the donor and acceptor are chosen
independently.
We have seen what happens when mutation rate is allowed to vary: the occupancy
distribution becomes less peaked at higher mutation rates. However, that
assumption is not consistent with known rate parameters, and would not account
for the greater peakedness we observe.
Let's look at the physical plausibility and impact of loosening the other URE
assumptions.
Local recombination
In [3] it was found that most rDNA recombination events resulted in a proximal
marker gene moving by only one or two repeats in either direction, with just one
shift by 10 repeats observed. Though [24] suggests that much more dramatic
events are possible, it is reasonable to suppose that most recombination events
are local, or having a possible effect on only a small subset of repeats.
To see the impact this has on occupancy distribution, we implemented a new
simulation. As before, the donor is chosen uniformly at random from all repeats;
but now the acceptor is chosen to be no further from the donor than a "local
range" parameter.
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Figure 33 Occupancy distributions under several
local recombination models, compared to URE
model. (Only 20 n's are shown so that peakedness
will be visible.)
Figure 33 shows the distributions output under the local recombination
assumption, compared to the distribution for the URE model. Like an increased
mutation rate, local recombination tends to lessen the peakedness of the
occupancy distribution. The reason for this effect is that local recombination
results in a more clumped spacial distribution of repeats carrying a given pSNP,
with lower local ranges resulting in greater clumping. Only at the boundaries of
these clumps is copy-number change possible. The probability of a boundary
repeat being chosen for recombination is independent of the current value of n,
so the rate of random walk is no faster for intermediate n than it is for low n.
Local recombination also results in mutations taking much longer to resolve,
shifting the mutation vs. recombination equilibrium so that more pSNPs would
be expected in any particular strain of yeast.
Non-uniform recombination
There is also reason to believe that donors and acceptors may be selected non-
uniformly over the set of tandem repeats.
Though the rDNA has a deliberately elevated recombination rate, [35] shows that
any tandem array of identical repeats will have an elevated recombination rate
relative to single-copy DNA. In addition, repeats at the center of the array
experience a much higher rate of recombination than those at the edge.
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Figure 34 Inset of figure from [35] demonstrating
variable recombination rate as function of position
within repeat array.
Since rDNA recombination is based on misalignment of identical repeats, the
unique DNA near the flanks of the array should to some extent protect nearby
repeats.
If the same principle holds for the rDNA array, some repeats will have higher
recombination rates, and therefore faster homogenization, than others. The low-
recombination regions would be estuaries for mutations, repeats where many
mutations could accumulate before being subject to duplication or removal.
Intuition suggests that the distribution of pSNP numbers n would be more
peaked.
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This can also be checked by simulation. To allow the non-uniformity of
recombination to vary, we establish a parameter called "non-uniformity ratio".
Though donor and acceptor are once again chosen independently, their
probability of being chosen now increases linearly with distance from the edge of
the array. The non-uniformity ratio gives the relative probability of picking the
center vs. the flanks.
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Figure 35 Occupancy distributions under several
non-uniform recombination models, compared to
URE model. (Only 20 n's are shown so that
peakedness will be visible.)
The distributions of pSNPs we expect to get under various non-uniformity ratios
are plotted in Figure 35. Non-uniform recombination does in fact result in
increased peakedness.
Conclusions
All this should be interpreted as being suggestive that a non-uniform recombination
rate is taking place. The implicit assumptions that necessarily went into the more
complicated recombination models make it very difficult to make quantitative
inferences about model parameters.
The Bayesian analysis framework we have developed is an excellent way to
compare complicated data to the implications of various models. We showed
that the simple Unit Recombination Event model does not adequately describe
the data, and showed that, of three likely elaborations to the model, only non-
uniform recombination could explain the observed distribution.
In subsequent laboratory experiments, we were able to independently confirm
this result-a success that confirms the power of our Bayesian analysis. It is
possible that this relatively straightforward bioinformatic approach could be an
effective way of examining recombination dynamics in many species, without
resort to experiments that are difficult or impossible to perform in the laboratory.
In the next chapter we describe our in vivo experiments that detected non-uniform
recombination rates, and go on to examine the biophysical process that regulates
recombination rates in rDNA.

Chapter 4
SILENCING
Introduction
Silencing in baker's yeast has been extensively studied (as detailed in Chapter 1),
but using relatively unsophisticated methodologies. Essentially all results to date
have been derived using qualitative or population-level observations. The van
Oudenaarden lab has pioneered single-cell observation techniques that make
possible a far more quantitative understanding of the dynamics of silencing and
related processes.
Ideally questions dealing with the dynamics of silencing could be answered via an
experiment that permitted the activity of a marker gene to be measured exactly
from moment to moment. In the absence of a perfect apparatus, several avenues
of more indirect approach are available. Much can be inferred about dynamics
from statistical observation and application of the ergodic principle. Recent work
([38,37,36]) shows that the sources of noise in single cells can be characterized
quantitatively with great precision.
We examine four models for the dynamics of Pol II silencing in the rDNA array,
among them a binary switching model quite similar to that demonstrated by Pol I.
By analyzing the statistical distribution of fluorescence in marked cells, we reject
all but the binary switching model.
We also investigate what aspects of silencing might vary according to position
within the rDNA tandem array, including recombinational activity.
Design of experimental strain
We constructed a transformation plasmid (Figure 36) with a YFP fluorescent
marker gene driven by Ptet07, an inducible promoter. Upstream of the promoter
we inserted a fragment of ribosomal DNA. The fragment contains the wt 35S
promoter from position -344 to +114 (including all positions sufficient for full
promoter strength [1]), inserted so that it points in the same direction as Ptet07.
Downstream of the YFP gene is a URA3 marker.
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(Ura3 locus)
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-150 tandem rDNA repeats
Figure 36 Transformation plasmid based on
pRS306-TetO2_YEG_term. 458 bp of the yeast
35S promoter is inserted upstream of the
fluorescent marker. Cut with HindIII, the plasmid
undergoes homologous transformation into the
rDNA. Cut with PstI it transforms into the Ura3
locus, with the 35S promoter providing a
comparable trans genetic environment. With Myo2-
rtTA also in the genome, the te107 promoter is
externally inducible with doxyxycline.
The plasmid was prepared for transformation in one of two ways. For our
control strain the plasmid was cut within the Ura gene. Upon transformation it
entered the Ura region of the genome--for our purposes, a neutral region fully
characterized in [36].
For transformation into rDNA, the plasmid was cut within the 35S fragment.
This linearized plasmid has ends with homology to each of -150 repeats with
identical sequences. Consequently, which repeat the plasmid integrates with is
essentially random, so each transformant potentially represents a different region
of the tandem array.
Marker loss measurements
We adopted a technique from [35] in order to measure the marker loss rate in our
rDNA integration strains. The selection marker we used in the course of
transformation was the Ura3 gene. As well as being necessary to synthesize uracil
in the absence of an environmental source, Ura3 has the useful property that it
makes a yeast-killing byproduct in the presence of 5-fluoroorotic acid ("FOA").
Thus a growth medium lacking uracil positively selects for presence of the
marker, while a medium having both uracil and FOA selects for its absence.
To determine the rate of marker loss for a strain, we first grow it to log phase in a
liquid -Ura medium. Because cells that lose the marker cease to divide, the
fraction of cells in the selective medium is equal to the marker loss rate per
generation.
The liquid medium is then diluted and plated on both a -Ura selective plate and a
+Ura/FOA plate. Previous research ([3]) sets the expected rate of marker loss at
around 1/1000 per generation, so the dilution rate is set to be 1000 times as great
for the -Ura plate as for the FOA plate. The overall dilution is chosen so that
approximately 100 colonies will grow on each plate.
The estimated marker loss rate per generation is then
r = FOA 1
C-ura 1000
Equation 11
Counting statistics are Poisson distributed, with uncertainty equal to the square
root of the number of counts. Using standard arithmetic error propagation, the
uncertainty in the measured rate is
1 1
ar =r- . +
CFOA - Ura
Equation 12
Marker loss rate was measured at least three times per strain. The best estimate
of loss rate and uncertainty were determined by weighting each measurement by
the inverse of its variance. Figure 37 shows the result of these calculations.
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Figure 37 Distribution of marker loss rates
observed for several independent rDNA insertion
strains. (y-offsets added for clarity.)
In Chapter 3 we showed that pSNP statistics suggest that non-uniform
recombination underlies the rDNA repeat homogenization machinery. Here we
have experimental confirmation that different repeats have different
recombination rates. The null hypothesis-that all rDNA integration strains have
the same recombination rate-must be rejected.
As we will show later, strain E has copies of the marker on two different repeats,
and so is discarded for the determination of non-uniformity parameter.
Considering the remaining strains, the greatest difference in recombination rate is
between strain F and strain J, for a non-uniformity parameter of 4.0.
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Because it results from just 7 samples, the value 4.0 is very likely to underestimate
the true ratio of highest to lowest recombination rate over the repeat array,
possibly dramatically. The estimation bias is dependent on the actual distribution
of rates over the array, possibly exacerbated by any non-uniformity in probability
of transformation. Though a much larger sample size
Two strains had estimated loss rates that were highly inconsistent on repetition of
the experiment, and have still not been characterized. Neglecting additional
strains can only result in a downward bias in our estimation of recombinational
non-uniformity, so their absence does not prejudice consideration of the non-
uniformity hypothesis.
It should be noted that marker loss is a good proxy for recombination rate only
insofar as the probability of losing or gaining a given repeat is identical. That
condition holds for all the models we have proposed, and there is no
observational evidence that suggests it does not hold in actuality.
Single-cell silencing measurement
All transformations were done using the MA095 background strain ([39]), which
contains a PMyo2-rtTA cassette. RITA serves as an activator for Ptet07, but only
in the presence of the small molecule doxycycline ("dox"). By externally applying
various concentrations of doxycycline we can perform silencing experiments with
many effective promoter strengths [40]. At high concentrations (>1 ug/mL),
Ptet07 is a very strong promoter.
In both control and experimental transformants the YFP marker has an intact
35S promoter adjacent, so any ds-acting elements are identical.
Growth Conditions and Flow Cytometry
To study the effect of rDNA silencing, we exposed populations of control and
experimental strains to equal concentrations of doxycycline, allowed six hours for
YFP concentrations to reach equilibrium, then measured single-cell fluorescence
levels with a flow cytometer.
Yeast cells were grown at 300C in minimal media with glucose sugar and -Ura
drop-out solution. For noise measurements, exponentially growing cells were
induced with doxycycline 6 h before FACS measurement. For copy-number
distribution experiments, cells were transferred from growing colonies directly to
media with doxycycline, 7 h before measurement. Re-plating was done after at
least 24 h of exponential growth in selective media.
Cells were transferred to ice for measurement at A. nm density between 0.1 and
0.4. FACS analysis was performed with narrow forward scattering and side
scattering gates, centered on the peak of the size distribution to ensure a
representative and uniform population of cells. All samples have at least 2000
cells in the gated region. Autofluorescence was measured for the MA095
background strain under the same growth conditions.
Figure 38 shows fluorescence distributions for the control and a typical rDNA
integration strain (designated R) that we will use as our exemplar. Both strains
were induced with a high doxycycline concentration of 3 ug/mL. The rDNA
integrant is, as expected [18], only slightly silenced when its promoter is strongly
induced. Silencing moves the population average to the left, but individual cells
can still be brighter than the control population average. The population is
monomodal, so binary switching of promoter activity states can't be detected
qualitatively. Any binary switching must either be leaky, or on timescales not
much longer than the 1.5 hour decay of YFP.
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Figure 38 Fluorescence histograms for control and
rDNA integration strain R, after six hours of
exposure to 3 ug/mL doxycycline. Vertical lines
show the means of the distributions. Positional
silencing shifts the rDNA strain's mean
fluorescence to the left.
Population averages
Repeating this experiment with dox concentrations covering the entire dynamic
range of Ptet07 yields Figure 39 in which we consider only the mean of each
population distribution. The control induction curve is fit by a Hill function [38].
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Whereas the control has a small basal current, strain R is indistinguishable from
autofluorescence background at low induction. It is strongly silenced at lowest
promoter activation, and only weakly silenced with strong promotion. In fact, the
plot of silencing ratio as a function of promoter strength (corrected for
autofluorescence) is monotonically increasing--very nearly linear for this strain
(Figure 40).
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Figure 40 Silencing ratio as a function of promoter
activity, as determined by the fluorescence of the
control. The apparent silencing ratio is determined
by dividing the fluorescence measured for strain R
from that of the control (as shown in c), after
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Its parameters are the curve's minimum, maximum, half-max point, and a Hill
coefficient reflecting the cooperativity of Ptet07's binding sites [40] in the control.
Its silenced counterpart is also well-described by a Hill curve, though with no
apriori theoretical reason for that to be the case.
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Doxycycline (pg/mL)
100 101
Figure 39 Average fluorescences plotted against
doxycycline concentration for concentrations
spanning the entire range of tet07 promoter
strength. Least-squares regression is used to find
the best Hill curve fit to data for each strain. Error
bars represent estimated day-to-day variation.
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subtracting autofluorescence from both. Error bars
are determined by standard algebraic error
propagation.
This silencing curve invites the question, what is the microscopic basis for varying
silencing ratios?
Noise
These induction curves do not allow us to determine whether rDNA silencing is
due to binary switching between active and inactive promoter states, or due to
multiplicative down-regulation of promoter strength. To answer this question we
must reexamine our single-cell fluorescence distributions. We have observed that
these distributions are not bimodal, as they would be for extremely slow binary
switching. However, the distribution's peak will be broadened even by rapid
switching. A careful analysis of this broadness, or "expression noise", lets us
distinguish between possible silencing models.
Distinguishing types of noise
A convenient way of comparing the noise of two distributions is by the
dimensionless noise parameter, r72 -02 /u 2 . The noise parameter is usually
additive for independent sources of noise [37], and its expected behavior in our
control is well-established [38,36].
Figure 41 plots 772 vs. Pu for the control and rDNA integration strain R, along
with a least-squares fit of the control to the standard noise model [38]. The
model is dependant on five parameters: minimum YFP expression, maximum
expression, induction curve Hill coefficient, global (or minimal) noise, and
transmitted (rtTA) noise. Of these, the first three are characteristic of induction
curves and were already measured for both strains in Figure 39. The remaining
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two parameters are fundamental properties of any particular yeast background
strain we use. The control and R strains, having the same background strain and
growth conditions, will have identical values for global and transmitted noise.
Thus when we measure these parameters with data from the control strain, we are
determining them for the rDNA integrant as well.
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(YFP) fluorescence (arbitrary units)
Figure 41 7 2 vs. p. for control strain and rDNA
integration strain R. 77 2 and uncertainty in 77 2
(error bars) are determined by bootstrap analysis of
the fluorescence histograms described in Figure 38.
The inset demonstrates this analysis for the rDNA
strain at maximum promoter induction. Least-
104
U.o
0.7
0.6
0.5
D0.4
z 0.3
0.2
0.1
nn
***Control
*. -- (Fit to standard noise model)
* .**rDNA strain S1 =0.1 04
2
7
I
0 200 400 600
* 0.
global noise minimum
I I I I I I I
-
^ 
A
---
squares regression is used to find the global noise
minimum (indicated) and transfer noise that
characterize the control strain.
Without any further fitting being necessary, then, we know the five parameters
required to apply the standard noise model to rDNA integration strain R. The
result is shown in Figure 42: an inferred noise curve that everywhere
underestimates the measured noise of a marker undergoing rDNA silencing.
(Note that we could not just subtract control noise from the rDNA integrant
noise at each point because parameters such as Hill coefficient differ between the
two strains.) The residual can be interpreted as the broadening of the YFP
distribution due to silencing. Any residual at all is sufficient to show that a
multiplicative down-regulation model cannot explain the observed noise.
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Figure 42 The same global and transfer noise
parameters are assumed to hold for the rDNA
strain. The top panel shows the inferred standard
noise and actual measured noise for this strain.
The bottom panel shows the residual, which is
noise contributed by the marker's presence in the
rDNA locus (corrected for autofluorescence).
Model of noise due to silencing
We now need a model of binary switching noise to which we can compare the
measured noise contribution of rDNA silencing. The generic case is treated in
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[36]: a promoter with two states, one fully active and the other completely
inactive, has an increased broadness in its mRNA distribution of
2 / 2A rmRNA
a A+a+fP
Equation 13
where a is the activation rate, /f is the deactivation rate, and 2 is the rate of
mRNA decay. MRNA decays in around 20 min ([41]). Previous work suggests
that a and f will be closer to the timescale of cell division--around 90
minutes-or longer. For now we make the simplifying assumption that their
timescales are much longer than the timescale of mRNA decay, understanding
that we will overestimate the silencing noise term if the assumption is wrong.
Microscopic parameters a and 8 are related to the measured population
fluorescences of control and rDNA integration strains by
-PrDNA a
fcontrol a +
Equation 14
Using this relation and the well-characterized system transferring mRNA noise to
protein expression noise [38,37,36] we get
Equation 15
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where the transfer noise T=0.16 for YFP under our growth conditions.
Detailed derivation of added noise equation
To derive Equation 15, we start by assuming that the activation and
deactivation switching rates are much slower than mRNA decay, which, when
applied to Equation 13, simplifies to
A2  # /-
A r/mRNA a A+a+P a
Equation 16
Equation 14 gives us the means to relate this to macroscopically observable
values:
YrDNA ar•- -- --
lucontrol a +/
Equation 14
1
r +
1+P•a
Equation 17
Pa r
a r
Equation 18
108
2 1
r
Equation 19
[37] lets us relate noise in mRNA to noise in the translated protein. For our
case, in which YFP production has no self-regulatory feedback, noise
transmission is simply
A iprot = AqmRNA AmRA
1+ mRNA
prot
Equation 20
From [36], which used identical growth conditions, the mRNA half-life is
about 17 min, and fluorescent protein decay time is equal to the population
doubling time, 90 min. Putting together Equation 19, Equation 20, and these
values, we recover Equation 15,
Equation 21
where T=0.16.
To determine T with greatest confidence requires precise measurement of
the YFP and mRNA decay rates associated with each strain described. One way
to make this measurement, described in [42], is to perform experiments to count
the number of mRNA molecules in each cell. We discuss this further in a
discussion of future work in Chapter 5.
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Application of noise model to data
Equation 15 describes added noise as a function of fluorescence ratio for the
simplest possible binary silencing model. Having measured both properties of
rDNA integrant strain R, we now plot them against this model in Figure 43. The
binary switching model is consistent with observation for the entire dynamic
range of the Ptet07 promoter.
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Figure 43 The residual from b is plotted against the
silencing ratio calculated in Figure 40. Y error
results from propagation of the uncertainty in noise
measurements, autofluorescence noise, and best-fit
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results under our binary silencing model.
Alternative silencing models
We have identified four other silencing models that can be distinguished from the
pure binary model using this analysis. They run the gamut of dynamics that are
plausible under our understanding of rDNA silencing. Archetypal mRNA count
trajectories for each model, generated with the Gillespie algorithm [43], are
illustrated in Figure 44. Models B-E each violate a different assumption
underlying Equation 15. In the Rapid Binary Switching model, switching rates are
comparable to mRNA decay rates, resulting in more time spent in a transition
state. The Leaky Switching model allows less than total inactivation of the
promoter in its silenced state. Conversely, Promoter Repression allows the active
state to be repressed below the full transcriptional output of the unsilenced
control. These three models all result in a narrowing of the YFP distribution
relative to that predicted by binary switching, the results of which are shown in
Figure 45.
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Figure 44 Trajectories of mRNA count over time
demonstrating five possible models of rDNA noise
effects, generated using Gillespie simulation with
parameters chosen for clarity only. Model a is the
pure binary switching model we proposed to
explain observed fluorescence noise. In b the
switching of activation state occurs at rates much
faster than once per cell cycle. In c the silenced
state still permits some current, while in d the active
state is partially silenced. Model e has two markers
in the rDNA with independent silencing states.
Variations or combinations of models b-e can also
be shown to be inconsistent with our data.
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Figure 45 Phase diagram of added noise behaviors
of the five models. Models b-d, or combinations of
them, all fall below the dividing line. Multi-copy
models like e fall above the line. Our proposed
model has added noise exactly on the dividing line,
as predicted by theory and shown here for Gillespie
simulation with a range of switching rates.
Another key assumption of the binary switching model is that each cell contains
only one copy of the YFP marker, which is not always the case with rDNA
integrants [6,24,3]. Figure 44-e demonstrates an mRNA trajectory for the case of
two markers with independent activation states. Multiple marker copies can
result from both copying events and ERC formation [6,3]. Regardless of the
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origins of multiple copies, a non-singular distribution of copy numbers
contributes to a broadening of the observed YFP distribution.
Integration strain R appears to be more consistent with the pure binary switching
model than with any of these elaborations. However, we have not yet dealt with
the possibility of, say, multiple markers and leaky switching taking place in the
same strain. Their effects on noise could substantially cancel out, leaving the
appearance of our binary model.
Recombination and multiple marker copies
We therefore took steps to measure ERC and genomic copy-number
distributions. Cells with two marker copies have roughly twice the fluorescence
of those with one, but fluorescence distributions are too broad to allow single-
copy cells to be distinguished reliably from those with multiple markers. We
instead used two approaches to separately estimate the effect of variable copy-
numbers.
To examine genomic copy-number variation we took populations of cells in
liquid media that had been prepared for cytometry and re-plated them. Each
colony resulting from this consisted of millions of cells descended from exactly
one member of the original population, and having for the most part the same
copy-number as that original. By culturing dozens of these colonies for flow
cytometry, allowing as little time as possible for more recombination events, we
could deduce the original cells' copy numbers from the average fluorescence of
their progeny.
Figure 46 shows inferred copy-number distributions for 10 rDNA integration
strains. Seven strains have observed variation beneath the threshold that could
result in detectable noise increase. These same seven strains have added noise
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curves that cluster along the expected binary switching noise curve (Figure 47).
Two of the remaining strains, A and J, have cells with multiple markers making
up to 10-40% of their populations-enough to explain the observed increase in
rDNA-associated noise levels above that of the binary switching model in these
strains.
ABE F G I J K L R
RDNA integration strains
Figure 46 Experimental yeast strains with
subpopulations having multiple marker copies are
distinguished using this analysis. Individual cells
from each strain are grown into colonies, fully
induced in liquid media, and examined for
fluorescence. Average colony brightness is
characteristic of the number of markers in the
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progenitor cell. Here we plot the observed colony
averages for each strain, normalized to the median
value for that strain. Color reflects the average
population brightness for each strain, and n values
give the number of colonies tested.
Subpopulations with differing marker numbers are
clearly visible.
Strain E is a special case. When a cell from the E population had an increase in
copy number, its brightness increased by only 50%. In one singular case, a colony
decreased in brightness by 50%. We concluded that the average copy number of
strain E cells is closer to two than to one. Having two marker copies also
explains the unusually low marker loss rate shown in Figure 37.
We used an indirect method to put an upper limit on the noise contributed by
ERC's. A cell carrying markers only on ERC's and not in the genome will usually
produce daughters lacking markers entirely due to unequal segregation [6]. We
determined the marker loss rate for each strain using FOA plating [35]. While
other forms of recombination can also result in marker loss, this method
establishes an upper limit on the fraction of ERC-containing cells in each
population (consistent with previous reports [6]). In all strains we examined, this
fraction was too small to contribute significantly to observed noise.
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Figure 47 Analysis described in Figure 42,
performed for all strains to compare observed
noise increase to that expected for the pure binary
switching model. All models other than our binary
switching model, and the multi-copy noise model,
can be rejected. The three strains appearing in the
cariable copy-number regime are those exhibiting
multi-copy subpopulations in Figure 46.
Results of added noise analysis
Figure 47 shows the results of the added noise analysis performed on 10 rDNA
integration strains. Each of these was the result of an independent plasmid
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integration event, so the markers' positions should be roughtly uniformly
distributed over the rDNA tandem repeat array. Figure 48 shows induction
curves for all 10 strains. Though the curves are similar in shape, they vary
markedly in maximum expression levels. The between-strain variation is
substantially greater than day-to-day measurement variation, so position in the
tandem array must have a varying impact on silencing. The ratios of these
induction curves with that of the control strain are shown in Figure 49. All the
ratio traces are monotonic in promoter strength, but a particular integrant's rank
can change somewhat from point to point. At the highest observed brightness,
integrant E exhibits a ratio greater than 1, attributable to its large fraction of cells
with two or more YFP markers. Each of those markers alone has a relatively low
output compared to other silenced expression profiles.
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Figure 48 Induction curves for all strains. Data is
processed identically to that in Figure 39, though
the control strain is not shown.
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Figure 49 Silencing ratios, as in Figure 40, shown
for all strains.
Figure 47 plots added noise vs. brightness ratio for all strains and all levels of
induction. By varying the promoter strength over its entire dynamic range we
effectively tested the pure binary noise model over its entire domain. When copy-
number variation is measured and taken into account, all ten rDNA integration
strains agree with the model to within the limits of uncertainty.
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Conclusions
Having demonstrated that our simple binary switching model is the only
consistent explanation for observed noise due to rDNA, let's look again at the
assumptions underlying that model and their implications for the biochemistry of
rDNA silencing. First, a Pol II promoter introduced to the rDNA locus will at
any given time be either fully active, just as though it were positioned at any
unremarkable part of the genome, or entirely inactive, with no leakage current.
This makes Pol II activity in the rDNA very similar to Pol I activity, despite their
generally different interactions with chromatin. Another similarity is in the way
silencing modulates total gene output. When a high rate of growth increases
demand for Pol I activity, any particular Pol I promoter is more likely to be active
than during slow growth, when most are silenced [17]. We have shown that
similarly, increasing induction of Ptet07 results in an increase in the fraction of
time it is transcriptionally active.
Another assumption made in deriving Equation 15 was that the switching rate
parameters a and / were much less than the mRNA decay parameter A. As Figure
47 shows, this assumption holds for all strains and all examined promoter
strengths. We observe that at different induced promoter strengths, the degree of
silencing r (modeled by Equation 14) changes, reflecting changes in the
microscopic parameters a and /. For r near 1 (observed for instance in rDNA
integration strain G, Figure 47), a must be much larger than /--but a cannot
approach the rate of mRNA decay without the resulting noise decrease being
visible in our analysis. This suggests that as promoter strength increases, the
parameter /3 reflecting the rate of promoter deactivation decreases. The
implication biochemically is that Pol II promoter enhancement, while not
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necessarily increasing the frequency of an existing silenced state being
overthrown, substantially prevents the reoccurrence of silencing once it is gone.
A similar analysis would be possible for r near 0, if we had appropriate data.
Unfortunately, the fluorescent marker is barely distinguishable against
autofluorescence in that regime, making noise comparison impossible.
Noise analysis of this type could be profitably employed elsewhere. [21] used a
fluorescent marker to study silencing in the hidden mating locus of S. cerevisiae at
the single-cell level. Among many results, they found that deletion of sas2
resulted in a mono-modal fluorescence histogram "with a peak at an intermediate
level between fully repressed and fully active". From this they drew the strong
conclusion that intermediate silencing is "a consequence of intermediate
expression of each cell in the population". Here we have shown that a mono-
modal distribution is, prior to a careful consideration of expression noise, equally
consistent with either intermediate expression or relatively rapid switching
between pure silencing states. In the latter case, equal activation and deactivation
rates both on the order of once per generation would explain their reported
results.
Finally, we address the biological significance of a Pol II silencing dynamic that
varies smoothly with increasing promoter strength. The most important known
function of Pol II silencing in the rDNA was reported in [4]: the enhanced
recombination rate necessary for homogenization of the rDNA array is regulated
by the degree of expression of a bidirectional Pol II promoter, which in turn is
regulated by silencing. The function of the wild-type promoter was replicated
upon replacement by a Gall/10 bidirectional promoter, but only when induced
with galactose. They conclude that a sufficiently strong promoter results in
cohesin dissociation, throwing off silencing and leading to enhanced
recombination.
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We have demonstrated that this effect is tunable. Since silencing decreases
smoothly and monotonically with increasing promoter strength, any desired
degree of silencing-and hence rate of recombination-could be achieved by
adjusting the strength of the bidirectional promoter found naturally in rDNA. Its
natural strength is sufficient to result in transcription about one tenth of the time
([4]). That ratio must represent the optimal balance between regulation of
sequence length and homogeneity, and the cost to yeast's energy and health that
come with high rates of recombination.
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Chapter 5
CONCLUSION
Implications of this work
Chapter 2
In Chapter 2 we set out to discover variation in yeast ribosomal DNA by
examination of Whole Genome Shotgun Sequence data for 36 strains of S.
cerevisiae. Figure 4 demonstrates the success of this approach. We were able to
map the locations of both conventional SNPs and pSNPs occurring in large
fractions of repeats.
To find less common pSNPs it was necessary to incorporate quality score data.
Figure 13 shows that quality scores, though intended to represent the likelihood
of sequencing errors, are just as well suited for filtering errors resulting in false
deletions and insertions. By carefully considering the optimal quality score filter,
we generated plots like Figure 15, in which all three types of variation are detected
with low probability of false positives.
Chapter 3
Collecting pSNP maps over all 36 yeast strains resulted in Figure 19, which shows
that pSNPs occur least often in regions of the rDNA known to be well-conserved
across species, and most often in regions with no known functionality.
124
Previous work had inferred that homogenization occurred sufficiently rapidly that
selection was unnecessary, and pSNPs were therefore uniformly distributed over
the length of the repeat ([13]). We found that, at least for S. cerevisiae, sequence
functionality plays a strong role in determining the distribution of pSNPs.
Especially for rRNA gene-encoding regions, selection appears to be sufficient to
keep variation at a minimum without the intervention of elevated recombination
rates.
Our hypothesis is that homogenization's main usefulness lies not in eliminating
deleterious mutations, but rather in propagating positive mutations. In the
absence of homogenizing recombination, a positive mutation would need to be
independently discovered by each of the 150 repeats before becoming the new
consensus. Instead, a single mutation can become the new consensus relatively
rapidly.
In Figure 23 we show that recent evolutionary history-specifically, mating
events between divergent lineages--can be inferred from an examination of
pSNPs. A mating event introduces a predictable change in the number and
character of pSNPs that endures for some time. The process of repeat diversity
loss is further explored in Figure 26, which compares pSNPs shared between
yeast strains with the evolutionary divergence of those strains.
Having mapped out the pSNPs in 36 yeast strains, we considered their statistical
distribution (Figure 28). The qualitative shape of the distribution is predicted by a
very simple, zero-parameter model of recombination. A more sophisticated,
Bayesian approach allowed us to consider which of several models better
describes the data. Figure 31 shows that a non-uniform recombination model is
most consistent with the observed data.
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Chapter 4
We designed laboratory strains of yeast to experimentally examine silencing and
recombination. Figure 36 shows the preparation of our laboratory strains. A
fluorescent marker protein was inserted into the rDNA, with the marker
occupying a different, random repeat in each independent transformant. By
examining multiple transformants, we effectively tested the impact of varying
position within the rDNA array.
In Figure 37 we demonstrated that the non-uniform recombination hypothesis is
supported by observed recombination rates in laboratory strains. Our careful
analysis of the pSNP data in Chapter 3 therefore seems promising as a general
approach.
We performed the first analyses of rDNA silencing using fluorescent
measurement of single cells. We demonstrated that silencing decreases smoothly
with increasing promoter strength (Figure 39). When we measured the noise of
fluorescent expression, we found a large increase attributable to rDNA silencing
(Figure 42).
We considered a set of models for the microscopic dynamics of silencing (Figure
44). The model we hypothesized to be correct-that silencing resulted from
slow, binary switching between fully active and fully inactive transcriptional
states--resulted in an added noise that was maximal over all models. When the
noise from 10 different strains was measured, none was found to fall below the
expected maximal noise threshold (Figure 47). We concluded that slow binary
switching is the most likely mechanism for the regulation of silencing in yeast
rDNA.
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Future work
Mapping of silencing and recombination activity
Our ten experimental silencing strains had their respective markers inserted into
different random repeats, but we did not attempt to determine exactly which
repeats those were. That determination is difficult, but was achieved consistently
using CHEF electrophoresis by [3]. Duplication of their experimental protocol
would allow us to map the rates of silencing and recombination over the rDNA
array. We could determine whether being telomere-proximal, centromere-
proximal, or at the center of the array has a consistent effect. Most interesting
would be to test for the variational estuary effect predicted by the non-uniform
recombination rate model.
Counting mRNAs
FISH technology makes it possible to directly count the number of mRNA for a
gene in single cells. We have already prepared sixteen new rDNA integration
strains containing fluorescent markers modified to be targets for FISH imaging.
These strains should make possible direct measurement of the parameters of the
binary switching model discussed in Chapter 4.
In combination with staining of the nucleolus, FISH would make possible
experiments to examine the position of transcriptional activity in active and
inactive markers. Some authors have suggested that rDNA silencing may be
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primarily the result of steric hindrance from rDNA being embedded in the
nucleolus.
PSNPs in other species
Baker's yeast has an unusually high recombination rate, leading to rapid
homogenization of its repeats. Other species could potentially have a much
greater frequency of pSNPs. Higher organisms also tend to have rDNA repeat
copy number counts of hundreds or higher, sometimes distributed over multiple
chromosomes. The potential of pSNP analysis to reveal recombination
dynamics, evolutionary history, and sequence functionality is enormous.
The public NCBI WGS database has dozens of species with thorough coverage
and PHRED quality scores ([27]). Two in particular are promising for immediate
study: S. pombe, the second species examined by the SGRP ([14]); and of course
H. sapiens. We intend to integrate our algorithms and scripts into a form that can
be applied readily to new sources of data.
With our careful analysis of quality scores, and novel application of quality scores
to insertions and deletions, we have a unique ability to extract the greatest
possible data from ribosomal shotgun sequences. Combined with an automated
approach to analysis of current and future WGS libraries, our work will make an
enduring contribution to the study of ribosomal DNA.
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