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Resumo
Este trabalho apresenta uma formulac¸a˜o de um modelo de regressa˜o para dados de
tempo discretos com frac¸a˜o de cura. Para tanto, foi considerado o modelo de mistura, no
qual os tempos sa˜o modelados atrave´s da distribuic¸a˜o Weibull discreta e a probabilidade
de cura e´ modelada a partir de covaria´veis utilizando a func¸a˜o de ligac¸a˜o logito. Os
paraˆmetros do modelo foram estimados pelo algoritmo EM usando o software R. A
avaliac¸a˜o do me´todo proposto foi feita com simulac¸o˜es Monte Carlo utilizando amostras
de tamanho n = 250, n = 500 e n = 1.000. O modelo proposto foi ilustrado em
dois conjuntos de dados reais com tempos de sobreviveˆncia discretos e presenc¸a de
uma covaria´vel. Os gra´ficos das curvas de sobreviveˆncia mostraram que as curvas de
sobreviveˆncias estimadas a partir do modelo de regressa˜o Weibull discreto com frac¸a˜o de
cura foram bem pro´ximas a`quelas obtidas via estimador de Kaplan-Meier, confirmando
um bom ajuste do modelo.
Palavras-chave: Distribuic¸a˜o Weibull discreta; Frac¸a˜o de cura; Covaria´veis; Al-
goritmo EM; Modelo de mistura; Modelo de regressa˜o.
ii
Abstract
This work presents a formulation of a regression model for discrete time survival
data with cure rate. Therefore, it was considered a mixture model, where the times were
modeled though a Discrete Weibull distribution and the probability of cure is modeled
by covariates using the logit link function. The parameters of the model were estimated
by the EM algorithm using R software. To evaluate the proposed model, Monte Carlo
simulations were performed using three different sample sizes: n = 250, n = 500 and
n = 1.000. The proposed model was illustrated with two real data sets of discrete survival
data with one covariate. The graphs of the survival curves showed that the survival
estimated from the discrete Weibull regression model with cure fraction were very close
to those obtained from Kaplan-Meier estimator, confirming a good fit of the model.
Keywords: Discrete Weibull distribution; Cure rate; Covarite; EM algorithm;
Mixed model; Regression model.
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A ana´lise de sobreviveˆncia pode ser definida como um conjunto de me´todos utiliza-
dos para analisar dados cuja varia´vel resposta representa o tempo ate´ a ocorreˆncia de
um evento de interesse, tambe´m chamado de tempo de falha. A principal caracter´ıstica
deste tipo de dado e´ a presenc¸a de censura, pois dados que na˜o apresentam censura e sa˜o
completamente observados podem ser analisados atrave´s de te´cnicas estat´ısticas cla´ssicas.
Entretanto, nem sempre e´ poss´ıvel acompanhar todos os indiv´ıduos ate´ a sua falha e os
dados censurados, apesar de incompletos, sa˜o muito importantes por fornecerem uma in-
formac¸a˜o parcial da resposta, sendo enta˜o necessa´rio o uso da ana´lise de sobreviveˆncia.
Por ser uma varia´vel aleato´ria, o tempo de falha pode ter seu comportamento des-
crito por uma distribuic¸a˜o de probabilidade, sendo a distribuic¸a˜o Weibull amplamente
utilizada para modelar este tipo de dado devido a` sua grande flexibilidade e simplicidade.
A distribuic¸a˜o Weibull e´ para ser empregada na modelagem de varia´veis cont´ınuas, mas
na pra´tica e´ muito comum a existeˆncia de varia´veis de tempos discretos, que sa˜o obtidas
quando o tempo e´ medido em ciclos, nu´mero de impactos que um equipamento eletroˆnico
suporta, dias ou meses completos, por exemplo. Nakano & Carrasco (2006) mostraram
que, a depender das caracter´ısticas dos dados (quando ha´ muitos tempos empatados, por
exemplo), utilizar um modelo cont´ınuo para analisar dados discretos de sobreviveˆncia
pode levar a resultados pouco satisfato´rios. Neste caso, uma alternativa plaus´ıvel e´ utili-
zar uma distribuic¸a˜o pro´pria para dados discretos. Brunello & Nakano (2015) aplicaram
em dados discretos com presenc¸a de censura a distribuic¸a˜o Weibull discreta proposta
por Nakagawa & Osaki (1975), que e´ a correspondente discreta da distribuic¸a˜o Weibull
cont´ınua e tem como caso especial a distribuic¸a˜o geome´trica (correspondente discreta da
distribuic¸a˜o exponencial) quando seu paraˆmetro de forma e´ igual a 1.
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Em estudos de sobreviveˆncia e´ comum supor que todas as observac¸o˜es em acompa-
nhamento esta˜o sujeitas a` ocorreˆncia do evento de interesse. Entretanto existem situac¸o˜es
nas quais parte das observac¸o˜es de uma populac¸a˜o na˜o sofre este evento, mesmo quando o
per´ıodo de acompanhamento do estudo e´ muito longo. Neste contexto, estas observac¸o˜es
sa˜o consideradas curadas, ou seja, na˜o esta˜o suscet´ıveis a falhar. Os modelos tradicionais
de ana´lise de sobreviveˆncia na˜o sa˜o indicados nesse tipo de situac¸a˜o, visto que na˜o assu-
mem a existeˆncia da frac¸a˜o de curados na populac¸a˜o, considerando apenas que todos esta˜o
sob risco. Sendo assim, o modelo de mistura proposto por Berkson & Gage (1952) tem
sido bastante utilizado para analisar dados com frac¸a˜o de cura, pois propo˜e a construc¸a˜o
de uma func¸a˜o de sobreviveˆncia impro´pria na forma de mistura de duas distribuic¸o˜es:
uma representando a distribuic¸a˜o dos tempos dos indiv´ıduos sob risco e outra represen-
tando a distribuic¸a˜o dos tempos dos indiv´ıduos que esta˜o curados.
E´ grande o nu´mero de aplicac¸o˜es que os modelos de frac¸a˜o de cura teˆm tido em diversas
a´reas, sejam elas de sau´de, industrial, financeira, etc. Granzotto et al (2010) aplicaram as
distribuic¸o˜es Weibull e log-log´ıstica, ambas para dados cont´ınuos, com modelo de mistura
na ana´lise de dados financeiros com o intuito de estudar o tempo ate´ o cliente deixar de
ter relacionamento com uma instituic¸a˜o financeira. Oliveira et al (2010) apresentaram o
uso do modelo Weibull modificado de longa durac¸a˜o e dos seus casos particulares (Wei-
bull de longa durac¸a˜o, Exponencial de longa durac¸a˜o), bem como os modelos Weibull e
exponencial (todos para dados cont´ınuos) para analisar um problema de caˆncer de mama
com frac¸a˜o de curados. Fernandes (2013) apresentou o uso do modelo Weibull discreto
com frac¸a˜o de cura em dados de tempos discretos e o aplicou na a´rea de sau´de em estudos
de esquizofrenia e AIDS.
Quando trabalhamos com frac¸a˜o de curados e´ importante considerar que a probabi-
lidade de cura pode variar de indiv´ıduo para indiv´ıduo a depender das caracter´ısticas
intr´ınsecas a cada um. Diante disto, surge a importaˆncia de analisar os efeitos das co-
varia´veis sobre a frac¸a˜o de curados e tambe´m sobre o tempo de sobreviveˆncia. Este tipo
de situac¸a˜o e´ apresentado por Aljawadi et al (2011), onde os tempos sa˜o descritos pela
distribuic¸a˜o exponencial, com paraˆmetro modelado por covaria´veis, e e´ proposta uma
abordagem anal´ıtica para a estimac¸a˜o parame´trica da frac¸a˜o de cura baseada no modelo
BCH (bounded cumulative hazard). Paes (2007) apresentou a formulac¸a˜o dos modelos
Weibull e de Cox com frac¸a˜o de cura. No modelo Weibull houve a inclusa˜o de covaria´veis
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para modelar o paraˆmetro de escala e a frac¸a˜o de curados, enquanto que no modelo de
Cox foi considerado o efeito das covaria´veis sobre a frac¸a˜o de curados. Kannan et al
(2010) formularam o modelo de frac¸a˜o de cura baseado na distribuic¸a˜o Exponencial Ge-
neralizada incorporando os efeitos das covaria´veis na probabilidade de cura. Estes treˆs
trabalhos utilizaram o algoritmo EM para obter estimativas de ma´xima verossimilhanc¸a
dos paraˆmetros e, como pode-se observar, utilizaram abordagens cont´ınuas para modelar
os tempos de sobreviveˆncia.
Diante do que foi exposto, este trabalho tem como objetivo estudar e formular dentro
do contexto de ana´lise de sobreviveˆncia o modelo Weibull discreto com frac¸a˜o de curados
incorporando a presenc¸a de covaria´veis. Como o modelo de frac¸a˜o de cura e´ uma mistura
de distribuic¸o˜es, utilizamos o algoritmo EM para obter as estimativas dos paraˆmetros
do modelo. Foram realizadas simulac¸o˜es Monte Carlo e o modelo foi aplicado em dois
conjuntos de dados reais com varia´vel resposta discreta.
A estrutura do trabalho esta´ dividida em mais cinco cap´ıtulos. No Cap´ıtulo 2 des-
crevemos os conceitos ba´sicos de ana´lise de sobreviveˆncia: tipos de censuras, as func¸o˜es
que descrevem os tempos, o estimador Kaplan-Meier, as distribuic¸o˜es e modelos Weibull
e exponencial cont´ınuos, as distribuic¸o˜es Weibull discreta e geome´trica, bem como suas
formulac¸o˜es incorporando a frac¸a˜o de cura. O Cap´ıtulo 3 apresenta o desenvolvimento da
func¸a˜o de verossimilhanc¸a do modelo de regressa˜o Weibull discreto com frac¸a˜o de cura e
o uso do algoritmo EM para a estimac¸a˜o dos paraˆmetros. As simulac¸o˜es Monte Carlo e
seus resultados sa˜o apresentados no Cap´ıtulo 4, enquanto que o Cap´ıtulo 5 ilustra duas
aplicac¸o˜es do modelo proposto em conjuntos de dados reais. Por fim, no Cap´ıtulo 6 sa˜o
apresentadas as considerac¸o˜es finais do trabalho.
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Cap´ıtulo 2
Conceitos Ba´sicos de Ana´lise de
Sobreviveˆncia
A ana´lise de sobreviveˆncia pode ser definida como um conjunto de me´todos estat´ısticos
que tem como finalidade analisar dados cuja varia´vel resposta e´ o tempo ate´ a ocorreˆncia
de determinado evento de interesse, a partir de um determinado tempo inicial. Este
tempo e´ denominado tempo de falha e a depender da a´rea de aplicac¸a˜o e do objetivo
do estudo pode ser definido como, por exemplo: o tempo desde o diagno´stico de uma
doenc¸a em um paciente ate´ a sua cura, o tempo ate´ um cliente de um banco se tornar
inadimplente desde que lhe foi concedido um cre´dito, o tempo entre a compra de um
automo´vel e o seu primeiro defeito mecaˆnico, o tempo entre o ingresso de um aluno num
curso de n´ıvel superior ate´ a sua diplomac¸a˜o, o tempo desde a contrac¸a˜o de um seguro
de automo´vel ate´ a ocorreˆncia do primeiro sinistro, ou ainda, o tempo que um preso leva
desde a sua soltura ate´ cometer um novo delito (CARVALHO, 2011; LIMA JUNIOR et
al, 2012; BASTOS & ROCHA, 2006). A escala de medida da varia´vel resposta pode ser
em segundos, minutos, dias, meses, nu´mero de ciclos (na engenharia), etc.
Os estudos que envolvem a ana´lise de sobreviveˆncia sa˜o longitudinais, visto que as
observac¸o˜es (podem ser indiv´ıduos ou na˜o) que fazem parte deles sa˜o acompanhadas
ao longo do tempo a fim de se verificar suas caracter´ısticas e a ocorreˆncia do evento
de interesse. De acordo com Colosimo e Giolo (2006), e´ de grande importaˆncia que
duas definic¸o˜es sejam bem determinadas antes de se iniciar um estudo desse tipo.
Uma definic¸a˜o e´ a do tempo de in´ıcio, pois todas as observac¸o˜es devem comec¸ar a ser
acompanhadas partindo de um mesmo crite´rio, por exemplo: pacientes que entram num
estudo apo´s o diagno´stico confirmado da doenc¸a, clientes do banco que passaram a ser
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acompanhados a partir do dia em que tomam um empre´stimo, etc. Na˜o significa que
todos entrara˜o no estudo ao mesmo tempo. O acompanhamento de cada indiv´ıduo podera´
ser iniciado em tempos distintos e seus tempos sera˜o contados a partir do momento
em que comec¸arem a ser observados. Assim, dentro de um determinado estudo, todas
as observac¸o˜es devem ser compara´veis na sua origem. Outra definic¸a˜o a ser feita e´ do
evento de interesse, tambe´m conhecido como falha ou desfecho. Por exemplo: no caso do
automo´vel que esta´ sendo acompanhado ate´ o seu primeiro defeito mecaˆnico, e´ necessa´rio
deixar claro se sera´ considerado qualquer defeito independente da sua gravidade ou na˜o;
no caso do banco e´ importante deixar claro o conceito utilizado para definir inadimpleˆncia.
2.1 Censura
A principal caracter´ıstica presente em dados de sobreviveˆncia e´ a censura, que e´ a
informac¸a˜o incompleta da resposta e pode ocorrer por diversos motivos. Geralmente na˜o
e´ poss´ıvel encerrar um estudo somente apo´s todas as observac¸o˜es sofrerem o evento de
interesse, ou ainda, no decorrer do estudo pode ocorrer a perda de acompanhamento
de algumas observac¸o˜es. Por exemplo, na a´rea de sau´de o paciente pode deixar de ser
acompanhado devido a` sua mudanc¸a de cidade ou morte causada por raza˜o diferente da
estudada, ou ainda, no acompanhamento de alunos de ensino superior ha´ aqueles que
trancam o curso e na˜o retornam mais, ou um seguro de carros e´ cancelado sem que ocor-
resse nenhum sinistro. Deste modo, o que se sabe e´ que ate´ o u´ltimo instante observado
ainda na˜o havia ocorrido a falha, ou seja, o tempo de ocorreˆncia do evento de interesse
e´ maior do que o u´ltimo tempo observado, o tempo de censura (COLOSIMO & GIOLO,
2006). Esta caracter´ıstica e´ de extrema importaˆncia nos dados de sobreviveˆncia, pois se
na˜o houvesse a presenc¸a de censura, as ana´lises poderiam ser realizadas atrave´s de te´cnicas
estat´ısticas cla´ssicas. Acontece que essas te´cnicas precisam de todos os dados completos
para serem utilizadas, e os dados censurados apesar de incompletos sa˜o muito importan-
tes por fornecerem informac¸o˜es sobre o tempo observado e na˜o devem ser descartados da
ana´lise, pois a sua omissa˜o pode levar a resultados incorretos. Portanto, os me´todos de
sobreviveˆncia sa˜o os mais indicados nesse tipo de situac¸a˜o por permitirem incorporar na
ana´lise estat´ıstica os tempos censurados.
Alguns diferentes tipos de censuras podem ocorrer, a saber: censura a` esquerda, cen-
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sura intervalar e censura a` direita. Dizemos que uma observac¸a˜o e´ censurada a` esquerda
quando o evento de interesse ja´ havia ocorrido quando o experimento comec¸ou, isto e´, o
tempo registrado e´ maior que o tempo de falha. A censura intervalar e´ mais comum em
situac¸o˜es nas quais as verificac¸o˜es das observac¸o˜es sa˜o perio´dicas. Esta ocorre quando na˜o
conhecemos o momento da ocorreˆncia do desfecho, mas sabemos que ele ocorreu entre a
u´ltima verificac¸a˜o e a mais recente (quando a ocorreˆncia do evento de interesse foi detec-
tada). Neste caso o tempo de falha na˜o e´ conhecido, mas sabe-se que esta´ contido em um
intervalo. Ja´ a censura a` direita, a mais comum, e´ registrada quando o evento de interesse
na˜o ocorre ate´ o u´ltimo instante em que o indiv´ıduo foi observado. Sendo assim, sabe-se
que o tempo entre o in´ıcio da observac¸a˜o e o evento e´ maior do que o tempo de fato
observado (HOSMER et al, 2008; CARVALHO et al, 2011). Este u´ltimo tipo de censura,
que sera´ o considerado neste trabalho, e´ caracterizado por outros treˆs tipos: censura do
tipo I, censura do tipo II e censura do tipo aleato´ria.
A censura do tipo I acontece em estudos que tem um per´ıodo pre´-determinado para
o seu fim e, assim, ao ser finalizado registram observac¸o˜es que ainda na˜o vieram a falhar.
Nestes casos, o tempo de falha e´ superior ao tempo do fim do estudo.
A censura do tipo II ocorre quando o fim do estudo e´ condicionado a` ocorreˆncia de
um determinado nu´mero de falhas. Assim, apo´s k observac¸o˜es apresentarem o evento de
interesse o estudo e´ finalizado e aqueles tempos que na˜o sa˜o de falha sa˜o denominados
censuras do tipo II.
Ja´ a censura aleato´ria e´ registrada quando se perde o acompanhamento das observac¸o˜es
ao longo do estudo antes de ocorrer a falha por motivos que na˜o sejam a ocorreˆncia do
evento de interesse. O que se sabe nestes casos e´ que o tempo de falha destas observac¸o˜es
e´ superior ao u´ltimo tempo registrado (BASTOS & ROCHA, 2006; COLOSIMO & GI-
OLO, 2006).
Diante da presenc¸a das censuras, os dados de sobreviveˆncia devem ter duas varia´veis
como forma de resposta para cada indiv´ıduo i, geralmente representadas pelo par (ti, δi),
onde ti representa o tempo de falha ou de censura e δi e´ uma varia´vel dicotoˆmica que
indica se aquele determinado tempo e´ referente a` falha ou na˜o, ou seja,
δi =
{
1, se ti e´ um tempo de falha,
0, se ti e´ um tempo censurado.
(2.1)
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Nos casos em que, ale´m da resposta, houver ainda a presenc¸a de covaria´veis, os dados
sa˜o representados por (ti, δi, zi), na qual zi representa o vetor de covaria´veis do i-e´simo
indiv´ıduo (COLOSIMO & GIOLO, 2006).
Seja T a varia´vel que representa o tempo ate´ a ocorreˆncia do evento de interesse, ou
seja, o tempo de falha ou de sobreviveˆncia. T e´ uma varia´vel aleato´ria na˜o-negativa,
que pode ser cont´ınua ou na˜o, e e´ geralmente especificada pela sua func¸a˜o densidade de
probabilidade (no caso cont´ınuo), distribuic¸a˜o de probabilidade (no caso discreto), pela
func¸a˜o de sobreviveˆncia ou pela func¸a˜o de taxa de falha que sera˜o apresentadas a seguir.
2.2 Func¸o˜es que descrevem o tempo de sobreviveˆncia
2.2.1 Func¸a˜o densidade
Nos casos em que a varia´vel aleato´ria T e´ cont´ınua a func¸a˜o densidade de probabilidade
de T e´ denotada por f(t) e pode ser interpretada como a probabilidade de uma observac¸a˜o
falhar em um intervalo instantaˆneo de tempo [t, t+ ] sobre o intervalo  e e´ definida por:
f(t) = lim
→0+
P (t ≤ T < t+ )

na qual  e´ o incremento de tempo infinitamente pequeno (CARVALHO et al, 2011) e
f(t) ≥ 0 para todo t ≥ 0, com a´rea abaixo da curva igual a 1.
Quando T e´ uma varia´vel aleato´ria discreta, t = 0, 1, 2, . . ., a sua distribuic¸a˜o de
probabilidade e´ determinada por:
p(t) = P (T = t) = F (t)− F (t− 1),
na qual F (t) = P (T ≤ t) e´ a distribuic¸a˜o acumulada de T e representa a probabilidade
da ocorreˆncia do evento ate´ o instante t.
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2.2.2 Func¸a˜o de sobreviveˆncia
A func¸a˜o de sobreviveˆncia, denotada por S(t), e´ uma das func¸o˜es mais utilizadas em
estudos de sobreviveˆncia. Trata-se de uma func¸a˜o decrescente definida como a probabili-
dade da falha na˜o ocorrer antes do tempo t, ou seja, e´ a probabilidade de uma observac¸a˜o
vir a “sobreviver”por mais que um tempo t. Quando T e´ uma varia´vel aleato´ria cont´ınua,
possui como caracter´ısticas comec¸ar com S(0) = 1, ou seja, a probabilidade de uma ob-
servac¸a˜o sobreviver por um tempo maior que zero e´ 1. Partindo do princ´ıpio de que todos
as observac¸o˜es ira˜o falhar durante o estudo, a probabilidade de sobreviver por um per´ıodo
muito grande e´ 0, isto e´, limt→∞ S(t) = 0 (LIMA JUNIOR et al, 2012).
S(t) = P (T > t)
Nos casos em que a varia´vel aleato´ria T e´ cont´ınua t assume valores pertencentes a
[0,∞) e a func¸a˜o de sobreviveˆncia, que tambe´m e´ cont´ınua, e´ definida por:




Ja´ nos casos em que a varia´vel aleato´ria T e´ discreta, esta assume os valores t =
0, 1, 2, ... e a func¸a˜o de sobreviveˆncia discreta e´ dada por (FERNANDES, 2013):
S(t) = P (T > t) =
∑
k=t+1
P (T = k).
2.2.3 Func¸a˜o de risco
A func¸a˜o de risco, tambe´m conhecida como func¸a˜o de taxa de falha condicional, repre-
senta o risco (instantaˆneo) de uma observac¸a˜o sofrer o evento de interesse entre os tempos
t e t+ , com → 0, dado que ate´ o tempo t o evento na˜o havia ocorrido. Denotada por
λ(t), e´ uma func¸a˜o na˜o-negativa e e´ definida como a probabilidade de uma observac¸a˜o vir
a falhar em um intervalo de tempo muito pequeno, , dado que sobreviveu ate´ o tempo t,
dividido pelo comprimento  do intervalo.
Segundo Louzada Neto et al (2002), a func¸a˜o de risco tem se destacado entre mui-
tos autores por descrever como a probabilidade instantaˆnea de falha muda com o passar
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do tempo, pelo fato de poder assumir formas crescente, decrescente, constante ou na˜o
mono´tona, e por permitir que certos grupos sejam caracterizados de acordo com o com-
portamento da func¸a˜o de risco ao longo do tempo. Para Colosimo e Giolo (2006) “a func¸a˜o
taxa de falha e´ mais informativa do que a func¸a˜o de sobreviveˆncia. Diferentes func¸o˜es de
sobreviveˆncia podem ter formas semelhantes, enquanto as respectivas func¸o˜es de taxa de
falha podem diferir drasticamente”.
Quando T e´ uma varia´vel aleato´ria cont´ınua a func¸a˜o na˜o tem limite superior, λ(t) ≥ 0,
e sua definic¸a˜o e´ matematicamente expressa por:
λ(t) = lim
→0+
P (t ≤ T < t+ |T ≥ t)

Quando T e´ uma varia´vel aleato´ria discreta a func¸a˜o de risco e´ limitada no intervalo
0 ≤ λ(t) ≤ 1 e assume valores maiores que zero apenas nos pontos onde ocorre falha
(FERNANDES, 2013). E´ expressa por:
λ(t) = P (T = t|T ≥ t) = P (T = t)
P (T ≥ t) =
P (T = t)




2.3 Relac¸o˜es entre func¸o˜es
As func¸o˜es ba´sicas de ana´lise de sobreviveˆncia apresentadas sa˜o relacionadas entre si
e sa˜o matematicamente equivalentes. Desta forma, atrave´s das suas relac¸o˜es, e´ poss´ıvel
obter as demais func¸o˜es a partir do conhecimento de uma delas.
Para o caso em que T e´ uma varia´vel aleato´ria cont´ınua e na˜o-negativa, as relac¸o˜es




f(u)du = 1− F (t)⇔ ∂
∂t







P (t ≤ T < t+ )


P (t ≤ T < t+ |T ≥ t)
= lim
→0+
P (t ≤ T < t+ ) P (T ≥ t)
P (t ≤ T < t+ ) ∩ P (T ≥ t)
= lim
→0+
P (t ≤ T < t+ )
P (t ≤ T < t+ )P (T ≥ t)
= S(t)
= 1− F (t).
Assim, relacionando estes resultados, temos ainda que:
−S ′(t)
S(t)
= λ(t)⇔ − ∂
∂t
logS(t) = λ(t)











= exp [−Λ(t)] ,
na qual Λ(t) =
∫ t
0
λ(u)du e´ denominada func¸a˜o de taxa de falha acumulada, ou func¸a˜o
de risco acumulado, e mede o risco de ocorreˆncia do evento ate´ um determinado tempo t
(CARVALHO et al, 2011).
Quando T e´ uma varia´vel aleato´ria discreta, as relac¸o˜es podem ser descritas como a
seguir:
p(t) = F (t)− F (t− 1) = [1− S(t)]− [1− S(t− 1)] = S(t− 1)− S(t)
λ(t) =
P (T = t ∩ T ≥ t)
P (T ≥ t) =
P (T = t)















⇔ λ(t) = p(t)
S(t− 1) =
S(t− 1)− S(t)
S(t− 1) = 1−
S(t)
S(t− 1) .
2.4 Estimador de Kaplan-Meier
O estimador de Kaplan-Meier (EKM), tambe´m chamado de estimador produto-limite,
e´ um estimador de ma´xima verossimilhanc¸a na˜o-parame´trico para a func¸a˜o de sobre-
viveˆncia S(t). E´ uma adaptac¸a˜o da func¸a˜o de sobreviveˆncia emp´ırica, que na auseˆncia de
censura dos dados sera´ estimada no tempo t levando em considerac¸a˜o a proporc¸a˜o de ob-
servac¸o˜es que na˜o sofreram o evento de interesse ate´ este momento. Assim, considerando




, t ≥ 0,
na qual NS e´ o nu´mero de observac¸o˜es que na˜o sofreram o evento de interesse ate´ o tempo
t.
Trata-se de uma func¸a˜o escada, cujos degraus sa˜o formados nos instantes nos quais ha´
a ocorreˆncia de falha. Cada degrau tem tamanho 1/n quando os tempos observados sa˜o
distintos, e tamanho a/n quando ha´ empates em um determinado instante t, sendo a o
nu´mero de empates (COLOSIMO & GIOLO, 2006).
A ideia do EKM e´ a de que para um indiv´ıduo sobreviver por J intervalos de tempo, ele
vai precisar sobreviver a cada intervalo ate´ o J-e´simo, considerando que ele sobreviveu aos
anteriores. Assim, tem-se um estimador constru´ıdo a partir do produto das probabilidades
condicionais de sobreviver a cada intervalo de tempo. Este estimador considera tantos
intervalos quantos forem o nu´mero de falhas distintas, sendo os limites destes intervalos
definidos como os tempos de falha da amostra.
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Considere uma amostra composta por n observac¸o˜es na qual existam k (k ≤ n) tempos
distintos de falha na˜o censurados e estes tempos estejam dispostos em ordem crescente
t(1) < t(2) < · · · < t(k). Sejam dj o nu´mero de eventos que ocorrem em t(j), j = 1, . . . , k, e




× n2 − d2
n2










E pode ser escrito tambe´m de forma recursiva:
SˆKM(t) = SˆKM(t− 1)× nj − dj
nj
.
Quando 0 ≤ t ≤ t(1), SˆKM(t) = 1. Se t(k) e´ a maior observac¸a˜o registrada, enta˜o
SˆKM(t) = 0 para t ≥ t(k), entretanto se a maior observac¸a˜o registrada for um tempo
censurado t∗, enta˜o SˆKM(t) nunca assume o valor zero, permanecendo constante para
t > t∗ (BASTOS & ROCHA, 2007). O EKM tem como propriedades a auseˆncia de vie´s
quando estimado em grandes amostras, consisteˆncia fraca e convergeˆncia assinto´tica para
um processo gaussiano.
2.5 Principais distribuic¸o˜es
O tempo ate´ a ocorreˆncia de um evento de interesse, T , e´ uma varia´vel aleato´ria, logo o
seu comportamento pode ser descrito por uma distribuic¸a˜o de probabilidade. Duas carac-
ter´ısticas que orientam a escolha da distribuic¸a˜o a ser adotada para descrever os tempos
sa˜o: T assume valores na˜o-negativos e, frequentemente, a distribuic¸a˜o de T apresenta
forte assimetria com uma grande cauda a` direita.
Diversas distribuic¸o˜es de probabilidade podem ser adotadas para modelar o tempo
de sobreviveˆncia. Sera˜o descritas aqui as distribuic¸o˜es exponencial e Weibull, por serem
amplamente utilizadas e se adaptarem bem a va´rias situac¸o˜es pra´ticas.
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2.5.1 Distribuic¸a˜o exponencial
A distribuic¸a˜o exponencial e´ considerada uma das mais simples e mais utilizadas den-
tre as distribuic¸o˜es para modelar dados de sobreviveˆncia. De acordo com Colosimo e
Giolo (2006) e Carvalho et al (2011), esta distribuic¸a˜o tem sido bastante aplicada em
estudos de confiabilidade de sistemas eletroˆnicos, de produtos e materiais e, na a´rea de
sau´de, para descrever tempos de vida e de remissa˜o de doenc¸as croˆnicas e infecciosas.
Trata-se de uma distribuic¸a˜o que apresenta apenas um paraˆmetro, assume inde-
pendeˆncia do risco ao longo do tempo e possui taxa de falha constante (NAKANO &
CARRASCO, 2006; COLOSIMO & GIOLO, 2006). Assim, assumindo que T e´ uma
varia´vel aleato´ria cont´ınua que segue distribuic¸a˜o Exponencial(α), sua func¸a˜o de densi-












na qual t ≥ 0 e α > 0, sendo α o tempo me´dio de vida e possui a mesma unidade do
tempo t.




























para t ≥ 0 e α > 0.
Considerar uma distribuic¸a˜o com risco constante significa que, independente do tempo,
o risco de ocorreˆncia do evento de interesse e´ o mesmo. Trata-se da propriedade chamada
de falta de memo´ria da distribuic¸a˜o exponencial. Na pra´tica e´ como se a idade de uma
pessoa na˜o interferisse no risco de sua morte, ou ainda, que um equipamento que esta´ com
horas de funcionamento tivesse o mesmo risco de falha de um equipamento sem uso, por
exemplo. Acontece que, na pra´tica, existem situac¸o˜es nas quais esta suposic¸a˜o e´ pouco
plaus´ıvel e e´ necessa´rio trabalhar com alguma distribuic¸a˜o que permita a variac¸a˜o do
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risco no tempo, como, por exemplo, a distribuic¸a˜o Weibull, que e´ uma generalizac¸a˜o da
distribuic¸a˜o exponencial.
2.5.2 Distribuic¸a˜o Weibull
A distribuic¸a˜o Weibull e´ amplamente utilizada para modelar dados que representam
tempo ate´ a ocorreˆncia de um evento de interesse, principalmente na a´rea biome´dica e
industrial. Seu frequente uso pode ser explicado em parte pela sua grande flexibilidade e
simplicidade. Tem como propriedade possuir func¸a˜o de risco mono´tona, assim o risco pode
variar no tempo, sendo uma func¸a˜o crescente, decrescente ou constante (CARVALHO et
al, 2011; COLOSIMO & GIOLO, 2006).
Sendo T uma varia´vel aleato´ria cont´ınua que segue distribuic¸a˜o Weibull(α, β), a sua
func¸a˜o densidade de probabilidade e´ dada por:











sendo t ≥ 0, β > 0 o paraˆmetro de forma e α > 0 o paraˆmetro de escala. O paraˆmetro β
na˜o tem unidade de medida e α tem a mesma unidade de medida de t. Quando fW (t;α, β)
e´ escrita na forma (2.3), α e´ aproximadamente o percentil 63% da distribuic¸a˜o da varia´vel
aleato´ria T (LOUZADA NETO et al, 2002).
As func¸o˜es de sobreviveˆncia SW (t;α, β) e de risco λW (t;α, β) sa˜o dadas, respectiva-
mente, por:























)β} = βαβ tβ−1,
para t ≥ 0 e α, β > 0.
O paraˆmetro β determina a forma da func¸a˜o de risco. Sendo assim, para β > 1, a
func¸a˜o de risco e´ estritamente crescente; para β < 1, a func¸a˜o de risco e´ estritamente
decrescente; e para β = 1, tem-se a distribuic¸a˜o exponencial, que e´ um caso particular da
Weibull, e possui func¸a˜o de risco constante.
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2.5.3 Distribuic¸a˜o Weibull Discreta
Apesar da ampla utilizac¸a˜o das distribuic¸o˜es cont´ınuas no contexto de ana´lise de so-
breviveˆncia, nem sempre elas sa˜o indicadas, pois na pra´tica e´ muito comum a existeˆncia
de dados de tempos discretos, que surgem quando o tempo e´ medido em ciclos, dias ou
meses completos, por exemplo. Nakano e Carrasco (2006) estudaram o uso de modelos
cont´ınuos em dados discretos e mostraram que dependendo das caracter´ısticas dos dados,
o uso de um modelo cont´ınuo para analisar tempos discretos pode levar a resultados pou-
cos satisfato´rios. Face a esta situac¸a˜o, surge a necessidade de explorar o uso de modelos
discretos em estudos que envolvem ana´lise de sobreviveˆncia.
A distribuic¸a˜o Weibull discreta foi proposta por Nakagawa e Osaki (1975) e e´ a dis-
tribuic¸a˜o discreta equivalente a` Weibull cont´ınua (FERNANDES, 2013; BRUNELLO &
NAKANO, 2015). A obtenc¸a˜o das distribuic¸o˜es discretas pode ser feita a partir das dis-
tribuic¸o˜es cont´ınuas atrave´s do agrupamento dos tempos em intervalos unita´rios. Seja
Y uma varia´vel aleato´ria cont´ınua com distribuic¸a˜o Weibull(α, β). A varia´vel discreta e´
obtida por T = [Y ], sendo [Y ] a parte inteira de Y (NAKANO & CARRASCO, 2006).
Assim, a distribuic¸a˜o de probabilidade de T e´ definida por:
pWD(t; θ) = P (T = t)
= P (t ≤ Y < t+ 1)
= P (t < Y ≤ t+ 1)
= FY (t+ 1)− FY (t)





− e−( t+1α )
β
= qt
β − q(t+1)β ,
sendo q = exp{− 1
αβ
}, 0 < q < 1, θ = (q, β) e t = 0, 1, 2, . . .
A func¸a˜o de sobreviveˆncia neste caso pode ser escrita como:
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E a func¸a˜o de risco e´ dada por:
λWD(t; θ) =
pWD(t; θ)




β = 1− q(t+1)
β−tβ .
Assim como no caso cont´ınuo o paraˆmetro β e´ o que determina a forma da func¸a˜o do
risco: crescente, quando β > 1; decrescente, quando β < 1; e constante quando β = 1.
Neste u´ltimo caso a distribuic¸a˜o Weibull discreta se reduz a` distribuic¸a˜o geome´trica (que
e´ a distribuic¸a˜o discreta correspondente a` distribuic¸a˜o exponencial) com paraˆmetro (1−q).
2.6 Modelos de regressa˜o parame´tricos cont´ınuos
Em estudos de ana´lise de sobreviveˆncia geralmente existem caracter´ısticas que sa˜o
observadas em cada indiv´ıduo ou objeto de estudo, que podem estar relacionadas com
o tempo de sobrevida. Assim, ale´m do tempo de sobreviveˆncia e da varia´vel indicadora
de falha, os dados sera˜o compostos tambe´m por estas outras k varia´veis, que sa˜o cha-
madas de varia´veis explicativas ou covaria´veis, e sera˜o representados por (ti, δi, zi), para
i = 1, . . . , n, sendo ti o tempo de sobreviveˆncia, δi o indicador de falha e z
′
i = (zi1, . . . , zik)
o vetor de covaria´veis observadas.
Modelos de regressa˜o sa˜o utilizados quando o objetivo e´ avaliar a relac¸a˜o entre os
tempos de sobreviveˆncia e as varia´veis explicativas. Neste trabalho sera˜o abordados os
modelos parame´tricos, que sera˜o compostos por dois componentes: um aleato´rio, que
descreve o comportamento do tempo de sobreviveˆncia por meio de uma distribuic¸a˜o de
16
probabilidade; e um determin´ıstico, que descreve a relac¸a˜o entre os paraˆmetros da dis-
tribuic¸a˜o de probabilidade associada aos tempos e as covaria´veis (LOUZADA NETO et
al, 2002; CARVALHO et al, 2011). O relacionamento descrito pela parte determin´ıstica
pode ser definido por:
α(z) = g(φ′z),
sendo g(·) uma func¸a˜o positiva e cont´ınua, φ′ = (φ0, φ1, . . . , φk) o vetor de k paraˆmetros
que sera˜o estimados e z o vetor de covaria´veis observadas.
2.6.1 Modelo exponencial
O modelo exponencial e´ estendido a partir de (2.2) e sua func¸a˜o densidade de proba-











na qual α(z) > 0 representa a taxa de falha constante nos n´ıveis da varia´vel explicativa
z.
Neste caso, o paraˆmetro α(z) se relaciona com o vetor de covaria´veis z atrave´s da
ligac¸a˜o g(·) = exp(·):
α(z) = exp(φ′z) = exp(φ0 + φ1z1 + . . .+ φkzk), (2.4)
onde φ′ = (φ0, φ1, . . . , φk) e´ o vetor de paraˆmetros que representam os efeitos das
covaria´veis, tal que −∞ < φ0, . . . , φk < ∞, e α(·) e´ o paraˆmetro que define o risco
exponencial.













A estimac¸a˜o dos paraˆmetros do modelo e´ feita atrave´s do me´todo da ma´xima veros-
similhanc¸a. Para dados censurados a` direita provenientes de uma amostra aleato´ria de






















na qual ti e´ a i-e´sima observac¸a˜o com seu respectivo indicador de censura δi.
As estimativas de ma´xima verossimilhanc¸a de φ podem ser obtidas atrave´s da maxi-
mizac¸a˜o da logaritmo da verossimilhanc¸a lE(φ) = logLE(φ).
2.6.2 Modelo Weibull
A inclusa˜o de covaria´veis no modelo Weibull para dados cont´ınuos e´ feita em (2.3).
Modelando o paraˆmetro de escala α pelas covaria´veis e considerando a forma funcional
(2.4) utilizada na distribuic¸a˜o exponencial, a func¸a˜o densidade de probabilidade estendida
e´ dada por:










sendo t ≥ 0, β > 0, φ′ = (φ0, φ1, . . . , φk) e z o vetor de covaria´veis.
As func¸o˜es de sobreviveˆncia e de risco sa˜o, respectivamente, expressas da seguinte
forma:








λW (t;φ, β|z) = β
[exp(φ′z)]β
tβ−1,
para t ≥ 0 e β > 0.
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Considerando uma amostra aleato´ria de tamanho n, a verossimilhanc¸a para dados
censurados a` direita e´ definida por:
LW (φ, β) =
n∏
i=1



















As estimativas de ma´xima verossimilhanc¸a dos paraˆmetros β e φ′ = (φ0, φ1, . . . , φk)
sa˜o obtidas maximizando lW (φ, β) = logLW (φ, β).
2.7 Frac¸a˜o de cura
Em estudos de sobreviveˆncia pressupo˜e-se que todas as observac¸o˜es sa˜o suscet´ıveis a`
ocorreˆncia do evento de interesse e em algum momento ira˜o experimenta´-lo. No entanto,
a`s vezes, em parte dessas observac¸o˜es o evento de interesse na˜o ocorre e, mesmo apo´s
um longo tempo de acompanhamento, estas na˜o vem a falhar. Neste contexto, sa˜o
observac¸o˜es chamadas de frac¸a˜o de curadas, na˜o-suscet´ıveis, imunes ao evento ou ainda
observac¸o˜es de longa durac¸a˜o. Sa˜o, por exemplo, os indiv´ıduos diagnosticados com
determinada doenc¸a e, apo´s o tratamento, se curam e na˜o vem a o´bito, os alunos que
entram num curso de n´ıvel superior e na˜o se graduam ate´ o fim do acompanhamento,
ou ainda, na a´rea financeira, a frac¸a˜o de indiv´ıduos que tomaram um certo tipo de
empre´stimo e quitaram toda a d´ıvida em dia sem se tornarem inadimplentes, ou as
pessoas que contratam um seguro de carro e passam muito tempo sem aciona´-lo.
A partir da construc¸a˜o de um gra´fico da func¸a˜o de sobreviveˆncia emp´ırica estimada
atrave´s do estimador produto-limite de Kaplan-Meier, e´ poss´ıvel observar ind´ıcios
da frac¸a˜o de observac¸o˜es curadas nos dados. Caracteriza-se pela presenc¸a de grande
quantidade de censuras ao final do estudo e pelo fato da cauda da func¸a˜o estar tendendo
a um valor constante diferente de zero durante um per´ıodo longo de tempo (MALLER e
ZHOU, 1996). Um exemplo de func¸a˜o de sobreviveˆncia de uma populac¸a˜o com frac¸a˜o de
curados e´ ilustrado na Figura 2.1.
Os modelos tradicionais de ana´lise de sobreviveˆncia assumem que a frac¸a˜o de curados
e´ zero ao longo do tempo e, assim, a func¸a˜o de sobreviveˆncia converge para zero quando
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o tempo tende ao infinito (func¸a˜o de sobreviveˆncia pro´pria). Deste modo, utiliza´-los em
dados com parcela de curados pode levar a resultados equivocados, sendo, enta˜o, modelos
com frac¸a˜o de cura os mais apropriados para modelar este tipo de dado.
Figura 2.1: Func¸a˜o de sobreviveˆncia com frac¸a˜o de curados.
Fonte: Fernandes (2013)
Proposto por Berkson e Gage (1952), o modelo de mistura propo˜e a construc¸a˜o de
uma func¸a˜o de sobreviveˆncia populacional impro´pria (SFC(t)) na forma de mistura de
duas distribuic¸o˜es parame´tricas. Para isto, a populac¸a˜o em estudo e´ dividida em duas
subpopulac¸o˜es, sendo uma composta por indiv´ıduos que esta˜o sob risco durante o estudo
(SR), e a outra formada por indiv´ıduos curados, ou seja, indiv´ıduos na˜o-suscet´ıveis a`
ocorreˆncia do evento de interesse.
A situac¸a˜o de cura ou na˜o da observac¸a˜o em um estudo pode ser indicada a partir da




0, se a observac¸a˜o e´ curada,
1, se a observac¸a˜o e´ na˜o curada.
(2.5)
Desta maneira, P (ci = 0) = pi e´ a probabilidade da i-e´sima observac¸a˜o ser na˜o-
suscet´ıvel, ou curada, enquanto que a probabilidade de uma observac¸a˜o i ser suscet´ıvel e´
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P (ci = 1) = (1− pi).
Sejam, enta˜o: pi  [0, 1] a proporc¸a˜o de observac¸o˜es curadas na populac¸a˜o estudada,
com P (C) = pi e func¸a˜o de sobreviveˆncia SC(t); e (1 − pi) a proporc¸a˜o de observac¸o˜es
que se encontram sob risco, com P (SR) = 1− P (C) = (1− pi) e func¸a˜o de sobreviveˆncia
SSR(t). Assim, a func¸a˜o de sobreviveˆncia populacional em forma de mistura e´ definida
por:
SFC(t) = P (C)P (T > t|C) + P (SR)P (T > t|SR)
= piSC(t) + (1− pi)SSR(t)
= pi + (1− pi)SSR(t),
e possui como propriedade: limt→∞ SFC(t) = pi. Se pi = 0, enta˜o SFC(t) = SSR(t).
2.8 Modelos Weibull, exponencial e geome´trico com
frac¸a˜o de cura
Considerando que T e´ uma varia´vel aleato´ria cont´ınua com distribuic¸a˜o Weibull(α, β),
as func¸o˜es densidade e de sobreviveˆncia considerando a presenc¸a de frac¸a˜o de cura sa˜o
dadas por:
fFCW (t; pi, α, β) = (1− pi)fSRW (t;α, β)










SFCW (t; pi, α, β) = pi + (1− pi)SSRW (t;α, β))








em que α, β > 0, 0 ≤ pi ≤ 1 e t ≥ 0.
Desta maneira, e´ poss´ıvel obter a func¸a˜o de risco:
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λFCW (t; pi, α, β) =
fFCW (t; pi, α, β)














A obtenc¸a˜o das func¸o˜es anteriormente citadas para o caso em que a varia´vel aleato´ria
T assume distribuic¸a˜o Exponencial(α) e´ feita assumindo β = 1. Sendo assim, as func¸o˜es
densidade,de sobreviveˆncia e de risco na presenc¸a de frac¸a˜o de cura sa˜o definidas, respec-
tivamente, por:












SFCE(t; pi, α) = pi + (1− pi)SSRE(t;α)


















pi + (1− pi) exp{− ( t
α
)} ,
em que α > 0, 0 ≤ pi ≤ 1 e t ≥ 0.
Para os casos em que T e´ uma varia´vel aleato´ria discreta que segue distribuic¸a˜o
Weibull(α, β) discreta, a func¸a˜o de sobreviveˆncia e´ definida por:
SFCWD(t; pi, θ) = pi + (1− pi)SSRWD(t; θ)
= pi + (1− pi)(q(t+1)β), (2.6)
sendo q = exp{− 1
αβ
}, 0 < q < 1, θ = (q, β) e t = 0, 1, 2, . . .
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A partir da func¸a˜o de sobreviveˆncia e´ poss´ıvel obter a distribuic¸a˜o de probabilidade
de T :
pFCWD(t; pi, θ) = SFCWD(t− 1;pi, θ)− SFCWD(t; pi, θ)
= [pi + (1− pi)qtβ ]− [pi + (1− pi)q(t+1)β ]
= (1− pi)[qtβ − q(t+1)β ] = (1− pi)pWD(t; θ),
em que t = 0, 1, 2, . . ..
A func¸a˜o de risco e´ obtida a partir da relac¸a˜o entre SFCWD(t; pi, θ) e pFCWD(t; pi, θ):




(1− pi)[qtβ − q(t+1)β ]
pi + (1− pi)(qtβ) ,
em que t = 0, 1, 2, . . ..
Ao considerar β = 1 e´ poss´ıvel determinar as func¸o˜es anteriormente descritas para o
caso da distribuic¸a˜o geome´trica com frac¸a˜o de cura:
SFCG(t; pi, q) = pi + (1− pi)fSRG(t; q)
= pi + (1− pi)(q(t+1)),
pFCG(t; pi, q) = SFCG(t− 1;pi, q)− SFCG(t; pi, q)
= (1− pi)[qt − q(t+1)] e




(1− pi)[qt − q(t+1)]
pi + (1− pi)(qt) ,
em que t = 0, 1, 2, . . ..
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Cap´ıtulo 3
Modelo de regressa˜o Weibull
discreto com frac¸a˜o de cura
Conforme apresentado no cap´ıtulo anterior, estudos com frac¸a˜o de cura assumem que
a populac¸a˜o de estudo e´ dividida em dois subgrupos, sendo um formado por observac¸o˜es
suscet´ıveis ao evento de interesse (SR), e outro de observac¸o˜es curadas (C). Neste cap´ıtulo
sera˜o considerados tempos de vida que seguem distribuic¸a˜o Weibull(q, β) discreta com a
presenc¸a de frac¸a˜o de cura.
A inclusa˜o de covaria´veis no modelo Weibull discreto permite acrescentar informac¸o˜es
intr´ınsecas a cada observac¸a˜o em estudo. Isto se justifica pelo fato de que a probabilidade
de cura pode ser diferente em pessoas do sexo feminino quando comparados com os de
pessoas do sexo masculino, ou em grupos que esta˜o sujeitos a diferentes tipos de me-
dicac¸a˜o, ou ainda quando pessoas teˆm mais ou menos idade, por exemplo. Diante disto, a
proporc¸a˜o de pessoas curadas, pi, pode ser modelada a partir de um conjunto de varia´veis
z. Como pi assume valores em [0, 1], a relac¸a˜o de pi com as covaria´veis z pode ser feita a






em que φ′ = (φ0, φ1, . . . , φk) e´ o vetor de paraˆmetros que representam os efeitos das
covaria´veis, tal que −∞ < φ0, . . . , φk < ∞ e z′ = (z1, . . . , zk) e´ o vetor de covaria´veis
observadas.
Sabemos que pi(φ, z) e´ a proporc¸a˜o de observac¸o˜es curadas, enta˜o temos:
ci =
{




1, com probabilidade 1− pii(φ, z) = 11+eφ′z
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A partir disso e´ poss´ıvel, enta˜o, definir o modelo de regressa˜o Weibull discreto com
frac¸a˜o de cura, modelando o paraˆmetro pi(φ, z) que depende do vetor de covaria´veis z. A
distribuic¸a˜o de probabilidade para este modelo e´ definida como:











em que Φ = (φ, θ = (q, β)), z′ = (z1, . . . , zk) e´ o vetor de covaria´veis observadas
e φ′ = (φ0, φ1, . . . , φk) o vetor de k paraˆmetros associados a`s covaria´veis, tal que
−∞ < φ0, φ1, . . . , φk <∞.
As func¸o˜es de sobreviveˆncia e de risco sa˜o, respectivamente, definidas por:




















λFCWD(t; Φ|z) = pFCWD(t; Φ|z)



















Para encontrar as definic¸o˜es dessas func¸o˜es para o modelo de regressa˜o geome´trico
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com frac¸a˜o de cura, basta considerar β = 1:







qt − q(t+1)) ,


































3.1 Func¸a˜o de verossimilhanc¸a
Inicialmente, considere as varia´veis indicadoras δi e ci, sendo δi o indicador de falha
definido em (2.1) e ci o indicador de na˜o cura apresentado em (2.5). Se δi = 0 (tempo
censurado), ci pode assumir valores 0 ou 1, pois o tempo censurado pode ser proveniente
de uma observac¸a˜o curada e que certamente na˜o vira´ a sofrer o evento de interesse, ou
ainda ser proveniente de uma observac¸a˜o que esta´ suscet´ıvel ao evento, mas que na˜o veio a
falhar no per´ıodo observado. Ja´ no caso em que δi = 1 (tempo de falha), necessariamente
ci assume valor 1, pois uma observac¸a˜o que veio a falhar na˜o faz parte do grupo de
curados.
Considere uma amostra aleato´ria de tamanho n com frac¸a˜o de curados, tempos de
sobreviveˆncia censurados a` direita provenientes de uma distribuic¸a˜o Weibull discreta e
vetor de covaria´veis z. De acordo com Aljawadi et al (2011), considerando que os dados










[(1− pii(φ, z))pSRWD(ti; θ)]δi [{pii(φ, z)}1−ci +




δi log(1− pii(φ, z)) +
n∑
i=1
δi log[pSRWD(ti; θ)] +
n∑
i=1
(1− δi) log[{pii(φ, z)}1−ci + {(1− pii(φ, z))SSRWD(ti; θ)}ci ],
sendo Φ = (φ, q, β).
O estimador de Φ e´ obtido atrave´s da maximizac¸a˜o de lc(Φ). Acontece que neste caso
estamos lidando com dados incompletos, visto que ci e´ desconhecido quando δi = 0. Por
este motivo, as estimativas de ma´xima verossimilhanc¸a de Φ sera˜o obtidas por meio do
algoritmo EM.
O intervalo de confianc¸a dos paraˆmetros com (1−α)×100% de confianc¸a e´ definido por
γˆ ± zα/2
√ ̂V ar(γˆ), em que γˆ e´ o paraˆmetro para o qual o intervalo esta´ sendo constru´ıdo
e zα/2 e´ o quantil da distribuic¸a˜o normal padra˜o. As estimativas das variaˆncias dos
paraˆmetros sa˜o obtidas pelo inverso da matriz de Informac¸a˜o de Fisher.
3.2 Maximizac¸a˜o via algoritmo EM
O algoritmo EM (Expectation Maximization) e´ um me´todo computacional utilizado
para se obter o estimador de ma´xima verossimilhanc¸a (EMV) de forma iterativa e se
tornou bastante aplicado na Estat´ıstica. De acordo com Casella e Berger (2010) o seu
uso se disseminou apo´s o trabalho de Dempster et al (1977), no qual foi apresentada uma
abordagem geral do algoritmo juntamente com algumas aplicac¸o˜es. Seu extenso uso se
deve a` sua simples implementac¸a˜o e abrangeˆncia de campo de aplicac¸a˜o.
Trata-se de um me´todo que e´ geralmente utilizado em dois casos. O primeiro e´ quando
os dados sa˜o incompletos e, enta˜o, o algoritmo usa os dados observados como informac¸a˜o
para os que esta˜o faltando. O segundo e´ quando a func¸a˜o de verossimilhanc¸a e´ bastante
complexa e dif´ıcil de ser maximizada analiticamente. Em ambos os casos o EM permite
encontrar estimativas de ma´xima verossimilhanc¸a dos paraˆmetros. Neste trabalho sera´
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considerado o primeiro caso, pois, como foi apresentado, os dados que informam se a
observac¸a˜o e´ curada ou sob risco na˜o sa˜o completamente observados, sendo incompletos
quando se trata de observac¸o˜es censuradas.
Na Sec¸a˜o 3.2.1 a seguir e´ feita uma formulac¸a˜o geral do algoritmo EM. Na Sec¸a˜o
seguinte e´ apresentada a sua aplicac¸a˜o para a estimac¸a˜o de ma´xima verossimilhanc¸a dos
paraˆmetros do modelo de regressa˜o Weibull discreto com frac¸a˜o de cura.
3.2.1 Algoritmo EM
Considere o caso em que se deseja estimar um conjunto de paraˆmetros θ com base nos
dados X = (x1, x2, . . . , xn) de X. A func¸a˜o de densidade de X e´ dada por f(x|θ) e a sua





Denota-se por `X(θ; X) o logaritmo da verossimilhanc¸a de X:




Acontece que X e´ um conjunto de dados incompletos, sendo necessa´rio completa´-los.
Para isto considere Y = (y1, y2, . . . , yn) o conjunto de dados que esta˜o faltando em X e
V = (X,Y) o vetor dos dados completos. Enta˜o, a func¸a˜o densidade de probabilidade de
V e´:
f(v; θ) = f(x, y; θ)
= f(x; θ)f(y;x, θ),
E o logaritmo da verossimilhanc¸a e´:
`V (θ; V) = logL(θ; V)
= logL(θ; X,Y) (3.5)
O algoritmo EM tem como objetivo encontrar o EMV θˆ de θ. Assim, com as notac¸o˜es
citadas, a aplicac¸a˜o do EM consiste em basicamente dois passos:
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• Passo E: Obter a esperanc¸a condicional do logaritmo da verossimilhanc¸a dado por
(3.5) que depende de Y:
Q(θ, θ(k)) = E[`V (θ; V)|X, θk]




log[f(X, yi; θ)]f(yi; X, θ
(k)).
Temos que V e´ uma combinac¸a˜o dos dados X e Y, logo e´ necessa´rio ponderar os






= P (Y = yi; X, θ
k)
• Passo M: Maximizar Q com respeito a θ, usando um me´todo iterativo.
Os passos do algoritmo sa˜o aplicados sucessivamente ate´ que algum crite´rio de
convergeˆncia pre´-estabelecido seja atingido. Por exemplo: |Q(θ, θ(k)) − Q(θ, θ(k+1))| <
, com → 0.
Considere agora que a func¸a˜o densidade de X possa ser escrita na forma de mistura
de duas componentes:
f(x; θ) = pf0(x; θ0) + (1− p)f1(x; θ1), (3.6)
sendo 0 ≤ p ≤ 1 e θ = (p, θ0, θ1).
A func¸a˜o de verossimilhanc¸a dos dados completos pode ser escrita como:





Seja Yi uma varia´vel aleato´ria com distribuic¸a˜o Bernoulli que indica se a observac¸a˜o xi
pertence a` componente f0 ou f1, respectivamente. As probabilidades associadas a` varia´vel
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Yi sa˜o definidas por:
P (Yi = 0|xi, θ(k)) = pf0(xi; θ0)
f(xi; θ)
P (Yi = 1|xi, θ(k)) = (1− p)f1(xi; θ1)
f(xi; θ)
.



















log[f0(xi; θ0)]P (Y = 0|xi, θ(k)) +
n∑
i=1
log(1− p)P (Y = 1|xi, θ(k)) +
n∑
i=1
log[f1(xi; θ1)]P (Y = 1|xi, θ(k))
No passo M e´ encontrado θk+1 que maximiza Q(θ, θ(k)). Assim, θk+1 sera´ utilizado para
obter θˆk+2 na atualizac¸a˜o de Q(θ, θ(k+1)) que sera´ maximizada. Desta forma, estes passos
ira˜o se repetir ate´ que o crite´rio de convergeˆncia adotado seja atingido.
Segundo Casella e Berger (2010), “uma das vantagens do algoritmo EM e´ que as
condic¸o˜es para a convergeˆncia para os dados incompletos sa˜o conhecidas”. Wu (1983)
cita que a demonstrac¸a˜o de convergeˆncia das estimativas mostrada em Dempster et al
(1977) conte´m um erro e, enta˜o, apresenta um teorema que assegura que as estimativas
convergem monotonicamente para um ponto estaciona´rio, que pode ser um ma´ximo local
ou ponto de sela. Como a convergeˆncia para um ponto estaciona´rio, ma´ximo local ou
ma´ximo global depende do chute inicial dos paraˆmetros, a sua recomendac¸a˜o e´ que o
algoritmo EM seja implementado a partir de diferentes valores iniciais dos paraˆmetros.
Outras demonstrac¸o˜es de convergeˆncia podem ser encontradas em Boyles (1983).
3.2.2 Algoritmo EM para modelo de regressa˜o Weibull discreto
com frac¸a˜o de cura
Neste trabalho esta´ sendo estudado o modelo apresentado em (3.1), (3.2) e (3.3) e
desejamos encontrar a estimativa de Φ = (φ, q, β) a partir de uma amostra aleato´ria de
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tamanho n de T . Considere que os dados esta˜o na forma (ti, δi, ci, zi) e que o i-e´simo
indiv´ıduo possui tempo de falha ou censura ti e zi representa seu vetor de covaria´veis.
Considere ainda que existem m tempos de falha, sendo, enta˜o, (n−m) tempos de censura,
na˜o necessariamente ordenados. Sendo assim, temos que os dados que foram observados
sa˜o: os tempos de falha ti; o indicador de falha, que assume δi = 0 se i = (m+ 1), . . . , n,
e δi = 1 se i = 1, . . . ,m; o indicador de na˜o cura ci = 1 quando i = 1, . . . ,m; e o vetor
de covaria´veis zi quando i = 1, . . . , n. Ja´ o dado denominado como desconhecido, incom-
pleto, ou ainda, na˜o observado e´ o valor de ci quando o indiv´ıduo e´ censurado, ou seja,
para i = (m+ 1), . . . , n (ALAJAWADI et al, 2011).
Com base nas informac¸o˜es anteriores, e´ poss´ıvel escrever o logaritmo da verossimi-




δi log(1− pii(φ, z)) +
n∑
i=(m+1)
δi log(1− pii(φ, z)) +
m∑
i=1
δi log[pSRWD(ti; θ)] +
n∑
i=(m+1)
δi log[pSRWD(ti; θ)] + (3.8)
m∑
i=1
(1− δi) log[{pii(φ, z)}1−ci + {(1− pii(φ, z))SSRWD(ti; θ)}ci ] +
n∑
i=(m+1)
(1− δi) log[{pii(φ, z)}1−ci + {(1− pii(φ, z))SSRWD(ti; θ)}ci ],
em que θ = (q, β).
Seja X o vetor (1× (n−m)) dos tempos censurados (varia´vel incompleta) e C o vetor
(1 × (n − m)) dos dados que esta˜o faltando em X e, consequentemente, V = (X,C) o
vetor de dados completos. As observac¸o˜es de X sa˜o censuradas, logo a sua distribuic¸a˜o e´
descrita pela func¸a˜o de sobreviveˆncia, dada por:
g(x; Φ) = pi(φ, z) + (1− pi(φ, z))SSRWD(t; θ),
que e´ uma mistura como a apresentada em (3.6).
De acordo com Peng (2003), para aplicar o algoritmo EM e´ necessa´rio substituir ci
por uma estimativa da sua esperanc¸a condicional, dada a estimativa de Φ:
pi = E(ci|Φ) = P (ci = 1|Φ),
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na qual Φ = (φ, q, β).
Como ja´ foi citado no in´ıcio do cap´ıtulo, o valor que ci assume depende de δi, ou seja,
se a observac¸a˜o e´ referente a` um tempo de falha ou na˜o. Sendo assim, podemos encontrar
as seguintes probabilidades condicionais de ci:
P (ci = 1|Φ, δi = 1) = P (δi = 1|ci = 1)P (ci = 1)
P (δi = 1|ci = 0)P (ci = 0) + P (δi = 1|ci = 1)P (ci = 1)
=
P (δi = 1|ci = 1)(1− pii(φ, z))
0× pii(φ, z) + P (δi = 1|ci = 1)(1− pii(φ, z)) = 1
P (ci = 1|Φ, δi = 0) = P (δi = 0|ci = 1)P (ci = 1)
P (δi = 0|ci = 0)P (ci = 0) + P (δi = 0|ci = 1)P (ci = 1)
=
P (T > ti|ci = 1)(1− pii(φ, z))
P (T > ti|ci = 0)pii(φ, z) + P (T > ti|ci = 1)(1− pii(φ, z))
=
SSRWD(ti; θ)(1− pii(φ, z))
pii(φ, z) + (1− pii(φ, z))SSRWD(ti; θ)
Esses resultados mostram que se uma observac¸a˜o falhou (δi = 1) ela so´ pode na˜o
estar curada, logo P (ci = 1|Φ, δi = 1) = 1. Ja´ para o caso das observac¸o˜es censuradas
(δi = 0) e´ poss´ıvel que elas sejam provenientes do grupo das que na˜o esta˜o curadas e
estejam sob risco ou provenientes do grupo das que esta˜o curadas, sendo poss´ıvel atribuir
as probabilidades de pertencer a cada um dos grupos:
P (ci = 0|Φ, δi = 0) = pii(φ, z)
pii(φ, z) + (1− pii(φ, z))SSRWD(ti; θ)
P (ci = 1|Φ, δi = 0) = (1− pii(φ, z))SSRWD(ti; θ)
pii(φ, z) + (1− pii(φ, z))SSRWD(ti; θ)
Dessa forma, podemos definir a estimativa da esperanc¸a condicional de ci, dada a
estimativa de Φ, como:
pi = E(ci|Φ) (3.9)
= δi + (1− δi) (1− pii(φ, z))SSRWD(ti; θ)
pii(φ, z) + (1− pii(φ, z))SSRWD(ti; θ)
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δi log(1− pii(φ, z)) +
n∑
i=(m+1)
δi log(1− pii(φ, z)) +
m∑
i=1
δi log[pSRWD(ti; θ)] +
n∑
i=(m+1)
δi log[pSRWD(ti; θ)] + (3.10)
m∑
i=1
(1− δi) log[{pii(φ, z)}1−pi + {(1− pii(φ, z))SSRWD(ti; θ)}pi ] +
n∑
i=(m+1)
(1− δi) log[{pii(φ, z)}1−pi + {(1− pii(φ, z))SSRWD(ti; θ)}pi ].
Partindo do princ´ıpio de que nos tempos de falha δi = 1, temos que pi = 1 para
i = 1, . . . ,m. Ja´ para os casos de tempos censurados, i = (m + 1), . . . , n, temos que
pi =
(1−pii(φ,z))SSRWD(ti;θ)
pii(φ,z)+(1−pii(φ,z))SSRWD(ti;θ) . Considerando estas informac¸o˜es, podemos definir:




pii(φ, z) + (1− pii(φ, z))SSRWD(ti; θ)
w2i(z) = pi = P (ci = 1|T > ti) = (1− pii(φ, z))SSRWD(ti; θ)
g(x; Φ)
=
(1− pii(φ, z))SSRWD(ti; θ)
pii(φ, z) + (1− pii(φ, z))SSRWD(ti; θ)
A partir desses resultados e definic¸o˜es, podemos obter uma forma mais simplificada








log[1− pii(φ, z)] +
n∑
i=(m+1)
w1i(z) log[pii(φ, z)] +
n∑
i=(m+1)




Essa expressa˜o de lc(Φ) e´ similar a` apresentada por Kannan et al (2010).
Com o intuito de facilitar o processo de estimac¸a˜o, o logaritmo da verossimilhanc¸a
lc(Φ) pode ainda ser escrito como:
lc(Φ) = Q(Φ,Φ





















Q(Φ,Φ(k)) e´ a esperanc¸a do logaritmo da verossimilhanc¸a dos dados completos e no
passo M e´ maximizada em relac¸a˜o aos paraˆmetros desconhecidos, considerando valores
fixos de w1i(z) e w2i(z). A partir de (3.11), as estimativas de ma´xima verossimilhanc¸a
de φ podem ser obtidas separadamente das estimativas de q e β, pois g1 depende apenas
de φ e g2 depende so´ de β e q. Assim, se φ
(k), β(k) e q(k) sa˜o estimativas de φ, β e q,
respectivamente, na k-e´sima iterac¸a˜o, enta˜o φ(k+1) e´ obtida pela maximizac¸a˜o de g1(φ),
enquanto que β(k+1) e q(k+1) sa˜o obtidas pela maximizac¸a˜o de g2(β, q), todos considerando
valores fixos para w1i(z) e w2i(z). Para realizar as maximizac¸o˜es de g1(φ) e g2(β, q) no
passo (k+ 1), w1i(z) e w2i(z) sa˜o obtidos da seguinte forma a partir de φ












(1− pii(φ(k), z))SSRWD(ti; θ(k))
pii(φ
(k), z) + (1− pii(φ(k), z))SSRWD(ti; θ(k))
(3.13)
De modo geral, o passo E e´ a etapa do algoritmo EM na qual sa˜o atribu´ıdas as proba-
bilidades de cura para cada indiv´ıduo, pii, que sa˜o dadas pelas estimativas das esperanc¸as
condicionais pi, que foram reescritas na forma de w1i(z) e w2i(z). Ja´ o passo M consiste
na maximizac¸a˜o da func¸a˜o de verossimilhanc¸a, com base em w1i(z) e w2i(z), para ob-
ter as estimativas dos paraˆmetros φ, q e β. Deste modo, ao implementar o algoritmo,
sera˜o obtidas as estimativas dos paraˆmetros β e q associados a` distribuic¸a˜o dos tempos
de sobreviveˆncia e de um vetor φ de paraˆmetros relacionado a` probabilidade de cura pii.
Implementac¸a˜o do algoritmo EM
Dados φ(k−1), β(k−1) e q(k−1), as etapas da iterac¸a˜o k do algoritmo EM podem ser
descritas da seguinte forma:
1. (Passo E) A partir de φ(k−1), β(k−1) e q(k−1), obter w1i(z)(k) e w2i(z)(k) utilizando
(3.12) e (3.13), respectivamente, e calcular Q(Φ,Φ(k)) conforme foi apresentada em
(3.11);
2. (Passo M) Atualizar os paraˆmetros φ, β e q. φ(k) e´ obtido atrave´s da maximizac¸a˜o
de g1(φ) com respeito a φ, enquanto β
(k) e q(k) sa˜o obtidos atrave´s da maximizac¸a˜o
de g2(q, β) com respeito a β e q, respectivamente;




Neste cap´ıtulo sera˜o apresentadas as simulac¸o˜es computacionais e seus resultados,
que foram obtidos atrave´s do software R na versa˜o 3.2.2. O objetivo foi gerar dados
de sobreviveˆncia com frac¸a˜o de cura e com a presenc¸a de covaria´veis a fim de obter as
estimativas dos paraˆmetros do modelo apresentado em (3.1), (3.2) e (3.3).
Foram considerados treˆs tamanhos de amostra, sendo n = 250, n = 500 e n = 1.000.
Os tempos foram gerados a partir da distribuic¸a˜o Weibull discreta utilizando o pacote
DiscreteWeibull do R (BARBIERO, 2015) e, para possibilitar a ilustrac¸a˜o da frac¸a˜o de
cura, o tempo das observac¸o˜es curadas foi dado pela parte inteira de 1, 5×TM, em que
TM e´ o maior tempo gerado. O mecanismo de censura utilizado foi o de censura a` direita
A variac¸a˜o dos valores do vetor de paraˆmetros Φ = (φ, q, β) permite a criac¸a˜o de
cena´rios com diferentes caracter´ısticas dos dados: os valores de φ influenciam na proba-
bilidade de cura; o valor de q interfere no tamanho dos tempos gerados e principalmente
no percentual de tempos iguais a zero (quanto menor o q, menores os valores dos tempos
e maior o nu´mero de tempos iguais a zero); enquanto que β e´ inversamente proporcional
aos tempos de modo que quanto menor o valor de β, maiores os valores dos tempos e,
assim, ha´ uma quantidade maior de tempos distintos.
Os resultados das simulac¸o˜es apresentados neste trabalho consideraram uma u´nica
covaria´vel dicotoˆmica, Z, no modelo, que foi gerada a partir de uma distribuic¸a˜o Bernoulli
com probabilidade de sucesso p = 0, 6. Simulac¸o˜es com covaria´veis na˜o dicotoˆmicas
tambe´m foram realizadas, considerando uma distribuic¸a˜o Poisson, e os resultados obtidos
quanto a`s estimativas foram similares. Optou-se pela apresentac¸a˜o dos resultados com
covaria´vel dicotoˆmica pelo fato de ser poss´ıvel visualiza´-los graficamente atrave´s das
estimativas das curvas de sobreviveˆncia.
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No total foram considerados quatro cena´rios (que diferem quanto a` quantidade total
de censura nos dados) e 18 valores de Φ. O percentual de censura das observac¸o˜es
sob risco foi igual a 10% nos treˆs primeiros cena´rios. Em todos os cena´rios temos
Φ2 = (φ, q = 0, 5, β = 1) e Φ5 = (φ, q = 0, 9, β = 1) que representam dados de tempos
que seguem distribuic¸a˜o Geome´trica, visto que em ambos os casos temos β = 1.
Para cada Φ em cada um dos cena´rios foram realizadas 1.000 simulac¸o˜es e o erro
quadra´tico me´dio (EQM) de cada uma das estimativas foi calculado. No que se refere
ao algoritmo EM, as maximizac¸o˜es das func¸o˜es g1(φ) e g2(q, β) foram feitas utilizando
a func¸a˜o optim do R (R Core Team, 2015). O crite´rio de parada utilizado foi quando o
maior valor absoluto da diferenc¸a entre as estimativas dos respectivos paraˆmetros nas
iterac¸o˜es k e k + 1 ficasse menor que 1× 10−100.
A Tabela 4.1 apresenta os valores dos paraˆmetros utilizados na gerac¸a˜o do Cena´rio 1,
que representa dados com baixo percentual de censura (em me´dia, 26%). Este percentual
de censura refere-se ao total de censura de todas as observac¸o˜es, estando sob risco ou
curadas. O percentual me´dio de valores de tempos iguais a zero foi: 40%, quando q = 0,5;
e 8%, quando q = 0,9. Ale´m disto, as probabilidades de cura condicionadas aos valores
da covaria´vel Z das observac¸o˜es geradas neste cena´rio sa˜o: pii(φ, Z = 0) = P (ci = 0|Zi =
0) = 11, 9% e pii(φ, Z = 1) = P (ci = 0|Zi = 1) = 23, 1%. Os resultados das estimativas
obtidas juntamente com cada EQM sa˜o mostrados na Tabela 4.2.
Tabela 4.1: Valores dos paraˆmetros utilizados na simulac¸a˜o do Cena´rio 1. Censura me´dia:
26%
Φ q β φ0 φ1
1 0,50 0,50 -2,00 0,80
2 0,50 1,00 -2,00 0,80
3 0,50 2,00 -2,00 0,80
4 0,90 0,50 -2,00 0,80
5 0,90 1,00 -2,00 0,80
6 0,90 2,00 -2,00 0,80
Com base nos resultados da Tabela 4.2, nota-se que as me´dias das estimativas dos
paraˆmetros esta˜o pro´ximas aos seus verdadeiros valores em todas os casos. Nota-se
tambe´m que ha´ uma tendeˆncia de subestimar os valores de φ0 e de φ1 e de superestimar
os paraˆmetros q e β, mas sem prejudicar a qualidade dos resultados.
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Tabela 4.2: Resultados das me´dias e EQM das estimativas de ma´xima verossimilhanc¸a
dos paraˆmetros obtidas atrave´s de 1.000 re´plicas de Monte Carlo do algoritmo EM em
dados com baixo percentual de censura (Cena´rio 1 - Censura me´dia: 26%).
Φ n q EQM(qˆ) β EQM(βˆ) φ0 EQM(φˆ0) φ1 EQM(φˆ1)
1 0,528 2× 10−3 0,511 0,002 -1,783 0,150 0,786 0,138
2 0,528 2× 10−3 1,030 0,008 -1,734 0,164 0,744 0,141
3 250 0,522 2× 10−3 2,026 0,030 -1,644 0,214 0,695 0,135
4 0,906 3× 10−4 0,504 0,001 -1,802 0,140 0,778 0,138
5 0,908 3× 10−4 1,021 0,004 -1,790 0,143 0,782 0,143
6 0,906 3× 10−4 2,025 0,017 -1,751 0,159 0,753 0,135
1 0,528 1× 10−3 0,512 0,001 -1,738 0,114 0,754 0,063
2 0,528 1× 10−3 1,025 0,004 -1,714 0,132 0,731 0,074
3 500 0,523 1× 10−3 2,018 0,015 -1,630 0,181 0,687 0,074
4 0,907 2× 10−4 0,505 0,001 -1,771 0,099 0,758 0,062
5 0,907 2× 10−4 1,016 0,002 -1,756 0,105 0,755 0,064
6 0,907 2× 10−4 2,028 0,009 -1,719 0,126 0,735 0,069
1 0,529 1× 10−3 0,514 0,001 -1,734 0,094 0,745 0,036
2 0,528 1× 10−3 1,024 0,002 -1,706 0,109 0,728 0,039
3 1000 0,523 8× 10−4 2,016 0,008 -1,632 0,158 0,686 0,043
4 0,907 1× 10−4 0,505 0,000 -1,761 0,080 0,748 0,035
5 0,908 1× 10−4 1,016 0,001 -1,753 0,085 0,752 0,034
6 0,907 1× 10−4 2,020 0,004 -1,717 0,104 0,738 0,038
As estimativas de q e β sa˜o mais precisas do que as de φ por apresentarem valores
de EQM menores. Ainda, e´ poss´ıvel notar que o EQM(qˆ) e´ menor nos casos em que o
percentual de valores de tempos iguais a zero e´ menor. Ja´ o EQM(βˆ) diminui quando o
paraˆmetro β assume valores menores, ou seja, os tempos gerados sa˜o grandes e com mais
tempos distintos. Nota-se que os valores de q e β influenciam tambe´m as estimativas
de φ0, visto que quando o percentual de tempos iguais a zero e´ maior e o nu´mero de
tempos distintos e´ pequeno (ou seja, quando q = 0, 5 e β = 2) o EQM(φˆ0) e´ maior do
que nos outros casos. Por fim, temos que os valores do EQM para todos os paraˆmetros
diminui ao passo em que a amostra aumenta, entretanto estas diferenc¸as sa˜o pequenas e
aparecem nas casas decimais, o que mostra o bom resultado das estimativas mesmo em
amostras menores.
A Figura 4.1 ilustra as func¸o˜es de sobreviveˆncia estimadas para cada um dos valores
de Φ, considerando amostras simuladas de tamanho n = 500. E´ poss´ıvel perceber o bom
ajuste obtido pelo modelo de regressa˜o Weibull discreto com frac¸a˜o de cura.
O Cena´rio 2 foi caracterizado por dados com moderado percentual de censura (em
me´dia 50%) e os valores dos paraˆmetros utilizados para gerar estes dados esta˜o presentes
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na Tabela 4.3. Neste caso, o percentual me´dio de tempos iguais a zero para q = 0, 5 foi
igual a 28%, e para q = 0, 9 foi igual a 6%. As probabilidades de cura para os dois grupos
criados a partir dos valores de Z foram: pii(φ, Z = 0) = P (ci = 0|Zi = 0) = 73, 1%
e pii(φ, Z = 1) = P (ci = 0|Zi = 1) = 26, 9%. Os resultados das estimativas com seus
respectivos EQM sa˜o mostrados na Tabela 4.4.
Tabela 4.3: Valores dos paraˆmetros utilizados na simulac¸a˜o do Cena´rio 2. Censura me´dia:
50%.
Φ q β φ0 φ1
1 0,50 0,50 1,00 -2,00
2 0,50 1,00 1,00 -2,00
3 0,50 2,00 1,00 -2,00
4 0,90 0,50 1,00 -2,00
5 0,90 1,00 1,00 -2,00
6 0,90 2,00 1,00 -2,00
Tabela 4.4: Resultados das me´dias e EQM das estimativas de ma´xima verossimilhanc¸a
dos paraˆmetros obtidas atrave´s de 1.000 re´plicas de Monte Carlo do algoritmo EM em
dados com moderado percentual de censura (Cena´rio 2 - Censura me´dia: 50%).
Φ n q EQM(qˆ) β EQM(βˆ) φ0 EQM(φˆ0) φ1 EQM(φˆ1)
1 0,520 2× 10−3 0,507 3× 10−3 1,125 0,073 -1,9327 0,098
2 0,519 2× 10−3 1,025 1× 10−2 1,145 0,081 -1,934 0,098
3 250 0,514 2× 10−3 2,033 4× 10−2 1,140 0,081 -1,914 0,106
4 0,905 4× 10−4 0,506 2× 10−3 1,125 0,073 -1,951 0,096
5 0,905 4× 10−4 1,018 7× 10−3 1,138 0,076 -1,964 0,095
6 0,904 4× 10−4 2,033 2× 10−2 1,145 0,084 -1,945 0,107
1 0,518 1× 10−3 0,508 1× 10−3 1,132 0,046 -1,942 0,052
2 0,519 1× 10−3 1,019 5× 10−3 1,126 0,044 -1,915 0,055
3 500 0,515 1× 10−3 2,038 2× 10−2 1,145 0,049 -1,900 0,056
4 0,904 2× 10−4 0,504 7× 10−4 1,135 0,045 -1,967 0,047
5 0,905 2× 10−4 1,013 3× 10−3 1,126 0,044 -1,947 0,049
6 0,906 2× 10−4 2,035 1× 10−2 1,133 0,044 -1,934 0,046
1 0,519 9× 10−4 0,509 7× 10−4 1,138 0,033 -1,941 0,025
2 0,518 8× 10−4 1,019 3× 10−3 1,125 0,030 -1,910 0,030
3 1000 0,515 8× 10−4 2,022 1× 10−2 1,141 0,035 -1,898 0,032
4 0,904 1× 10−4 0,503 3× 10−4 1,125 0,029 -1,938 0,026
5 0,905 1× 10−4 1,011 2× 10−3 1,131 0,031 -1,944 0,026
6 0,905 1× 10−4 2,023 7× 10−3 1,125 0,030 -1,919 0,030
Os resultados da Tabela 4.4 mostram que os valores do EQM das estimativas de
todos os paraˆmetros diminuem em amostras maiores. Observa-se que em dados com
maior percentual de valores de tempos iguais a zero, ou seja, com q = 0, 5, os valores de
EQM(qˆ) e EQM(βˆ) sa˜o maiores. Ja´ o paraˆmetro β interfere nos valores de EQM(βˆ)
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e EQM(φˆ0), que crescem ao passo em que β tambe´m cresce. Em todos os casos as
me´dias das estimativas se aproximaram dos valores dos paraˆmetros e apresentaram
EQM pequeno. Neste cena´rio houve superestimac¸a˜o de q, β e φ0 e subestimac¸a˜o de
φ1, mas sem afetar a qualidade dos resultados. A Figura 4.2 ilustra as estimativas das
curvas de sobreviveˆncia deste cena´rio obtidas via Kaplan-Meier e por meio do modelo de
sobreviveˆncia proposto.
Ja´ o Cena´rio 3 foi gerado de modo que os dados tivessem alto percentual de censura (em
me´dia 70%). As probabilidades de cura condicionadas aos valores gerados da covaria´vel
Z sa˜o: pii(φ, Z = 0) = P (ci = 0|Zi = 0) = 42, 6% e pii(φ, Z = 1) = P (ci = 0|Zi =
1) = 84, 6%. Os percentuais me´dios de tempos iguais a zero dependem do valor de q e
foram iguais a: 16%, para q = 0, 5; e 3% para q = 0, 9. A Tabela 4.5 apresenta os valores
dos paraˆmetros utilizados para gerar os dados deste cena´rio e a Tabela 4.6 apresenta os
resultados das me´dias das estimativas e do EQM , obtidos atrave´s das simulac¸o˜es.
Tabela 4.5: Valores dos paraˆmetros utilizados na simulac¸a˜o do Cena´rio 3. Censura me´dia:
70%.
Φ q β φ0 φ1
1 0,50 0,50 -0,30 2,00
2 0,50 1,00 -0,30 2,00
3 0,50 2,00 -0,30 2,00
4 0,90 0,50 -0,30 2,00
5 0,90 1,00 -0,30 2,00
6 0,90 2,00 -0,30 2,00
Analisando os resultados apresentados na Tabela 4.6, nota-se um desempenho seme-
lhante aos citados nos Cena´rios 1 e 2. O aumento do tamanho das amostras faz com que
haja uma reduc¸a˜o no EQM das estimativas, e os valores de q e β, usados para gerar os
tempos, impactam diretamente nas suas caracter´ısticas, o que faz com que as estimativas
tambe´m sejam influenciadas. Novamente, ha´ uma leve subestimac¸a˜o dos valores de φ0
e φ1 enquanto que os paraˆmetros q e β sa˜o superestimados. Mesmo com cerca de 70%
das observac¸o˜es sendo censuradas, de modo geral foram obtidos bons resultados, que sa˜o
ilustrados na Figura 4.3 atrave´s das estimativas das curvas de sobreviveˆncia.
Por fim, o Cena´rio 4 foi gerado com os mesmos paraˆmetros do Cena´rio 2 (Tabela 4.3),
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Tabela 4.6: Resultados das me´dias e EQM das estimativas de ma´xima verossimilhanc¸a
dos paraˆmetros obtidas atrave´s de 1.000 re´plicas de Monte Carlo do algoritmo EM em
dados com alto percentual de censura (Cena´rio 3 - Censura me´dia: 70%).
Φ n q EQM(qˆ) β EQM(βˆ) φ0 EQM(φˆ0) φ1 EQM(φˆ1)
1 0,514 3× 10−3 0,501 0,005 -0,145 0,067 1,969 0,101
2 0,511 3× 10−3 1,027 0,020 -0,137 0,071 1,964 0,101
3 250 0,512 4× 10−3 2,097 0,164 -0,115 0,076 1,968 0,102
4 0,902 7× 10−4 0,502 0,003 -0,167 0,062 1,995 0,106
5 0,901 7× 10−4 1,012 0,010 -0,151 0,063 1,980 0,093
6 0,905 8× 10−4 2,067 0,051 -0,129 0,071 1,960 0,102
1 0,511 2× 10−3 0,504 0,002 -0,145 0,046 1,970 0,049
2 0,511 2× 10−3 1,020 0,009 -0,128 0,051 1,953 0,052
3 500 0,509 2× 10−3 2,043 0,043 -0,108 0,056 1,937 0,050
4 0,902 4× 10−4 0,503 0,001 -0,153 0,044 1,985 0,053
5 0,903 4× 10−4 1,010 0,005 -0,147 0,044 1,972 0,053
6 0,904 3× 10−4 2,033 0,021 -0,134 0,047 1,963 0,053
1 0,511 1× 10−3 0,507 0,001 -0,132 0,038 1,954 0,025
2 0,511 1× 10−3 1,015 0,005 -0,130 0,040 1,958 0,027
3 1000 0,511 1× 10−3 2,036 0,012 -0,112 0,046 1,930 0,028
4 0,903 2× 10−4 0,503 0,001 -0,147 0,034 1,961 0,026
5 0,903 2× 10−4 1,009 0,002 -0,151 0,033 1,974 0,024
6 0,903 2× 10−4 2,022 0,011 -0,135 0,038 1,954 0,026
com a diferenc¸a de que neste ha´ censura apenas nos indiv´ıduos curados. O percentual
me´dio de censura e´ igual a 46%. A Tabela 4.7 apresenta os resultados das estimativas e
do EQM obtidos atrave´s das simulac¸o˜es.
Com base nos resultados da Tabela 4.7 e´ poss´ıvel observar o impacto positivo da
auseˆncia de censura nas observac¸o˜es sob risco na qualidade das estimativas. Ao comparar
com os resultados obtidos no Cena´rio 2, nota-se que o EQM das estimativas no Cena´rio 4
e´ menor, principalmente com tamanho de amostra pequeno. Diferentemente dos demais
cena´rios, neste na˜o houve um padra˜o de sub ou superestimac¸a˜o dos paraˆmetros. Mas, e´
poss´ıvel perceber os mesmos comportamentos de impactos nas estimativas a depender
das caracter´ısticas dos tempos gerados e do tamanho de amostra. A Figura 4.4 ilustra as
curvas de sobreviveˆncia estimadas pelo me´todo de Kaplan-Meier e por meio do modelo
proposto e, atrave´s delas, podemos ver o bom ajuste do modelo de regressa˜o Weibull
Discreto com frac¸a˜o de cura.
O modelo apresentou bons resultados ao ser aplicado em dados de sobreviveˆncia com
tempos discretos, presenc¸a de frac¸a˜o de cura e covaria´veis, mesmo em situac¸o˜es com
diferentes tamanhos de amostra e diferentes percentuais de tempos iguais a zero e de
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Tabela 4.7: Resultados das me´dias e EQM das estimativas de ma´xima verossimilhanc¸a
dos paraˆmetros obtidas atrave´s de 1.000 re´plicas de Monte Carlo do algoritmo EM em
dados com censura apenas nas observac¸o˜es curadas (Cena´rio 4 - Censura me´dia: 46%).
Φ n q EQM(qˆ) β EQM(βˆ) φ0 EQM(φˆ0) φ1 EQM(φˆ1)
1 0,499 2× 10−3 0,493 2× 10−3 1,013 0,050 -2,027 0,083
2 0,501 2× 10−3 1,007 9× 10−3 1,016 0,055 -2,043 0,089
3 250 0,500 2× 10−3 2,037 6× 10−2 0,998 0,049 -2,005 0,087
4 0,898 4× 10−4 0,498 1× 10−3 1,000 0,052 -2,022 0,091
5 0,900 4× 10−4 1,008 6× 10−3 1,001 0,054 -2,008 0,090
6 0,900 4× 10−4 2,022 2× 10−2 1,016 0,051 -2,019 0,086
1 0,500 8× 10−4 0,498 1× 10−3 0,999 0,027 -2,009 0,044
2 0,499 9× 10−4 1,004 4× 10−3 0,999 0,028 -2,002 0,046
3 500 0,501 9× 10−4 2,017 2× 10−2 1,008 0,024 -2,013 0,042
4 0,899 2× 10−4 0,499 6× 10−4 0,997 0,026 -2,001 0,045
5 0,901 2× 10−4 1,006 3× 10−3 1,009 0,026 -2,011 0,043
6 0,899 2× 10−4 2,004 1× 10−2 1,005 0,026 -2,003 0,042
1 0,499 4× 10−4 0,499 6× 10−4 0,997 0,013 -2,001 0,022
2 0,501 4× 10−4 1,005 2× 10−3 1,008 0,013 -2,011 0,022
3 1000 0,500 5× 10−4 2,008 1× 10−2 1,007 0,014 -2,014 0,023
4 0,899 1× 10−4 0,499 3× 10−4 1,001 0,013 -2,000 0,021
5 0,899 1× 10−4 1,001 1× 10−3 1,003 0,013 -2,004 0,021
6 0,899 1× 10−4 2,003 5× 10−3 0,999 0,013 -1,999 0,020
dados censurados. Entretanto, ao realizar os estudos de simulac¸a˜o, observou-se que e´
necessa´rio ter cautela ao aplicar este modelo em dados com percentual de censura muito
baixo, principalmente em amostras pequenas. Isto se deve ao fato de que sob estas
condic¸o˜es e´ poss´ıvel que, ao dividir a amostra em grupos de acordo com os valores das
covaria´veis catego´ricas, um deles (ou mais) na˜o tenha indiv´ıduos curados, ou seja, todos
os indiv´ıduos com caracter´ısticas semelhantes sofreram o evento de interesse e a func¸a˜o
de sobreviveˆncia assumiu valor zero. Isto causa preju´ızos nos resultados das estimativas
de φ, visto que nesta situac¸a˜o estara´ sendo feita a modelagem com o intuito de estimar a
probabilidade de cura (pii(φ, z) = P(ci = 0|Z)) utilizando uma amostra na qual todos os
indiv´ıduos sa˜o na˜o curados (o maior tempo observado e´ de falha).
Diante do exposto, recomenda-se que antes da aplicac¸a˜o do modelo de regressa˜o com
frac¸a˜o de cura seja constru´ıdo o gra´fico com as estimativas da curva de sobreviveˆncia via
Kaplan-Meier. Com este resultado sera´ poss´ıvel verificar se nos dados ha´ ou na˜o algum
grupo no qual todos os indiv´ıduos tenham vindo a sofrer o evento de interesse.
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Figura 4.1: Func¸o˜es de sobreviveˆncia estimadas para o Cena´rio 1 considerando uma amos-
tra de tamanho n=500. As linhas so´lidas representam as estimativas de Kaplan-Meier e
as linhas tracejadas as estimativas pelo modelo proposto.
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Figura 4.2: Func¸o˜es de sobreviveˆncia estimadas para o Cena´rio 2 considerando uma amos-
tra de tamanho n=500. As linhas so´lidas representam as estimativas de Kaplan-Meier e
as linhas tracejadas as estimativas pelo modelo proposto.
44
































































































Figura 4.3: Func¸o˜es de sobreviveˆncia estimadas para o Cena´rio 3 considerando uma amos-
tra de tamanho n=500. As linhas so´lidas representam as estimativas de Kaplan-Meier e
as linhas tracejadas as estimativas pelo modelo proposto.
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Figura 4.4: Func¸o˜es de sobreviveˆncia estimadas para o Cena´rio 4 considerando uma amos-
tra de tamanho n=500. As linhas so´lidas representam as estimativas de Kaplan-Meier e
as linhas tracejadas as estimativas pelo modelo proposto.
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Cap´ıtulo 5
Aplicac¸o˜es em dados reais
O objetivo deste cap´ıtulo e´ mostrar duas aplicac¸o˜es do modelo de regressa˜o Weibull
discreto com frac¸a˜o de cura em dados reais. A primeira aplicac¸a˜o e´ feita em um conjunto de
dados de um estudo sobre o tempo ate´ a morte de pacientes submetidos ao transplante de
medula o´ssea (TMO) para tratamento de leucemia mielo´ide croˆnica (LMC). Ja´ a segunda
e´ sobre o tempo ate´ o o´bito de pacientes diagnosticados com S´ındrome da Imunodeficieˆncia
Adquirida (AIDS).
5.1 Aplicac¸a˜o 1
Os dados da aplicac¸a˜o 1 sa˜o uma adaptac¸a˜o do estudo apresentado por Byington
(1999). Trata-se de uma coorte de 96 pacientes portadores de LMC que foram submetidos
ao TMO no Centro de Transplantes de Medula O´ssea do Instituto Nacional do Caˆncer
(CEMO/INCa) entre junho de 1986 e abril de 1998. O TMO e´ visto como o u´nico
tratamento que da´ perspectivas de cura para pacientes com esta patologia.
O evento de interesse e´ o o´bito do paciente, logo a varia´vel resposta T e´ o tempo,
em meses completos, desde o transplante ate´ o o´bito do paciente, censura ou o fim do
estudo. Foi considerada uma covaria´vel dicotoˆmica (Z) no modelo que indica se houve a
ocorreˆncia de doenc¸a enxerto aguda contra o hospedeiro.
Durante todo o estudo houve um total de 47 censuras, o que corresponde a 48,9% dos
pacientes. O maior tempo de o´bito registrado foi igual a 22 meses e o menor foi 1 meˆs.
No caso deste banco de dados o tempo ma´ximo observado foi 33 meses, ou seja, entre 22
e 33 meses so´ houve a ocorreˆncia de indiv´ıduos censurados e estas censuras correspondem
a 28% de todos os pacientes. Estas caracter´ısticas nos dados da˜o ind´ıcios da existeˆncia de
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uma parcela de pacientes curados na amostra em estudo. A Figura 5.1 mostra a estimativa
de Kaplan-Meier da curva de sobreviveˆncia e atrave´s dela e´ poss´ıvel reafirmar a existeˆncia
de uma frac¸a˜o de curados, visto que S(t) permanece constante e diferente de zero pelo
per´ıodo de aproximadamente um ano.
















Figura 5.1: Func¸a˜o de sobreviveˆncia estimada pelo me´todo de Kaplan-Meier de pacientes
com leucemia mielo´ide croˆnica submetidos ao transplante de medula o´ssea.
Sabe-se que 36,4% dos pacientes estudados tiveram doenc¸a enxerto aguda croˆnica con-
tra o hospedeiro. A partir da inclusa˜o desta covaria´vel no modelo e´ poss´ıvel verificar se a
ocorreˆncia de doenc¸a enxerto aguda influencia na probabilidade de cura ou na˜o do paci-
ente. Para tanto foi realizado o ajuste do modelo de regressa˜o Weibull discreto com frac¸a˜o
de cura e as estimativas pontuais e intervalares dos seus paraˆmetros sa˜o apresentados na
Tabela 5.1. O n´ıvel de confianc¸a considerado foi de 95%.
Tabela 5.1: Estimativas dos paraˆmetros do modelo de regressa˜o Weibull discreto com
frac¸a˜o de cura aplicado aos dados de transplante de medula o´ssea.






Como pode ser observado nos resultados da Tabela 5.1, a covaria´vel Z e´ estatistica-
mente significativa para modelar a frac¸a˜o de cura dos indiv´ıduos em estudo, visto que o
valor zero na˜o esta´ contido no intervalo de confianc¸a do paraˆmetro φ1. Ao calcular os
valores de pii(φ, Z = 0) e pii(φ, Z = 1) temos que sa˜o iguais a 59% e 15%, respectivamente,
ou seja, a probabilidade de cura dos indiv´ıduos que na˜o tiveram doenc¸a enxerto aguda e´
maior do que os que tiveram. Com base na odds ratio dada por OR=exp(−2, 114) = 0, 120,
vemos que os pacientes que tiveram doenc¸a enxerto aguda teˆm a chance de cura reduzida
em quase 90%.
Ao analisar os resultados do paraˆmetro β, nota-se que a func¸a˜o de risco e´ crescente
(β > 1) e que este paraˆmetro na˜o e´ estatisticamente diferente de 1, o que sugere que os
dados possam ser modelados considerando a distribuic¸a˜o geome´trica. O alto valor da es-
timativa de q = 0, 938 e´ justifica´vel pela caracter´ıstica dos pro´prios dados, pois na˜o existe
nenhum tempo igual a zero, ou seja, nenhum paciente veio a o´bito antes que completasse
um meˆs apo´s o transplante.
A Figura 5.2 ilustra os resultados do modelo por meio da estimativa da curva de
sobreviveˆncia. E´ poss´ıvel perceber que o modelo proposto apresentou bom ajuste aos
dados, visto que a curva de sobreviveˆncia estimada por meio do modelo proposto ficou
bem pro´xima a` estimativa de Kaplan-Meier.
Foi realizado tambe´m o ajuste do modelo Weibull cont´ınuo a estes dados discretos
para ver se neste caso este modelo tambe´m se ajusta bem. Os resultados das estimati-
vas pontuais e intervalares dos paraˆmetros modelo de regressa˜o Weibull cont´ınuo esta˜o
apresentados na Tabela 5.2. O n´ıvel de confianc¸a considerado tambe´m foi de 95%.
Tabela 5.2: Estimativas dos paraˆmetros do modelo de regressa˜o Weibull cont´ınuo com
frac¸a˜o de cura aplicado aos dados de transplante de medula o´ssea.





A partir dos resultados da Tabela 5.2 observa-se que as estimativas dos paraˆmetros
do modelo Weibull cont´ınuo foram bem pro´ximas a`quelas obtidas no modelo Weibull dis-
creto, inclusive do paraˆmetro q (q = exp{− 1
αβ
} = 0, 911). O AIC do modelo Weibull
discreto foi igual a -384,21, enquanto que o do modelo Weibull cont´ınuo foi -379,07.
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Figura 5.2: Func¸o˜es de sobreviveˆncia estimadas para pacientes que fizeram transplante
de medula o´ssea. Se Z = 1 significa que o paciente teve doenc¸a enxerto aguda. A linha
cont´ınua representa a estimativa obtida via estimador de Kaplan-Meier e a linha tracejada
foi estimada atrave´s do modelo de regressa˜o Weibull discreto com frac¸a˜o de cura.
As Figuras 5.3 e 5.4 mostram as estimativas das curvas de sobreviveˆncia e o gra´fico
P-P plot, respectivamente, comparando as func¸o˜es de sobreviveˆncia e acumulada obtidas
a partir dos modelos Weibull discreto e cont´ınuo. Nota-se que o desempenho dos dois
modelos analisados e´ bem similar. De modo geral, tanto o modelo de regressa˜o Weibull
discreto quanto o modelo de regressa˜o Weibull cont´ınuo se ajustaram bem aos dados.
Pore´m o AIC do modelo Weibull discreto foi menor, o que indica melhor ajuste deste
modelo.
Nesta aplicac¸a˜o havia 24 tempos discretos distintos e isto pode ter contribu´ıdo para que
os dados pudessem ser modelados por uma distribuic¸a˜o cont´ınua sem prejudicar estimati-
vas, pois ao passo em que o nu´mero de tempos distintos aumenta, e´ poss´ıvel aproximar a
distribuic¸a˜o dos dados discretos por uma distribuic¸a˜o cont´ınua. Entretanto, como visto em
Nakano e Carrasco (2006), em situac¸o˜es em que este nu´mero e´ pequeno pode haver perda
da qualidade das estimativas ao utilizar uma distribuic¸a˜o cont´ınua, pois a aproximac¸a˜o
pode na˜o ser poss´ıvel. Ale´m disso, a presenc¸a de uma u´nica observac¸a˜o na˜o censurada
igual a zero no banco de dados prejudica a obtenc¸a˜o das estimativas de ma´xima veros-
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similhanc¸a do modelo Weibull cont´ınuo, visto que a func¸a˜o de verossimilhanc¸a sera´ nula
quando β > 1 e tendera´ a ∞ quando 0 < β < 1. A Aplicac¸a˜o 2 ilustra essa situac¸a˜o, pois
conte´m tempos discretizados iguais a zero, e neste caso somente a distribuic¸a˜o discreta
foi utilizada.






































Figura 5.3: Func¸o˜es de sobreviveˆncia estimadas a partir dos modelos de regressa˜o Weibull
discreto e Weibull cont´ınuo com frac¸a˜o de cura para pacientes que fizeram transplante
de medula o´ssea. Se Z = 1 significa que o paciente teve doenc¸a enxerto aguda. A
linha cont´ınua representa a estimativa obtida via estimador de Kaplan-Meier e as linhas
tracejadas foram estimadas atrave´s dos modelos de regressa˜o Weibull discreto e cont´ınuo
































































































































Figura 5.4: P-P plot dos modelos de regressa˜o Weibull discreto e Weibull cont´ınuo com
frac¸a˜o de cura para pacientes que fizeram transplante de medula o´ssea. Se Z = 1 significa
que o paciente teve doenc¸a enxerto aguda.
5.2 Aplicac¸a˜o 2
A segunda aplicac¸a˜o do modelo de regressa˜o Weibull discreto foi feita em um conjunto
de dados de um estudo sobre AIDS (S´ındrome da Imunodeficieˆncia Adquirida) realizado
em Sa˜o Francisco no estado da Califo´rnia (Selvin, 2008). Este estudo foi realizado com
uma amostra aleato´ria 1.034 homens solteiros que tinham entre 25 e 54 anos. Os dados
utilizados aqui sa˜o de um recorte de 174 homens que entraram no estudo durante o
primeiro ano. O evento de interesse e´ o o´bito do indiv´ıduo, ou seja, a varia´vel T representa
o tempo, em meses completos, desde o diagno´stico ate´ o o´bito do indiv´ıduo, censura ou o
fim do estudo. No caso em que t = 0, significa que o o´bito ocorreu antes de completar 1
meˆs desde o diagno´stico.
Dos 174 indiv´ıduos, 19 foram censurados, o que corresponde a 10,9% de dos dados.
Cerca de 65% dos homens morreram antes de completar 22 meses desde o diagno´stico.
Ale´m disto, ha´ uma concentrac¸a˜o de censuras ao final do estudo, com 9 censuras apo´s
56 meses. A u´ltima morte ocorreu com 60 meses de acompanhamento e, desde enta˜o ate´
completar os 107 meses de estudo, so´ houve censura. Estas informac¸o˜es nos fornecem
ind´ıcios de que ha´ um percentual de observac¸o˜es curadas nos dados, ou seja, homens que
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na˜o esta˜o propensos a sofrer o evento de interesse. A Figura 5.5 ilustra a estimativa de
Kaplan-Meier da curva de sobreviveˆncia para estes dados e por ela e´ poss´ıvel notar que
S(t) permanece esta´vel e diferente de zero por um per´ıodo de quase quatro anos. Apesar
do baixo percentual de censura, Fernandes(2013) mostrou que a frac¸a˜o de cura neste caso
e´ significativa.
















Figura 5.5: Func¸a˜o de sobreviveˆncia estimada pelo me´todo de Kaplan-Meier de homens
com AIDS.
Uma informac¸a˜o que existe nos dados e´ um indicador que mostra se o indiv´ıduo fuma
ou na˜o. A maior parte dos indiv´ıduos estudados, 63,2%, na˜o fuma. Esta informac¸a˜o
pode ser inclu´ıda no modelo como uma covaria´vel Z que sera´ utilizada para modelar a
probabilidade de cura. O interesse e´ analisar se o fato de fumar influencia na probabilidade
de cura do indiv´ıduo.
Neste estudo houve 6 homens que vieram a o´bito antes de que completassem um meˆs
desde o diagno´stico, o que fez com que existissem 6 tempos discretos de falha iguais a zero.
Como citado anteriormente, isto prejudica a aplicac¸a˜o do modelo utilizando a distribuic¸a˜o
Weibull cont´ınua para modelar os tempos. Deste modo, foi aplicado o modelo de regressa˜o
Weibull discreto com frac¸a˜o de cura e os resultados das estimativas pontuais e intervalares
esta˜o presentes na Tabela 5.3. As curvas de sobreviveˆncia estimadas sa˜o apresentadas na
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Figura 5.6. O n´ıvel de confianc¸a adotado foi de 95%.
Tabela 5.3: Estimativas dos paraˆmetros do modelo de regressa˜o Weibull discreto com
frac¸a˜o de cura aplicado aos dados de AIDS.







































Figura 5.6: Func¸o˜es de sobreviveˆncia estimadas para os dados de homens com AIDS. A
linha cont´ınua representa a estimativa obtida via estimador de Kaplan-Meier e a linha
tracejada foi estimada atrave´s do modelo de regressa˜o Weibull discreto com frac¸a˜o de
cura.
Com base nos resultados da Tabela 5.3, nota-se que a func¸a˜o de risco e´ crescente
(β > 1) e que o paraˆmetro β e´ estatisticamente diferente de 1, o que na˜o sugere o ajuste
do modelo utilizando a distribuic¸a˜o geome´trica. O percentual de tempos iguais zero nos
dados e´ pequeno (3,4%) e ha´ valores grandes de tempos, o que justifica o alto valor
estimado para o paraˆmetro q. Ale´m disto, e´ importante destacar que o paraˆmetro φ1 e´
estatisticamente igual a zero, visto que este valor esta´ contido no intervalo de confianc¸a
do respectivo paraˆmetro, o que nos leva a concluir que a covaria´vel Z na˜o e´ significativa
para explicar a probabilidade de cura dos homens com AIDS estudados. Apesar disto,
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nota-se pela Figura 5.6 que o modelo se ajustou bem aos dados. O AIC deste modelo foi
igual a -1.245,35.
Foi realizado o ajuste do modelo Weibull discreto com frac¸a˜o de cura sem covaria´veis.
Os valores das estimativas dos paraˆmetros juntamente com os intervalos de confianc¸a esta˜o
presentes na Tabela 5.4. A Figura 5.7 ilustra a estimativa da func¸a˜o de sobreviveˆncia
atrave´s do modelo. O n´ıvel de confianc¸a adotado tambe´m foi de 95%.
Tabela 5.4: Estimativas dos paraˆmetros do modelo Weibull discreto com frac¸a˜o de cura
aplicado aos dados de AIDS.




















Figura 5.7: Func¸o˜es de sobreviveˆncia estimadas para os dados de homens com AIDS. A
linha cont´ınua representa a estimativa obtida via estimador de Kaplan-Meier e a linha
tracejada foi estimada atrave´s do modelo Weibull discreto com frac¸a˜o de cura.
Os resultados da Tabela 5.4 mostram que as estimativas dos paraˆmetros na˜o sofreram
tanta influeˆncia apo´s a retirada da covaria´vel. Ale´m disto, o AIC do modelo sem a co-
varia´vel foi menor que o do modelo anterior (-1.247,64), o que indica que este se ajustou
melhor aos dados. A partir de φ0 e´ poss´ıvel obter a probabilidade de cura, que e´ apro-
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ximadamente 7%. A Figura 5.7 confirma o bom ajuste do modelo Weibull discreto com
frac¸a˜o de cura sem considerar covaria´veis.
Com esta aplicac¸a˜o foi poss´ıvel ilustrar uma outra situac¸a˜o na qual o modelo proposto
neste trabalho apresentou bons resultados. Este estudo em espec´ıfico exemplifica um caso
no qual na˜o foi poss´ıvel aplicar o modelo considerando a distribuic¸a˜o Weibull cont´ınua
devido a`s caracter´ısticas dos dados, sendo, enta˜o, uma boa alternativa a modelagem dos




Neste trabalho foi descrito o processo de inclusa˜o da frac¸a˜o de cura e de covaria´veis no
modelo Weibull discreto no contexto de ana´lise de sobreviveˆncia. Como a probabilidade
de cura de um indiv´ıduo, pii, pode variar de acordo com as suas caracter´ısticas, o efeito
das covaria´veis foi inserido para modelar este paraˆmetro.
Numa populac¸a˜o na qual existe uma parcela de indiv´ıduos considerados curados, a
informac¸a˜o do indicador de na˜o cura ci e´ parcialmente desconhecida, ou seja, estamos
lidando com dados incompletos e, ale´m disto, o modelo trabalhado e´ em forma de mistura.
Sendo assim, descrevemos tambe´m o processo de estimac¸a˜o dos paraˆmetros do modelo de
regressa˜o Weibull discreto com frac¸a˜o de cura por meio do algoritmo EM.
No Cap´ıtulo 4, usamos simulac¸a˜o Monte Carlo para testar no software R o algoritmo
descrito no Cap´ıtulo 3, definindo quatro cena´rios ao variar os valores dos paraˆmetros do
modelo apresentado em (3.1), (3.2) e (3.3), com amostras de tamanhos 250, 500 e 1.000.
De modo geral, todos os cena´rios apresentaram bons resultados. As caracter´ısticas dos
dados tais como tamanho de amostra, percentual de tempos iguais a zero e quantidade de
tempos distintos influenciaram nas estimativas dos paraˆmetros. Entretanto este impacto
foi pequeno, visto que em todos os casos analisados nos quatro cena´rios as me´dias das
estimativas estavam muito pro´ximas dos verdadeiros valores dos paraˆmetros e os valores
de EQM eram bem pequenos. E´ importante ressaltar que o modelo apresentado deve
ser usado apenas em dados em que ha´ ind´ıcios de frac¸a˜o de curados, inclusive quando
as observac¸o˜es sa˜o agrupadas de acordo com os valores da covaria´vel. Recomenda-se a
estimac¸a˜o das func¸o˜es de sobreviveˆncia via Kaplan-Meier antes do ajuste do modelo a fim
de verificar se todas as sobreviveˆncias estimadas sa˜o diferentes de zero no u´ltimo tempo
observado. Caso isto na˜o acontec¸a em pelo menos uma delas, as estimativas do modelo
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podera˜o ser prejudicadas.
As aplicac¸o˜es apresentadas no Cap´ıtulo 5 permitiram ilustrar o uso do modelo de
regressa˜o Weibull discreto com frac¸a˜o de cura em dados reais, ambos os casos considerando
que o tempo esta´ sendo medido em meses completos. A primeira aplicac¸a˜o mostrou um
caso em que a covaria´vel Z foi significativa para explicar a probabilidade de cura dos
indiv´ıduos submetidos ao transplante de medula o´ssea e, com isto, foi poss´ıvel estimar a
frac¸a˜o de cura de cada grupo. A probabilidade de cura dos pacientes que na˜o tiveram
doenc¸a enxerto aguda e´ maior do que os que tiveram (59% e 15%, respectivamente).
A odds ratio mostra que os pacientes que tiveram doenc¸a enxerto aguda teˆm chance
de cura reduzida em quase 90%. O modelo de regressa˜o Weibull cont´ınuo com frac¸a˜o
de cura tambe´m foi aplicado e as estimativas dos paraˆmetros foram muito pro´ximas a`s
do modelo discreto. Entretanto, o valor do AIC mostrou que o modelo utilizando a
distribuic¸a˜o discreta apresentou melhor ajuste. O fato de neste conjunto de dados haver
uma quantidade razoa´vel de nu´mero de tempos distintos justifica o bom desempenho do
modelo cont´ınuo no ajuste de dados discretos, visto que quando este nu´mero e´ grande
e´ poss´ıvel aproximar para uma distribuic¸a˜o cont´ınua. Entretanto, nem sempre isto e´
poss´ıvel. Nakano e Carrasco (2006) mostraram que em situac¸o˜es em que este nu´mero e´
pequeno (ha´ muitos empates nos valores dos tempos) pode haver perda da qualidade das
estimativas ao utilizar uma distribuic¸a˜o cont´ınua.
A segunda aplicac¸a˜o mostrou uma situac¸a˜o na qual so´ foi aplicado o modelo discreto.
Quando nos dados ha´ pelo menos um tempo na˜o censurado igual a zero ha´ preju´ızo
na obtenc¸a˜o das estimativas de ma´xima verossimilhanc¸a do modelo Weibull cont´ınuo,
visto que a func¸a˜o de verossimilhanc¸a sera´ nula quando β > 1 e tendera´ a ∞ quando
0 < β < 1. Como nos dados de AIDS havia indiv´ıduos que vieram a o´bito antes de
completar um meˆs desde o diagno´stico e o tempo discreto registrado para eles e´ zero, foi
aplicado somente o modelo de regressa˜o utilizando a distribuic¸a˜o discreta. A covaria´vel
Z na˜o foi significativa para modelar a frac¸a˜o de cura dos homens com AIDS e o modelo
sem covaria´vel apresentou menor AIC quando comparado com o modelo com covaria´vel,
logo o modelo final considerado foi o modelo Weibull discreto com frac¸a˜o de cura. A
probabilidade de cura dos homens com AIDS foi igual a 7%.
Diante do que foi exposto, nota-se que o modelo proposto e´ bastante eficaz quando
utilizado em dados com tempos discretos e com frac¸a˜o de curados. Algumas sugesto˜es para
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trabalhos futuros sa˜o: a inclusa˜o de covaria´veis para modelar tambe´m o paraˆmetro q, visto
que as caracter´ısticas dos indiv´ıduos podem interferir tambe´m nos tempos de sobrevida.
Neste caso, no processo de estimac¸a˜o sera˜o obtidas as estimativas do paraˆmetro de forma β
e de dois vetores de paraˆmetros, sendo um associado a` pi e outro associado ao paraˆmetro
q da distribuic¸a˜o dos tempos de sobreviveˆncia; o estudo de me´todos de avaliac¸a˜o do
ajuste do modelo de regressa˜o Weibull discreto quando a covaria´vel e´ cont´ınua, pois neste
caso na˜o e´ poss´ıvel a estimac¸a˜o das curvas de sobreviveˆncia para que seja poss´ıvel a
comparac¸a˜o entres as estimativas de Kaplan-Meier e as estimadas pelo modelo; o estudo
de um modelo mais robusto que permita o uso em dados nos quais pelo menos uma
curva de sobreviveˆncia assume valor zero; e, por fim, o uso da metodologia aqui descrita
considerando outras distribuic¸o˜es discretas para modelar os dados.
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Apeˆndice A
Dados utilizados nas aplicac¸o˜es do
Cap´ıtulo 5
Tabela A.1: Dados utilizados na Aplicac¸a˜o 1 do estudo de
96 pacientes portadores de leucemia que foram submeti-
dos ao transplante de medula o´ssea. Censura=0 (o tempo
e´ censurado); Censura=1 (o tempo e´ de falha). Doenc¸a
enxerto aguda=0 (Na˜o); Doenc¸a enxerto aguda=1 (Sim).
Fonte: Byington (1999).
Indiv´ıduo Tempo (meses) Censura Doenc¸a enxerto aguda
1 33 0 0
2 1 1 1
3 14 1 1
4 2 1 1
5 22 1 1
6 3 1 1
7 33 0 0
8 13 1 0
9 8 1 1
10 2 1 0
11 33 0 1
12 33 0 0
13 33 0 1
14 11 1 0
15 15 1 0
16 9 1 1
17 33 0 0
18 6 1 0
19 33 0 0
20 2 1 1
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21 33 0 0
22 33 0 0
23 15 1 0
24 33 0 0
25 3 1 1
26 10 1 1
27 33 0 0
28 4 1 0
29 14 1 0
30 2 1 1
31 7 1 0
32 6 1 0
33 4 1 0
34 2 1 1
35 33 0 0
36 4 1 1
37 33 0 0
38 2 1 1
39 33 0 0
40 33 0 0
41 1 1 0
42 3 1 1
43 5 1 1
44 7 1 0
45 2 1 1
46 33 0 0
47 33 0 0
48 33 0 0
49 33 0 0
50 33 0 0
51 19 0 0
52 2 1 1
53 33 0 0
54 1 1 1
55 30 0 0
56 7 1 1
57 1 1 0
58 28 0 0
59 4 1 0
60 32 0 0
61 10 0 0
62 2 1 1
63 1 1 1
61
64 25 0 0
65 28 0 0
66 25 0 0
67 17 1 0
68 1 1 0
69 19 0 0
70 2 1 1
71 15 0 0
72 14 1 0
73 15 0 0
74 16 0 0
75 19 1 1
76 17 0 1
77 2 0 0
78 14 1 0
79 17 0 1
80 12 1 1
81 16 0 1
82 14 0 0
83 8 0 1
84 12 0 0
85 12 1 0
86 8 1 0
87 12 0 1
88 2 1 0
89 7 0 0
90 7 0 0
91 3 1 1
92 3 0 1
93 1 0 1
94 1 0 0
95 1 1 0
96 11 0 0
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Tabela A.2: Dados utilizados na Aplicac¸a˜o 2 do estudo
de 174 homens portadores da AIDS. Censura=0 (o tempo
e´ censurado); Censura=1 (o tempo e´ de falha). Fu-
mante=0 (Na˜o); Fumante=1(Sim).
Fonte: Selvin (2008).
Indiv´ıduo Tempo (meses) Censura Fumante
1 0 1 1
2 0 1 1
3 0 1 0
4 0 1 1
5 0 1 1
6 0 1 1
7 1 1 0
8 1 1 0
9 1 1 0
10 1 1 1
11 1 1 0
12 1 1 0
13 1 1 1
14 2 1 0
15 3 1 0
16 3 1 1
17 3 1 0
18 3 1 1
19 4 1 1
20 4 1 1
21 4 1 1
22 5 1 1
23 5 1 1
24 6 1 1
25 6 1 0
26 6 1 1
27 6 1 1
28 6 1 0
29 6 1 1
30 6 1 0
31 7 1 1
32 7 1 0
33 7 1 0
34 7 1 1
35 7 1 1
36 7 1 0
37 7 1 1
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38 7 1 0
39 7 1 1
40 7 1 1
41 7 1 1
42 7 1 1
43 7 1 1
44 7 1 1
45 8 1 1
46 8 1 1
47 8 1 0
48 8 1 1
49 8 1 1
50 8 1 1
51 9 1 0
52 9 1 0
53 9 1 0
54 9 1 1
55 9 1 0
56 9 1 0
57 9 1 1
58 10 1 0
59 10 1 0
60 10 1 1
61 11 1 0
62 11 1 1
63 11 1 1
64 11 0 1
65 12 1 1
66 12 1 1
67 13 1 1
68 13 1 1
69 13 1 0
70 14 1 1
71 14 1 1
72 14 1 0
73 14 1 1
74 14 1 0
75 14 1 1
76 14 1 0
77 14 1 0
78 14 1 1
79 15 1 1
80 15 1 0
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81 15 1 1
82 15 1 0
83 15 1 1
84 15 1 1
85 16 1 1
86 16 1 1
87 16 1 1
88 16 1 1
89 17 1 1
90 17 1 1
91 17 1 0
92 18 1 1
93 18 1 1
94 18 1 1
95 18 1 0
96 18 1 0
97 18 1 0
98 18 1 1
99 19 1 0
100 19 1 0
101 19 1 1
102 19 1 0
103 19 0 0
104 19 1 1
105 20 1 0
106 20 1 1
107 20 1 1
108 20 1 1
109 20 1 1
110 20 1 1
111 20 1 1
112 20 1 1
113 21 1 0
114 21 1 1
115 21 1 1
116 22 1 0
117 22 1 1
118 22 1 0
119 22 1 1
120 22 0 0
121 22 1 0
122 23 1 1
123 23 0 1
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124 23 1 0
125 23 1 1
126 23 1 0
127 23 1 1
128 23 1 1
129 24 1 1
130 24 1 1
131 24 0 1
132 24 1 1
133 24 1 1
134 25 1 1
135 25 1 0
136 25 1 1
137 25 1 1
138 26 1 1
139 26 1 0
140 26 0 0
141 26 1 0
142 27 1 1
143 27 1 0
144 27 1 0
145 28 1 1
146 28 1 0
147 29 1 0
148 30 1 1
149 30 1 0
150 32 1 1
151 33 0 1
152 34 1 1
153 34 1 1
154 37 1 1
155 37 1 1
156 41 1 1
157 41 0 0
158 43 1 1
159 43 1 1
160 43 0 0
161 47 1 1
162 51 1 0
163 54 0 1
164 56 1 0
165 57 0 0
166 60 0 1
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167 60 0 1
168 60 1 0
169 65 0 1
170 66 0 0
171 69 0 1
172 72 0 1
173 94 0 1




O co´digo a seguir foi utilizado no software R na versa˜o 3.2.2 com o objetivo de gerar dados
de sobreviveˆncia com frac¸a˜o de cura e a presenc¸a de covaria´vel e obter as estimativas dos






######## DISTRIBUIC¸~AO DE PROBABILIDADES DA WEIBULL DISCRETA
### q --- para^metro do modelo
### b --- para^metro do modelo
weidc <- function(t,q,b){ ((q)^(t^b)) - (q)^((t+1)^b) }
######## FUNC¸~AO DE SOBREVIVE^NCIA DA WEIBULL DISCRETA
### q --- para^metro do modelo
### b --- para^metro do modelo
sob.weidc <- function(t,q,b){ (q)^((t+1)^b) }
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####### FUNC¸~AO PARA GERAR VALORES DA WEIBULL DISCRETA
### n --- tamanho da amostra
### q --- para^metro do modelo
### b --- para^metro do modelo
amostra.weidc <- function(n,q,b){ rdweibull(n, q, b, zero = TRUE) }
######## DISTRIBUIC¸~AO DE PROBABILIDADES DA WEIBULL DISCRETA COM FRAC¸~AO DE CURADOS
### q --- para^metro do modelo
### b --- para^metro do modelo
### f --- para^metro que modela a frac¸~ao de curados
weidc.fc <- function(t,q,b,f){ (1-f)*(((q)^(t^b)) - (q)^((t+1)^b)) }
######## FUNC¸~AO DE SOBREVIVE^NCIA DA WEIBULL DISCRETA COM FRAC¸~AO DE CURADOS
### q --- para^metro do modelo
### b --- para^metro do modelo
### f --- para^metro que modela a frac¸~ao de curados
sob.weidc.fc <- function(t,q,b,f){ f + (1-f)*( (q)^((t+1)^b) )}
#------------------------ INI´CIO DA SIMULAC¸~AO ------------------------#
estimacao.EM <- function(n, N.Sim, p.cens, fi0, fi1, q, b,
I.fi0, I.fi1, I.q, I.b){
# n: tamanho da amostra
# N.Sim: Nu´mero de simulac¸~oes
# p.cens: proporc¸~ao de censura (dos n~ao curados)
N.Par <- 4 # Nu´mero de para^metros
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estimativas <- matrix(NA, nrow = N.Sim, ncol = N.Par, dimnames = list(c(),
c("fi0.EM", "fi1.EM", "q.EM", "b.EM")))
Tempos <- matrix(NA, nrow = N.Sim, ncol = n)
Censuras <- matrix(NA, nrow = N.Sim, ncol = n)
X <- matrix(NA, nrow = N.Sim, ncol = n)
for(j in 1:N.Sim){
######## GERAR VALORES DA WEIBULL DISCRETA COM FRAC¸~AO DE CURADOS ##########
# fi0: para^metro quando x=0
# fi1: para^metro quando x=1
# q: para^metro do modelo
# b: para^metro do modelo
x <- rbinom(n,1,.6) # gerando valores da covaria´vel
X[j,] <- x # vetor com valores da covaria´vel
tempo <- numeric(n) # vetor de tempos
censura <- f <- numeric(n) # vetores de censura e frac¸~ao de cura
for (i in 1:n){
f[i] <- exp(fi0 + x[i]*fi1)/(1+exp(fi0 + x[i]*fi1)) # frac¸~ao de cura
ind.suscept <- rbinom(1,1,1-f[i]) # O indivı´duo e´ suscetı´vel? P(c=1)=1-f
if (ind.suscept==1){ # Se o indivı´duo esta´ sob risco
tempo[i] <- amostra.weidc(1,q,b) # Recebe tempo que segue distribuic¸~ao WD
censura[i] <- rbinom(1,1,1-p.cens) # P(censura)=p.cens
}
if (ind.suscept==0){ # Se o indivı´duo e´ curado
tempo[i] <- -1 # Recebe tempo negativo
censura[i] <- 0 }} # E´ censurado
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tempo.final <- trunc(1.5*max(tempo)) # Tempo ma´ximo de estudo e´ grande para
# ilustrar a FC
# Os tempos negativos s~ao de curados, logo o maior tempo observado
# e´ o u´ltimo tempo do estudo
for (i0 in 1:n){ if (tempo[i0]==-1) tempo[i0]<- tempo.final }
Tempos[j,] <- tempo
Censuras[j,] <- censura
################ Estimac¸~ao dos para^metos via EM #######################
### PASSO 1 - inicializar o contador das iterac¸~oes e os para^metros iniciais
k <- 1 # Contador
fi0.0 <- I.fi0 # Valor inicial do para^metro para x=0
fi1.0 <- I.fi1 # Valor inicial do para^metro para x=1
q.0 <- I.q # Valor inicial do para^metro do modelo
b.0 <- I.b # Valor inicial do para^metro do modelo
fi0.EM <- fi1.EM <- q.EM <- b.EM <- numeric()
E <- 1e-100 # Erro
Av <- E+1 # Av:Sera´ o vetor de diferenc¸as entre para^metros e estimativas
antes <- novo <- NULL
Vfi0 <- Vfi1 <- Vq <- Vb <- NULL; # Vetores com as estimativas
# Iniciando as iterac¸~oes do EM
while(Av>E){ # Regra de parada
### PASSO 2 (Passo E) - Obter w1 e w2 conforme (3.12)
pi <- exp(fi0.0 + x*fi1.0)/(1+exp(fi0.0 + x*fi1.0))
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w1 <- pi / ( pi + (1-pi)*sob.weidc(tempo,q.0,b.0) )
w2 <- (1-w1)
### PASSO 3 (Passo M) - Maximizar g1 e g2
Vfi0[k] <- fi0.0; Vfi1[k] <- fi1.0; Vq[k] <- q.0; Vb[k] <- b.0
# Encontrando fi0 e fi1 a partir de g1
g1 <- function(par1,tempo,censura,x,w1,w2){ # Func¸~ao g1
fi0 <- par1[1]
fi1 <- par1[2]
pi <- exp(fi0 + x*fi1)/(1+exp(fi0 + x*fi1))
-1*( sum(censura*log(1-pi)) + sum((1-censura)*w1*log(pi)) +
sum((1-censura)*w2*log(1-pi)) ) }
chute.fi<-c(fi0.0,fi1.0) # Valor inicial dos para^metros
max.g1<-optim(chute.fi,g1,tempo=tempo,censura=censura,x=x,w1=w1,w2=w2)
fi0.EM <-max.g1$par[1] # Estimativas dos parametros fi0 e fi1 no passo k
fi1.EM <-max.g1$par[2]
# Encontrando q e b a partir de g2
g2 <- function(par2,tempo,censura,x,w1,w2){ # Func¸~ao g2
q <- par2[1]
b <- par2[2]
if ( (q>0) && (q<1) && (b>0) )
return ( -1*(sum(censura*log(weidc(tempo,q,b))) +
sum((1-censura)*w2*log(sob.weidc(tempo,q,b))) ) )
else return (-Inf) }
chute.qb<-c(q.0,b.0) # Valor inicial dos para^metros
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max.g2<-optim(chute.qb,g2,tempo=tempo,censura=censura,x=x,w1=w1,w2=w2)
q.EM <-max.g2$par[1] # Estimativas dos parametros q e b no passo k
b.EM <-max.g2$par[2]
# Atualizando os para^metros
fi0.0 <-fi0.EM; fi1.0 <-fi1.EM; q.0 <-q.EM; b.0 <-b.EM
antes <- c(Vfi0[k], Vfi1[k], Vq[k], Vb[k])
novo <- c(fi0.0, fi1.0, q.0, b.0)
Av <- max(abs(antes-novo))
k <- k+1
} # Fecha o while do EM
estimativas[j,] <- c(fi0.EM, fi1.EM, q.EM, b.EM)
} # Fecha o for da simulac¸~ao
# Avaliac¸~ao da estimac¸~ao
est.fi0 <- mean(estimativas[,1]) #Me´dia do vetor fi.0
est.fi1 <- mean(estimativas[,2]) #Me´dia do vetor fi.1
est.q <- mean(estimativas[,3]) #Me´dia do vetor q
est.b <- mean(estimativas[,4]) #Me´dia do vetor b
vies.fi0 <- est.fi0-fi0 #Vie´s do estimador fi.0
vies.fi1 <- est.fi1-fi1 #Vie´s do estimador fi.1
vies.q <- est.q-q #Vie´s do estimador q
vies.b <- est.b-b #Vie´s do estimador b
EQM.fi0 <- sum((estimativas[,1] - fi0) ^2) / N.Sim #EQM de fi.0
EQM.fi1 <- sum((estimativas[,2] - fi1) ^2) / N.Sim #EQM de fi.1
EQM.q <- sum((estimativas[,3] - q) ^2) / N.Sim #EQM de q




km <- survfit(data~x) # Estimador K-M
grafico <- plot(km,conf.int=F,col=c(1,2),xlab="Tempo",ylab="S(t)")
f.est.0<-exp(fi0.EM)/(1+exp(fi0.EM))
f.est.1<-exp(fi0.EM + fi1.EM)/(1+exp(fi0.EM + fi1.EM))
xx<-sort(tempo)
sob.est.0<-sob.weidc.fc(xx, q.EM, b.EM, f.est.0)









Tempos=Tempos, Censuras=Censuras, X=X, grafico)
return(Resultado)
} # Fecha a func¸~ao da simulac¸~ao
### INTERVALOS DE CONFIANC¸A
var.fi <- solve(max.g1$hessian)
LI.fi0 <- fi0.EM - 1.96*sqrt(var.fi[1,1]);LS.fi0 <- fi0.EM + 1.96*sqrt(var.fi[1,1])
LI.fi0;LS.fi0




LI.q <- q.EM - 1.96*sqrt(var.qb[1,1]);LS.q <- q.EM + 1.96*sqrt(var.qb[1,1])
LI.q;LS.q
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