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Resumo
Esta dissertação dedicou-se ao estudo de uma generalização do Problema do Caixeiro
Viajante (TSP), denominada Problema do Ciclo Dominante (DCP). Essa generalização
consiste na composição de dois problemas NP-difíceis: o TSP e o Problema do Conjunto
k-Dominante em Grafos (k-DSP). O objetivo do DCP consiste em encontrar um ciclo de
custo mínimo em um grafo não-direcionado, partindo de um vértice origem, tal que cada
vértice do grafo ou pertence ao ciclo ou está a uma distância de até k de um vértice do
ciclo. A motivação de estudo do DCP consiste em sua aplicação para um problema de ro-
teamento, onde empresas que atuam como fornecedores de energia, gás ou água, possuem
empregados responsáveis por registrar o consumo de clientes dispersos geograficamente.
Considera-se que esses empregados, denominados leituristas, possuem aparelhos de me-
dição remota, com raio de alcance pré-definido. Com esses aparelhos, os leituristas não
precisam visitar cada cliente; basta que em suas rotas de leitura todos os clientes estejam
no raio de alcance do aparelho. Esta dissertação apresentou um método heurístico e um
método exato para solução do DCP. O método heurístico é baseado na meta-heurística
GRASP (Greedy Randomized Adaptive Search Procedure). Um algoritmo Branch-and-Cut
é proposto como método exato para o DCP. Os métodos, heurístico e exato, são testados
com um conjunto representativo de instâncias e os resultados obtidos são comparados,
avaliando a eficiência de cada método no que diz respeito aos desvios de otimalidade.
Abstract
This dissertation studies a generalization of the Travelling Salesman Problem (TSP),
called the Dominating Cycle Problem (DCP). This generalization is a composition of two
NP-hard problems: the TSP and the k-Dominating Set Problem in Graphs (k-DSP). The
aim of the DCP is to find a minimum cost cycle in an undirected graph, from a source
vertex, such that each vertex in the graph either belongs to the cycle, or is at a distance
of up to k of some vertex in the cycle. The DCP is motivated by its application to a
routing problem, where utilities that act as energy, gas or water suppliers, have employees
responsible for recording the consumption of geographically dispersed customers. It is
considered that these employees, called meter readers, have remote measurement devices,
with pre-defined range. With these devices, meter readers do not need to visit each
client; it suffices that all clients are within the device range from the reading routes. This
dissertation presented a heuristic method and an exact method for the solution of the
DCP. The heuristic method is based on GRASP (Greedy Randomized Adaptive Search
Procedure). A Branch-and-Cut algorithm is proposed as the exact method for the DCP.
The methods, heuristic and exact, are tested with a representative set of instances and
the obtained results are compared, evaluating the efficiency of each method with respect
to deviations from optimality.
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Capítulo 1
Introdução
Existem diversos tipos de aplicações no mundo real referentes a problemas de distribuição,
como coleta de lixo, rotas de ônibus escolares, serviços de correio postal, operações de
frete, entrega de mercadorias, coleta de dados de consumo de energia residencial, dentre
outros [30, 1, 12]. As soluções para esses problemas são focadas em diminuir os custos
de distribuição, o que possibilita uma economia significativa para as empresas provedoras
desses serviços. Porém, grande parte desses problemas são de difícil resolução, o que
motiva o interesse na pesquisa da classe de problemas conhecidos como problemas de
roteamento.
No ramo de otimização combinatória, em particular dos problemas de roteamento, um
problema representativo na literatura é o Problema do Caixeiro Viajante, do inglês Trave-
ling Salesman Problem (TSP). O TSP possui aplicações práticas em muitos problemas de
diversas áreas do conhecimento, como logística, genética, manufatura e telecomunicações
[7, 22, 1].
O TSP pode ser informalmente descrito como o problema de um vendedor ambulante
que, partindo de uma cidade origem, precisa visitar um conjunto de cidades para comer-
cializar seus produtos percorrendo a mínima distância. Existem estradas ligando todos
os pares de cidades e cada cidade deve ser visitada somente uma vez. Após o término da
viagem, o vendedor ambulante deve retornar para a cidade de origem.
Um problema clássico na área de teoria de grafos é o Problema do Conjunto k-
Dominante [6], do inglês k-Dominating Set Problem (k-DSP). O k-DSP visa encontrar
um conjunto de vértices, denominado conjunto k-dominante, em um grafo tal que to-
dos os vértices do grafo estão a uma distância máxima k de algum vértice do conjunto
k-dominante. O k-DSP apresenta muitas aplicações, como por exemplo selecionar um
conjunto de pontos dentro de uma espaço geográfico, tal que qualquer ponto desse espaço
esteja coberto (a uma distância máxima k) pelos pontos selecionados.
Neste trabalho, é investigado o Problema do Ciclo Dominante, do inglês Dominating
Cycle Problem (DCP), que generaliza o TSP e o k-DSP. Os objetivos deste trabalho são
resumidos a seguir:
• Investigar um conjunto de metodologias computacionais desenvolvidas para os pro-
blemas TSP, k-DSP e DCP;
• Propor metodologias de solução exata e heurística para o DCP;
15
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• Elaborar um conjunto representativo de instâncias, incluindo instâncias geradas
aleatoriamente;
• Avaliar a eficiência das metodologias desenvolvidas aplicando-as em uma série de
experimentos computacionais com o conjunto representativo de instâncias;
• Comparar as soluções das metodologias exata e heurística, avaliando o desempenho
de ambas em termos de qualidade de solução e tempo computacional.
Este trabalho está organizado em sete capítulos. No Capítulo 2 são apresentados
conceitos preliminares utilizados ao longo deste trabalho.
O Capítulo 3 apresenta dois problemas relacionados ao DCP: o TSP e o k-DSP. Uma
revisão bibliográfica sobre esses problemas é apresentada, incluindo formulações de pro-
gramação linear inteira e áreas de conhecimentos onde os problemas podem ser aplicados.
No Capítulo 4 é introduzido formalmente o DCP. Exemplos de soluções factíveis do
problema são apresentadas, juntamente com uma formulação de programação linear in-
teira para o problema. Trabalhos anteriores com problemas semelhantes são citados,
mostrando os principais resultados obtidos.
O Capítulo 5 apresenta um método heurístico para o DCP, baseado na meta-heurística
GRASP (Greedy Randomized Adaptive Search Procedure). Ainda nesse capítulo um algo-
ritmo Branch-and-Cut é proposto, com diferentes estratégias de separação das desigual-
dades válidas.
Os resultados dos experimentos computacionais, realizados com um conjunto represen-
tativo de instâncias, são apresentados no Capítulo 6. Os resultados obtidos pela metodo-
logia exata são comparados com os resultados obtidos pelo método heurístico, avaliando
a eficiência de cada metodologia.
O Capítulo 7 apresenta os comentários finais, destacando as principais contribuições
deste trabalho e futuras propostas de investigação para o DCP.
Capítulo 2
Conceitos Gerais
Neste capítulo são apresentadas definições utilizadas ao longo deste trabalho. Na Se-
ção 2.1, é apresentado o conceito de problemas de otimização. A Seção 2.2 apresenta a
definição de programação linear inteira. As Seções 2.3 e 2.4 fazem uma breve introdução
aos algoritmos Branch-and-Bound e Branch-and-Cut.
2.1 Otimização Combinatória
Em um problema de otimização combinatória, existe um conjunto de instâncias, um
conjunto finito de soluções factíveis para cada instância e uma função objetivo. Uma
solução factível é aquela que atende a um determinado conjunto de restrições associadas
ao problema.
O problema pode ser de minimização ou de maximização do valor da função objetivo.
Em um problema de minimização, o objetivo é encontrar uma solução factível tal que o
valor dessa solução, avaliada pela função objetivo, seja mínimo. Tal solução é denominada
solução ótima.
Um algoritmo ingênuo para resolver um problema de otimização combinatória con-
siste em avaliar todas as soluções factíveis em busca de uma solução ótima. Porém esse
algoritmo torna-se inviável na prática, pois muitos problemas possuem uma quantidade
exponencial de soluções factíveis. Embora existam problemas de otimização combinatória
para os quais são conhecidos algoritmos de tempo polinomial, no caso geral tratam-se de
problemas NP-difíceis para os quais não há um algoritmo polinomial, exceto se P = NP
[26].
De modo geral, um problema de otimização combinatória pode ser formulado da se-
guinte maneira: suponha um conjunto finito N = {1, ..., n} e uma família F de subcon-
juntos viáveis de N . O problema de encontrar um subconjunto factível de peso mínimo
pode ser modelado como:
min
S⊆N
{c(S) : S ∈ F}.
onde c(S) é uma função custo para uma solução viável S.
17
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2.2 Programação Linear Inteira
Considere o seguinte programa linear, do inglês Linear Program (LP) [34]:
max {cx : Ax ≤ b, x > 0},
onde A é uma matriz de dimensões m por n, c é um vetor de dimensão n, b é um vetor
de dimensão m e x é um vetor de variáveis de dimensão n.
Adicionando restrições tais que algumas variáveis devem assumir valores inteiros, te-
mos um Programa Linear Inteiro Misto, do inglês Mixed-Integer Linear Program (MILP):
max cx + hy
s.a.
Ax + Gy ≤ b
x > 0, y > 0 e inteiro,
onde A é uma matriz m por n, G é uma matriz m por p, h é um vetor de dimensão p e y
é um vetor de variáveis inteiras de dimensão p.
Se todas as variáveis do programa forem inteiras, temos um Programa Linear Inteiro,




x > 0 e inteiro.
Existem modelos onde todas as variáveis são restritas a valores 0 ou 1. Nesse caso




x ∈ {0, 1}n.
Uma grande vantagem dos modelos ILP e BIP está no fato de serem uma linguagem
que facilita a formulação de diversos problemas de otimização combinatória.
Para mais detalhes sobre formulações de programação linear inteira para problemas
de otimização, veja [34].
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2.3 Algoritmo de Branch-and-Bound
O algoritmo de Branch-and-Bound é um dos métodos utilizados para resolução de for-
mulações por programação linear inteira. O Branch-and-Bound utiliza o paradigma de
divisão e conquista para explorar o conjunto de soluções inteiras factíveis [2]. Considere
o seguinte BIP:
z = max {cx : x ∈ F, x ∈ {0, 1}n},
onde F representa o conjunto de soluções inteiras factíveis para o problema. Seja {F1, F2,







caso, temos os seguintes subproblemas, que podem ser resolvidos separadamente:
zk = max {cx : x ∈ Fi} i = 1, ..., k.
Por exemplo, dividindo F nos subproblemas F1 e F2, onde F1 = {x ∈ F : x1 = 0} e
F2 = {x ∈ F : x1 = 1}. Cada subproblema pode ser resolvido recursivamente de modo que
para F1 temos dois novos subproblemas: F3 = {x ∈ F1 : x2 = 0} = {x ∈ F : x1 = x2 = 0}
e F4 = {x ∈ F1 : x2 = 1} = {x ∈ F : x1 = 0, x2 = 1}. Essa etapa do algoritmo
é denominada ramificação e origina uma árvore de enumeração de subproblemas, que a
Figura 2.1 traz como exemplo.
Figura 2.1: Etapa de ramificação do Branch-and-Bound.
Utilizando a estratégia de ramificação para explorar o espaço de soluções viáveis, é
possível gerar uma árvore de enumeração, com tamanho exponencial em função do número
de variáveis inteiras. No entanto, é possível utilizar limitantes superiores e inferiores para
enumerar a árvore de maneira implícita.






Fk uma decomposição de F em subproblemas e zi =
max {cx : x ∈ Fi} para i = 1, ..., k, então zi e zi são limitantes superior e inferior
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respectivamente para zi, onde zi ≤ zi ≤ zi. Sendo assim, z = maxi zi é um limitante
superior de z e z = maxi zi um limitante inferior de z.
Através dos limitantes, é possível podar ramos da árvore de enumeração que não
possuem uma solução ótima. Os tipos de poda são: poda por otimalidade, poda por
limitante e poda por inviabilidade [34].
Nas Figuras 2.2 e 2.3 são apresentadas decomposições de F em subproblemas, onde
cada subproblema possui seus limitantes superiores e inferiores correspondentes.
Figura 2.2: Exemplo de poda por otimalidade.
No exemplo da Figura 2.2, z = maxi zi = max{30, 35} e z = maxi zi = max{30, 25}.
Os limitantes inferior e superior para o subproblema F1 são iguais, com uma solução de
custo z1 = 30. Portanto essa solução é ótima, já que o custo de qualquer solução em F1
é ≤ 30. Logo, o subproblema F1 pode ser podado por otimalidade.
Figura 2.3: Exemplo de poda por limitante.
Na Figura 2.3, z = maxi zi = max{30, 36} e z = maxi zi = max{28, 31}. O limitante
superior para o subproblema F1 é z1 = 30. Porém, no subproblema F2 temos uma solução
de custo z2 = 31, portanto a solução ótima não será encontrada através da ramificação do
subproblema F1, pois z1 < z2. Sendo assim, o subproblema F1 será podado por limitante.
A poda por inviabilidade ocorre quando um determinado subproblema possui um
conjunto de solução viáveis vazio.
Para mais detalhes sobre o algoritmo de Branch-and-Bound, consultar [2, 34].
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2.4 Algoritmo de Branch-and-Cut




x > 0 e inteiro.
O modelo de programação linear inteira (2.1) pode ser relaxado para um problema de





A ideia principal do Algoritmo de Branch-and-Cut é resolver um problema de pro-
gramação inteira (2.1) resolvendo uma sequência de problemas de programação linear
[2]. Primeiramente, o problema de programação linear (2.2) é resolvido encontrando a
solução ótima x∗. Caso x∗ seja uma solução inteira, x∗ também é solução ótima para o
problema de programação inteira (2.1). Caso contrário, um problema de separação deve
ser resolvido. Basicamente, o problema de separação consiste em encontrar conjuntos de
desigualdades válidas (planos de corte) para o problema (2.1). Desigualdades válidas são
restrições que não fazem parte do problema original (2.1) e que não cortam nenhuma
solução viável para o problema (2.1), sendo as mesmas responsáveis por cortar soluções
inviáveis para o problema (2.1), inclusive x∗. Incluindo essas desigualdades na formulação
(2.2) e resolvendo o novo problema de programação linear, uma nova solução ótima x∗ é
encontrada e o processo é repetido. O pseudocódigo a seguir ilustra o passo a passo do
algoritmo:
Algoritmo 1: Algoritmo de Planos de Corte
1. Resolva a relaxação linear (2.2).
2. Seja x∗ a solução ótima da relaxação. x∗ é uma solução inteira?
• Se sim, x∗ é a solução ótima do problema de programação
inteira. O algoritmo é encerrado, retornando a solução x∗.
• Se não, resolva o problema da separação para x∗.
3. Caso o problema da separação encontre uma desigualdade válida, que é
satisfeita por todas as soluções inteiras viáveis de (2.1), mas não para
x∗, adicione essa desigualdade em (2.2) e volte para o passo 1. Caso
contrário, o algoritmo é encerrado, retornando a solução x∗.
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O desempenho do Algoritmo de Branch-and-Cut depende diretamente da escolha de
quais desigualdades são usadas para cortar a solução relaxada x∗. Para a geração dos
cortes, algoritmos específicos são utilizados, conhecidos como rotinas de separação. São
através dessas rotinas que desigualdades válidas violadas pela solução relaxada são encon-
tradas. Porém, o problema de separação, para um determinado conjunto de desigualdades
válidas, pode ser NP-difícil. Nesse caso, um algoritmo heurístico pode ser utilizado para
o problema da separação.
Para detalhes mais aprofundados sobre a técnica de geração de planos de corte, con-
sulte as referências [34], [15] e [35].
Capítulo 3
Problemas Relacionados
Neste capítulo são apresentados problemas relacionados ao Problema do Ciclo Dominante
(DCP). Na Seção 3.1, é apresentado o Problema do Caixeiro Viajante (TSP). A Seção 3.2
apresenta o Problema do Conjunto k-Dominante (k-DSP). Nessas seções são apresenta-
das revisões bibliográficas, formulações de Programação Linear Inteira (PLI) e áreas de
conhecimentos onde os problemas podem ser aplicados.
3.1 Problema do Caixeiro Viajante
3.1.1 Definição
O TSP pode ser definido como segue [26]. Considere um grafo completo e não-direcionado
G(V,E), onde V representa o conjunto de vértices e E o conjunto de arestas. A cada aresta
(i, j) ∈ E está associado um custo não-negativo cij ≥ 0. Para este trabalho, assumimos
custos simétricos nas arestas, cij = cji. Um ciclo hamiltoniano em G é um ciclo que contém
todos os vértices de G [4]. O TSP busca encontrar um ciclo hamiltoniano em G de custo
mínimo. Para mais informações sobre o TSP, há uma vasta bibliografia disponível, da
qual são indicadas as referências [20, 27, 23, 21, 13]. A Figura 3.1 ilustra uma solução
factível para uma instância do TSP.
3.1.2 Modelo PLI
Uma formulação de PLI para o TSP [16] é apresentada a seguir, sendo que a variável
binária xij representa se um aresta (i, j) pertence (1) ou não (0) ao ciclo de custo mínimo.
S é um subconjunto de vértices de G e δ(v) corresponde ao conjunto de vértices adjacentes
ao vértice v.
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xij = 1, ∀j ∈ V (3.2)∑
j∈δ(i)
xij = 1, ∀i ∈ V (3.3)∑
i,j∈S
xij ≤ |S| − 1, ∀S ⊂ V : S 6= ∅ (3.4)
xij ∈ {0, 1}, ∀i, j ∈ V (3.5)
A função objetivo (3.1) representa o ciclo de custo mínimo, onde o custo de uma solução
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é dado pelo somatório dos custos das arestas que pertencem ao ciclo. As restrições (3.2) e
(3.3) forçam que todos os vértices sejam visitados pela solução uma única vez. A restrição
(3.4) garante a conectividade da solução, ou seja, impede a formação de subciclos.
3.1.3 Aplicações
Na literatura, diversos estudos propõem métodos exatos e heurísticos com o objetivo de
obter soluções para problemas reais de diversas áreas de conhecimento, onde o TSP pode
ser aplicado. Em [28] uma vasta lista de problemas reais e suas aplicações práticas é
encontrada. Uma das mais clássicas aplicações está na fabricação de placas de circuito
impresso, conhecido como o Problema de Perfuração para Placas de Circuito Impresso,
do inglês Drilling Problem for Printed Circuit Boards (PCBs). Uma placa de circuito
impresso pode conter milhares de perfurações, que são confeccionados para a soldagem de
componentes eletrônicos. As perfurações podem ser de diâmetros distintos, porém confec-
cionar perfurações de diâmetros distintos pode ser lento, já que a máquina de perfuração
deve ser ajustada para cada diâmetro. Portanto, é necessário escolher um diâmetro e
confeccionar todas as perfurações do mesmo diâmetro, ajustar a máquina de perfuração
com o novo diâmetro e confeccionar as novas perfurações, e assim sucessivamente. Sendo
assim, o PCBs pode ser visto como uma sequência de problemas TSP, um para cada diâ-
metro diferente, onde os vértices são todas as perfurações que serão confeccionadas com
o mesmo diâmetro e os custos das arestas apresentam o tempo necessário para mover a
máquina de uma perfuração para a outra.
Outra aplicação para o TSP consiste na análise de estruturas de cristais na cristalogra-
fia por Raios-X [3, 28, 14]. Um difratômetro de Raios-X é utilizado para obter informações
sobre uma estrutura de materiais cristalinos. Para isso, um detector mede a intensidade
dos Raios-X refletidos do material de diversas posições. Em determinados experimentos,
o detector precisa realizar até 30000 deslocamentos para fazer as medidas. Considerando
que qualquer sequência de realizações das medidas seja possível, o objetivo torna-se esco-
lher um percurso mínimo entre os 30000 pontos de medida para minimizar o tempo gasto.
O processo de minimização do tempo gasto pode ser modelado através de um TSP.
Outro problema real onde o TSP pode ser aplicado está relacionado à revisão de mo-
tores de turbinas a gás em aeronaves [28]. É necessário garantir um fluxo uniforme de gás
nas turbinas. Para isso, existem dispositivos denominados nozzle-guide vane assemblies
localizados em cada andar da turbina. A montagem desses dispositivos nas turbinas con-
siste em fixar um certo número de nozzle-guide vane assemblies sobre as circunferências
das turbinas. Todos esses nozzle-guide vane assemblies possuem o posicionamento correto
sobre as circunferências das turbinas e suas instalações corretas podem resultar em be-
nefícios significativos (redução de consumo de combustível, aumento da uniformidade de
fluxo e redução de vibrações). O problema de posicionar os nozzle-guide vane assemblies
da melhor maneira possível pode ser modelado com um TSP.
CAPÍTULO 3. PROBLEMAS RELACIONADOS 26
3.2 Problema do Conjunto k-Dominante
3.2.1 Definição
Considere um grafo não-direcionado G = (V,E) onde V é o conjunto dos vértices e E é o
conjunto das arestas. Um vértice i é vizinho de um vértice j se e somente se d(i, j) ≤ k,
onde d(i, j) é a distância (ou custo) de um caminho mínimo entre os vértices i e j,
enquanto k é denominado raio de vizinhança. Um subconjunto de vértices D ⊆ V é um
conjunto k-dominante de G se para cada vértice v ∈ V \ D existe um vértice u ∈ D tal
que d(u, v) ≤ k [8].
Figura 3.2: Solução factível para o k-DSP, com 50 vértices e raio de vizinhança k = 0.10.
A Figura 3.2 ilustra uma solução factível para uma instância do k-DSP. Os pontos em
cor vermelha representam o subconjunto de vértices que dominam o grafo, e a vizinhança
de um vértice do conjunto k-dominante é demonstrada pelas circunferências em verde.
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3.2.2 Modelo PLI
A seguir é apresentada uma formulação PLI para o k-DSP [8], onde a variável binária yi
revela quando um vértice pertence (1) ou não (0) ao conjunto k-dominante. O conjunto









yj > 1 ∀i ∈ V (3.7)
yi ∈ {0, 1} ∀i ∈ V (3.8)
A função objetivo (3.6) representa um conjunto k-dominante de cardinalidade mínima.
O conjunto de restrições (3.7) garante que todo vértice deve estar na vizinhança de pelo
menos um elemento do conjunto k-dominante.
3.2.3 Aplicações
Diversas aplicações práticas do k-DSP são reportadas na literatura. Uma delas está no
roteamento de ônibus escolares [18]. Municípios do país fornecem ônibus escolares para
o transporte de crianças até a escola. Esses ônibus operam sob um conjunto de regras,
como por exemplo, nenhuma criança deve caminhar uma distância máxima até um ponto
de ônibus. Sendo assim, é necessário construir uma rota para cada ônibus dentro de uma
distância máxima para cada criança em sua área designada. Outra regra pode estipular
que nenhum ônibus pode demorar mais que um número limite de minutos, e outra regra
define limites sobre o número de crianças que um ônibus pode transportar.
Outra aplicação consiste na modelagem de redes de computadores [18]. Um computa-
dor pode enviar informações para máquinas servidoras com as quais ele está diretamente
conectado. Supondo que periodicamente seja necessário coletar informações de todas as
máquinas. Cada computador irá enviar informações para um subconjunto de servidores
responsáveis pela coleta de informações. O objetivo desse problema é identificar um sub-
conjunto de servidores tal que cada computador esteja no máximo a uma distância k de
pelo menos um servidor.
Uma terceira aplicação está na localização de estações de rádio [18]. Suponha uma
coleção de pequenas vilas em uma parte distante de um grande centro urbano. O objetivo
é de localizar estações de rádio em algumas dessas vilas para que as mensagens possam
ser transmitidas a todas as vilas. As estações de rádio possuem um raio limitado de
radiodifusão, portanto é necessário usar estações que alcancem todas as vilas. Porém,
o custo de uma estação de rádio é caro. Sendo assim, é de interesse localizar o menor
número possível de estações que consigam transmitir mensagens a todas as vilas.
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3.3 Considerações Finais
Este capítulo apresentou problemas relacionados ao Problema do Ciclo Dominante (DCP).
O primeiro foi o Problema do Caixeiro Viajante (TSP) e o Problema do Conjunto k-
Dominante em Grafos (k-DSP). Para cada problema foi apresentada uma revisão biblio-
gráfica, formulações de Programação Linear Inteira (PLI) e aplicações para os problemas,
além de exemplos de soluções factíveis.
Capítulo 4
Problema do Ciclo Dominante
Neste capítulo é apresentado formalmente o Problema do Ciclo Dominante (DCP). Na
Seção 4.1 é definido o DCP e em seguida um exemplo de solução factível é apresentado.
A Seção 4.3 apresenta uma formulação de programação linear inteira para o DCP. A
Seção 4.4 trata de trabalhos anteriores relacionados ao DCP.
4.1 Definição
O DCP, introduzido por Current e Schilling [11], é definido a seguir. Considere um
grafo completo e não-direcionado G(V,E), onde V representa o conjunto de vértices e E o
conjunto de arestas. A cada aresta (i, j) ∈ E está associado um custo não-negativo cij > 0.
São considerados custos simétricos nas arestas, cij = cji. O vértice v0 é um vértice especial,
denominado raiz. Um subconjunto de vértices D ⊆ V é um conjunto k-dominante de G,
se para cada vértice v ∈ V \D, existe um vértice u ∈ D tal que d(v, u) 6 k, onde d(v, u) é
a distância do caminho mínimo entre os vértices v e u, enquanto k é o raio de vizinhança.
Como solução, o DCP busca encontrar, partindo do vértice raiz, um ciclo de custo mínimo
cujos vértices representam o conjunto k-dominante.
Um método heurístico foi proposto para o DCP [11] onde inicialmente, um subconjunto
de vértices é selecionado a partir da solução do Problema de Cobertura de Conjuntos, do
inglês Set Covering Problem (SCP). Isso garante que todos os vértices são cobertos pela
solução. Em seguida, um ciclo de custo mínimo é construído sobre os vértices obtidos pela
solução do SCP. Foram realizados testes com o método heurístico para uma instância com
21 vértices.
A Figura 4.1 ilustra uma solução factível para uma instância do DCP. Os pontos em
cor vermelha representam o subconjunto de vértices que dominam o grafo; o ponto em cor
azul corresponde ao vértice raiz; o traçado da rota encontra-se em cor preta; a vizinhança
de um vértice do conjunto k-dominante é demonstrada pelas circunferências em verde.
4.2 Aplicações
Uma motivação para o estudo do DCP consiste em sua aplicação em um problema real
de roteamento de leituristas. Empresas que atuam como fornecedores de energia elétrica,
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Figura 4.1: Solução factível para o DCP, com 200 vértices e raio de vizinhança k = 0.10.
água e gás, possuem colaboradores responsáveis por registrar o consumo dos clientes
dispersos geograficamente nas ruas e avenidas dos bairros de um centro urbano. O rote-
amento desses empregados, denominados leituristas, gera um problema de difícil solução
[31, 33, 32], que consiste na elaboração de rotas nas quais os leituristas devem percorrer
para realizar a leitura de consumo dos clientes.
Na última década, um avanço tecnológico introduziu sensores de leitura remota [5, 19],
o que permite que um leiturista possa realizar um registro de consumo dentro de um raio
de alcance máximo do aparelho. Nesse sentido, as rotas dos leituristas não precisam
necessariamente visitar todos os clientes, contanto que todos os clientes estejam dentro
do raio de alcance do sensor. Uma solução ótima para esse problema minimiza os tempos
de percurso dos leituristas, de modo que todos os clientes do centro urbano tenham seus
consumos registrados.
O DCP também apresenta outras aplicações em problemas de logística e de distribui-
ção de bens e serviços. Em particular, há uma forte relação entre o DCP e a logística
de unidades móveis de atendimento para serviços de diversas natureza (médica, odontoló-
gica, veterinária, jurídica). Considere um cenário onde deseja-se determinar a rota de uma
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unidade móvel de atendimento para um conjunto de clientes dispersos geograficamente.
Essa rota deve apresentar um conjunto de paradas que serão efetuadas ao longo do dia
visando atender os clientes das proximidades. Além do objetivo de minimizar a distância
total percorrida pela rota, é necessário que cada cliente esteja a uma distância adequada
(menor que k) de pelo um dos pontos de parada.
4.3 Modelo PLI
Uma formulação de Programação Linear Inteira (PLI) para o DCP é proposta a seguir,
onde a variável binária xij representa se um aresta (i, j) ∈ E pertence (1) ou não (0) ao
subciclo de custo mínimo e a variável binária yi revela quando um vértice pertence (1) ou
não (0) ao ciclo. S é um subconjunto de vértices de G, Nk(i) é o conjunto de vértices que
corresponde à vizinhança do vértice i considerando o raio de vizinhança k, v0 é o vértice







y0 = 1 (4.2)∑
j∈Nk(i)
yj > 1 ∀i ∈ V (4.3)∑
i∈δ(j)
xij = yj, ∀j ∈ V (4.4)∑
j∈δ(i)
xij = yi, ∀i ∈ V (4.5)∑
i,j∈S
xij ≤ |S| − 1, ∀S ⊆ V \{v0} : S 6= ∅ (4.6)
xij ∈ {0, 1}, ∀i, j ∈ V (4.7)
yi ∈ {0, 1} ∀i ∈ V (4.8)
A função objetivo (4.1) representa um subciclo de custo mínimo, onde o custo de uma
solução é dado pelo somatório dos custos de suas arestas. A restrição (4.2) assegura que o
vértice raiz pertence ao conjunto k-dominante. O conjunto de restrições (4.3) garante que
todo vértice deve ser vizinho de pelo menos um elemento do conjunto k-dominante. O
conjunto de restrições (4.4) e (4.5) garante que um vértice será visitado pelo ciclo quando
o mesmo pertencer ao conjunto k-dominante. A restrição (4.6) impede a ocorrência de
subciclos inválidos, ou seja, evita os subciclos que não incidem no vértice raiz.
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4.4 Trabalhos Relacionados
Uma generalização do DCP foi investigada na literatura [17], com o nome Generalized Co-
vering Salesman Problem (GCSP). Nesse problema, cada vértice i cobre um subconjunto
de vértices Di e tem uma demanda ki de cobertura. Fi é um custo fixo associado ao visitar
o vértice i com o ciclo. Uma solução do GCSP é factível se cada vértice i é coberto ki
vezes por vértices que estão no ciclo. O objetivo é minimizar o custo total do ciclo, dado
pela soma do comprimento do ciclo e o custos fixos associados aos vértices visitados. Dois
métodos heurísticos propostos para o GCSP [17] fazem uso de movimentos de extração e
inserção de vértices, com o objetivo de melhorar o custo do ciclo. A primeira heurística,
denominada LS1, procura melhorar o custo do ciclo usando duas fases: na primeira fase
é extraído um subconjunto de vértices P que está no ciclo e, em uma segunda fase, é
garantida a factibilidade da solução adicionando outros vértices que não estão no ciclo.
A segunda heurística proposta, denominada LS2, aplica uma heurística de extração e
inserção de vértices, em busca de um melhor subconjunto de vértices para formação do
ciclo. LS2 também utiliza a heurística de Lin-Kernighan [24] sobre os vértices que estão
presentes no ciclo.
4.5 Considerações Finais
Este capítulo descreveu formalmente o Problema do Ciclo Dominante (DCP) e apresentou
um exemplo de solução factível. Uma formulação de programação linear inteira para o
DCP foi mostrada, descrevendo o conjunto de restrições que fazem parte da formulação.
Uma revisão bibliográfica sobre trabalhos anteriores relacionados ao DCP foi realizada.
Capítulo 5
Metodologias
Neste capítulo são apresentados um método heurístico e um método exato para resolver o
Problema do Ciclo Dominante (DCP). O primeiro é baseado na meta-heurística GRASP
(Greedy Randomized Adaptive Search Procedure), apresentada na Seção 5.1. E o segundo,
apresentado na Seção 5.2, é um algoritmo Branch-and-Cut para o DCP, com diferentes
estratégias de separação das desigualdades válidas.
5.1 Meta-heurística GRASP
Considerando que a solução exata do DCP requer tempo exponencial, exceto se P=NP,
este trabalho propõe métodos de solução por meta-heurísticas. Para as instâncias cuja
aplicação da metodologia exata se torna ineficiente do ponto de vista de sua complexidade
[9], uma meta-heurística pode ser utilizada como alternativa para obter soluções de boa
qualidade (sem garantias de otimalidade) em um tempo computacional adequado.
O GRASP (Greedy Randomized Adaptive Search Procedure) é uma meta-heurística
proposta por Resende [29], onde cada iteração é composta por dois estágios: o primeiro
estágio é responsável pela construção de uma solução inicial a partir de uma heurística
construtiva gulosa. O segundo estágio realiza uma busca local no intuito de explorar a
vizinhança da solução inicial até atingir um ótimo local do espaço de soluções. Após um
certo número de iterações, a melhor solução encontrada é retornada como solução final
da meta-heurística, conforme o pseudocódigo a seguir.









No estágio de construção da solução inicial, os elementos candidatos a participarem
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da solução inicial são escolhidos de modo aleatório e guloso. Esse processo se realiza
a partir de uma lista restrita de candidatos (restricted candidate list, RCL) que recebe
os melhores candidatos a entrar na solução. No caso do k-DSP os melhores candidatos
são os vértices com as maiores vizinhanças, uma vez em que esses vértices são os mais
promissores a fazerem parte de um conjunto k-dominante ótimo. A partir da lista RCL,
os candidatos que efetivamente entram na solução são escolhidos aleatoriamente com
distribuição uniforme.
As soluções encontradas no primeiro estágio do GRASP não são necessariamente óti-
mos locais, logo o segundo estágio passa a explorar a vizinhança dessas soluções. Uma
vizinhança é definida como um conjunto de soluções que são alcançáveis a partir de uma
solução inicial após a aplicação de um operador de busca local. Uma solução é ótima local
quando em sua vizinhança não existe uma solução de melhor custo.
Para a meta-heurística GRASP implementada, as variáveis de decisão representam o
conjunto de arestas das instâncias. O custo final da solução é dado pelo somatório de
todos os pesos das arestas que são utilizadas na rota (ciclo) dominante.
5.1.1 Heurística Construtiva
A heurística construtiva é dividida em duas etapas: na primeira etapa, é definido um
conjunto k-dominante de vértices D ⊆ V , garantindo que, para cada vértice v ∈ V \D,
existe um vértice u ∈ D tal que d(v, u) 6 k, onde d(v, u) é a distância do caminho mínimo
entre v e u e k é o raio de vizinhança; na segunda etapa é definida uma rota que se inicia
no vértice raiz (v0), utilizando a heurística do vizinho mais próximo (Nearest Neighbour)
sobre o conjunto k-dominante definido na etapa anterior. Cabe mencionar que cada etapa
da heurística construtiva adota sua própria lista RCL.
A primeira etapa da heurística construtiva é descrita a seguir. A cada iteração da
primeira etapa da heurística construtiva, sejaD o conjunto de vértices já selecionados para
formar o conjunto k-dominante e seja C = v ∈ V \D o conjunto de vértices candidatos a
participarem do conjunto k-dominante. Cada vértice vi ∈ C está associado a um conjunto
Ai dos vértices que estão no raio de vizinhança do vértice vi, mas que não são dominados
por D. Sejam cmax e cmin a maior e menor cardinalidade, respectivamente, dos conjuntos
de vértices Ai entre todos vi ∈ C. A lista RCL 1 é formada pelos vértices de C que
satisfazem ci > cmin + α1(cmax − cmin), onde ci = |Ai|. O parâmetro α1 ∈ [0, 1] é definido
pelo usuário e determina o nível de aleatoriedade da meta-heurística.
O pseudocódigo a seguir representa a primeira etapa da heurística construtiva que
possui complexidade O(|V |2).
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Algoritmo 3: meta-heurística GRASP - Primeira etapa da heurística construtiva
início
D = ∅;
enquanto D não for k-dominante faça
Construa a lista restrita de candidatos (RCL 1);
Selecione um vértice v da RCL 1 aleatoriamente;
D = D ∪{v};
fim
fim
Após a formação de um conjunto k-dominante D, é possível avançar para a segunda
etapa, descrita a seguir. A cada iteração da segunda etapa da heurística construtiva, seja
S um subconjunto de vértices do conjunto k-dominante já adicionados ao ciclo; vf o último
vértice adicionado ao ciclo; e C = D \S o conjunto de vértices candidatos a participarem
do ciclo. Para cada vértice vi ∈ C, cfi denota o peso da aresta entre o vértice vf e o
vértice vi. Assim, cmax e cmin denotam a aresta de maior e menor peso, respectivamente,
dentre todas as arestas formadas pelo vértice vf e por um vértice candidato vi ∈ C. A
lista RCL 2 é formada pelos vértices em C que satisfazem cfi ≤ cmin + α2(cmax − cmin),
onde α2 ∈ [0, 1] é um parâmetro definido pelo usuário.
Na primeira iteração da segunda etapa da heurística construtiva, é adicionado ao ciclo
o vértice raiz (v0). Em seguida, são avaliados os pesos das arestas dos vértices adjacentes
ao vértice raiz com o objetivo de construir a RCL 2. Após a RCL 2 ser construída, um
vértice v dessa lista é escolhido aleatoriamente para compor o ciclo. Sendo o vértice v
o último a ser inserido no ciclo, uma nova lista RCL 2 será construída de acordo com
os pesos das arestas dos vértices adjacentes ao vértice v. O algoritmo iterativamente
adiciona vértices ao ciclo de acordo com a RCL 2, até que todos os vértices do conjunto
k-dominante estejam presentes no ciclo. O pseudocódigo a seguir representa a segunda
etapa da heurística construtiva, cuja complexidade é O(|V |2).




enquanto S 6= D faça
Construa a lista restrita de candidatos com vértices adjacentes a v (RCL
2);
Selecione um vértice v da RCL 2 aleatoriamente;
S = S ∪{v};
fim
fim
5.1.2 Operadores de Buscas Locais e o Método de Busca
O estágio de busca local é composto por dois operadores de vizinhança: um operador de
rota e um operador de dominância.
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Operador de Rota: 2-OPT
O operador de vizinhança 2-OPT proposto por Croes [10] pode ser definido da seguinte
maneira: um vizinho da solução corrente é toda solução obtida invertendo-se uma sequên-
cia de vértices consecutivos de uma rota. Por exemplo, dado uma solução corrente {1, 2,
3, 4, 5, 6}, um vizinho é gerado invertendo-se a sequência de vértices 2, 3, 4, 5, gerando a
nova solução {1, 5, 4, 3, 2, 6}. De modo equivalente, as arestas (1, 2) e (5, 6) da solução
corrente foram substituídas pelas arestas (1, 5) e (2, 6). A Figura 5.1 ilustra o exemplo
anterior, onde os vértices em vermelho correspondem à solução inicial {1, 2, 3, 4, 5, 6} e
os vértices em verde correspondem à solução {1, 5, 4, 3, 2, 6}, após o movimento 2-OPT.
Figura 5.1: Operador de busca 2-OPT.
Operador de Dominância: swap
O segundo operador de busca, baseado no operador proposto por Xu e Kelly[36], é deno-
minado swap. Esse operador efetua movimentos sobre o conjunto k-dominante da seguinte
maneira: para cada vértice u ∈ D, onde D ⊆ V é o conjunto de vértices dominantes que
formam o ciclo, é avaliada uma possível remoção do vértice u mantendo a factibilidade
da solução. Caso a remoção torne a solução infactível, é avaliada uma possível troca do
vértice u por um vértice v ∈ V \ D que mantenha a factibilidade da solução, ou seja,
o vértice v deve dominar todos os vértices que eram dominados exclusivamente por u.
Se o custo da solução for reduzido após uma operação swap, essa operação é efetivada.
A Figura 5.2 ilustra um movimento swap, onde os vértices em vermelho representam o
conjunto k-dominante D. O vértice u domina os vértices 4 e v, além dele próprio, en-
quanto o vértice v domina os vértices 4 e u, além dele próprio. Sendo assim, a troca do
vértice u com o vértice v é possível, pois o vértice v domina todos os vértices dominados
exclusivamente por u.
Método de Busca: first-improving
O método de busca utilizado para os dois operadores é o first-improving, ou seja, a solução
corrente é substituída pelo primeiro vizinho cujo custo seja menor do que o custo da
solução corrente.
No estágio de busca local, o operador 2-OPT é executado antes e depois do operador
swap. Essa sequência foi adotada com objetivo de primeiramente otimizar a rota para um
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Figura 5.2: Operador de busca swap.
conjunto k-dominante fixo. Em seguida, são efetuados movimentos sobre o ciclo domi-
nante em busca de possíveis trocas de vértices utilizando o operador swap. Finalmente, o
operador 2-OPT é aplicado mais uma vez buscando a reotimização da rota para o novo
conjunto k-dominante obtido pelo operador swap. Os operadores de busca 2-OPT e swap
possuem ambos complexidade O(|V |2). O pseudocódigo a seguir mostra o procedimento
de busca local adotado para o DCP.
Algoritmo 5: Meta-heurística GRASP - Estágio de Busca Local
início
repita




custoVizinha = funçãoObjetivo (solução);




Considere as restrições de eliminação de subciclos ilegais da formulação PLI do DCP (5.1):
∑
i,j∈S
xij ≤ |S| − 1, ∀S ⊆ V \{v0} : S 6= ∅ (5.1)
As desigualdades (5.1) fazem parte do modelo matemático para o DCP apresentado
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no Capítulo 4. Tratam-se de restrições que impedem a ocorrência de subciclos ilegais, ou
seja, subciclos que não incidem no vértice raiz (v0).
Com o objetivo de fortalecer as desigualdades (5.1), a expressão no lado direito da






yi − 1, ∀S ⊆ V \{v0} : S 6= ∅ (5.2)
É possível observar que as desigualdades (5.2) dominam as desigualdades (5.1), uma
vez que
∑
i∈S yi ≤ |S|. No entanto, as desigualdades (5.2) não são válidas para o DCP, ou
seja, existem subconjuntos de vértices para os quais as desigualdades (5.2) cortam pelo
menos uma solução factível para o DCP, conforme mostrado a seguir.
Seja (x′, y′) uma solução para a formulação DCP sem as restrições de eliminação de
subciclos (5.1). Cabe notar que (x′, y′) é uma solução não-fracionária formada por um
conjunto de ciclos que dominam todos os vértices do grafo.
Tomando um subconjunto de vértices S que não possui elementos no conjunto k-









i − 1, torna-se negativo, o que por sua vez invalida essas
desigualdades.
A partir das desigualdades (5.2) é possível construir um novo conjunto de desigualdades
que são válidas para o DCP. Para isso, primeiramente define-se uma nova família de
vértices γ(V ). Seja γ(V ) = {F ⊆ V \{v0} : ∃v ∈ F,Nk(v) ⊆ F}, onde Nk(v) representa
a vizinhança de v. Em outras palavras, γ(V ) é a família de todos os subconjuntos de
vértices que contém a vizinhança Nk(v) de pelo menos um vértice v ∈ V . Portanto, dado
um subconjunto de vértices S ∈ γ(V ), pelo menos um vértice v ∈ S irá pertencer ao
conjunto k-dominante, o que torna não-negativa a expressão
∑
i∈S yi − 1 do lado direito
das desigualdades (5.2).







yi − 1, ∀S ∈ γ(V ) (5.3)
É possível observar que as desigualdades (5.3) são pelo menos tão fortes quanto as
desigualdades (5.1) para todo S ∈ γ(V ).
Na próxima seção são apresentados algoritmos de separação das desigualdades (5.3)
pelo uso da metodologia lazy constraints [25]. Nessa metodologia, uma desigualdade (5.3)
é inserida sob demanda no processo de solução da formulação DCP. Mais especificamente,
a cada solução inteira obtida na árvore Branch-and-Bound para a formulação DCP, a
princípio sem as restrições (5.1), verifica-se se a solução inteira contém subciclos ilegais.
Se houver pelo menos um subciclo ilegal, aplica-se o algoritmo de separação de uma
desigualdade válida (5.3) para eliminação do subciclo.
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5.2.2 Rotinas de Separação
Vizinhanças Eficazes
Definimos S ∈ γ(V ) como um subconjunto de vértices eficaz quando a desigualdade (5.3)
associada a S corta uma solução inteira (x′, y′) que contém pelo menos um subciclo ilegal.
Seja C um subciclo ilegal na solução (x′, y′). Cabe notar que todos os vértices em
C pertencem ao conjunto k-dominante de (x′, y′). Uma condição suficiente para que um
subconjunto de vértices S ∈ γ(V ) seja eficaz é que S contenha todos os vértices de C e
nenhum outro vértice do conjunto k-dominante em (x′, y′).
A partir dessa condição, um subconjunto de vértices eficaz S pode ser obtido da
seguinte forma. Seja S um conjunto inicialmente vazio, incluem-se em S todos os vértices
de um subciclo ilegal C de (x′, y′). Somente os vértices em C podem não ser suficientes
para que S pertença à família γ(V ). Isso ocorre quando S não contém a vizinhança Nk(v)
de nenhum vértice v ∈ S. Nesse caso, torna-se necessário incluir em S, além dos vértices
de C, a vizinhança Nk(v) de algum v ∈ S. Denomina-se vizinhança eficaz uma vizinhança
Nk(v) de um vértice v ∈ S tal que S ∪Nk(v) é um subconjunto de vértices eficaz.
As Figuras 5.3 e 5.4 exemplificam os conceitos de vizinhanças eficazes e ineficazes.
Nessas figuras, os vértices em cor vermelha representam o conjunto k-dominante e o
traçado em cor preta são os subciclos ilegais.
Figura 5.3: Exemplo de uma vizinhança eficaz Nk(7).
Na Figura 5.3, considere as vizinhanças Nk(7) = {6, 7}, Nk(8) = {8, 10} e Nk(9) =
{9, 11}. É possível notar que o subconjunto de vértices S = {7, 8, 9} não pertence à família
γ(V ). Um possível subconjunto eficaz consiste na união S ′ = S ∪Nk(7). Nesse caso, uma
desigualdade (5.3) associada ao subconjunto S ′ corta qualquer solução que contenha o
subciclo ilegal formado pelo vértices 7, 8 e 9, como mostrado a seguir:
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x6,7 + x6,8 + x6,9 + x7,8 + x7,9 + x8,9 ≤ y6 + y7 + y8 + y9 − 1
⇒ 0 + 0 + 0 + 1 + 1 + 1 ≤ 0 + 1 + 1 + 1− 1
⇒ 3 ≤ 2
Figura 5.4: Exemplo de uma vizinhança ineficaz Nk(7).
Por outro lado, no exemplo mostrado na Figura 5.4, o subconjunto de vértices S ′ =
S ∪Nk(7) não é eficaz, uma vez que o vértice 6 pertence a um subciclo ilegal não contido
em S. Pelo mesmo motivo, a vizinhança Nk(7) também é ineficaz. A Desigualdade (5.3)
formada a partir do subconjunto ineficaz S ′ é mostrada a seguir:
x(6,7) + x(6,8) + x(6,9) + x(7,8) + x(7,9) + x(8,9) ≤ y6 + y7 + y8 + y9 − 1 =
0 + 0 + 0 + 1 + 1 + 1 ≤ 1 + 1 + 1 + 1− 1 =
3 ≤ 3
Ainda para o exemplo da Figura 5.4, um subconjunto de vértices alternativo à S ′ seria
utilizar a vizinhança eficaz Nk(8) (ou Nk(9)) ao invés de Nk(7). Nesse caso, o subconjunto
S ′′ = S ∪Nk(8) seria eficaz.
Dois algoritmos são propostos para a separação da Desigualdade 5.3 com a metodologia
lazy constraint. O primeiro algoritmo separa múltiplas desigualdades para um mesmo
subciclo ilegal; realiza-se a separação de uma desigualdade para cada vizinhança eficaz
encontrada. O segundo algoritmo separa uma única desigualdade para cada subciclo
ilegal; mais especificamente, separa-se a desigualdade correspondente a uma vizinhança
eficaz de cardinalidade mínima.
Como pré-processamento para os dois algoritmos de separação, uma busca em pro-
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fundidade é realizada no subgrafo induzido pela solução inteira (x′, y′) obtida no processo
de solução da formulação DCP (a princípio sem as restrições de eliminação de subciclos).
A busca em profundidade tem por objetivo identificar os subciclos ilegais. As seções a
seguir descrevem os algoritmos com mais detalhes.
Algoritmo de Separação 1: Múltiplas Vizinhanças
Seja uma solução inteira (x′, y′) que contém pelo menos um subciclo ilegal. Além disso,
seja C um subciclo ilegal identificado pela busca em profundidade na solução (x′, y′). O
primeiro passo do algoritmo de separação consiste em preencher um subconjunto S com
todos os vértices que compõem o subciclo C. Em seguida, verifica-se para cada vértice
v ∈ S, se Nk(v) está em S. Em caso positivo, a desigualdade (5.3) associada a S será
adicionada ao modelo DCP. Caso contrário, verifica-se para cada vértice v ∈ S, se Nk(v) é
uma vizinhança eficaz. Em caso positivo, adiciona-se ao modelo DCP a desigualdade (5.3)
associada ao subconjunto de vértices S ∪ Nk(v). Esse passo se repete para todo vértice
v ∈ S com vizinhança eficaz.
Se por ventura nenhum vértice v ∈ S contém uma vizinhança eficaz para o corte da
solução (x′, y′), nesse caso a desigualdade a ser introduzida na formulação corresponde à
restrição original de eliminação de subciclos ilegais (5.1) associada ao conjunto S.
O algoritmo de separação itera os mesmos passos para cada subciclo ilegal identificado
na solução (x′, y′). O Algoritmo 6 apresenta em mais detalhes a rotina de separação, cuja
complexidade é limitada por O(|V |2).
Algoritmo de Separação 2: Vizinhança de Cardinalidade Mínima
O segundo algoritmo de separação difere do primeiro por considerar somente a vizinhança
eficaz de menor tamanho na construção das desigualdades (5.3). Assim como no primeiro
algoritmo de separação (múltiplas vizinhanças), o primeiro passo consiste em preencher o
subconjunto S com todos os vértices que compõem um subciclo ilegal C de uma solução
(x′, y′). Então verifica-se para cada vértice v ∈ S, se Nk(v) está em S. Em caso positivo, a
desigualdade (5.3) associada a S será adicionada ao modelo DCP. Caso contrário, verifica-
se para cada vértice v ∈ S, se Nk(v) é uma vizinhança eficaz. Em caso positivo, anota-se
sua cardinalidade. Após verificar a cardinalidade de todas as vizinhanças dos vértices
v ∈ S, adiciona-se ao modelo DCP a desigualdade 5.3 associada ao subconjunto de vértices
S ∪Nk(v) associado à vizinhança Nk(v) de menor cardinalidade.
É possível que nenhum vértice v ∈ S contenha uma vizinhança eficaz para o corte da
solução (x′, y′). Nesse caso a desigualdade a ser introduzida na formulação corresponde à
restrição original de eliminação de subciclos ilegais (5.1) associada ao conjunto S.
O segundo algoritmo de separação procura avaliar se há benefício computacional em
não sobrecarregar o modelo DCP com muitas desigualdades válidas, o que possivelmente
pode ocorrer para o primeiro algoritmo de separação de múltiplas vizinhanças.
O Algoritmo 7, cuja complexidade é limitada por O(|V |2), descreve a rotina de sepa-
ração das desigualdades válidas utilizando a estratégia da vizinhança de menor cardinali-
dade.
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Algoritmo 6: Rotina de Separação - Múltiplas Vizinhanças
Entrada: uma solução inteira (x′, y′) com pelo menos um subciclo ilegal.
Saída: inclusão de desigualdades válidas à formulação DCP que cortam a solução
(x′, y′).
início
para cada subciclo ilegal C em (x′, y′) faça
S ← vértices de C;
vizinhancaEficaz ← false;
para todo v ∈ S faça
se Nk(v) ∈ S então






se vizinhancaEficaz = false então
para todo v ∈ S faça
se S ∪Nk(v) é eficaz então






se vizinhancaEficaz = false então
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Algoritmo 7: Rotina de Separação - Vizinhança de Cardinalidade Mínima
Entrada: uma solução inteira (x′, y′) com pelo menos um subciclo ilegal.
Saída: inclusão de desigualdades válidas à formulação DCP que cortam a solução
(x′, y′).
início
para cada subciclo ilegal C em (x′, y′) faça
S ← vértices de C;
vizinhancaEficaz ← false;
para todo v ∈ S faça
se Nk(v) ∈ S então






se vizinhancaEficaz = false então
min ←∞; Smin ← ∅;
para todo v ∈ S faça
se S ∪Nk(v) é eficaz e min > |Nk(v)| então






se vizinhancaEficaz = true então
Adicione à formulação a Desigualdade (5.3) associada ao subconjunto
Smin;
senão
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5.3 Considerações Finais
Este capítulo apresentou um método heurístico e um método exato para resolução do Pro-
blema do Ciclo Dominante (DCP). O método heurístico foi baseado na meta-heurística
GRASP (Greedy Randomized Adaptive Search Procedure), apresentando heurísticas de
construção de soluções iniciais e movimentos de busca local com o intuito de explorar o
espaço de soluções. Um algoritmo Branch-and-Cut para o DCP foi proposto como mé-
todo exato, utilizando desigualdades válidas de eliminação de subciclos ilegais e diferentes
estratégias de separação dessas desigualdades.
Capítulo 6
Experimentos Computacionais
Neste capítulo são apresentados os experimentos computacionais comparando os modelos
matemáticos k-DSP e TSP, ambos apresentados no Capítulo 3, e o modelo matemático
para o DCP, apresentado no Capítulo 4. Também foram realizados experimentos compu-
tacionais com a meta-heurística GRASP e o Algoritmo Branch-and-Cut, metodologias de
solução para o DCP apresentadas no Capítulo 5.
As instâncias utilizadas nos experimentos computacionais foram geradas distribuindo-
se pontos (vértices) em um plano de dimensões 1 × 1 com coordenadas (x, y), gera-
das aleatoriamente no intervalo [0, 1] com distribuição uniforme. As instâncias são ca-
tegorizadas pelo par (n, k), tal que n é o número de vértices e k é o raio de vizi-
nhança. Foram geradas instâncias com valores de n = {50, 100, 200, 400, 800} e k =
{0; 0, 02; 0, 04; 0, 06; 0, 08; 0, 1}.
O solver utilizado para a solução dos modelos k-DSP, TSP, DCP e para o algoritmo
Branch-and-Cut foi o Gurobi1, configurado com um tempo de execução máximo de 60 mi-
nutos. A meta-heurística GRASP foi implementada na linguagem de programação C++
e compilada com g++ versão 4.7.2, configurada também com um tempo de execução má-
ximo de 60 minutos. Os parâmetros α1 e α2, que são responsáveis por determinar a alea-
toriedade da metaheurísica GRASP, foram definidos de maneira empírica, onde α1 é um
valor randomizado dentre as possibilidades {0, 70; 0, 75; 0, 80; 0, 85; 0, 90} com iguais chan-
ces, e α2 é um valor randomizado dentre as possibilidades {0, 01; 0, 02; 0, 03; 0, 04; 0, 05}
com iguais chances. Os experimentos computacionais foram executados em um computa-
dor com sistema operacional Ubuntu versão 12.10 e processador Intel Xeon CPU X3430
2,40 GHz, com 8GB de memória RAM.
Os experimentos computacionais foram divididos em duas etapas: a primeira utiliza
métodos heurísticos e a segunda utiliza métodos exatos.
6.1 Resultados dos Métodos Heurísticos
Experimentos computacionais foram realizados com os modelos para k-DSP, TSP e com a
meta-heurística GRASP. Três metodologias heurísticas foram investigadas e comparadas:
1O Gurobi é um solver para formulações de programação matemática e que utiliza o como método de
solução o algoritmo Branch-and-Bound em conjunto com técnicas de plano de corte e heurísticas (Gurobi
Optimization Inc., 2015).
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• Método heurístico 1 : trata-se de uma metodologia em duas fases, onde na primeira
fase resolve-se o k-DSP através do modelo PLI apresentado no Capítulo 3. A so-
lução da primeira fase será um subconjunto de vértices k-dominante. A segunda
fase busca traçar um ciclo sobre os vértices pertencentes ao conjunto k-dominante.
Esses vértices são utilizados como entrada no modelo PLI para o TSP, apresen-
tado no Capítulo 3. A solução obtida na segunda fase é uma solução factível (não
necessariamente ótima) para o DCP, uma vez que seus vértices dominam o grafo.
• Método heurístico 2 : trata-se da aplicação da meta-heurística GRASP, descrita no
Capítulo 5.
• Método heurístico 3 : trata-se de uma metodologia híbrida, também composta por
duas fases: a primeira fase resolve o DCP através da meta-heurística GRASP. A
segunda fase busca traçar um novo ciclo, resolvendo o modelo TSP, sobre os mesmos
vértices pertencentes ao conjunto k-dominante alcançado pela meta-heurística na
primeira fase.
A Tabela 6.1 apresenta os resultados dos experimentos computacionais, organizando-
os para cada tipo de instância, definido pelo par (n, k). Para o método heurístico 1,
são apresentados os tamanhos dos conjuntos k-dominantes (|D1|), os limitantes primais
(LP1) e duais (LD1) e os desvios de otimalidade (gap1(%) = 100 ∗ (LP1 − LD1)/LP1).
Para o método heurístico 2, são apresentados os tamanhos dos conjuntos k-dominantes
(|D2|) e os limitantes primais (LP2) obtidos. No método heurístico 3, encontram-se os
limitantes primais (LP3) e duais (LD3) e os desvios de otimalidade (gap3(%) = 100 ∗
(LP3−LD3)/LP3). Cabe lembrar que o conjunto k-dominante do método heurístico 3 é o
mesmo daquele obtido pelo método heurístico 2. Os tempos de execução apresentados na
Tabela 6.1 registram o tempo transcorrido para obtenção da melhor solução encontrada
por cada método.
Os resultados da Tabela 6.1 mostram que os métodos 1 e 3 atingiram rotas ótimas
para 28 dos 30 tipos de instâncias. Nesses casos não é possível afirmar que as rotas
obtidas são soluções ótimas para o DCP, uma vez que o problema foi decomposto em dois
subproblemas independentes, logo perde-se a garantia de otimalidade. De todo modo, o
TSP é por si só é um problema NP-difícil e mesmo a solução isolada desse subproblema não
retornou soluções ótimas para todas as instâncias. De modo geral, foi possível observar que
as soluções dos modelos tornam-se mais difíceis para as instâncias com raio de vizinhança
k = 0.02.
A meta-heurística GRASP apresentou para 17 dos 30 tipos de instâncias soluções
melhores quando comparadas com as soluções do método 1. Foi possível observar que
a meta-heurística tem melhor desempenho para as instâncias com raio de vizinhança
k ≥ 0, 06. Já para as instâncias com raio de vizinhança k = 0, 04, o método 3 apresenta
as melhores soluções, quando comparadas com as soluções dos outros métodos. A Figura
6.1 mostra o custo médio das soluções para as instâncias de 200 vértices, em função do
raio de vizinhança, para cada método heurístico. No Apêndice foram incluídas figuras
análogas para as instâncias de 50, 100, 400 e 800 vértices.
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Os resultados dos experimentos computacionais revelaram que o método 3, ao empre-
gar a meta-heurística GRASP para obtenção de um conjunto k-dominante, obteve ciclos
de menor custo quando comparados aos ciclos do método 1. Isso pode ser em parte ex-
plicado pelo fato de que o ciclo resultante do método 1 é construído com base em um
conjunto dominante de cardinalidade mínima. Esse conjunto não é necessariamente uma
boa base para construir um ciclo de custo mínimo para o DCP. Por sua vez, o método 3,
utiliza-se de um mecanismo aleatório guloso, característico da meta-heurística GRASP,
para a exploração de diferentes alternativas de conjuntos k-dominantes.


































Tabela 6.1: Resultados dos experimentos computacionais dos métodos heurísticos.
Método heurístico 1 Método heurístico 2 Método heurístico 3
k-DSP TSP GRASP GRASP+TSP
n k |D1| tempo LP1 LD1 gap1(%) tempo |D2| LP2 tempo LP3 LD3 gap3(%) tempo
50
0,1 29 0 5,17 5,17 0,00 0 29 5,13 1 5,13 5,13 0,00 0
0,08 38 0 5,63 5,63 0,00 0 38 5,59 33 5,59 5,59 0,00 0
0,06 41 0 5,83 5,83 0,00 0 41 5,78 49 5,78 5,78 0,00 0
0,04 44 0 5,9 5,9 0,00 0 44 5,84 56 5,84 5,84 0,00 0
0,02 47 0 5,93 5,93 0,00 0 47 5,92 6 5,92 5,92 0,00 0
0 50 0 5,96 5,96 0,00 0 50 5,96 7 5,96 5,96 0,00 0
100
0,1 36 0 5,52 5,52 0,00 0 37 5,34 2056 5,34 5,34 0,00 0
0,08 50 0 6,33 6,33 0,00 0 51 5,9 3013 5,9 5,9 0,00 0
0,06 65 0 7,15 7,15 0,00 0 65 7,02 666 7,02 7,02 0,00 0
0,04 87 0 7,77 7,77 0,00 0 87 7,8 2263 7,75 7,75 0,00 0
0,02 97 0 7,94 7,94 0,00 0 97 7,96 1883 7,94 7,94 0,00 0
0 100 0 7,97 7,97 0,00 0 100 7,98 1320 7,97 7,97 0,00 0
200
0,1 37 0 5,83 5,83 0,00 0 39 5,5 3048 5,5 5,5 0,00 0
0,08 50 0 6,65 6,65 0,00 0 51 6,4 1151 6,4 6,4 0,00 0
0,06 75 0 7,89 7,89 0,00 0 75 7,68 863 7,65 7,65 0,00 0
0,04 116 0 9,1 9,1 0,00 2 116 9,19 231 8,98 8,98 0,00 1
0,02 176 0 10,21 10,21 0,00 9 176 10,54 3218 10,2 10,2 0,00 13
0 200 0 10,36 10,36 0,00 22 200 10,79 1346 10,36 10,36 0,00 31
400
0,1 38 0 5,97 5,97 0,00 0 46 5,45 3572 5,45 5,45 0,00 0
0,08 59 0 7,38 7,38 0,00 0 66 7,02 2050 7,02 7,02 0,00 0
0,06 96 0 8,91 8,91 0,00 0 104 8,67 1038 8,59 8,59 0,00 0
0,04 188 0 11,74 11,74 0,00 0 189 11,9 541 11,58 11,58 0,00 6
0,02 345 0 14,73 14,73 0,00 470 345 15,66 555 14,68 14,68 0,00 410
0 400 0 15,07 15,07 0,00 328 400 16,15 1990 15,07 15,07 0,00 395
800
0,1 41 18 6,46 6,46 0,00 0 54 5,87 2572 5,87 5,87 0,00 0
0,08 62 5 7,73 7,73 0,00 0 76 7,41 3508 7,41 7,41 0,00 0
0,06 100 0 9,48 9,48 0,00 1 114 9,39 3521 9,38 9,38 0,00 0
0,04 215 0 13,15 13,15 0,00 16 224 13,67 356 13,14 13,14 0,00 13
0,02 559 0 19,35 19,31 0,21 3600 559 20,31 3279 19,2 19,18 0,10 3600
0 800 0 - 20,73 - 3600 800 23,45 3600 - 20,89 - 3600
n  número de vértices. k  raio de vizinhança.
tempo  tempos de execução (em segundos) transcorrido para obtenção da melhor solução encontrada por cada método.
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6.2 Resultados dos Métodos Exatos
Experimentos computacionais foram realizados com o modelo matemático para o DCP
apresentado no Capítulo 4, e com os algoritmos Branch-and-Cut propostos no Capítulo 5.
Três metodologias exatas foram investigadas e comparadas:
• Método exato 1 : solução do modelo DCP, inicialmente desconsiderando as restrições
de eliminação de subciclos ilegais (5.1) e incluindo-as na formulação através da
estratégia lazy constraint. O algoritmo Branch-and-Cut, a partir de uma solução
inteira com pelo menos um subciclo ilegal, aplica uma rotina de separação de uma
desigualdade (5.1) que corta a solução infactível.
• Método exato 2 : solução do modelo DCP, inicialmente desconsiderando as restrições
de eliminação de subciclos ilegais (5.1). Neste método são incluídas as desigualda-
des válidas (5.3) na formulação através da estratégia lazy constraint. O algoritmo
Branch-and-Cut, a partir de uma solução inteira com pelo menos um subciclo ilegal,
aplica uma rotina de separação de múltiplas desigualdades (5.3), uma para cada
vizinhança eficaz (vide Seção 5.2.2) do subciclo ilegal, cortando a solução infactível.
Se nenhuma vizinhança eficaz for encontrada, inclui-se no modelo uma desigualdade
(5.1) que corta a solução infactível.
• Método exato 3 : solução do modelo DCP, inicialmente desconsiderando as restrições
de eliminação de subciclos ilegais (5.1). Neste método são incluídas as desigualda-
des válidas (5.3) na formulação através da estratégia lazy constraint. O algoritmo
Branch-and-Cut, a partir de uma solução inteira com pelo menos um subciclo ilegal,
aplica uma rotina de separação da desigualdade (5.3) associada à vizinhança eficaz
de menor cardinalidade (vide Seção 5.2.2) do subciclo ilegal, cortando a solução
infactível. Se nenhuma vizinhança eficaz for encontrada, inclui-se no modelo uma
desigualdade (5.1) que corta a solução infactível.
Nos três métodos exatos a melhor solução primal obtida pela meta-heurística GRASP
é transmitida ao solver, estabelecendo um limitante superior inicial.
As Tabelas 6.2, 6.3 e 6.4 apresentam os resultados obtidos pelos métodos exatos 1,
2 e 3, respectivamente, e encontram-se organizadas para cada tipo de instância, definida
pelo par (n, k). Nas três tabelas os resultados obtidos pelos métodos exatos são também
comparados com os resultados da meta-heurística GRASP. Os resultados apresentados
para cada metodologia exata são os tamanhos dos conjuntos k-dominantes (|D2|), os
limitantes primais (LP2) e duais (LD) e os desvios de otimalidade (GAP2(%) = 100 ∗
(LP2 − LD)/LP2). Os resultados apresentados para a meta-heurística GRASP são os
tamanhos dos conjuntos k-dominantes (|D1|), os limitantes primais (LP1) e os desvios de

































Tabela 6.2: Resultados dos experimentos computacionais do método exato 1.
Método exato 1: desigualdades válidas (5.1)
n k |D1| LP1 |D2| LP2 LD GAP1(%) GAP2(%) tempo
50,00
0,10 29 5,13 29 5,13 5,13 0,00 0,00 0
0,08 38 5,59 38 5,59 5,59 0,00 0,00 0
0,06 41 5,78 41 5,78 5,78 0,00 0,00 0
0,04 44 5,84 44 5,84 5,84 0,00 0,00 0
0,02 47 5,92 47 5,92 5,92 0,00 0,00 0
0,00 50 5,96 50 5,96 5,96 0,00 0,00 0
100,00
0,10 37 5,34 37 5,34 5,34 0,00 0,00 274
0,08 51 5,9 51 5,90 5,90 0,00 0,00 441
0,06 65 7,02 65 6,99 6,99 0,43 0,00 61
0,04 87 7,8 87 7,73 7,73 0,90 0,00 0
0,02 97 7,96 97 7,94 7,94 0,25 0,00 0
0,00 100 7,98 100 7,97 7,97 0,13 0,00 0
200,00
0,10 39 5,5 39 5,50 4,02 26,91 26,91 3600
0,08 51 6,4 53 6,30 5,33 16,72 15,40 3600
0,06 75 7,68 79 7,62 6,86 10,68 9,97 3600
0,04 116 9,19 117 8,95 8,81 4,13 1,56 3600
0,02 176 10,54 180 10,31 10,08 4,36 2,23 3600
0,00 200 10,79 200 10,36 10,36 3,99 0,00 17
400,00
0,10 46 5,45 46 5,45 2,29 57,98 57,98 3600
0,08 66 7,02 66 7,02 4,08 41,88 41,88 3600
0,06 104 8,67 104 8,67 6,45 25,61 25,61 3600
0,04 189 11,9 192 11,49 10,92 8,24 4,96 3600
0,02 345 15,66 349 14,62 14,48 7,54 0,96 3600
0,00 400 16,15 400 15,07 15,07 6,69 0,00 127
800,00
0,10 54 5,87 54 5,87 1,28 78,19 78,19 3600
0,08 76 7,41 76 7,41 2,27 69,37 69,37 3600
0,06 114 9,39 114 9,39 4,31 54,10 54,10 3600
0,04 224 13,67 224 13,67 10,38 24,07 24,07 3600
0,02 559 20,31 559 20,31 18,65 8,17 8,17 3600
0,00 800 23,45 800 21,18 21,18 9,68 0,00 581
n  número de vértices. k  raio de vizinhança.

































Tabela 6.3: Resultados dos experimentos computacionais do método exato 2.
Método exato 2: desigualdades válidas (5.3) e múltiplas vizinhanças.
n k |D1| LP1 |D2| LP2 LD GAP1(%) GAP2(%) tempo
50,00
0,10 29 5,13 29 5,13 5,13 0,00 0,00 0
0,08 38 5,59 38 5,59 5,59 0,00 0,00 0
0,06 41 5,78 41 5,78 5,78 0,00 0,00 0
0,04 44 5,84 44 5,84 5,84 0,00 0,00 0
0,02 47 5,92 47 5,92 5,92 0,00 0,00 0
0,00 50 5,96 50 5,96 5,96 0,00 0,00 0
100,00
0,10 37 5,34 37 5,34 5,34 0,00 0,00 14
0,08 51 5,9 51 5,90 5,90 0,00 0,00 212
0,06 65 7,02 65 6,99 6,99 0,43 0,00 16
0,04 87 7,8 87 7,73 7,73 0,90 0,00 0
0,02 97 7,96 97 7,94 7,94 0,25 0,00 0
0,00 100 7,98 100 7,97 7,97 0,13 0,00 0
200,00
0,10 39 5,5 39 5,50 5,14 6,55 6,55 3600
0,08 51 6,4 56 6,39 6,13 4,22 4,07 3600
0,06 75 7,68 75 7,65 7,42 3,39 3,01 3600
0,04 116 9,19 119 8,92 8,88 3,37 0,45 3600
0,02 176 10,54 176 10,18 10,11 4,08 0,69 3600
0,00 200 10,79 200 10,36 10,36 3,99 0,00 17
400,00
0,10 46 5,45 47 5,44 4,17 23,49 23,35 3600
0,08 66 7,02 66 7,02 5,76 17,95 17,95 3600
0,06 104 8,67 106 8,65 7,53 13,15 12,95 3600
0,04 189 11,9 195 11,35 11,17 6,13 1,59 3600
0,02 345 15,66 345 15,65 14,50 7,41 7,35 3600
0,00 400 16,15 400 15,07 15,07 6,69 0,00 127
800,00
0,10 54 5,87 54 5,87 3,38 42,42 42,42 3600
0,08 76 7,41 78 7,34 4,58 38,19 37,60 3600
0,06 114 9,39 114 9,39 6,68 28,86 28,86 3600
0,04 224 13,67 224 13,65 11,47 16,09 15,97 3600
0,02 559 20,31 559 20,31 18,79 7,48 7,48 3600
0,00 800 23,45 800 21,18 21,18 9,68 0,00 581
n  número de vértices. k  raio de vizinhança.

































Tabela 6.4: Resultados dos experimentos computacionais do método exato 3.
Método exato 3: desigualdades válidas (5.3) e vizinhança mínima.
n k |D1| LP1 |D2| LP2 LD GAP1(%) GAP2(%) tempo
50,00
0,10 29 5,13 29 5,13 5,13 0,00 0,00 0
0,08 38 5,59 38 5,59 5,59 0,00 0,00 0
0,06 41 5,78 41 5,78 5,78 0,00 0,00 0
0,04 44 5,84 44 5,84 5,84 0,00 0,00 0
0,02 47 5,92 47 5,92 5,92 0,00 0,00 0
0,00 50 5,96 50 5,96 5,96 0,00 0,00 0
100,00
0,10 37 5,34 37 5,34 5,34 0,00 0,00 14
0,08 51 5,9 51 5,90 5,90 0,00 0,00 192
0,06 65 7,02 65 6,99 6,99 0,43 0,00 17
0,04 87 7,8 87 7,73 7,73 0,90 0,00 0
0,02 97 7,96 97 7,94 7,94 0,25 0,00 0
0,00 100 7,98 100 7,97 7,97 0,13 0,00 0
200,00
0,10 39 5,5 39 5,50 5,09 7,45 7,45 3600
0,08 51 6,4 53 6,33 6,09 4,84 3,79 3600
0,06 75 7,68 75 7,64 7,43 3,26 2,75 3600
0,04 116 9,19 118 8,92 8,88 3,37 0,45 3600
0,02 176 10,54 176 10,18 10,11 4,08 0,69 3600
0,00 200 10,79 200 10,36 10,36 3,99 0,00 17
400,00
0,10 46 5,45 47 5,44 4,06 25,50 25,37 3600
0,08 66 7,02 66 7,02 5,47 22,08 22,08 3600
0,06 104 8,67 104 8,67 7,37 14,99 14,99 3600
0,04 189 11,9 191 11,27 11,18 6,05 0,80 3600
0,02 345 15,66 346 14,53 14,52 7,28 0,07 3600
0,00 400 16,15 400 15,07 15,07 6,69 0,00 127
800,00
0,10 54 5,87 54 5,87 2,93 50,09 50,09 3600
0,08 76 7,41 78 7,39 4,71 36,44 36,27 3600
0,06 114 9,39 114 9,39 6,44 31,42 31,42 3600
0,04 224 13,67 224 13,67 11,49 15,95 15,95 3600
0,02 559 20,31 559 20,31 18,78 7,53 7,53 3600
0,00 800 23,45 800 21,18 21,18 9,68 0,00 581
n  número de vértices. k  raio de vizinhança.
tempo  tempos de execução (em segundos) transcorrido para obtenção da melhor solução encontrada.
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As Tabelas 6.2, 6.3 e 6.4 mostram que os três métodos exatos atingiram soluções ótimas
para 15 dos 30 tipos de instâncias no limite de tempo de 3.600 segundos. As instâncias
para as quais não se atingiu o ótimo, os desvios de otimalidade para os métodos 1, 2
e 3 foram, respectivamente, 28, 09%, 14, 02% e 14, 65%. Esses resultados mostram o
forte impacto provocado pela inclusão das desigualdades válidas (5.3) no desempenho do
algoritmo branch-and-cut. Esse fato torna-se mais evidente a partir da Figura 6.2, que
mostra os desvios de otimalidade médios para as instâncias de 200 vértices, em função do
raio de vizinhança, para cada método exato. No Apêndice foram incluídas figuras análogas
para as instâncias de 50, 100, 400 e 800 vértices. Também é possível notar que o método 2
obteve um desempenho melhor, mensurado pelo desvio de otimalidade médio, comparado
ao método 3. No entanto, somente o método 3 obteve um desempenho consistentemente
melhor que o método 1. Por exemplo, para a instância n = 400 e k = 0, 02, o método 1
obteve um desvio de otimalidade igual a 0, 96%, enquanto os desvios de otimalidade dos
métodos 2 e 3 foram de 7, 35% e 0, 07%, respectivamente.
Figura 6.2: Desvio de otimalidade médio (%) em função do raio de vizinhança (k) para
instâncias com 200 vértices.
O gráfico apresentado pela Figura 6.3 permite uma análise visual dos desempenhos
de cada metodologia exata. Em particular, o gráfico ilustra os dados médios de desvios
de otimalidade obtidos pelas metodologias exatas. Nas cores azul, verde e roxa estão
ilustrados os desvios de otimalidade para os métodos 1, 2 e 3, respectivamente, calculados
com base no limitante primal obtido pela meta-heurística GRASP. Nas cores laranja,
vermelha e marrom estão ilustrados os desvios de otimalidade para os métodos 1, 2 e 3,
respectivamente, calculados com base no limitante primal obtido pelo algoritmo branch-
and-cut. Cabe lembrar que o solver foi inicializado com o limitante primal da meta-
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heurística GRASP.
Figura 6.3: Distribuição dos desvio de otimalidade (%) para os métodos exatos.
Analisando a Figura 6.3, é possível notar que os métodos exatos conseguiram aprimorar
os limitantes primais da meta-heurística GRASP. As reduções dos desvios de otimalidade
atingidos pela melhoria do limitante primal foram de 1, 29%, 1, 15% e 1, 42%, para os
métodos 1, 2 e 3, respectivamente. Essas reduções não foram tão significativas quanto
aquelas obtidas pela melhoria dos limitantes duais, após a inclusão das desigualdades
(5.3). Isso pode ser justificado pela boa qualidade dos limitantes primais obtidos pela
meta-heurística GRASP, não sujeitos a grandes melhorias. A Figura 6.4 mostra os custos
médios das soluções (limitantes primais) obtidos para as instâncias de 200 vértices, em
função do raio de vizinhança k, para cada método exato. No Apêndice foram incluídas
figuras análogas para as instâncias de 50, 100, 400 e 800 vértices. A Figura 6.4 mostra
pouca variação de desempenho entre os métodos, o que reforça a hipótese de haver pouca
margem de melhoria para os limitantes primais, atestando a qualidade das soluções obtidas
pela meta-heurística GRASP.
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Nesta dissertação foi estudada uma generalização do Problema do Caixeiro Viajante
(TSP), denominado Problema do Ciclo Dominante (DCP). Essa generalização consiste na
composição de dois problemas NP-difíceis: o TSP e o Problema do Conjunto k-Dominante
em Grafos (k-DSP).
O DCP possui aplicações em problemas de roteamento de leituristas, na logística de
unidades móveis de atendimento, além de outros problemas de distribuição de serviços.
Os subproblemas que compõem o DCP, o TSP e o k-DSP, foram formalmente definidos e
formulações de programação linear inteira apresentadas.
Neste trabalho, uma formulação de PLI foi proposta para o DCP. Essa formulação foi
inspirada nas formulações PLI para o TSP e para o k-DSP, com a inclusão de restrições de
acoplamento entre esses subproblemas. Trabalhos anteriores relacionados ao DCP foram
apresentados na revisão bibliográfica.
Para solução de instâncias onde a metodologia exata se torna ineficiente, foi desen-
volvida uma meta-heurística GRASP (Greedy Randomized Adaptive Search Procedure)
composta por métodos de construção de soluções iniciais e movimentos de busca local no
intuito de explorar o espaço de soluções.
Visando fortalecer a formulação PLI para o DCP, uma nova desigualdade válida foi
proposta para a eliminação de subciclos ilegais. A partir dessa nova desigualdade, duas
rotinas de separação de complexidade polinomial foram descritas.
Os experimentos computacionais realizados dividiram-se em duas partes, uma para a
avaliação dos métodos heurísticos e outra para a avaliação dos métodos exatos. Foram
avaliados três métodos heurísticos para a solução do DSP: (i) decomposição nos subpro-
blemas k-DSP e TSP, resolvidos por suas formulações PLI; (ii) meta-heurística GRASP;
(iii) solução da meta-heurística GRASP inicializando a solução do modelo PLI para o
TSP. Os resultados mostraram que a meta-heurística GRASP atingiu resultados melho-
res do que a solução do DSP pela sua decomposição natural (k-DSP e TSP). Além disso,
foi possível aprimorar as soluções do GRASP transferindo uma boa solução inicial ao
solver de formulações PLI.
Os experimentos computacionais também avaliaram o desempenho de três métodos
exatos, todos adotando o paradigma branch-and-cut e a estratégia lazy constraints para
a eliminação de subciclos ilegais: (i) separação das desigualdades do TSP (5.1); (ii) se-
paração de múltiplas desigualdades válidas para o DCP (5.3); (iii) separação de uma
56
CAPÍTULO 7. CONCLUSÕES 57
desigualdade válida para o DCP (5.3) com o menor número de termos não-nulos. Redu-
ções importantes nos desvios de otimalidade foram atingidas mediante a utilização das
desigualdades válidas (5.3), comparadas às desigualdades do TSP. Os limitantes primais
obtidos pela solução das formulações permitiram uma pequena redução dos desvios de
otimalidade, comparado com os limitantes primais do GRASP. Esse fato indica que a
meta-heurística GRASP proposta é uma boa metodologia de solução para ser adotada em
cenários reais, com instâncias de grande porte, onde as metodologias exatas apresentariam
dificuldades decorrente da complexidade do DCP.
Estudos futuros poderão explorar formulações ainda mais fortes para o DCP. Além
disso, poderão ser investigadas novas generalizações desse problema, envolvendo por exem-
plo versões capacitadas (com múltiplos veículos), com janelas de tempo ou ainda com
coleta de prêmios (prize collecting).
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Apêndice A
Gráficos dos Resultados dos Métodos
Heurísticos
Neste Apêndice encontram-se os gráficos referentes aos resultados obtidos com os métodos
heurísticos para as instâncias com 50 (Figura A.1), 100 (Figura A.2), 400 (Figura A.3) e
800 (Figura A.4) vértices. Esses gráficos mostram o custo da solução em função do raio
de vizinhança para cada método heurístico utilizado.
Figura A.1: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 50 vértices.
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Figura A.2: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 100 vértices.
Figura A.3: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 400 vértices.
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Figura A.4: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 800 vértices.
Apêndice B
Gráficos dos Resultados dos Métodos
Exatos
Neste Apêndice encontram-se os gráficos referentes aos resultados obtidos com os métodos
exatos para as instâncias com 50 (Figura B.1), 100 (Figura B.2), 400 (Figura B.3) e 800
(Figura B.4) vértices. Esses gráficos mostram o custo da solução em função do raio de
vizinhança para cada método exato utilizado.
Neste Apêndice também são apresentados gráficos que mostram os desvios de otima-
lidade obtidos pelos métodos exatos para as instâncias com 50 (Figura B.5), 100 (Figura
B.6), 400 (Figura B.7) e 800 (Figura B.8) vértices.
Figura B.1: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 50 vértices.
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Figura B.2: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 100 vértices.
Figura B.3: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 400 vértices.
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Figura B.4: Custo médio da solução em função do raio de vizinhança (k) para instâncias
com 800 vértices.
Figura B.5: Desvio de otimalidade médio (%) da solução em função do raio de vizinhança
(k) para instâncias com 50 vértices.
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Figura B.6: Desvio de otimalidade médio (%) da solução em função do raio de vizinhança
(k) para instâncias com 100 vértices.
Figura B.7: Desvio de otimalidade médio (%) da solução em função do raio de vizinhança
(k) para instâncias com 400 vértices.
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Figura B.8: Desvio de otimalidade médio (%) da solução em função do raio de vizinhança
(k) para instâncias com 800 vértices.
