Optimal controls for diffusion in Rd—A min-max max-min formula for the minimal cost growth rate  by Leizarowitz, Arie
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 149, 180-209 (1990) 
Optimal Controls for Diffusion in Rd---A Min-Max 
Max-Min Formula for the Minimal Cost Growth Rate 
ARIE LEIZAROWITZ 
Department of Mathematics, Teehnion-Israel Institute of Technology, 
Haifa 32000, Israel 
Submitted by Leonard D. Berkovitz 
Received June 10, 1988 
1. INTRODUCTION 
We study the infinite horizon optimal control problem for a system 
whose dynamics are described by the stochastic differential equation 
dx, = Wu u,) dt + 4x,) da,> x0 given. (1.1) 
Let e be the o-algebra generated by (j,jO G s G r; then an admissible 
control is an {*}t,, adapted process in R” which satisfies the constraint 
u, E Wx,), t 2 0. 
‘In the last relation x + U(x) is a measurable set valued mapping from Rd 
to R”. To every control corresponds the cost flow 
7-j C,(u)=E joTk(xt, u,) dt, T20 (1.2) 
(where E denotes the mathematical expectation). A typical situation is that 
C,(u) + 00 as T --) cc for every choice of a control u. Usually one then tries 
to minimize the long run average cost, namely the quantity 
J( 24) = lim sup f C,( 24). 
T-m 
(For recent studies of infinite horizon control problems with this approach 
see, e.g., the papers of Cox and Karatzas [8] and Borkar [4].) The infinite 
horizon Bellman equation for the control problem is 
(1.3) 
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(where a(x) = G(X) a(x)‘). Implicit in (1.3) is that the set U(x) is such that 
the minimization over u is achieved at some point in U(x), i.e., that U(.u) 
is a compact set. We shall be interested in the inequality versions of (1.3). 
namely, 
and 
It will follow that _a and Cr are bounds on E such that _r da Q ‘5, provided 
that 4 and $ satisfy certain growth conditions. If 9’4 denotes the left hand 
side of (1.3) then we have the relation 
where 4 runs over a certain class of functions. The existence of an 
appropriate solution to (1.3) implies equalities in (1.4), and then c( is 
obtained as a min-max and max-min of a certain functional. 
We will study the optimization problem also in light of the overtaking 
optimality criterion. One version of this notion is as follows. A control U, 
overtakes another control u2 if C,(U,) < C,(u,) for all large T. A control 
is overtaking optimal if it overtakes every other control. 
In [16] we studied the cost interpretation of the solutions (4, r) of (1.3). 
While CI is the intimal long run average cost, 4(x0) can be interpreted as 
the inlimal cost for the system (1.1) with a modified cost flow c,(u) = 
C,(U)- aT (where C,( .) is as in (1.2)). This cost interpretation is closely 
related to the overtaking optimality criterion, as will be demonstrated in 
this work. 
The framework in [ 163 included Markov controls which were Lipschitz 
continuous functions of the current state. In this work we consider Markov 
controls which are merely required to be measurable functions of the 
current state. Thus rather than consider strong solutions as in [16], we 
consider, for every control U, weak solutions of (1.1) which correspond to 
h” and r~ (where h”(x) = b(x, u(x))). This approach enables us to con- 
siderably relax some of tthe assumptions made in [ 163. 
We will establish the existence of optimal controls with different 
optimality criteria under various conditions. Considering the long run 
average cost criterion it will be assumed that there is a solution to (1.3 ) 
such that the growth of 4(x) as 1x1 -+ 11c is dominated by that of the 
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integrand k( +, .) in (1.2). We will give a condition which guarantees the 
existence of such a solution. Under the same conditions we will establish 
the existence of s-overtaking optimal controls. It is, however, harder to 
obtain the existence of overtaking optimal controls and this will be estab- 
lished under additional assumptions. 
The next section will display the notations and framework for our 
problem. In Section 3 we consider the long run average cost criterion. We 
establish upper and lower bounds for CI, obtain them as inf sup and sup inf 
of a certain functional, and show that these two quantities are equal 
whenever there exists an appropriate solution to (1.3). We show that in this 
situation there exists a control with a minimal long-run average cost. 
In Section 4 we consider the overtaking optimality criterion and prove 
the existence of optimal controls with respect o this critrion under various 
conditions. In Section 5 we apply the results to several examples. 
2. NOTATION AND TERMINOLOGY 
We consider 52 = C( [0, oo), Rd), the space of continuous functions from 
[0, co) to Rd with the topology of uniform convergence on compact inter- 
vals. Let B be the Bore1 a-albebra of 0. We denote by (Pt}rro a Wiener 
process on (52,9’, P). Then e is generated by {/I,}, Gs4 f. 
We consider the stochastic differential equation 
x0 given, (2.1) 
where x E Rd is the state, u E U(X) is the control, and V(X) c R” is the con- 
straint set for the control. An admissible control is an {E} adapted control 
which satisfies the constraint u, E 17(x,) for every t > 0. Let Md be the set 
of d x d matrices and Sd the set of d x d symmetric matrices. In (2.1), b( ‘, . ) 
and a( .) are Rd and Md valued measurable functions, respectively. We 
denote a(x) = g(x) a’(x). If a control is given as a measurable function 
u: Rd + R”, then we denote by b” the function 
b”: Rd+ Rd, b”(x) = b(x, u(x)). 
We will assume throughout the paper the following: 
Assumption A. (i) The functions a: Rd + Sd and 6: Rd x R” + Rd are 
continuous and a( .) is bounded on Rd. There are constants C, and C, such 
that 
V-G, u)l G C, + Cal4 for every x E Rd and every u E U(x). 
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(ii) There is a constant A> 0 such that 
8’a(x) I9 2 /lIeI* 
for all 8 E Rd and all x E Rd. 
(iii) The function a: Rd + Sd is uniformly continuous, namely there is 
a non-decreasing function 6: [0, co) -+ [0, a) such that lim,,,+ h(c)=0 
and la(x)--a(y)1 <6(1x--y/) for every x, FERN. 
For an admissible control u we consider a weak solution of (2.1) on Q. 
Thus the process {xr}rbO is fixed and we will see that the control u deter- 
mines a probability measure P” and a Brownian motion {j;>l,O with 
respect o P” on Q such that (2.1) holds. The following discussion is similar 
to those in Davis [9] and Elliott [lo]. 
Let U4Lo be a Brownian motion on Q with the measure Q, and let Fr 
be the a-algebra generated by {fl,}OG,, ~. Let {x,},,~ be the solution of 
dx, = 4x,) dP, 
For every r > 0 we define 
i,(u) = j; co-‘(x,1 b( XI, u,)l’db,-; j; /Q~‘(x,) @xl, dI* df 
and let the measure Pr on FT be defined by 
PW I= jA exp i,(u) dQ. 
Then since x -+ b(x, U) has linear growth, the Girsanov Theorem implies 
the following (see BeneS [2] ): 
THEOREM 2.1. (i) P; is a probability measure on (Sz, gT). 
(ii) Py is mutually absolutely continuous with respect to Q. 
(iii) {fly, t E [0, t]} is a Brownian motion under Py, where 
d&=dfl,-a -‘(x,) b(x,, u,) dt = a-‘(x,)[dx, - b(x,, u,) dt]. 
It follows from the linear growth of x + b(x, U) that the process 
t -+ exp t,(u) is a martingale (see BeneS [a]) and therefore 
p:*I~,=p:, for every tZ > z, >/ 0. 
We thus define a measure P” on (Q, 9) by specifying 
P”(A) = P’: if A E %FT 
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and defining it as the unique extension to all 8. By (iii) of Theorem 2.1 the 
relation 
dx, = b(xt, u,) dt + a(~,) d/3’: 
holds for $2 with the probability measure P”, so we get the following result: 
THEOREM 2.2. Let Assumption A hold. Then for every control u there is 
a weak solution P”, and /?y for Eq. (2.1) obtained as above. 
The cost incurred while using the control u on the [0, r] time interval 
is 
C,(u) = E: j; k(x,, 4 dt, (2.2) 
where Ef: is the expectation with respect to the measure P:. The function 
k: Rd x R* --f R’ in (2.2) is continuous and bounded below. We define 
h(x)= inf k(x, u) 
UE U(X) 
and assume throughout the paper the following: 
Assumption B. (i) The function k-has a polynomial growth in 1x1 
uniformly in U; i.e., there are constants cl, c2, p > 0 such that 
c1 Jxlp < k(x, u) < c2 lxlP for every (xl large enough and every u E U(x). 
(ii) Let x and v be arbitrary vectors in Rd. Then the function 
u + k(x, u) + $b(x, u) 
attains its minimal value for some u0 E U(x). 
Remark. Assumption B(i) holds when, e.g., k(x, u) is of the form 
g(x)+h(u), where a,(xlP<g(x( <a2(xlP for large 1x1 and b,lu(P<h(u)<b,(ulP 
for large IuI, for some a,, a,, b, , b, > 0, and when sup{ IuI: u E U(x)} < /?lxl 
for some /I > 0 and large 1x1. By the continuity of b( .,.) and k(., .) 
Assumption B(ii) holds if, e.g., U(x) is compact for every XE Rd. 
The functional 
J(u)=limsup$C,(u) 
T-+00 
describes the long run average cost which corresponds to U. 
DEFINITION 2.3. Let the initial condition x,, be fixed. A control u is 
optimal with respect to the long run average cost criterion if J(U) Q J(u’) 
for every control u’. 
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Another optimality criterion that we shall be interested in is the over- 
taking optimality criterion. This notion was originally introduced in the 
economic literature by Gale [ 111, von Weizsacker [22] and Koopman 
[14], and was used in studies of optimal control problems by, e.g., Brock 
and Haurie [5], Carlson [6] and Leizarowitz [16, 171. 
DEFINITION 2.4. Let the initial condition x0 be fixed. We say that the 
control U, overtakes the control u2 if for every I: > 0 there is a T,( u, , u2 )) 
> 0 such that 
CAU,) < CT(%) + E for every T> T<. (2.3 1 
The control U* is overtaking optimal if it overtakes every other control. 
A weaker notion is the s-overtaking optimal control, which is defined as 
follows: 
DEFINITION 2.5. Let the initial condition x0 be fixed, and let E be a fixed 
positive number. We say that U, is an s-overtaking optimal control if for 
every control u there is a T,>O such that 
CAU,) < C,(u) + e for every T> T,. (2.4) 
Remark. It follows from (2.4) that every s-overtaking optimal control is 
optimal with respect to the long run average cost criterion. This is true. in 
particular, for overtaking optimal controls. 
3. EXISTENCE OF OPTIMAL CONTROLS WITH 
A MINIMAL LONG RUN AVERAGE COST 
We consider the control system (2.1) with the cost expression (2.2). By 
Theorem 2.2 there is associated with every control u a family (PU,} of 
probability measures on (Q, 9)) and thus a diffusion process in R“ with 
the transition probability measure P”(t, X, dy) given by 
P”(r, x, A)=P”,(x,E A) 
for a Bore1 set A c Rd. 
The infinite horizon Bellman equation for our control problem is 
k(x, u)+ i h;(x): 
/ 
=Y. (3.1 1 
I-, 
The unknowns in (3.1) are the function 4: R” -+ R’ and the scalar constant 
x For results on the existence of solutions to the infinite horizon Bellman 
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equation we refer to Tarres [21], Cox [7], and Robin [18]. In the context 
of diffusions in a bounded domain in Rd such results were obtained by 
Bensoussan and Lions [3], Kogan [13] and Lasry [15]. The following 
existence Theorem is a consequence of the development in [7]. 
THEOREM 3.1 (Cox [7]), Let the control constraint be u~I’ for some 
compact set Tc R” (independent of time). Assume that b: Rd x r+ Rd and 
k: Rd x r+ R’ are locally Hiilder continuous in both variables, k satisfies 
Assumption B, and the matrix a is the identity matrix, so that also (a,);=, 
is the n x n identity matrix. Let TV be the first hitting time of x, with 
the sphere {x: 1x1 = N} while using the control u, and assume that 
pz(zN < T) + 0 as N + co, for every T and every control u. Finally assume 
that there is a control law of the form u, =g(x,) for some measurable 
function g: Rd -+ r such that the corresponding diffusion {x,},~~ with the 
measure P” on Sz is positively recurrent. Then there exists a solution (4, a) 
to the Bellman equation (3.1) and c1 is the minimal cost growth rate: 
Remark. The Khas’minskii test for nonexplosiveness (see Cox [7]) 
gives conditions in terms of the coefficients b( ., .), so that the condition 
P”(z,< T) +,v-.m 0 in the theorem is fulfilled. In particular it holds if 
b( ., .) satisfies x . b(x, U) < c, - czIxJ * for every u E r and all large enough 
1x1, for some constants c,, c2 > 0. 
We are interested in the inequalities version of (3.1), namely in pairs 
(4, c() which satisfy 
k(x, u) + ; b;(x) (3.2) 
i=l 
and pairs (I,+, E) which satisfy 
The functions ~4 and $ in (3.2) and (3.3) are assumed to be twice 
continuously differentiable and satisfy certain growth conditions which will 
be described below. It follows from Assumption B(ii) (by taking rl= 0) that 
h(x) = min k(x, u) (3.4) 
ueRm 
is well defined, and by Assumption B(i) 
h(x) + co as (XI -+ cc (3.5) 
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and is bounded below. We introduce the class of functions 
,d= (4: R~+R~: fj E C2, Id(x)1 d C, h(x) + C2 for some C,, Cz > 0 
and all x E Rd, and q5( . ) has a polynomial growth}. (3.6) 
In (3.6) C* is the set of twice continuously differentiable real valued func- 
tions on Rd. A solution to either (3.1), (3.2) or (3.3) will always be 
assumed to belong to d. In Theorem 3.6 below we will consider a certain 
class of systems and establish a condition which guarantees the existence of 
a solution qS( .) of (3.1) which belongs to the class ,d. 
We consider the functional, defined on the class of controls, 
J(u) = limsip $ C,(u), (3.7) 
where C,(U) is as in (2.2). Namely, J(u) describes the long-run average 
cost which corresponds to U. In principle it could depend on the initial 
state x, but as we will see below it does not. Let CY be the inlimal long-run 
average cost growth rate 
M = inf J(u). (3.8 1 
u 
The following result provides an estimate for t( in terms of solutions of (3.2 ) 
and (3.3). 
THEOREM 3.2. Let (4, c() and (+, c() satislv (3.2) and (3.3), respectiueljx 
I$( .) and $( .) both belong to sd. Then 
(where rl is as in (3.8)). 
Proof: Let q5 E SX! satisfy (3.2). Let {u,},~~ be any admissible control, 
namely an {%},,, adapted process which satisfies U, E U(x,) for every 
t > 0. Let P” be the corresponding measure on Q. Let x0 E Rd, let N > Ix0 / 
be a large number, and let T, be the first hitting time of the diffusion 
corresponding to u( .) with the sphere SN= {XE Rd: (xl = N}. We then 
have from Ito’s lemma and (3.2) 
We claim that by letting Nf co and dividing by T we get 
(3.9) 
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Clearly E;,( TAT,) + T by the monotone convergence theorem, so we have 
to show that 
and 
it follows that Ezo qi(x,,, + Ezo 4(x,) if and only if [max,,, = N 1(x)] . 
P;,(T,Q T) +O as Nf co. (We use the bound 4(x) dclxlp for large 1x1 
and the fact that E(xTJP < 00.) Similarly we have 
E:, ixT,4T~i P+E:OIxTIP as Ntcc 
ifandonlyifNPP;&T,<T)+Oas Nfco.ButindeedE~~l~,,,(~~,,, 
EzO JxT(' by the bounded convergence theorem, since E[~up~~~~~Jx,j~] 
< 00. This implies NPP;& TN < T) --t 0, hence by Assumption B(i) and the 
assumption 4 E A we have [max,,, = N 1(x)] P:, (TN < T) -+N _ oc 0, 
proving Et,d(xTATJ-+N- Et, q5(xT). The same argument using the 
polynomial bound (xJp on the growth of x -+ k(x, U) implies that 
Co k(x,IIT~~ u,AT,y) + E:,, 4x,> U,) as Nfco. 
Thus (3.9) is established. 
We distinguish between two cases. If 
lim E”,, k(x,, ur) = co 
T-CC 
then lim., m l/T C,(u) = cc and clearly 
J(u) 2 cr. 
If (3.10) does not hold, then 
lim inf E:, k(x,, uT) < co 
T-CC 
and it follows from (3.4) and the definition of ,J$ in (3.6) that 
lim inf E’& q5(xT) < co. 
T-CC 
(3.10) 
(3.11) 
This, however, implies (3.11) in view of (3.9). 
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Now let $ E .d satisfy (3.3). We then define the set valued function 
F(x)= {UE U(x): k(x, u)+ L”$(x)d ii;, (3.12) 
where we denote by L” the operator on C2 
It then follows from Assumption B that F(x) is nonempty for every x E R”. 
By the continuity of a, 6, k, and the second derivatives of II/ it follows that 
F has a closed graph; hence it is measurable. Therefore there is a 
measurable function u: Rd + R” such that U(X)E F(x) for almost every 
x E Rd (see Aubin and Cellina [ 1 I). Arguing as in the beginning of this 
proof, we may apply Ito’s lemma to the process $(x,), where {x,},~~ is the 
diffusion corresponding to the control u with the measure P”. Then. 
analoguously to (3.9) we obtain 
From the discussion which follows (3.10) we know that J(U)= :x 
unless lim inf,,, E”,,, k(x,, Us) < zoo, and in this case we have 
lim inf,, ~ Et0 ~$(x~)I < m, since +( .) belongs to .d. It then follows 
(recall (3.7)) that J(U)<&, which implies that a GE and concludes the 
proof of the theorem. 1 
The result presented in Theorem 3.1 may be reformulated as follows. We 
define the function h: Rd -+ R’ by 
(3.13) 
which, by Assumption B(ii), is well defined. Then the operator Y on the 
left hand side of (3.1) may be written as 
The following result gives bounds on c( in terms of sup inf and inf sup 
functionals on d. 
THEOREM 3.3. Let LX be as in (3.8), the infimal average cost growth. Then 
sup inf Y&x) <ad inf sup Y&x) 
) t .d ‘it Rd c,d E 4 , t R” 
(where .d is as in (3.6)). 
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We thus consider the functionals on d 
~~:&+R~u{-c;o}, 7c(b) = inf 
xeRd ;ijlav$&h(x' -g)] 
[ , 1 J 
n:d+R’u{oo}, a24 a..--- (x, -$$I, y axiaxj 
and part of the assertion in Theorem 3.2 is that 
sup 744) < inf v](4). 
de& 4E-4 
If equality holds in (3.14) then the common value of both sides is the 
intimal average cost growth a. Clearly this is the case if Eq. (3.1) has a 
solution (4, a) such that 4 E&. Conditions for this to happen for certain 
systems will be given in Theorem 3.6 below. In this situation we define the 
set valued function x + F(x), x E Rd, by 
bY(x)ax,+y(x . (3.15) I 3 
It follows from Assumption B that F(x) is nonempty for every x E Rd. 
Arguing as in the paragraph which follows (3.12) we conclude that there 
exists a measurable function a,,: Rd + R” such that z+,(x) E F(x) for a.e. 
x E Rd. We denote by UO the set of all such functions, namely 
U, = {u: Rd + R”: u.) is measurable 
and U(X) E F(x) for a.e. XE Rd}. (3.16) 
A control u is called a Markou control if there exists a function 
g: Rd + R” which is measurable and satisfies g(x) E U(x) for every x E Rd 
and such that u, = g(x,). We have the following result: 
THEOREM 3.4. Assume that Eq. (3.1) has a solution (4, aO) such that 
d~~~?(recaN (3.6) and (3.7)). Then J(u) 2a, for every admissible control. 
Moreover, tf u is a Markov control then J(u) = a tf and only if u E i7, (a is 
as in (3.8)). It thus follows that there exists a Markov control u,, such that 
J(uO) <J(u) for every admissible control. 
To prove Theorem 3.4 we shall need the following auxiliary result: 
LEMMA 3.5. Let u be a control such that the associated dtffusion in Rd is 
positively recurrent and let v”(dy) be the corresponding equilibrium measure. 
Let m(dy) denote the Lebesgue measure on Rd. Then P”(t, x, dy) and m(dy) 
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are mutually absolutely continuous, and if K is a Bore1 set in Rd such that 
m(K) > 0, then v’(K) > 0. 
Proof. We consider the weak solution to (2.1) on [0, t] corresponding 
to the control U, given by the measure P”, on 9,. We also consider Q,, 
which is the Wiener measure restricted to z. By Theorem 2.1 P; and Q, 
are mutually absolutely continuous. Thus the measures on Rd, 
P”(t, x, ‘4) = P”,(x, E A) 
and 
Q(tt x, A I= Q,(x, E A ) 
are mutually absolutely continuous. The measure Q(t, x, dy), however, is 
equivalent to the Lebesgue measure (it has a Gaussian distribution with a 
positive density). This establishes the first assertion of the Lemma. 
Let t > 0 and K be such that m(K) > 0. Then by the above discussion 
P”( t, x, K) > 0 for every x E Rd. 
Since v”(dy) is an equilibrium measure 
(3.17) 
v’(K) = /Rd P”( t, x, K) vU( dx) 
which implies, by (3.17), that v”(K) >O. This concludes the proof of the 
Lemma. 1 
Proof of Theorem 3.4. Since C$ E d it follows that both sides of (3.14) 
are equal to a,; hence, by Theorem 3.2, c(~ is indeed the infimal long run 
average cost, and c(~ = a. As in the proof of Theorem 3.1 there is a control 
u0 E U, such that J(uO) = CI. It remains to prove that J(U) > c1 if u 4 U,. 
If u( .) is such that the corresponding diffusion on Rd is either transient 
or null recurrent, then it follows from (3.5) that 
lim E”, h(xT) = CC 
T-EC 
and then (3.4) implies that lim.,, E: k(x,, u(xT)) = co, from which it 
follows that J(U) = co. We therefore consider a control u( .) 4 U, such that 
the corresponding diffusion { xI} f a ,, in Rd is positively recurrent with an 
equilibrium measure v”(dy). 
Let L” be the operator which appears in (3.12) and we define for the 
control u(.) the function A,,(.): Rd-+ R’, 
A,(.,(x) = k(x, u(x)) + LU’“‘q+(x) - t( 
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(where (4, c() is the solution to (3.1)). Then A,,( .) is a nonnegative and 
measurable function. It follows from u( .) I$ U0 that d,{.,(x) > 0 for x E K 
and m(K) > 0. It follows from Lemma 3.4 that 
s i@ 
d,(,)(X) v”(dx) = & > 0. 
In fact, if 1 is a constant and we set 
J,,.,(x) = min{duc.,(x), I> 
then we also have, for a certain I > 0, 
I Rd 
a,,.,(x) v”(dx) = Eg > 0. (3.18) 
An application of Ito’s lemma to the twice continuously differentiable 
function 4 yields 
C,(u) = crT+ 4(x0) - E:&x,) + Ef: j-ld,(x,) dt 
0 
2 ctT+ 4(x0) - E[: q4(xT) + Et j-=&,(x,) dr. 
0 
(3.19) 
Since v”(dy) is the equilibrium measure and d”,(.,( .) is bounded and 
measurable, it follows from (3.18) that 
lim E: d”,(.,(x,) = co. 
l--m 
(3.20) 
Since J(U) is finite only when 
lim inf Ef: 4(x=) < co 
T-CC 
it follows from (3.19) and (3.20) that 
proving that J(U) > J(uo) and concluding the proof of the theorem. 1 
We consider now a class of systems for which there exists a solution to 
(3.1) which belongs to &. 
Let (x, U) + b(x, U) be a homogeneous function, namely 
wx, Pu) = Pm u), (3.21) 
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for every /I > 0, x E Rd and u E R”. We assume that the diffusion matrix CJ 
is the identity matrix so that (a)v = 6,. There is a constraint set TC R” so 
that U, E r for every t> 0. Recall that by Assumption B(i) there exist p. 
a,, az > 0 satisfying 
a,lxlP<k(x, u) da,lxl” (3.22 1 
for all large 1x1 and every UE f. We assume that 
0 E int r, 
and for some c,, cz > 0, 
x.b(x, u)<c,-c,Ixl* for all x, 
(3.23 )
(3.24 ) 
which is equivalent to maxiJ, = i x b(x, 0) < 0. If (3.24) holds, then to every 
admissible control u( .) corresponds a positively recurrent diffusion which 
has an equilibrium measure vu(&) such that 
i 
Ixl’v”(dx) < cc for every r > 0. (3.25) Rd 
In fact we have the following result which will be needed in the next 
section: 
LEMMA 3.6. Let (3.24) hold. Then for every r > 0 and every E > 0 there is 
an R > 0 such that 
s 
,~/ > R jxl’v”(d.x) < c (3.26) 
for every admissible control. 
Proof Let u be an admissible control and r > 0. It follows from Ito’s 
lemma applied to the function x -+ 1x1’ that 
(clearly we may assume that r > 2). 
We write this as 
dlx,l’=4,dt+rlx,I’~‘~.d~,, 
qbr=rIxllr--Z x,.b(x,, u,)+ $d/.u,l’. 
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We define 8, = Sk (x,/lx,l ) . d/I, and note that it is a one dimensional 
Brownian motion with the measure P”. It follows that the process { Y,},~,, 
defined by 
dy, = 4, dt + W’ @, 
(where p = (r- 1)/r) has the same distribution law as { Ix,~~}~,~ in P”. 
Moreover, since by (3.24) we have 
we may invoke a comparison theorem of Ikeda and Watanabe [12], to 
deduce that 
Y, G lztlr a.s. P” for every f 2 0, 
where {z,},>~ satisfies 
dz, = @(z,) dt + dj?, 
and $(x) = [cJlxl* - c,] x f or some cl, c2 > 0 and large enough 1x1. Since 
this diffusion is positively recurrent, with, say, equilibrium measure v(dx), 
we have 
s ,x,,,rR Ix~l’P”(d~)=s,,>~~,P”(d~) 
< 
Iz,l’>R ‘zr”P”(dw)+~,i,,ZR lzt”‘(dz) 
so that the left hand side is smaller than E if R is large enough. Letting 
t + cc we obtain (3.25), for every control U, which concludes the proof of 
the lemma. 1 
For a system satisfying (3.21)-(3.24) the conditions of Theorem 3.1 are 
fulfilled and there exists a solution to the equation 
A4 + mEi: [b(x, U) .Vfj(x) + k(x, u)] = ~1. (3.27) 
THEOREM 3.7. Consider a system for which (3.21)-(3.24) hold. Then 
there is a solution to (3.27) which belongs to d. 
Proof: Let (4, ~1) be the solution of (3.1) which is guaranteed by 
Theorem 3.1. For every x E Rd let U(X) be a value in r which achieves the 
minimum in (3.27) such that x + U(X) is measurable. We let (x,},~,, be the 
diffusion corresponding to u( . ) and define 
Icl(xc,) =E:,~(x,,) + &j;’ CWx,, u,) - al 4 (3.28) 
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where lx01 > 1, and zs is the first time that the diffusion {x,),,~ starting at 
x,, hits the unit sphere S in Rd. We claim that $( .), defined by (3.28), has 
polynomial growth, in fact grows like lxjP (which is the growth of k( ., .) in 
Assumption B(i)). Once we have shown this it follows that I++( .) satisfies 
the equation 
i 
A$ + b(x, u(x)) .v* + k(x, u(x)) = x 
Ii/(x) = d(x) for x E S. 
This assertion follows from considering functions $N defined by 
$,4x0) = E:, 4d+ AT,) + E:, j;“A7v [4x,, u,) - a] dt, 
where rN is the first hitting time of {x,},~~ with (XG Rd: 1x1 =N}, and 
taking 
It follows that Ii/(x) = lim,, a3 $,,,(x) and since each ijN(. ) is a solution of 
d$ + b(x, u(x)) .V@ + k(x, u(x)) = ~1, so is I,+(.), which was our claim. 
It now follows that 
A$ + mGi,l: [b(x, U) .Vlc/ + Qx, u)] 6 r. (3.29) 
If the case is that u( .) achieves the minimum in (3.29) for almost every 
x E Rd, then this implies that in fact 11/( .) is a solution of (3.27). If, however, 
strict inequality holds in (3.29) on a subset of points x E Rd of positive 
Lebesgue measure, then it follows, as in the proof of Theorem 3.4, that the 
control x + fi which achieves the minimum in (3.29) has a cost growth 
which is smaller than a. This, however, is a contradiction to the minimality 
of LX, as asserted in Theorem 3.1. It is thus sufficient, to prove the theorem, 
to show that $( .) has a polynomial growth. 
In (3.28) the value of E:. 4(x,,) is uniformly bounded, so we are merely 
concerned with the term 
and by (3.22) it is enough to show that E;, jy Ix, 1 p dt is bounded by ylx, I p 
for some y > 0 and all large Ix,, I. 
Let pN be defined by 
(3.30) 
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where rN is the first hitting time with the sphere {xe Rd: 1x1 = 2N}. If 
bJt20 is a control with a corresponding diffusion (x,},~~ such that 
1x01 = 2N+‘, then H, = ( 1/2N) U, is a control with a corresponding diffusion 
I, = ( 1/2N) x, with II, I = 2, which satisfies d,i?, = b(g,, G,) dt + (1/2N) db,, 
provided that N is sufficiently large. 
We thus get for pN in (3.30) 
pN < (2N)p sup 
1 J 
E& ” I.f’r Ip dt: l&,1 = 2, ii is admissible = 2Np .b 
0 1 
for some constant b, and b is finite by (3.24). Let 2N < r < 2N + i ; then 
sup E;,, 
lwl = r 
b.2(N+l)f’ 
<y.2@ 
2”- 1 
for some y > 0, hence 
sup -Co i ” Ix, Ip dt < yrp I.w = r 0 
for every admissible control. We thus obtain 
s;p {E:, j; Ix,l”dfj~plx,l” 
for some y > 0 and all lx01 which are large enough, which concludes the 
proof of the theorem. 1 
4. EXISTENCE OF E-OVERTAKING AND OVERTAKING OPTIMAL CONTROLS 
To establish the existence of s-overtaking and overtaking optimal con- 
trols we will consider Eq. (3.1) and assume it has a solution (4, M) with 
twice continuously differentiable function 4. In general this function is not 
bounded on Rd. Thus if u is a control with a corresponding equilibrium 
measure v”(dy), then the relation 
will not always hold. The following result displays a sufficient condition for 
(4.1) to hold. 
LEMMA 4.1. Assume that I$( -) is continuous, bounded below on Rd, and 
such that sRdq4(y) v”(dy) < CO. Then (4.1) holds. 
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Proqf We shall assume, without loss of generality, that $( .) is positive. 
We denote 1’ = jRd d(y) v”(dy). Let { tkj:=, be an increasing sequence of 
times such that t, > 0 and t, -+ co as k -+ x. We define 
p(x) = linl$f E”, /$5(x,,), 
We claim that p(x) = y for almost every x E R”, in the measure I~“(&) and 
hence also in the Lebesgue measure since a( .) is uniformly elliptic. To show 
that we observe that 
i’>, s p(x) v”(d-x 1 
(4.3) 
Rd 
since 
;' = jRd 4(x) ““(dx) = j, E”, d(x,,) v”(dx) = limmf j 
R” 
E; $(x,,) vu(&) 
and by Fatou’s Lemma 
y >, jRd lirr’x”f E”, 4(x,,) v”(dx) = i,, p(x) V”(dX) 
which establishes (4.2). We claim that, on the other hand, 
Y G P(-X) for every x E Rd. (4.3) 
To see this let { #,},“= , b e a sequence of nonnegative continuous functions 
with compact supports in R d such that d,*(x) 7 c$(,u) monotonically. Then 
for every n > 1 
lim inf 
k -+ 1 j Rd 
= 
and (4.3) follows by letting n -+ cc and using the monotone convergence 
theorem. It now follows from (4.2) and (4.3) that 
P(X) = Y (4.4) 
for rU for almost every XE Rd. To prove that (4.4) holds for every .Y E R” 
we choose a ?>O such that O<s<t,, and let t;=t,-r for every k>l 
and 
p’(x) = lirrinf E; &s,~) 
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Then since p’(x) = y for almost every x E Rd in the Lebesgue measure 
which proves that (4.4) holds for every x, since P’(r, x, dy) is equivalent to 
the Lebesgue measure. 
We thus conclude the following: For every x E Rd and every increasing 
sequence of times { t,}F= 1, t, + co, we have 
lirr ‘,“f Ef: 4(x,,) = y. (4.5) 
It is clear that (4.5) implies that 
lim Ej: 4(x,) = y 
t-cc 
which is the assertion in (4.1). 1 
We shall prove next that under the same conditions as those of Theorem 
3.3, there exists an s-overtaking optimal control, for every E > 0. In the 
subsequent results of this section, however, we restrict the controls to 
be Markov controls; i.e., there is a measurable g: Rd + R” such that 
g(x) E U(x) for every x E Rd, and U, = g(x,). 
THEOREM 4.2. Assume that (3.1) has a solution (4, CI) such that #( .) is 
twice continuously differentiable, bounded on Rd, and belongs to XI. Then for 
every E > 0 and every initial state x0 there exists an E-overtaking optimal 
control in the class of all Murkov controls. 
ProoJ It follows from Theorem 3.2 that if U, E U0 and u2 $ U, then 
J(ui) < J(u~), and in particular u1 overtakes u2 (U,, is as in (3.16)). There- 
fore it is enough to prove the existence of an s-overtaking optimal control 
while considering only controls in UO. Then d,(x) 3 0 
that 
C,(u) = NT+ 4(xd - Et, 4(xT). 
We define the functional 
and (3.19) implies 
(4.6) 
$1 U,,--+ R’, Ii/(u) = J, d(v) v”(dy), 
which satisfies 
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and we claim that this implies I+(U)/ d C,/al + C, for some constants 
C3, C4 >O, thus II/ is a bounded functional on U,. To prove this it is 
enough to show 
I ~~k(x,u(X))“Y(~x)~~lfc\, (4.7 1 1 
where Cr, C, are the same as in Assumption B(i), and C5 > 0 is some 
constant. We claim that the relation (4.7) is implies by Assumption B(i) 
and 
(4.8) 
(recall Lemma 4.1) as follows: We note that 
J/(x, 4x1) v”(dx) d cz ‘,, Ixl”v”(~x) +B, 
6c21iminfE”Ix,IP+fl, 
r-x 
by (4.8) so that 
JRd 4x, u(x)) v”(dx) G c, [& lim inf EUk(x,, u(x,)) + pz + /I1 
I 
I--r ~ 
I 
using Assumption B(i), which implies (4.7) since 
lim inf Fk(x,, 24,) 6 c(. 
r*m 
Given an E > 0 there exists thus a control u, E U, such that 
ti(u,) > bvu) - $ for every u E li,. 
It follows from Lemma 4.1 that 
In view of (4.6) and (4.9) this implies that 
CT(%) < C,(u) + E for all T> T,, 
(4.9 I 
for some T, > 0, concluding the proof of the theorem. g 
In order to establish the existence of overtaking optimal solutions, we 
shall assume, besides Assumptions A and B, the following: 
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Assumption C. (i) The drift coefficient h( ., .) satisfies (3.24). 
(ii) The set 
B(x) = { b(x, 24): 24 EF(x)} (4.10) 
is convex and compact for every x E Rd. 
For the consideration of overtaking optimality we slightly change the 
framework of the discussion. 
For a control u we consider the following martingale problem (see 
Stroock and Varadhan [20]). We associate with a and 6” the operator 
A solution to the martingale problem for L” (or for the pair (a, b”)) 
starting from x E R“ is a probability measure P, on (Sz, F) such that 
P,(x, x x) = 1 and 
f(x,) - j; L”f(xJ ds 
is a P, martingale for all f~ C:(Rd) (the infinitely many times differen- 
tiable real valued functions with a compact support in Rd). Thus the 
process x, in (2.1) is a fixed process, namely x,(o) = o(t) for every 
w E C([O, co), Rd), and the effect of the control is to determine the 
probability measure on Q. 
The following is an easy consequence of a result of Stroock and 
Varadhan (see [ZO, Theorem 7.2.1 I): 
THEOREM 4.3. Let Assumption A hold and let b( ., .) satisfy (3.24). Then 
for every admissible control u there is a unique solution to the martingale 
problem for the pair (a, b”), for every x E Rd. It is strongly Markov and 
strongly Feller continuous. 
We consider a sequence { un}z=, of controls and a control U. Let the 
corresponding solutions to the martingale problems for (a, bun) and (a, b) 
be denoted by P: and P,x, respectively. We suppose that the relation 
IRd b”“(x) 4(x) dx -, JRd b”(x) 4(x) dx as n+cO (4.11) 
holds for every 4 E C;(Rd). 
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Let P be a probability measure on G?. Then we associate with it the 
transition probability function 
P( x, t, A ) = P( xg = x, .Y, E A ) 
for every Bore1 set A c Rd. We have the following result (see Stroock and 
Varadhan [ 20, Theorem 11.3.3 ] ): 
THEOREM 4.4. Suppose that Assumption A holds and let (un j,f;- , , u. 
Iprr),:=l, and P he as aboz;e. Assume that (4.11) holds and let x,, + x0 in R”. 
Then for eaery t > 0 
i.e., 
P”(x,, t, dy) + P(x,, t, ~1s’) weakl?,, (4.12) 
for every continuous and bounded function $11 Rd + R’. 
We consider here transition probability functions P”(x, t, dy) for which 
there exist equilibrium measures v”(dJl) on Rd. i.e.. 
v”(A)=J,~ P”(y> t, A) I”‘(<Y) (4.131 
for every t > 0 and every Bore1 set A c Rd. We are interested in the 
continuous dependence of the equilibrium measures on the controls. 
Let P(x, t, dy) be a transition probability function and p(&) a probability 
measure on Rd. Then we denote 
P(p, t, A) = JRd P(Y, t, A 1 I*(&). 
We need the following extension of Theorem 4.4; 
THEOREM 4.5. Let {u, >2=, u, {P”} ,“= I and P be as in Theorem 4.4 and 
let Assumption A hold. Let ($(dy)}~=, and p(dy) be measures on R” such 
that p”(dy) -+n + m p(dy) weakly. Then 
PYp”, t, dy) + f’h t, dy) weakly as n -+ ;c. 
Proqf: Let t > 0 and A c Rd be a Bore1 set such that 
s P(x, t, c?A) p(dx) = 0 
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(aA is the boundary of A in Rd) and it is enough to show 
P”(p’, t, A) + P(p, t, A) as n -+ cc for such a set A (see Stroock 
Varadhan [20, pp. 7-81). We have 
that 
and 
PQR, 1, A) = J Pn(X, t, A) ,u”(dx) 
P(P, t, A) = [ P(x, t, A) P(dX). 
It follows from (4.12) that 
(4.14) 
(4.15) 
Pyx, t, A) -+ P(x, t, A) 
uniformly for x in compact sets in Rd. Since ,P --) p weakly it follows that 
the right hand side of (4.14) converges to the right hand side of (4.15). 
Therefore 
P”(P”, t, A I--+ m t, A) as n-cc 
which is our claim. 1 
We can establish now the continuity property for the equilibrium 
measures. 
THEOREM 4.6. Let (u,,} ,“= 1, u, {P” } ,“= 1, and P be as in Theorem 4.5. 
Let v” and v be the unique equilibrium measures corresponding to P” and P, 
respectively. Assume further that ( vn > ,“= 1 is weakly precompact. Then 
vn + v weakly as n + CO. 
ProoJ: Let v’ be a weak limit of a subsequence of {v”}, say V”J --+ v’ 
weakly as j -P co. Then for every Bore1 set A c Rd such that v’(8A) = 0 and 
for every t > 0 
Py(v’l, t, A) + P(v’, t, A) as j+co, (4.16) 
as follows from Theorem 4.5. 
Since 0 is an equilibrium measure, the left hand side of (4.16) does not 
depend on t, hence P(v’, t, A) does not depend on t, implying that v’ = v is 
the unique equilibrium measure corresponding to P. Since this is true for 
every weakly convergent subsequence of {v”}z= i it follows that vn + v 
weakly as n-,co. 1 
THEOREM 4.7. Let (3.1) have a solution (4, tl) which belongs to &. 
Assume that b( ., .) satis$es (3.24) and that Assumptions A, B, C hold. Then 
there exists an overtaking optimal control for every initial state x0. 
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Proof. We argue as in the proof of Theorem 4.2 and it is thus enough 
to prove the existence of a control U* E U0 such that 
for every 24 E U,. (4.17) 
Let y = supU E v0 $(u) and let (Us}:= i be such that lim,, 73 $(un) = ;‘. 
Denote h,(x) = b(x, u,(x)). Since the functions { h,( .),“= i are uniformly 
bounded they are weakly compact locally in L2; thus there is a sub- 
sequence, still denoted {b,( .)},“=,, such that 
(4.18 1 
for every 4 E C,“(Rd) and some measurable function h: Rd + Rd. It follows 
then (see Rudin [19, Chap. 31) that there are convex combinations 
c,,(x) = 2 &, b,(x), E .,,, i>o, 2 /I,,,, =1 
,= 1 ,=I 
such that c,,(x) -+ b(x) a.e. in Rd. But then, since c,(x) E B(x) for every n, 
it follows from Assumption C that b(x) E B(x) for every x E R“. We can find 
therefore a measurable function 
u*: Rd + rm, u*(x) E F(x), b(x) = b(x, u*(x)) for all .xeRd (4.19) 
(see Aubin and Cellina [ 1 I). Thus U* E UO. 
We shall show now that U* is overtaking optimal. To every U, 
corresponds an equilibrium measure v,,, while the measure v* corresponds 
to u*. We want to show that 
v, -+ v* weakly. (4.20) 
This will follow from Theorem 4.6 once we have shown that {v,,}:=, is 
weakly precompact. But we know that 
for every n > 1 since u,, E U,. Thus the precompactness of {v,} ,“= , follows 
from (3.5), and (4.20) is established. 
We want to show that 
c d(x) v*(dx) = “/. (4.21 )
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Since (3.24) holds, it follows from Lemma 3.6 that for a given E > 0 there 
is an R > 0 such that 
I ,x/, R d(x) vti(dx) < & 
for every n> 1. Using (4.20) we get from (4.18), (4.11), and Theorem 4.6 
This being true for every E > 0 proves (4.21) and in light of (4.19) establishes 
(4.17), and concludes the proof of the theorem. 1 
Remark. For every control u define the quantity 
V(u) < l’,mi;f [C,(u) - MT]. 
Then V(u)= +cc if u# U, and 
V(u) = 4(x,,) - lim sup Et, q5(xT) 
T-30 
if UE u,. Since the diffusion is recurrent, it follows that 
lim sup,, m E;, #(xT) does not depend on x,, (and in fact is a limit under 
certain conditions). Thus if we denote 
sup lim sup P&x,) = M< co 
UE uo [ T-m 1 
then one can interpret 4(x0) as the value function for the problem of mini- 
mizing the quantity 
Under the conditions of Lemma 4.1 we know that the lim supT+ o. E”&x,) 
is in fact a limit. Also, since & .) is defined up to an additive constant, we 
can assume that M= 0. Thus in this situation 4(x,) is the value function 
of the minimization of 
lim Et0 s = L-Q x,, u,) - a] dr. T-cc 0 
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5. EXAMPLES 
We apply the results of Sections 3 and 4 to various examples. 
EXAMPLE 5.1. We consider the scalar differential equation 
dxr = u, dt $ $ d/l,, x0 given (5.1 I
with a cost expression E 1: [$x’ + y.u + ;u’] dt. We consider Eq. (3.1 ). 
which in this case is 
and has a solution d(x) = :x’ + Y-X, x = 1 - $?. In this case h(x) = $.I? + ;J.Y 
and clearly (3.5) holds and by Theorem 3.4 the control UJX) = --x - “J has 
a minimal long run average cost. Here U, is a singleton, (uO), thus ug is 
in fact overtaking optimal. Note that for the corresponding deterministic 
system the minimal cost growth is -4~~; thus the effect of the noise is to 
enlarge it by 1. 
EXAMPLE 5.2. We consider (5.1) with the cost expression 
C,(U) = E”,. Jo= [au” + ix” - 3x’] dt. 
The function d(x) = $x4 satisfies 
d” + 3.~” - 3x2 + min [ au4 + d’(x) u] = 0 
u 
which is equivalent to 
Thus, as all the conditions of Theorem 4.2 hold, it follows that there exists 
an s-overtaking optimal control for every E > 0. Since U0 is a singleton, it 
is overtaking optimal. 
EXAMPLE 5.3. Let the differential equation be 
L/.Y, = [ f’(x,) + Bu,] dt + 4.x,) db,, xc, given, .Y E Rd, u E R”’ (5.2) 
with the cost expression 
C,(u) = E:, jT C&x,) +g(u,)l dr. 
0 
(5.3) 
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In (5.3) I(x) + co as 1x1 + co and g( .) is a strictly convex function such 
that g(u)/lul + 00 as 1~1 + co. The control constraints UE U(x) are such 
that Assumption B holds. The differential equation (3.1) in this example is 
+ 4X) + 5 fitx) $,+ 
i= 1 I 
mF[g(n)+(z)‘&4)]=x. 
(5.4) 
Assume that (5.4) has a twice continuously diffeerentiable solution 4 which 
satisfies 
Idx)l G c, 4x)+ c2 for some C,, C2 > 0 and all x E Rd. 
Then the set F(x), namely all the values Bu +f(x) such that u realizes the 
minimum in (5.4), is a singleton. Therefore there exists, by Theorem 4.7, an 
overtaking optimal control for every initial state x,,. 
EXAMPLE 5.4. We take in Example 5.3 
f(x) = Ax, I(x) = ;x’Qx, 
with Q and R positive definite d x d and 
g(u) = $u’Ru, 
m x m dimensional matrices, 
respectively. Let r~ be independent of x. Then Eq. (5.4) becomes 
If we denote 00’ = S and try a solution of the form 4(x) = $x’Kx for a 
positive definite d x d matrix K, we get for K the equation 
ATK+KA+Q-KBR-‘B’K=O 
and c1= $ tr SK. (We assume that the constraint set U(x) is large enough so 
that Kx E U(x) for every XE Rd.) Assuming that (A, B) is a controllable 
pair, there exists a unique solution to the above Riccati equation under our 
assumptions on Q and R. Then in this situation there exists an overtaking 
optimal control for every initial state x0. (In Leizarowitz [17] a similar 
result was obtained for a linearquadratic tracking problem with partial 
information and a stable matrix A.). 
EXAMPLE 5.5. Consider Eq. (5.1) with the cost expression 
C,(u) = Eio j-’ [l(x) + ;u’] dt, 
0 
where I( .) is a continuous periodic function Z(0) = I( 1). Equation (3.1) is 
now 
f’(x) + l(x) - f((b’(x))’ = a. (5.5) 
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We would like to use Theorem 3.3 to deduce the existence of a control with 
a minimal cost growth rate. We are looking for a periodic solution d(. ) of 
(5.5). Let rc/ =4’(x); then Ic/( .) should satisfy 
with the conditions 
$‘(x) = a - f(x) + i+‘(x) (5.6 1 
4w)=ti(l) and c : I//(X) d,x = 0. (5.7) 
Clearly there may be at most one a such that a solution $ for (5.6) and 
(5.7) exists, since then a is the minimal long run average cost and is unique. 
We shall show now that such an a with a corresponding solution tj of (5.6) 
and (5.7) indeed exists. 
Let ZE R’ be fixed and consider Eq. (5.6) with the initial condition 
I,+(O) = z. We claim that there is a unique value a such that the corre- 
sponding solution of (5.6), which we denote by I/J .), satisfies 
This is implied by the following observation: If a is sufficiently small, say 
a< -max{Il(x)l:O<x<l)}-$z2, then $,(. ) is defined on [0, 1) and is 
finite there. If, however, a is large enough, then the solution $,(.) will 
escape to infinity on a subinterval of [0, 1). Moreover, it is clear that 
z -+ $,(x) is strictly increasing in a for every fixed x, as long as +Jx) < cc. 
The conclusion is that there exists an a* such that for every a 2 a* the 
solution of (5.6) diverges to + co in a subinterval of [0, 1 ), while it is finite 
on [0, l] for every a < a*. Moreover, $,Jl) is monotone increasing in 
x and takes all the real values as a varies in (- co, a*). This discussion 
was for a fixed ZE R’. We now choose a(z) to be that value of x for 
which I(/,( 1) = z, which is uniquely determined since a -+ II/,( 1) is strictly 
increasing. 
We now claim that if z is sufficiently large, then 
I ; $x&) dx > 0. (5.8) 
This is so since if z>2. [max,,,,, {I/(x)1} + 11, then we have . . 
(5.9) 
as long as +‘(x)>O. If (5.8) is violated, there must be a point 0 <x0< 1 
such that i,Ga(xO) 6 0, hence we must have 
(5.10) 
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(Otherwise it will follow from (5.9) that II/( .) is increasing in [0, l] and 
will never vanish there.) But if (5.10) holds and tia(xO) =0 for some 
0 <x,, < 1, then Ii/,(x) < 0 for all x0 < x G 1, since whenever $Jx,) = 0 for 
some x,<x, 6 1, we must have, by (5.6) and (5.10), that Ic/‘(x,) ~0. But 
then we have $%( 1) < 0, which contradicts Ii/,(O) = $J 1) = z > 0. 
Similarly, if z is negative and of large absolute value, then 
I ; 4kcz,(x) & < 0. (5.11) 
This is so since, if (5.11) is violated for a sequence zk + -co, then for 
each k we have 0 < xk < 1 such that $ OLCZkj(~k) = 0. It follows from (5.6) 
that a(zk)+ -co, since if a(zk) > -A4 for some A4 then $,C,,,(l) > 
-M-maxo,,,l . . I 4x)1, hence IC/acrkJ(l 1’ Il/+,~(O) for large enough k 
which is a contradiction. But if cl(zk)< -max,,,,, I/(x)1 then I,$,~,,,( .) 
cannot vanish at all in the interval [0, 11, which iroves the validity of 
(5.11) for negative values of z such that Iz] is large. 
It follows from the bounded convergence theorem that the mapping 
is continuous, therefore there is a z. such that a0 = a(zo) satisfies 
I o1 $,,(x)dx=O. 
Thus for this ~1~ there is a solution Ic/( .) which satisfies (5.6) and (5.7), c(~ 
is the minimal cost growth rate, and there exists a control with a minimal 
long-run average cost. 
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