Abstract-Let K (n; 1) denote the minimal cardinality of a binary code of length n and covering radius one. Blass and Litsyn proved a lower bound for K (n; 1) in the case n 5 (mod6) . We give a simplification of the proof, which yields a slightly better result.
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I. INTRODUCTION
Let F denote the finite field with two elements. The Hamming distance d(x; y) between x = (x1; . . . ; xn) 2 F n and y = (y 1 ; . . . ; y n ) 2 F n is defined by d(x; y) = jfi 2 f1; . . . ; ng : x i 6 = y i gj: C F n is called a binary code of length n and covering radius (at most) one, if 8x 2 F n 9y 2 C with d(x; y) 1: Let K (n; 1) denote the minimal cardinality of a binary code of length n and covering radius one. For a monograph on covering codes see [1] .
Improving on the easy sphere covering bound 
We give a simplification of the proof leading to the following bound. The bounds in parenthesis are given by (1) . This note relies heavily on [2] .
II. PROOF OF THEOREM 1
Let n be an integer with n 11 and n 5 (mod6). By (1) Theorem 1 does hold for n = 11. Therefore we may assume n 17. 
Lemma 1: (van Wee [3] , see also [2] and [1] ) For each x 2 F n , we
One easily checks E (B 2 (x)) 5 if x 2 Z 2 . We partition Z 2 into the following subsets (different from [2] ):
The next two lemmas are from [2] . there exists a set
2 ) with y 2 H (y) and jH(y)j = 4. For x; y 2 Z exists v 2 B1 (y) B2 (x) with v 6 = u and E (v) odd. Now, since E (B 2 (x)) is odd, there must exist w 2 B 2 (x) with E (w) odd, w 6 = u and w 6 = v. Since E (u); E(v) and E (w) are odd, nonnegative integers adding to at most 5, at least two of them must equal one.
We now may complete the proof of Theorem 1. As stated in [2] or [1] we have B x2Z
B(x). Thus by (4) we get 
Moreover, E := E (F n ) = i0 ijZij 2jZ2j + jZ1j. Thus 2jZ 2 j E 0 jZ 1 j: By Lemma 4 for n 17 we have This inserted in (7) yields 
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I. INTRODUCTION
In [1] Koetter and Vardy studied an extension of the Sudan-Guruswami algorithm [2] for decoding Reed-Solomon (RS) codes. The interpolating polynomial is required to have certain multiplicities of zeros for several likely symbols in each position. In particular, they analyzed the case where the multiplicities are chosen to be approximately proportional to the conditional probabilities of the symbol values. In general, it is difficult to interpret the condition for successful decoding. In Section III, we derive a much simpler condition for decoding by considering a typical distribution of received symbols and errors. However, in order to describe the decoding problem in this way we have to assume that for each symbol in the code alphabet there is a received symbol that can be considered 'correct', and that the errors can be divided into in a relatively small set of equivalence classes. In Section IV, we obtain bounds on the performance of the Koetter-Vardy (KV) algorithm using these assumptions. In Section V, we consider a few special cases, which lead to very simple bounds. Many channels of interest can be reduced to one of these special cases or to a combination of such cases. Finally, we consider decoding of concatenated codes as a particularly important application of the KV algorithm. We show that the algorithm has a significant advantage over hard-decision decoding when the code rate is low, when two or more sets of received symbols have substantially different reliabilities, or when the correct symbol is on a small list of possible transmitted symbols. However, the performance is far from maximum likelihood. 
