INTRODUCTION
Sleep deprivation increases reaction time and leads to mental lapses in cognitive tests (Barbato et al. 1995; Cajochen et al. 1995; Hart et al. 1987; Horne 1978; Lorenzo et al. 1995; McCarthy and Waters 1997; Pilcher and Hucutt 1996) . As sleep deprivation increases, a monotonic decline occurs in short-and long-term memory, psychomotor skills, ability to perform arithmetic computations and logical reasoning. It has been also shown that, after a normal period of 16 h of wakefulness, electroencephalograph (EEG) power is signi®-cantly increased, and the interhemispheric correlation is decreased. These changes become more obvious with a further increase in wake time. A full night's sleep has the opposite SUMMARY Progress during the past decade in non-linear dynamics and instability theory has provided useful tools for understanding spatio-temporal pattern formation. Procedures which apply principle component analysis (using the Karhunen±Loeve decomposition technique) to the multichannel electroencephalograph (EEG) time series have been developed. This technique shows localized changes of cortical functioning; it identi®es increases and decreases of the activity of localized cortical regions over time while the subject performs a simple task or test. It can be used to demonstrate the change in cortical dynamics in response to a continuous challenge. Using 16 EEG electrodes, the technique provides spatio-temporal information not obtained with power spectrum analysis, and includes the weighted information given with omega complexity. As an application, we performed a pattern analysis of sleep-deprived human EEG data in 20 healthy young men. Electroencephalograph recordings were performed on subjects for <2 min, with eyes closed after normal sleep and after 24 h of experimentally-induced sleep deprivation. The signi®cant changes in the eigenvector components indicated the relative changes of local activity in the brain with progressive sleep deprivation. A sleep deprivation eect was observed, which was hemispherically correlated but with opposite directional dynamics. These changes were seen in the temporo-parietal regions bilaterally. The application of the technique showed that the simple test task was performed with a limited unilateral hemispheric involvement at baseline, but needed a much larger cortical participation with decreased frontal activity and increased coherence and bilateral hemispheric involvement. The calculations performed demonstrated that the same weighted changes as those obtained with omega complexity were shown, but the technique had the added advantage of showing the localized directional changes of the principle eigenvector at each studied electrode, pointing out the cortical localized region aected by the sleep deprivation and toward which direction the environmental challenge induced the spatial change. This methodology may allow the evaluation of changes in local dynamics in brain activity in normal and pathological conditions. KEYWORDS principle component analysis, principle eigenvectors, sleep deprivation, sleep EEG eect, and enhances interhemispheric EEG correlation (CorsiCabrera et al. 1992) .
The eects of total sleep deprivation (TSD) are re¯ected in the waking EEG. Corsi-Cabrera et al. (1996) have reported that the absolute power of the whole EEG spectrum with eyes open, and of theta and beta bands with eyes closed, is higher after TSD and increases linearly as hours of wakefulness are extended. But none of the frequently used sleep EEG analytic techniques can easily point out the localized cortical regions that are associated with the observed changes in brain functioning. Most previous studies on waking EEG changes induced by sleep deprivation have applied conventional linear methods to the EEG analysis, except detection of low dimensional dynamic self-organization in stage 4 sleep after partial sleep deprivation by Cerf et al. (1996) . These techniques give only a global view of the eect of sleep deprivation.
During the last decades, progress in non-linear dynamics and instability theory has provided useful tools for understanding spatio-temporal pattern formation in other ®elds such as biology or material science. Spatial patterns may govern the dynamical behaviour of a complex system.
Basically, there are systems that form globally coherent structures after undergoing a complex temporal evolution. Many brain activities would ®t this broad de®nition of systemic-related evolution. One may use the Karhunen± Loeve expansion method to apply spatio-temporal analysis of multi-channel EEG time series data to investigate the relationship between the variations of the EEG patterns and the brain activity. Such an approach would provide information on the topographically localized changes in cortical activity (increase or decrease), depending on environmental conditions, while the subject performed a standardized task over time. Dvorak (1990) proposed the use of global dimensional complexity, which is a multidimensional analogue of correlation dimension. This method has been shown to be a sensitive measure of drug eects, vigilance and age (Matousek et al. 1995; Wackermann et al. 1993) . Wackermann (1996) used omega (W) complexity in order to fully deploy the global complexity of the EEG signal. This technique represents a clear improvement compared with EEG power analysis, when investigating the eect of an environmental change on a speci®c and repeated task. It measures the entropy of the Karhunen±Loeve (KL) mode weight (eigenvalue) distribution. Szelenberger et al. (1996) showed that application of W complexity to sleep staging could signi®cantly dierentiate sleep stages 3 and 4 nonrapid eye movement (NREM) sleep from waking. The rationale for using non-linear dynamic investigation of the EEG is based on the following speci®c premises: there is a continuous electric and electro-magnetic activity that is related to brain neuronal discharges, but this activity always exists in a non-equilibrium state. Synergetic neuronal activity is, however, associated with speci®c brain functions. The EEG signals can be considered as the spatially weighted local means of the dynamic evolution. The time course of the EEG is not predictable over a long time, but under selected conditions, non-linear dynamical systems can generate so called deterministic chaos. The Karhunen±Loeve decomposition method has been used to analyse phase-space dynamics (Aubry et al. 1988; Ciliberto and Caponeri 1992) and to investigate low dimensional chaos (Broomhead and King 1986) .
First, we developed the formulation required to use this methodology for EEG analysis. Then we applied the formulation developed to an experimental condition: controlled sleep deprivation. We determined the spatio-temporal variation of the dominant axis of the monitored EEG with progressive sleep deprivation and drew a conclusion about channel-wise local dierences. Using our example, we demonstrated that we could not only replicate ®ndings obtained using the omega complexity analysis, but that we could go further in the EEG analysis. Using sleep deprivation and a very simple and short task, we showed, using 16 EEG electrodes from the 10±20 international electrode placement system, that we could identify the changes in localized cortical activities and the`cost' of sleep deprivation in the performance of this simple task. We showed the very limited and mostly unilateral localized cortical involvement at baseline, and the important changes following 24 h sleep deprivation. There were important decreases in some unilateral localized activity as well as increased coherence with the ®ring of the homologous region in the other hemisphere. Additionally, there was circumvolutated increase in activity of many localized regions of the cortex with performance of a task that required much less brain circuitry involvement prior to sleep deprivation.
FORMULA TION
How to obtain the data To perform such an analysis, signal measurements must be obtained over the entire scalp. To obtain these measurements, the EEG signals can be assembled at the mesh of a grid with points uniformly distributed over the scalp. The obtained EEG signals will constitute a sparse pattern series. Examination of synergetic systems has shown that, in phase transition regions, the dynamic behaviour of a complex system (here the neuronal activity) may be governed by only a few degrees of freedom (Haken 1996) . These degrees of freedom may be intimately related to the spatial patterns of the system under study. The analysis of spatio-temporal patterns may thus be considered useful to detect the relevant degrees of freedom and the corresponding spatial patterns. Our situation of EEG measurement is dierent from the critical phase transition condition. We can consider that normal EEG is a measurement of a relatively equilibrated global structure. But forced external conditions could drive this state to a more coherent or the more incoherent loosed state. Our goal is to detect meaningful changes.
Karhunen±Loeve decomposition
If applied to the EEG signal, the EEG potentials V k (t) measured at grid points X k , are grouped together in a vector V(t) whose dimension is the number of measuring probes.
The vector, V(t), can be presented as a superposition of the unknown and searched eigenvectors /
.
The eigenvectors play a role similar to the degree of freedom, and consequently have the role of coordinate axis. The ®rst eigenvector is selected ®rst as the most dominant dynamic axis, then other vectors will be chosen to be orthogonal to the ones selected.
Corresponding eigenvalues of the eigenvectors
given by:
This is a measure of the mean intensity of the contribution of the eigenmode / (k) to the total patterns. It is reasonable to neglect modes with small eigenvalues k k particularly if there is a wide gap in the spectrum of eigenvalues. The EEG spatiotemporal dynamics are expressed in terms of a few modes with large enough eigenvalues, whereas the modes with small eigenvalues represent distortions or noise. In our practical application, we concentrated on the eigenvector with the greatest eigenvalue, because this particular vector points in the direction along which the overall brain pattern moves. Every component of eigenvector is a representation of the level of EEG activity for each monitored EEG measurement lead. Haken (1996) has detailed the mathematical demonstration of the Karhunen±Loeve decomposition application and all related equations.
APPLYING THE F ORMULATION TO AN EX PERIMENTAL CONDITION: PROGRESSIVE SLEEP DEPRIVATION Methods
Twenty young adult men, from 21 to 26 years of age (23.4 1.4 years), volunteered to participate in the study and signed informed consent forms. All subjects were right handed and were free of neurological or sleep-related disorders. All were in generally good health, were taking no medications, and had normal sleep habits. Sleep disorders and sleep habits were assessed by a week of sleep logs and questionnaires. All subjects were monitored twice, at a 1-week interval. Baseline measurements always preceded the sleep deprivation condition in order to avoid any possible residual consequences of sleep deprivation. The 1-week interval between data collection was selected so that the two experimental measurements would come within a reasonably close time period. During the week prior to each of the experimental procedures, subjects were instructed to maintain regular bedtime and wake-up time, to have a minimum caeine intake and to avoid alcohol intake. Subjects were acclimated to the laboratory and to EEG electrodes before beginning an experimental procedure.
Regardless of the type of experimental sleep/wake manipulation used, the same protocol was applied for each visit. Subjects came to the laboratory in late afternoon, and electrodes were placed on the scalp following locations de®ned in the 10±20 electrode system. Potentials from 16 loci (FP 1 , F 3 , F 7 , T 3 , T 5 , C 3 , P 3 , O 1 , FP 2 , F 4 , F 8 , T 4 , T 6 , C 4 , P 4 , O 2 ) referred to linked earlobe electrodes were recorded after ampli®cation on a Nihon±Kohden EEG 4421K recorder using a time constant of 0.1 s. Electrode resistance was checked before data collection and electrodes replaced if needed. The sampling frequency was 500 Hz. 32.768 s of data were recorded at each monitoring stage and digitized using a 12 bit analogue±digital converter on an IBM-PC. All data were digitally ®ltered at 1±35 Hz in order to remove any residual electromyographic (EMG) activity. Each EEG recording was also submitted to visual inspection to assure absence of movement and electrooculographic artefacts, and to assure minimal EMG activity.
As all subjects had very similar sleep habits, to obtain the short wake EEG segment: during condition A, subjects slept in the laboratory and were recorded just after awakening from a full night's sleep at 07:00 h. The recording was performed with eyes closed with subjects imagining a blue sky, for a maximum duration of 2 min.
During condition B, subjects were kept awake for 36 h, but only the results obtained after 24 h sleep deprivation and at the same circadian time as those collected at baseline will be presented here. Subjects were continuously challenged with tasks or games and kept under human supervision in the laboratory while being simultaneously monitored to assure maintenance of wakefulness. The wakefulness period started around 07:00 h, and the data collection was performed twice: at baseline and 24 h into the forced wakefulness period.
Data collection was performed under similar conditions: subjects were monitored in a quiet and relaxed position with eyes closed and after being told to clear their minds in order to obtain as much stationary EEG data as possible. The goal was to obtain between 30 and 35 s of continuous awake EEG for analysis, while imagining again a blue sky with eyes closed. During the data collection, an experimenter carefully checked the EEG recording to assure maintenance of wakefulness despite eye closure. If there was any indication of a drop in alertness, the subject was asked to open his eyes and a very short break was taken before resuming data collection.
Data analysis
The Karhunen±Loeve expansion or singular value decomposition method was then applied to these 16 channels of EEG data. As the data input dimension is 16, the collected data were decomposed in 16 orthogonal patterns, with all patterns orthogonal to each other in the monitored time integration. The statistical package for the social sciences (SPSS, version 6.0, SPSS Inc., Chicago, IL, USA) computer program was used for the analysis. Results of group data were expressed as mean 1 standard deviation (SD). Group dierences between recordings taken before and after sleep deprivation were statistically analysed using paired t-test. Shape change and eigenvalue weighted pattern change were also checked with paired t-test. A two-tailed probability of <0.05 was considered as signi®cant.
RESULTS
Figures 1±3 present the results. As is conventional, the nose is at the top of all ®gures. A colour scale from red (maximum) to blue (minimum) was used on the appropriate scalp locations to indicate vector components. Figure 1 indicates the three average patterns obtained from the 20 subjects before any sleep deprivation. Each diagram presents the primary eigenvectors, with the left diagram containing the largest ones. These eigenvalues were 0.39 0.05, 0.19 0.04 and 0.10 0.02 respectively. The lower eigenvalues were of the order of 0.01 and the corresponding modes shared the remaining brain dynamics, which can be safely neglected. With the exception of the very rare ®rst primary pattern, as required in the Karhulen±Loeve construction process, all remaining patterns were orthogonal, but their contribution to the total pattern was much smaller than the primary pattern. The analyses therefore focused on the primary pattern with the greatest eigenvalue.
Figures 2.1 and 2.2 present the mean data obtained on the 20 young subjects at baseline and after 24 h of sleep deprivation. To draw these ®gures, the eigenvector components with largest eigenvalue were averaged by component. The mean 1 SD eigenvector components obtained at each electrode at baseline, and after 24 h of sleep deprivation (from which Fig. 3 is derived) are presented in Table 1 . As these illustrate, 24 h of sleep deprivation lead to signi®cant dierences in the average values of the eigenvector components at speci®c electrode locations compared with baseline. At baseline, there is a left hemispheric asymmetry indicating a predominant EEG pattern, which switches to a right sided asymmetry after 24 h of sleep deprivation.
The algorithm used displays the dominant EEG vector variation, as visually presented in the ®gures. (All remaining patterns are determined by orthogonality to the dominant pattern and mutual orthogonality). The axis of the dominant EEG pattern is signi®cantly dierent at baseline in fully awake subjects with eyes closed, compared with sleep-deprived subjects. After 24 h of sleep deprivation, the dominant pattern is signi®cantly dierent (P < 0.05) at electrodes P 3 , T 5 and P 4 indicating a signi®cant change in the cortical neuronal ®ring in the regions under these electrodes.
To demonstrate the validity of the procedure, we initially tested the stationarity of the pattern. For each subject, the 16.384 data points were divided into 32 temporal regions. Each section composed of 512 data points (lasting 1.024 s) and was constructed by the Karhunen±Loeve decomposition. Four sequential ®rst patterns resulted into eight upper level regions. Multiple comparison of ANOVA (Tukey's procedure: which dierentiates signi®cant local disturbances of recorded data) was performed to identify the signi®cant local changes of the recorded data. Signi®cance was set at P 0.05. These tests demonstrate that all the values obtained at each channel location were included in their con®dence interval and that none of the individual group mean component values was signi®cantly dierent from the total mean. These mean primary determinations con®rm the validity of the global analysis and support the concept (although not rigorously) of the stationarity of the pattern.
Investigation of the dominant (®rst) EEG pattern of sleep deprivation compared with baseline shows that there are some inter-individual dierences with the exception of the pattern in temporo-parietal region (P 3 , T 5 and P 4 ) (see Table 1 ), which changed globally.
Similar investigation of the second pattern shows that there was a statistically signi®cant dierence in channel Fp2 after 24 h of sleep deprivation. The comparison of the third pattern shows that there were statistically signi®cant dierence at T 5 and a considerable one at O 2 (P 0.056) after 24 h of deprivation.
The interesting behaviour of the statistically signi®cant eigenvector component is that the value is increasing over the left hemisphere (T 5 and P 3 , with 24 h of sleep deprivation), while it is decreasing over the right hemisphere (P 4 , with 24 h sleep deprivation).
Further analyses were performed. The temporal behaviour of the ®rst pattern was examined. It can be studied by investigation of the frequency spectrum of the expansion coecients g 1 (t). When compared with baseline, a decrease of the alpha peak amplitude was found after 24 h of sleep deprivation. Figure 4 shows the typical shapes in Fourier amplitude spectrum of g 1 (t) for both (a) baseline and (b) 24 h sleep deprivation of a subject.
The change in shape of the ®rst pattern is associated with a decrease in the dominant frequency amplitude of the primary mode dynamics with 24 h sleep deprivation.
We also computed the t-test of eigenvalue weighted ®rst pattern components. This means that the primary dynamics change was evaluated on the total dynamics. As in the above Figure 3 . Signi®cantly changed EEG channels in the ®rst pattern after 24 h. sleep deprivation. (P 3 , T 5 : increase, P 4 : decrease) The colour scale goes from increased mean (red) to decreased mean (blue) as presented in corresponding sign reversed t-values in Table 1 . The EEG channels with non-signi®cant change are grouped and ®lled with light green. The signi®cant temporo-parietal regional changes and their interhemispheric dierence seen with ®rst pattern analysis can easily be noted. This method of presentation can be analogous to the one obtained when performing fMRI. It indicates here brain regions aected by sleep deprivation. pattern form change, the results were similar. In 24 h sleep deprivation, T 5 , P 3 regions change signi®cantly. Compared with the simple form change result, channels P 3 , FP2 and O1 are added. These calculations are a good assessment of the primary dynamics as individual dierent ®rst pattern weights were calculated. As in the pattern form change comparison, 24 h sleep deprivation lead to subject dependent local changes except for the T 3 , P 3 region (with increasing mean values).
Eigenvalue weighted second pattern components (secondary dynamics) did not signi®cantly change except at FP 1 (P 0.070) after sleep deprivation. The third pattern showed signi®cant change at T 5 after sleep deprivation.
We also calculated Wackermann's global W complexity and compared results to those obtained above, with the t-test (Table 2) .
As in our primary pattern analysis, there were subject dependent variations in 24 h deprivation, resulting in insigni®cant dierence in W complexity. The last analysis computed the absolute value sum of all eigenvectors weighted component-wise by their corresponding eigenvalues.
Each eigenvector represents an EEG dynamics mode that includes the absolute value range of each channel component.
These absolute values of the components of each of the EEG channels were added and weighted by their eigenvalues from the ®rst to the sixteenth pattern.
The resulting values are dierent from the SD, which would be the square-rooted variance of EEG at one channel. Compared with the SD, in general, larger values will be included. This new measure adds up the radius of the Karhunen±Loeve decomposition mode dynamic in proportion to the relative mode weight (eigenvalues). Figure 4 . (a) Typical frequency amplitude spectrum of the ®rst pattern coecient at baseline and (b) after 24 h sleep deprivation in one subject. The shape change of the ®rst pattern was accompanied by the decrease of the dominant frequency amplitude of the mode dynamics after 24 h of sleep deprivation. A very similar pattern was noted in two thirds of the subjects. *P < 0.05. There were signi®cant changes in the largest eigenvector components at the P 3 , T 5 and P 4 electrode sites after 24 h of sleep deprivation. Signi®cantly changed channels are displayed in Figure 3 . The resulting values help us in drawing the shape of EEG dynamics clouds. Channel-wise t-test between the values of baseline and sleep deprived states were done.
(a) (b)

EEG electrode placement
Twenty-four hour sleep deprivation was associated with a subject dependent change of EEG dynamics. t-test result did not show any channel with signi®cant change, except for a highly signi®cant decrease in P 4 . This was already seen in the analysis of the changes in the ®rst pattern (see Table 1 ). This analysis recoups the ®ndings of the study of primary dynamics with a similarity of ®ndings at T 5 , FP 1 , P 4 , O 1 and FP 2. Furthermore, the direction of the change was similar, with an increase observed at T 5 , FP 1 , O 1 and a decrease at P 4 (Table 3) .
The dierent analyses performed indicated that the major ®ndings are obtained with an analysis of the primary change. This initial analysis is, thus, sucient to indicate the signi®-cance of changes that occur in the waking EEG following sleep deprivation.
DIS CUSS ION
The Karhunen±Loeve expension: a dynamic investigation of the brain through EEG data
The use of the Karhunen±Loeve expension (or singular value decomposition) method provides spatio-temporal eigenpattern information that cannot be obtained by spectral analysis. Although there are potentially many degrees of freedom in a human brain, ®ve spatial modes accounted for 90% of the dynamics; and the raw data can be reconstructed with the same ®ve degrees of freedom. If we consider standard EEG recording and investigate the changes brought by all night sleep and compare them to those brought about by sleep deprivation in a young age group, the primary eigenpatterns are very similar, and the pattern of variation in relation to the severity of sleep deprivation is also similar.
We investigated the change in Karhunen±Loeve mode shapes with an adequate statistical construct. The hypothesis was that the variation of spatio-temporal EEG modes could be evaluated through the investigation of the rotational movement of the dynamic axis as well as the axis weight change [the omega (W) complexity ± a more limited way to analyse the EEG]. This approach is based on the observations of a cluster of dynamics expressed in the form of decomposed Karhunen±Loeve modes. This supposes the presence of an ideal meta-stable global structure that has dierent local dynamics; it also supposes that the global structure moves as one entity that, nevertheless, maintains its overall local interrelations. If the dynamics cluster, which serves as the origin of the EEG data`cloud' and is composed of all local EEG components, exists, and if an external stimulus induces a directional movement in the cluster, the movement will be re¯ected in the decomposed Karhunen± Loeve modes' shape change. The known global measure of omega (W) complexity and global dimensional complexity cannot indicate these local dierences in brain states, and EEG channel-related local dierences cannot be provided.
Standard approaches, particularly the investigation of the absolute powers of the entire EEG spectrum, have shown that sleep deprivation leads to lower interhemispheric correlation of all EEG frequency bands and the higher absolute power of the fastest spectral bands. These ®ndings suggested that sleep deprivation leads to a loss of interhemispheric coupling and a more homogenous organization within each hemisphere. However, our algorithm provides much more local information. By deploying the EEG as an indicator of the changes, it demonstrates the changes of brain dynamics in response to a continuous challenge. Compared with baseline, it indicates increased and decreased regional cortical activities which demonstrate the inability of the cortical structures initially involved in imagining a blue sky with eyes closed to perform the same activity, and the need to recruit further structures to imagine the same blue sky. In general terms, with knowledge of the anatomical cortical structures underlying an electrode showing spatio-temporal change, and with knowledge of functions performed by these speci®c brain regions, one could also suspect from the obtained results, potential behavioural decrements during standardized tasks. In our study, the challenge is sleep deprivation, but our algorithm could be used with other challenges.
The determination of the primary patterns at baseline and the axis along which the EEG varies at that time allows us, over time, to determine the spatio-temporal variation of that axis (or rotation of the pattern) with the challenge. From the ®rst pattern form change, the directional local form change can be deducted. As has been demonstrated, pattern changes have a subject independent directional motion by eigenvalue weighted ®rst pattern components (or primary dynamics) comparison. From the calculation of W complexity and the global EEG dynamics form measure, we also demonstrated that the changes are directional and locally invariant. There are some smaller components (second and third patterns) that may present dierent, orthogonal axis variations, as we have shown, but the statistically signi®cant changes followed the ®rst pattern variation.
The known global measure of W complexity can be used as an analytical tool to investigate global coherence change. However, as our analysis has shown, local direction changes studied with our approach also follow the global coherence change, and our technique includes in its results information given by omega complexity analysis.
Eect of sleep deprivation as shown with our algorithm
Our study demonstrates that waking EEG re¯ects changes brought about by sleep deprivation, as have been shown by Corsi-Cabrera et al. (1992) with other techniques. Our algorithm also demonstrates that there is a change in the dominant axis with time, something not shown by the previous analyses. The changes involved the temporo-parietal region with a switch of EEG activity from right to left (an increase in T 5 ±P 3 and a decrease in P 4 ) and the addition of the left occipital lead (O1) after 24 h and the frontal leads (FP 1 , FP 2 ). As electrodes cover speci®c cortical areas, they indicate speci®c local ®ring changes in the underlying cortical neurones.
We have also shown that investigation of global coherence measured by omega complexity and of global dynamics cloud forms have less power than our algorithm to study changes associated with sleep deprivation. After 24 h of sleep deprivation, this last analytic technique could not show signi®cant group changes. However, we could show that principal patterns (®rst, second and third) could rotate and show clear signi®cant local results. In fact, for conditions leading to a decrease in omega complexity, our algorithm can indicate the accompanying signi®cant local changes.
CONCLUSION
The application of the presented algorithm to the awake EEG data, identi®ed the cortical regions undergoing the greatest changes in electrical activity with sleep deprivation. This approach could be compared and coupled with other techniques, such as functional magnetic resonance imaging (fMRI), to obtain more information on speci®c regions of brain function when challenged by a speci®c condition. It could also be applied to many other clinical situations aside from sleep deprivation, such as investigation of the eects of stimulant or somnolytic drugs, or of sleep fragmentation. This methodology allows investigators to determine`primary patterns' that characterize the state of the brain at what is de®ned as`baseline' and to then study the dynamic changes associated with a speci®c brain activity by monitoring the dierent EEG locations.
