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Abstract
Polycomb  is  a  major  epigenetic  pathway  involved  in  developmental  gene
regulation.  While  currently  it  is  not  understood  how  Polycomb  Repressive
Complexes (PRCs) silence genes, regions of the genome bound by polycomb
are highly  compacted,  and cluster  together  in  nuclear  space.  An appealing
model  is  that  this  structural  property  of  polycomb complexes contributes  to
gene silencing. 
To investigate this, here I apply Hi-C to analyse chromatin organization in 3D in
mouse embryonic stem cells (mESCs) lacking RING1B, a core component of
PRC1,  and  in  cells  with  impaired  catalytic  function  of  RING1B.  Hi-C  is  a
molecular method coupled to high-throughput sequencing that can interrogate
the 3D organisation of genomes.
The main approach used to quantify enrichment interactions in Hi-C datasets is
creation of so-called pile-ups: averaging of multiple 2D regions of the Hi-C map
to visualize the average profile of interactions between features of interest. Pile-
ups are a crucial analytical approach, however there was no convenient tool
available  for  the  task.  Therefore,  first  I  developed  my  own  versatile  tool  -
coolpup.py. I show that Coolpup.py works for extremely sparse single-cell Hi-C
data. Moreover, I have used coolpup.py to discover a novel dynamic pattern of
polycomb-associated loops during cell cycle progression that is a completely
different pattern from CTCF-mediated loops, with most prominent polycomb-
mediated interaction enrichment occurring just before and just after mitosis. 
Second,  using  computational  analysis  including  application  of  coolpup.py,  I
describe properties of polycomb-mediated chromatin structures and the role of
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PRC1 in creating them, in mouse embryonic stem (ES) cells. Using a RING1B
knock-out line, I showed that the PRC1 complex creates both local compaction
of its targets, and distal interaction between them. Using cells with a RING1B
I53A point mutation which has greatly impaired E3 ubiquitin ligase activity, my
data  suggest  that  there  is  no  direct  role  of  the  H2AK119  ubiquitination  in
formation of 3D chromatin structures. I investigate what determines formation
of  distal  interactions  between  RING1B  binding  sites.  Surprisingly,  distance
turned out not to be an important factor, since I detect enriched interactions
even at  distances as large as 50-100 Mbp. I detect a clear role of canonical
PRC1  binding,  unlike  PRC2  or  variant  PRC1  complexes  in  forming  these
interactions. I show that transcriptional activation of polycomb targets in cells
lacking RING1B is not required for loss of interactions between them.
Finally,  I  have investigated 3D genome re-organization in ES cells grown in
conditions of ground state pluripotency in “2i” medium. I have shown that 2i
conditions lead to a depletion of chromatin compaction and looping mediated
by polycomb. Moreover, I  have shown that the PRC1-mediated interactions,
while weakened, are still present in 2i grown cells, unlike the  inner cell mass
where no interactions can be observed.
Overall,  I  have  demonstrated  the  abundance  of  PRC1-mediated  structures
present in the ES cell nucleus, the role of canonical PRC1 complexes in their
formation, the plasticity of the 3D genome organization which follow epigenome




Activity of genes is tightly regulated during development of an organism. While
it is crucial to activate the correct genes in correct cells, it is also very important
to silence genes that should not be active, both in the wrong tissue and at a
wrong time in development. I am particularly interested in how gene regulation
is related to the folding of DNA in 3D in the cell nucleus.
Here I first developed a computational tool I then used to quantify structure of
the DNA in genome-wide experimental data. Then I describe how one of the
major  gene  repression systems operates to  fold  the cell  DNA:  the silenced
genes  are  found  close  together  in  3D,  and  they  are  highly  compacted.  I
confirmed  that  these  structures  are  generated  by  a  particular  group  of
repressive  molecular  complexes  by  using  cells  lacking  one  of  its  key
components.  This  3D  organization  of  DNA  potentially  can  be  one  of  the
mechanisms of gene repression used by this system. Finally, I described the
changes  in  this  3D  structures  observed  in  different  culture  conditions  of
embryonic  stem  cells,  that  model  different  stages  of  early  development.
Surprisingly,  I  found  very  high  level  of  plasticity  of  these  structures  in  this
model, indicating that they are not required for proper cellular function at these
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1.1 Chromatin structure and function
In mammalian cells the ~2 metre long genome is packed inside of a nucleus
~10  µm  in  diameter.  The  genome  has  to  perform  its  functions,  such  as
supporting  transcription,  and  at  the  same  time  maintain  the  high  level  of
compaction required to fit  inside the nucleus. Below I review what is known
about  how this is  achieved in mammalian cells,  and how 3D folding of  the
genome is thought to be important for the nuclear function.
1.1.1 The nucleosome level of chromatin organization
In  the nuclei  of  eukaryotic  cells  DNA forms a nucleoprotein  complex called
chromatin.  The main protein components of  chromatin are the nucleosomes
formed by octamers of histones. The DNA in the nucleus is wrapped around the
histone  octamers,  forming  the  so-called  10-nm  fiber,  the  lowest  level  of
chromatin organization.  Each nucleosome consist  of  2 copies of  each H2A,
H2B,  H3 and  H4  and  binds  ~147 base  pairs,  which  corresponds  to  ~1.65
superhelical turns  (Luger et al., 1997). Additionally, the linker histone H1 can
bind nucleosomes, which causes the nucleosome to bind a longer stretch of
DNA,  and  stabilizes  the  overall  DNA-nucleosome  interaction  (reviewed  in
Woodcock et al., 2006). All histones are highly basic proteins, and the histone
octamer binds DNA essentially independent of sequence through interactions
with the acidic  phosphate groups.  Histone proteins in chromatin are heavily
post-translationally modified (reviewed in e.g. Andrews et al., 2016). The most
studied modifications are lysine acetylation or methylation marks. Some of the
acetylation  marks  probably  affect  the  chromatin  structure  directly  through
negating the positive charge of the amino acid and disrupting the interactions of
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nucleosome with  DNA (or  proteins,  including  other  histones).  For  example,
acetylation of lysines in the nucleosome core, such as H3K64ac or H3K122ac,
as  opposed  to  the  histone  tails,  directly  decreases  nucleosome  stability
promoting transcription in vitro and in cells (Di Cerbo et al., 2014; Pradeepa et
al.,  2016;  Tropberger  et  al.,  2013).  Other  marks,  however,  require  special
protein  readers  that  exert  their  function  when  binding  to  the  modified
nucleosomes.
Except  for  histone  modifications,  another  layer  of  regulation  of  chromatin
structure and function are histone variants: different histone protein paralogues
that  can be incorporated into the nucleosome instead of  canonical  histones
(reviewed in  Henikoff  and  Smith,  2015).  Histone  variants  have  a  variety  of
functions. For example, one of the most well studied variants is CENP-A (or
cenH3),  an  H3  variant,  which  is  a  key  determinant  of  the  centromere  in
eukaryotes. H2A histone has a particularly high number of variants. H2A.X is a
well-known protein  found across the genome and involved in DNA damage
signalling:  its  phosphorylation  produces  ɣH2A.X,  this  modification  spreads
around  the  damaged  site  and  recruits  repair  factors.  H2A.Z  is  another
important  highly  diverged  H2A  variant:  nucleosomes  containing  H2A.Z  are
mostly found next to the gene promoters. These nucleosomes are often more
labile,  in  particular  when H2A.Z is  found together  with  H3.3,  an H3 variant
found at active chromatin. Interestingly, like Polycomb proteins (see 1.3) H2A.Z
is  generally  found  at  CpG  islands  (Illingworth  et  al.,  2012) (see  1.2.1),  in
particular at the +1 nucleosome after the transcription start sites (TSSs).
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Chromatin structure above the 10 nm fibre remains difficult to study, and there
is no consensus regarding presence of a specific level of organization beyond
that of nucleosomes. A popular model is that the 10 nm fibre folds to form the
30 nm fibre,  usually believed to be a two-start  helix,  for example described
using cryo-EM (Song et al., 2014). However all reports of 30 nm fibre structures
have been made  in vitro, after releasing chromatin from nuclei or assembling
chromosomes on an artificial template  (Razin and Gavrilov, 2014). Moreover
the exact configuration of nucleosomes in the 30 nm fibre is highly dependant
on the conditions used during the experiments: ion concentrations, presence of
linker histones and nucleosome repeat length all affect the reported structures.
Studying chromatin structure  in situ is challenging due to very high density of
nucleosomes and the small  size  of  structures  of  interest.  However,  several
studies  using  variations  of  electron  microscopy  have  been  reported.  Using
electron  spectroscopic  imaging  (ESI)  combined  with  electron  tomography
Fussner and colleagues have reported exclusively 10 nm fibres to be present in
situ in  the  chromocentres  and  surrounding  chromatin  of  mouse  embryonic
fibroblasts, as well  as a variety of mouse tissues. They did not observe any
higher order structures, while they were able to detect 30 nm fibres in starfish
sperm nuclei, confirming the method did not disrupt them (Fussner et al., 2012).
More  recently,  Ou  and  colleagues  developed  chromEMT,  a  method  to
selectively  stain  DNA  for  electron  microscopy,  and  investigated  chromatin
structure  in  human  small-airway  epithelial  cells  (Ou  et  al.,  2017).  They
observed a variety of structures with varying diameters mostly between 5 and
24 nm, however no regular structure was observed. Therefore, according to
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electron microscopy, the 30 nm fibre probably can only be found in very special
environments  (e.  g.  sperm  chromatin),  or  is  a  sample  preparation  artefact
caused by chromatin dilution or removal of some endogenous components.
Lastly, two reports of high resolution micro-C (Hi-C using micrococcal nuclease
for chromatin fragmentation, see 1.1.2.2 for details), shared a few months ago,
also addressed this question genome-wide, using human HFF-1 and mouse ES
cells, respectively (Hsieh et al., 2019; Krietenstein et al., 2019). Since micro-C
analyses  interactions  between  nucleosomes,  this  method  is  well  suited  for
assessing  the structure  of  the  chromatin  fibre.  Interestingly,  in  both  studies
authors  found  a  signature  of  a  2-start  helical  30  nm  fibre  by  quantifying
interactions with increasingly linearly distal nucleosomes, and in particular by
demonstrating similar interaction frequencies between N/N+2i and N/N+2i+1
nucleosomes (Figure 1.1).
While presented in different ways, results of the two papers look very similar
and suggest presence of 30 nm fibre-like structures in mammalian genomes
containing “small (~3-10) “clutches” of nucleosomes” (Krietenstein et al., 2019)
or  “2-3  tetra-nucleosome  stacks”  (Hsieh  et  al.,  2019),  however,  their
abundance  and  genomic  distribution  were  not  addressed,  and  it’s  precise
structure is difficult to estimate from these data.
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Figure 1.1. 2-start helical 30 nm fibre signal in micro-C data. Figure from (Hsieh 
et al., 2019). (A) Decay of interactions with distance in micro-C data from mouse 
and yeast cells for out-facing read pairs. The peaks of interaction frequency 
correspond to consecutive nucleosomes. (B) Quantification of decay of contact 
frequency between N and N+X nucleocomes. The curves show the slope of lines 
drawn between the peaks in (A). (C) Model of a two-start helical 30 nm fibre with 
colour-coded circles denoting out-facing interaction partners for each nucleosome.
1.1.2 Large scale chromatin organization, and methods to 
study it
The level  of  sub-nucleosomal  organization and of  the 10 nm fibre,  i.e.  core
structure  of  the  nucleosome,  histone  variants  and  modifications,  is  well
understood; how nucleosomes assemble  on the next level, such as a 30 nm
fibre, and whether such a level even exists, is a question of debates in the field.
However, the research into even higher order folding of the chromatin (at multi-
kbp  to  Mbp  scale)  benefits  from  light  microscopy  methods  such  as  DNA
Fluorescence in situ Hybridization (DNA FISH), and also received a huge boost
recently  upon  the  advent  of  high  throughput  sequencing  and  chromosome
conformation capture-methods, such as Hi-C used in this study.
20
1.1.2.1 FISH
FISH employs fluorescent probes complementary to specific sequences in the
genome to visualize their location in the cell, either in an interphase nucleus, or
in metaphase chromosomes. It requires fixation of the sample (usually, using
paraformaldehyde in the case of  interphase nuclei),  and denaturation of  the
genomic DNA to allow its hybridisation to the probes. Probes can either be
indirectly labelled with a moiety that can be easily detected (such as biotin), or
directly labelled with fluorescent nucleotides. The former approach generates
brighter signal, but requires additional steps, and can also increase the non-
specific fluorescence. Probes are commonly generated using nick translation or
other  techniques  from  BAC  or  fosmid  DNA,  taking  advantage  of  big
BAC/fosmid libraries available for model organisms (Kim et al., 1992; Shizuya
et  al.,  1992).  Alternatively,  oligonucleotide  probe  pools  can be  designed  in
silico and then synthesized (Beliveau et al., 2012; Boyle et al., 2011; Yamada
et al., 2011); this approach based on oligonucleotides with is more expensive,
but allows to avoid repeat regions and generate probes for any regions of any
size.
FISH  has  been  widely  used  to  study  the  3D  organization  of  the  genome.
Simplest applications of FISH require labelling a single region in the genome,
which  can  then  be  analyzed  relative  to  nuclear  landmarks,  for  example,  to
measure their radial position: in these early FISH experiments it  was shown
that  proximity  to  the  periphery  (later  termed  Lamina  Associated  Domains  -
LADs)  is  one  of  the  hallmarks  of  repressed  chromatin,  consistently  with
presence of heterochromatin at the edge of the nucleus close to the nuclear
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lamina (Fawcett, 1966) even at whole-chromosome level  (Boyle et al., 2001;
Cremer et al.,  2001, 2003; Croft et al., 1999). If  one labels 2 regions in the
genome  using  different  fluorophores,  it’s  possible  to  measure  the  distance
between  them.  This  distance  can  be  a  proxy  for  compaction  of  chromatin
between  these  probes,  if  they  are  located  close  together  (for  example,
Eskeland et al., 2010; Therizols et al., 2014). Alternatively, this distance can
indicate looping between distal loci,  often correlated with enhancer-promoter
communication  (for  example,  Williamson  et  al.,  2016).  Recent  advances  in
FISH methods allow imaging dozens and even hundreds of sequences in the
genome, which makes it possible to trace the path of a chromatin fibre in space
for extended regions, and even quantify RNA molecules in the same cells to
correlate  the  conformation  of  DNA and transcriptional  status,  however  they
require  a  complicated  microscopic  set-up  and  remain  inaccessible  to  most
researchers (Bintu et al., 2018; Cardozo Gizzi et al., 2019; Mateo et al., 2019;
Nir  et  al.,  2018;  Wang et  al.,  2016).  At  the same time, advances in  super-
resolution  imaging  techniques,  such  as  STORM  and  SIM,  have  allowed
interrogation of more fine structures and probes in closer proximity (Boettiger et
al., 2016; Fabre et al., 2015; Kundu et al., 2017; Smeets et al., 2014).
1.1.2.2 Hi-C and other C-methods
C-methods are a family of molecular approaches to map chromatin contacts.
Starting from the simplest Chromosome Conformation Capture (3C) (Dekker et
al., 2002), they all rely on the same principles (Figure 1.2). Usually, the cells are
crosslinked  using  formaldehyde,  then  permeabilised,  and  the  cytoplasm  is
removed. Then the chromatin is fragmented in situ (Gavrilov et al., 2013) using
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a restriction enzyme (with alternative approaches using DNAse I  (Ma et al.,
2015) or micrococcal nuclease (Hsieh et al., 2015, 2016). Then the DNA ends
are  ligated  using  a  T4  DNA ligase.  Often  the  ends  would  not  ligate  back
together with their original neighbouring restriction fragment, but with another
one  that  is  in  close  proximity  in  3D  space.  These  distal  contacts  are  then
quantified using different approaches (qPCR to quantify interactions between
specific fragments in 3C, secondary digestion and circularization followed by
inverse PCR and sequencing to quantify all interactions of a single fragment in
4C  (Simonis  et  al.,  2006;  Zhao et  al.,  2006),  oligo  annealing  and Ligation-
Mediated Amplification (LMA) followed by sequencing to quantify all pairwise
interactions between a set of fragments in 5C (Dostie et al., 2006), and paired
end  deep  sequencing  to  measure  the  contacts  genome-wide  in  Hi-C
(Lieberman-Aiden et al., 2009). Of the commonly used C-methods, only Hi-C
involves  additional  steps  in  the  core  3C  protocol:  the  ends  of  restriction
fragments are filled in to incorporate a biotin moiety before they are ligated,
which is then used for pull-down on streptavidin beads before sequencing to
enrich for ligation products (Figure 1.2) (Lieberman-Aiden et al., 2009).
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Figure 1.2. Schematic of Hi-C. Cells are first crosslinked using formaldehyde, then 
the DNA in the nuclei is fragmented using a restriction enzyme, and ends are filled 
and marked with biotin. Action of DNA ligase then stitches nearby ends together. 
DNA is isolated, fragmented, and sequenced after biotin pull-down. Schematic from 
(Rao et al., 2014).
Hi-C  is  the  most  powerful  of  C-methods,  because  it  probes  the  chromatin
organization genome-wide (“all-vs-all”), and the resolution is limited only by the
sequencing  depth  (and  restriction  fragment  size,  but  using  frequent  cutter
enzymes, such as DpnII/MboI with average fragment size of ~450 bp, ensures
that  only  extremely  deep  sequencing  can  cause  cutting  frequency  to  be
limiting). However, due to the large number of potential interactions between all
genomic regions, it  requires very deep sequencing relative to most genomic
methods to investigate 3D chromatin structure at high resolution (Lajoie et al.,
2015). While C-methods, and Hi-C in particular, are very powerful due to their
high throughput and high resolution, there are some important limitations that
need to be mentioned. First of all, it is unclear what exactly a “contact” in Hi-C
means: how close to each other in 3D do the fragments need to be to ligate in a
Hi-C experiment? It  probably  depends on the protocol,  for  example,  on the
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choice of the restriction enzyme: longer fragments can reach further and can,
presumably, ligate with more distal regions. Similarly, the cross-linking protocol
(concentration  of  formaldehyde,  cross-linking  time)  can  affect  the  data
properties (Flyamer et al., 2017). The next issue, common to all bulk methods,
is that they reflect a population average of a large number of cells. While there
are approaches to perform Hi-C in single cells (Flyamer et al., 2017; Nagano et
al., 2013, 2017; Ramani et al., 2017; Stevens et al., 2017; Tan et al., 2018),
they are complicated and don’t provide enough data for robust high-resolution
analysis even in combined data from multiple cells. Interestingly, DNA FISH is
complementary to C-methods: their throughput and resolution are limited, but
the  measurements  are  simple  physical  distances,  and  they  come  from
individual cells. Both of these groups of methods, however, can only be applied
to fixed cells, and lack any information about chromatin dynamics in time.
1.1.2.3 Hi-C data analysis
Like many high throughput  sequencing methods,  Hi-C requires complicated
and multistage computational  analysis to make sense of  the data. First,  the
reads  need  to  be  mapped  to  the  reference  genome.  Since  the  distance
between paired reads in a Hi-C library can be very long, usually the two ends
have  to  be  mapped  separately.  The  ligation  junction  is  often  sequenced
through  from  one  or  both  of  the  sides,  which  would  cause  many  mapping
approaches to fail on these “chimeric” reads, because the read consists of two
potentially  very  distal  genomic  fragments  (Imakaev  et  al.,  2012).  Before
development  of  fast  and  accurate  local  alignment  methods  (Li,  2013),  an
iterative mapping approach could be used to mitigate this complication: by first
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mapping  short  sequences  from the  ends  of  reads  and  iteratively  extending
them for unmapped reads allowed to use chimeric reads (Imakaev et al., 2012).
However, using local mapping and thus rescuing chimeric reads allows much
faster processing without any loss of accuracy (Rao et al., 2014; Servant et al.,
2015).
Then  the  mapped  reads  need  to  be  filtered.  Some  filters  are  essential
(removing single-side mapped reads, or PCR/optical duplicates), while others
are often implemented, but not really required (removing reads from the same
restrictions  fragment,  or  other  invalid  or  not  useful  ligation  products).
PCR/optical  duplicates  can not  be  removed downstream,  however  all  other
artefacts can be very simply filtered out by discounting contacts within a certain
distance (Ma et al., 2015), while they might be incompletely removed by more
complicated filters, and ignoring very short-range contacts is standard practice
anyway. Another filtering step that has to be done at this stage is removing
multi-mapping or poorly mapped reads. 
For most analyses, filtered reads (which are also called “contacts”) are then
binned into a matrix of specified resolution (also known as a Hi-C map). For
example, a 5 kbp resolution matrix means the size of each genomic bin is 5,000
bp, and each value in the matrix contains the number of contacts that connect
the two sides of this pixel. There is no rule for choosing the right resolution for a
particular dataset; moreover, different analyses are often performed at different
resolutions. Generally, using smaller bin size will show more fine details in the
Hi-C maps, but noise level will also be higher  (Lajoie et al., 2015). It is often
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beneficial  to  generate  Hi-C  maps  at  different  resolutions,  and  then  visually
explore them to choose the most appropriate bin size (see Figure 1.3).
Raw Hi-C data is biased: certain regions have artificially high or low level of
interactions.  This  can mostly  be  attributed  to  restriction  site  frequency  and
fragment length, GC content and mappability, and one of the approaches  to
mitigate the  biases  is  by  directly  modelling  their  effects  on  Hi-C data,  and
removing them (Yaffe and Tanay, 2011). An alternative approach, agnostic to
the source of biases, is iterative correction, or matrix balancing (Imakaev et al.,
2012). This method assumes that all genomic regions should have an equal
“visibility”, or total number of contacts with other regions, and that all biases are
factorizable, i.e. that biases of two distal regions are multiplied for the contact
frequency observed between them. For each genomic bin, it finds the weight
scores that, when used for multiplication of contact frequencies originating from
them, produce a uniform coverage across all bins. It has been shown that, at
least  at  low  resolution,  both  approaches  produce  near  identical  results,
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Figure 1.3. Hi-C contact maps at different resolutions. The same region from 
chromosome 12 in Hi-C data from human ES cells (Dixon et al., 2012) at three 
different resolutions. While 32 kbp and 16 kbp are acceptable to use, 8 kbp bins are 
too small: data is very noisy and a lot of bins are blank. Generated using HiGlass.
however the second method does not make assumptions about the nature of
biases present in the data, and is much more computationally efficient (Imakaev
et  al.,  2012).  All  further  analyses  of  Hi-C  data  usually  use  balanced  (or
otherwise corrected) data.
1.1.2.4 Finding patterns in Hi-C data
When looking at  the whole-genome, the most  striking features are the dark
squares,  with  high  contact  frequency  inside  them,  which  correspond  to
interactions within the chromosomes (Figure 1.4). This indicates the existence
of  chromosome territories:  during interphase,  each chromosome occupies a
defined volume in the nucleus, and different chromosomes don’t significantly
intermingle. They have been studied extensively by FISH using “chromosome
paints”  –  pools  of  FISH probes  covering  whole  chromosomes  (reviewed  in
Cremer and Cremer, 2010). The strength of chromosome territory separation
can be quantified using cis/trans contact fraction: the more cis, and the fewer
trans contacts are found in Hi-C data, the more chromosomes are separated.
Another  major  features  found  in  Hi-C  data  is  the  apparent  plaid  pattern
observed  at  relatively  low  resolution  (hundreds  of  kbp  –  low  Mbp),  which
corresponds to nuclear compartments: A (active) and B (inactive), and regions
within each of the compartments preferentially interact with other regions within
the  same  compartment  (Lieberman-Aiden  et  al.,  2009) (Figure  1.5A).  This
observation  is  consistent  with  earlier  FISH  analysis  showing  spatial
segregation  of  gene-rich  and  gene-poor  regions  in  the  mouse  nucleus
(Shopland et al., 2006). Compartmentalization in Hi-C data can be captured by
the first eigenvector (same as the first principal component) of the balanced
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data, and this pattern correlates with chromatin activity, such as histone marks,
gene expression, replication timing and Dnase I accessibility, and GC content
which is indicative of gene density  (Imakaev et al., 2012; Lieberman-Aiden et
al., 2009). 
Figure 1.4. Whole-genome Hi-C map of mouse ES 
cells at 8.192 Mbp resolution. Data from (Nora et al., 
2017). Darker colours indicate higher contact 
frequency. All chromosomes are shown, from chr1 (top 
left) to chrX (bottom right). Signal from chromosome 
territories is visible as dark squares along the main 
diagonal.
A/B-compartmentalization  corresponds  to  the  radial  organization  of  the
nucleus, and separation of heterochromatin from euchromatin: B compartment
mostly  consists  of  Lamina-Associated  Domains  (LADs)  and  Nucleolus-
Associated  Domains  (NADs),  while  the  A-compartment  consists  of  active
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chromatin found away from nuclear periphery and nucleoli  (Chen et al., 2018;
Stevens et al., 2017). This has been confirmed genome-wide using Tyramide
signal  amplification  followed  by  sequencing  (TSA-seq):  an  approach  to
measure distance of genomic regions from nuclear cytological compartments
using antibody-HRP (horse radish preoxidase) fusion, and addition of tyramide-
biotin to fixed cells  (Chen et al., 2018). Diffusing tyramide-biotin radicals then
function as a molecular ruler to estimate average distance of genomic loci from
the protein of interest. Application of TSA-seq to nuclear speckles and lamina
revealed a pattern of radial organization very similar to that uncovered by Hi-C.
More fine Hi-C compartmentalization analysis using clustering reveals that both
A and B compartments can be further subdivided into sub-compartments (Rao
et al.,  2014).  Of the two A-subcompartments, A1 is associated with nuclear
speckles  (nuclear  bodies  involved  in  splicing,  RNA  metabolism  and
transcriptional  regulation  (reviewed  in  Galganski  et  al.,  2017))  and  is  more
active  than  A2  (Chen  et  al.,  2018;  Rao  et  al.,  2014).  Similarly,  B-
subcompartments are associated with different histone marks and flavours of
heterochromatin:  B1  is  enriched  in  H3K27me3,  B2  –  in  pericentromeric
heterochromatin  and NADs,  and B3 –  in  LADs,  while B4 is  very  small  and
includes  the  clusters  of  KRAB-ZNF genes  (Rao  et  al.,  2014).  Interestingly,
according to previous reports (Vieux-Rochas et al., 2015) and my observations
(data not shown), unlike the above analysis performed in GM12878 cells, in
mouse ES cells H3K27me3 is associated with A compartment. The formation
of  such  compartments  in  general  is  probably  associated  with  (micro)phase
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separation and like-like association of regions of the chromatin fibre (Falk et al.,
2019; Mirny et al., 2019).
Microphase  separation  of  chromatin  and  liquid-liquid  phase  separation  of
nucleoplasm components have been proposed as a  key mechanism driving
segregation  of  different  nuclear  compartments  (reviewed  in  Sawyer  et  al.,
2019). These are physical phenomena of “oil in water”-like behaviour: either
blocks of a polymer, or different components of a solution, spatially segregate
according  to  their  mutual  attraction.  The  most  well  known  example  of  this
behaviour is the nucleolus: a separate nuclear compartment containing much
lower concentration of DNA than surrounding chromatin, but with high levels of
RNA and associated proteins. Similarly, heterochromatin has been shown to
form  a  separate  phase  in  the  nucleus  due  to  HP1,  one  of  the  main
heterochromatin components (Larson et al., 2017; Strom et al., 2017). Together
with  anchoring  of  heterochromatin  at  the  nuclear  periphery,  this  leads  to  a
radial organization of the nucleus with heterochromatin primarily found on the
edge, and more active compartment inside. Abolishing lamin-based peripheral
anchoring of heterochromatin does not lead to intermixing of active and inactive
regions  due  to  self-attraction  of  heterochromatin,  and  these  nuclei  become
“inverted”: heterochromatin forms a compartment in the centre of the nucleus
instead of its periphery (Falk et al., 2019).
When  investigating  Hi-C  maps  at  higher  resolution,  regions  of  enriched
interaction frequencies on the scale of  100 kbp – 1 Mbp close to the main
diagonal are observed (Figure 1.5B) (Dixon et al., 2012; Nora et al., 2012; Rao
et al., 2014). They were termed Topologically Associating Domains (TADs) and
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have been a focus of a lot of research in recent years. There is a multitude of
methods used for their annotation, but no one algorithm is considered a gold
standard  (Forcato et  al.,  2017; Zufferey et  al.,  2018).  The original  approach
relied on Directionality Index (DI): a ratio of short-range interactions upstream
and  downstream  for  each  genomic  bin  (Dixon  et  al.,  2012).  Much  more
complicated methods have been developed recently, including approaches that
detect hierarchical TAD structures (Wang et al., 2017b; Weinreb and Raphael,
2016).  A very  simple  a  robust  way of  finding TAD boundaries,  however,  is
simple Insulation Score (IS), defined as the number of contacts in a diamond-
shaped window above the genomic bin of interest: valleys of this measurement
correspond  to  high  insulation,  and  detecting  them  allows  finding  TAD
boundaries easily (Crane et al., 2015).
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Figure 1.5. Features observed in Hi-C maps. (A) Compartments. A part of 
chromosome 15 from Neural Progenitor Cells (NPC) is shown: Hi-C map at 256 kbp 
resolution with H3K27ac and H3K9me3 ChIP-seq track above (the data here and in 
other panels is from Bonev et al., 2017)(data here and in other panels from Bonev et 
al., 2017). All panels created using HiGlass. (B) TADs. A small part of the Hi-C map 
from (A) is shown, together with a CTCF ChIP-seq track. (C) Loops. A part of the 
large TAD from (B) is shown, together with a CTCF ChIP-seq track.
After the discovery of chromatin loops in high-resolution mammalian Hi-C data
(Figure 1.5C) the mechanism of TAD formation has been elucidated (Rao et al.,
2014).  Loops were found using an algorithm called HiCCUPS that  ensured
enrichment  of  interactions  relative  to  local  background  and  used  a  special
modification of multiple testing correction based on “λ-chunking” - a procedure
that takes the expected values for each loop into account.  Loops frequently
connected two ends of the TAD (or distal ends of neighbouring TADs), and the
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vast majority of these loops had convergent CTCF binding sites, together with
cohesin  ChIP-seq  peaks.  CTCF  is  a  protein  that  binds  DNA  sequence-
specifically  using  its  zinc-finger  domains.  It  has  long  been  implicated  in
structural  organization  of  chromatin  (reviewed  in  Ghirlando  and  Felsenfeld,
2016), and in particular it has been shown that CTCF binding sites have an
insulator (enhancer blocking) activity  (Bell  et  al.,  1999).  These properties of
chromatin  loops  lead  to  the  model  of  loop  extrusion,  whereby  cohesin
molecules create loops on chromatin fibers and can processively extrude them,
until encountering a CTCF site in the inwards orientation, where it stops (Figure
1.6) (Fudenberg et al., 2016; Sanborn et al., 2015). In population-average Hi-C
data this process leads to observed enrichment of interactions within TADs,
and a prominent peak of interaction frequency between two CTCF sites. Direct
in vitro evidence for the loop extrusion process by human cohesin was recently
reported,  and  shown  to  require  NIPBL/MAU2   cofactors  (Davidson  et  al.,
2019).  Similarly,  the molecular  mechanism of  cohesin-CTCF interaction has
recently been elucidated: N-terminal domain of CTCF binds cohesin through
SCC1/SA2 subunits;  this interaction also stabilizes cohesin on chromatin by
competeing with the cohesin removal factor WAPL, that acts through the same
protein surface (Li et al., 2020; Nora et al., 2019; Pugacheva et al., 2020).
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Figure 1.6. The loop extrusion model. The extrusion complex consists of one or 
more cohesin molecules. CTCF motifs in the inwards orientation, when bound by 
CTCF, stop the extruding complex, while sites in the opposite orientation allow 
cohesin to extrude through them.
While  loop  extrusion  can  have  far-reaching  consequences  for  genome and
chromatin biology, demonstrating its biological functions has been challenging
so  far.  One  of  the  favourite  candidates  has  been  mediation  of  enhancer-
promoter  interactions,  and  regulation  of  gene  expression.  However  upon
efficient depletion of CTCF or cohesin and following almost complete loss of
TADs and loops, gene expression is only very mildly perturbed  (Nora et al.,
2017; Rao et  al.,  2017b). In contrast,  local perturbations of  TADs has been
reported to affect gene regulation by enhancers (Despang et al., 2019; Franke
et al., 2016; Lupiáñez et al., 2015), although not in every studied case (Paliou
et al., 2019; Williamson et al., 2019). Another function for this process could be
in  un-knotting  the  genome.  It  has  been  reported  that  etoposide-induced
topoisomerase II mediated breaks are strongly associated with loop anchors,
and their positions match closely the CTCF and cohesin binding sites (Canela
et al., 2017, 2019; Gothe et al., 2019). This leads to the model whereby cohesin
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untangles the genome during loop extrusion, and the accumulated topological
problems are resolved by topoisomerase II at loop boundaries.
Interestingly,  loop  extrusion  and  chromatin  compartmentalization  (including
polycomb-mediated distal interactions and superenhancer clustering) coexist,
but  the  former  interferes  with  the  latter:  removal  of  cohesin  accentuates
compartments and other like-like distal interactions (Mirny et al., 2019; Rao et
al.,  2017a;  Rhodes  et  al.,  2020;  Schwarzer  et  al.,  2017).  Possibly,  loop
extrusion  acts  as  a  dynamic  “lubricant”  that  prevents  phase  separation
progressing too far and keeps the chromatin dynamic.
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1.2 DNA methylation
The most widespread chemical modification of DNA bases found in mammalian
genomes is  methylation of  cytosine at  the 5th position of  the ring in  a  CpG
context (and modifications derived from it during demethylation). The majority
of CG dinucleotides are methylated in the genome (estimated at ~80%  (Bird,
2011)),  although  this  highly  depends on the  cell  type.  This  is  a  repressive
modification that is deposited by DNA methyltransferases (DNMTs; see 1.2.2,
and (reviewed in Lyko, 2018)). DNA methylation is a mark found throughout the
genome (Figure 1.7). It was proposed to have epigenetic roles a long time ago
(Holliday and Pugh, 1975; Riggs, 1975), however uncovering its direct role in
gene  regulation  has  been  challenging,  despite  early  work  showing
transcriptional inhibition (Vardimon et al., 1982). It appears, DNA methylation is
primarily  used  to  silence  transposable  elements,  as  well  as  imprinting,  X
chromosome  inactivation,  and  regulation  of  some  enhancers  and  a  small
subset of gene promoters  (Edwards et al., 2017; Hackett et al., 2012; Jones,
2012).
Figure 1.7. DNA methylation landscape of mammalian genomes. Schematic 
depiction of patterns of CpG methylation in some genomic contexts.
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1.2.1 CpG islands
5mC has mutagenic  potential due to spontaneous deamination to thymidine
(Shen et al., 1994) which is often erroneously repaired to T-A instead of C-G
(Hendrich et  al.,  1999; Waters and Swann, 2000), and therefore overall  the
genome is depleted of CG dinucleotides. However some regions termed CpG
islands (CGIs) contain unusually long stretches  of CpGs with low level of their
CpG methylation (Bird et al., 1985; Cooper et al., 1983; Gardiner-Garden and
Frommer, 1987).
CGIs are often associated with gene promoters, in particular the majority of
housekeeping genes use CGI promoters  (Lander et al.,  2001; Larsen et al.,
1992; Zhu et al., 2008). While some CGIs do not localize in the proximity of an
annotated transcription start site (TSS), they might act as highly tissue specific
promoters that escaped annotation (Illingworth and Bird, 2009). The majority of
CGIs are never methylated in healthy conditions, however a small  subset of
them  acquires  DNA  methylation  during  normal  development.  The  most
important  examples  of  these  are  some  genes  involved  in  germ  cell
development,  X  chromosome inactivation  and genomic  imprinting  (Edwards
and  Ferguson-Smith,  2007;  Reik,  2007).  Interestingly,  methylation  of  some
CGIs together  with other perturbation of  the methylome frequently occurs in
various cancers (reviewed in Klutstein et al., 2016). It is however unclear how
CpG islands normally avoid acquiring DNA methylation. Different possibilities
have been discussed, but the likely candidates involve DNMT activity inhibition
of  some  sort  at  CGIs:  either  steric  hindrance  from binding  of  transcription
factors and transcription machinery during establishment of DNA methylation
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patterns  during  development,  or  refractory  properties  of  CGI  chromatin  to
action of DNMTs, such as histone modifications (Illingworth and Bird, 2009). It
is  clear,  however,  that  the  hypomethylated  property  of  CGIs  is  sequence-
dependent,  and the mechanisms are  conserved across human,  mouse and
zebrafish (Long et al., 2016).
1.2.2 DNA methylation enzymes
The 5mC mark is deposited by DNA methyltransferases (DNMTs), a family of
enzymes  containing  a  conserved  catalytic  domain  that  includes  DNMT1,
DNMT2, DNMT3A, DNMT3B, DNMT3C and DNMT3L in the mouse genome
(reviewed in Lyko, 2018). DNMT2 turned out to be an RNA methyltransferase,
unlike its relatives, and DNMT3L is a catalytically inactive protein, while the
other  members  of  the  family  can  deposit  DNA  methylation.  DNMT3C  is  a
recently  discovered  enzyme  specific  to  the  male  germline  used  to  silence
repetitive elements, and will not be discussed here (Barau et al., 2016).
1.2.2.1 De novo DNMTs
DNMT3A and  DNMT3B  are  often  together  called  the  de  novo DNMTs,  in
contrast  with  the  maintenance  DNMT1,  since  they  can  deposit  DNA
methylation using an unmethylated DNA template (Okano et al., 1999). These
DNMTs establish methylation patterns during development, which can then be
perpetuated by the maintenance DNMT1. These enzymes are highly expressed
in early development, but are downregulated in differentiated cells  (Okano et
al.,  1999).  DNMT3L contains  a  truncated  catalytic  domain  and is  therefore
enzymatically inactive, however it functions as a key cofactor for DNMT3A/B to
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stimulate their activity  (Chédin et al., 2002; Chen et al., 2005; Gowher et al.,
2005; Hata et al., 2002; Suetake et al., 2004).
1.2.2.2 Maintenance DNMT – DNMT1
DNA methylation patterns,  once established,  can be propagated throughout
cell  divisions.  DNMT1 is  the enzyme that  specifically  binds hemimethylated
CpGs,  and  catalyzes  methylation  of  the  unmethylated  cytosin  (Bestor  and
Ingram, 1983;  Gruenbaum et  al.,  1982).  Additionally,  DNMT1 interacts  with
PCNA (Proliferating Cells Nuclear Antigen), a molecular clamp that follows the
replication fork (Chuang et al., 1997; Iida et al., 2002). This interaction ensures
that DNMT1 screens the newly synthesized DNA strand for hemimethylated
CpG to  faithfully  propagate  DNA methylation  patterns.  The  key  cofactor  of
DNMT1 is UHRF1, which can recruit  DNMT1 to hemimethylated DNA, and
also  can  target  it  to  H3K9me3-containing  chromatin  (Bostick  et  al.,  2007;
Rothbart et al., 2012).
While  this  model  of  separation  of  maintenance  and  de  novo functions  of
DNMTs is attractive in its simplicity, it is not entirely accurate (Jones and Liang,
2009). For example, ES cells lacking DNMT3A and DNMT3B, but with intact
DNMT1, partially lose DNA methylation in certain regions, suggesting DNMT1
alone is not able to fully maintain 5mC levels  (Chen et al., 2003; Liang et al.,
2002;  Okano  et  al.,  1999).  Moreover,  DNMT1  can  perform  de  novo DNA
methylation after stimulation by presence of methyl groups on the DNA (Fatemi
et  al.,  2002).  Therefore  these enzymes can cooperate  with  each other  and
probably at least partially perform both functions.
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1.2.2.3 DNA demethylation
Loss  of  DNA methylation  can occur  in  multiple  ways.  First,  simple  passive
dilution  of  the  methyl  mark  with  cell  division  and low DNMT activity  would
efficiently deplete this mark. Alternatively, active DNA demethylation can occur
via activity of TET (ten-eleven translocase) enzymes that remove the methyl
mark by oxidation to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC),
and 5-carboxylcytosine (5caC), which can then be removed by base excision
repair  (reviewed in Ross and Bogdanovic, 2019). Both of these mechanisms
have  been  shown  to  work  in  both  primordial  germ  cells,  and  early  mouse
embryo (Guo et al., 2014; Kagiwada et al., 2013; Kawasaki et al., 2014; Ohno
et al., 2013; Santos et al., 2013).
1.2.3 Mechanisms of action of DNA methylation
While  associated  with  repression  of  transcription,  it’s  been  challenging  to
establish  whether  DNA  methylation  is  actually  causative  in  silencing
(Schübeler, 2015). For example, engineered methylation of promoters causes
repression of gene transcription (Korthauer and Irizarry, 2018). Similarly, DNA
methylation affects at least some regions in a genome-wide episomal enhancer
activity assay, although not always negatively  (Lea et al., 2018). It  is widely
believed that  methylation of  CGIs causes silencing of  the associated genes
(Bird, 2002), but in vivo examples of CGIs that get methylated as part of gene
regulation mechanisms are scarce. Examples include some germ line specific
genes and other tissue specific genes, developmental genes, and the mostly
well studied imprinted genes and the inactive X chromosome, but never more
than a few percent of all  genes in a given cell  type have a methylated CGI
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promoter (Illingworth and Bird, 2009). Interestingly, this differential methylation
can  affect  only  one  of  the  alternative  promoters,  and  this  way  can  cause
promoter  switching  (Rauch  et  al.,  2009).  As  mentioned  above,  artificial
deposition of 5mC mark at gene promoters causes gene repression (Korthauer
and Irizarry, 2018). Therefore DNA methylation is able to silence genes, but
whether, and how often, methylation actually pre-dates and causes silencing in
vivo,  in contrast  to merely following on to another silencing event to “lock it
down”, is less clear. It is more clear, however, that DNA methylation is used to
silence transposable elements (TEs) in a wide variety of organisms, and it has
been proposed as its primary function (reviewed in Deniz et al., 2019).
How does methylation silence transcription? There are multiple ways for an
epigenetic  mark  to  exert  its  function.  First,  it  can  directly  affect  physical
properties  of  underlying  DNA  or  chromatin,  and  increased  stiffness  of
hypermethylated DNA has been reported  (Cassina et al., 2016; Onoshima et
al.,  2017).  This  can  directly  affect  DNA-protein  interactions.  Similarly,  the
presence of  the methyl  mark itself  within the recognized motif  can influence
binding of many transcription factors, both positively and negatively (Yin et al.,
2017; Zuo et al., 2017).
Alternatively,  5mCG  dinucleotides  can  be  recognized  by  special  reader
proteins. Methyl-CpG binding domain (MBD) proteins, such as MeCP2 (methyl
CpG  binding  protein  2),  have  a  strong  preference  for  methylated  CpGs
(Meehan et  al.,  1989).  These proteins can, in turn, recruit  specific silencing
activities, such as histone methyltransferases and deacetylases  (reviewed in
Du et al., 2015). MBD proteins can have specific roles in different processes or
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cell  types, for example MeCP2 is particularly important in neural cells.   Rett
syndrome is, usually, caused by mutations in its MBD or TRD (transcriptional
repression domain) domains.
Conversely,  some  proteins  could  specifically  recognize  non-methylated  CG
dinucleotides. These are the CXXC proteins that are capable of specific binding
to unmethylated DNA, and therefore primarily recognize CGIs in the vertebrate
genomes. For example, Cfp1 (CxxC finger protein 1) targets H3K4me3 mark to
CGIs  (Thomson et al., 2010), while KDM2B (lysine (K)-specific demethylase
2B) is a component of Polycomb repressive complex 1 and is one of its key
recognizing activities to bind CGIs (Blackledge et al., 2014).
1.2.4 Dynamics of DNA methylation during development
While DNA methylation is universally high in adult somatic tissues with at least
approximately 80% CpGs methylated (Ehrlich et al., 1982), its levels are much
more variable during development and in the germ line (reviewed in Lee et al.,
2014) (Figure  1.8).  At  the  beginning  of  an  organism’s  development,  two
gametes fuse to generate the one-cell  embryo, or zygote. Sperm cells have
very  high  levels  of  DNA  methylation,  while  oocytes  have  a  lower  level.
Interestingly, in the zygote two nuclei are separate throughout the cell cycle, but
both genomes undergo demethylation. The loss of DNA methylation progresses
throughout the first days of early mouse development, but starts rising again
around E3.5 to reach high levels by the epiblast stage in E6.5. At this stage the
primordial germ cells (PGCs) are specified, and they again undergo a wave of
global  demethylation,  only  to  acquire  it  back  in  later  stages  of  their
development.  In  both  waves  of  demethylation  DNMT1  activity  is  impaired,
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either by transcriptional downregulation of its cofactor UHRF1, or by excluding
it from the nucleus (Kagiwada et al., 2013; Seisenberger et al., 2012), however
the active DNA demethylation by TET enzymes also plays a role, in particular in
the male pronucleus (Guo et al., 2014; Santos et al., 2013).
Figure 1.8. Global levels of DNA methylation across mouse development. DNA 
methylation level shown here at different stages of mouse development, in both 
somatic and germline cells. Also ES cells cultured in serum/LIF and 2i/LIF are 
shown (see below for details). From (Lee et al., 2014).
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1.3 Polycomb Repressive Complexes
Polycomb Repressive Complexes (PRC) are a system of negative regulators of
gene  expression.  They  are  crucial  for  correct  development  in  a  variety  of
multicellular  organisms,  since  they  silence  developmental  genes  until  their
expression is required for a particular cell lineage. While discovered a long time
ago  in  Drosophila (Lewis,  1947) as  regulators  of  the  homeobox  gene
expression  (Lewis,  1978),  this  system  has  been  receiving  more  and  more
attention  over  the years due to  roles  in  diverse cellular  functions on top of
repression of developmental genes, from cell  cycle control to cancer biology
(Schuettengruber et al., 2017). There are two broad non-overlapping classes of
PRCs,  which  often  co-bind  the  genome  and  are  both  involved  in  gene
repression:  PRC1  and  PRC2.  All  of  their  components  are  broadly  called
Polycomb-group (PcG) proteins.
1.3.1 PRC1
PRC1 complexes can modify chromatin using the core RING1A/B E3 Ubiquitin
ligase subunit: they deposit the H2AK119ub mark at their target sites. Except
for the RING subunit, the only other constitutively present binding partner in
PRC1 complexes in  one  of  six  PCGF1-6 proteins,  and which of  the  PCGF
homologues takes part in forming the complex determines the PRC1 complex
subtype  (PRC1.1  to  PRC1.6,  according  to  the  PCGF subunit)  (Gao  et  al.,
2012). Different PRC1 subtypes contain different subunits, however 1.2 and 1.4
have similar composition; same applies to 1.3 and 1.5 complexes (Figure 1.9).
Additionally,  PRC1  complexes  can  contain  RYBP  or  YAF2,  however  the
presence of these subunits is mutually exclusive with “canonical” components
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of PRC1.2 and PRC1.4 due to both RYBP/YAF2 and CBX subunits binding
RING1A/B through the same residues  (Wang et  al.,  2010).  Components  of
canonical PRC1 (cPRC1) are CBX, PHC and SCM proteins, homologues of
components of PRC1 complexes originally described in  Drosophila (Saurin et
al., 2001; Shao et al., 1999) and observed in initial studies of mammalian PRC1
(Levine et al., 2002). Other subunits are termed non-canonical, and complexes
containing  them are  non-canonical,  or  variant  PRC1 –  ncPRC1  or  vPRC1.
Interestingly,  however,  these  non-canonical  subunits  co-purify  together  with
PCGF2/4  (Gao  et  al.,  2012),  and  therefore  the  PCGF  subunit  does  not
determine whether the complex is canonical or variant.
Figure 1.9. PRC1 subtypes. From (Gao et al., 2012).
1.3.1.1 Canonical PRC1
Canonical PRC1, or cPRC1, complexes contain CBX, PHC and SCM subunits.
CBX proteins are the homologues of  Drosophila Polycomb (Pc) and contain
chromodomains  which  bind  methylated  histones.  Most  of  them  bind
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H3K27me3, the mark deposited by PRC2, however the level of specificity, in
particular in distinguishing this mark from H3K9me3, varies between the CBX
proteins  (Bernstein et al., 2006; Kaustov et al., 2011). It has been proposed
that this recognition of H3K27me3 is the main mechanism of PRC1 targeting to
chromatin, following recruitment of PRC2 and deposition of this mark  (Cao et
al., 2002; Wang et al., 2004b). While this simple hierarchical model of PRC1
recruitment has recently been challenged (see  1.3.3), it probably functions to
target  specifically  cPRC1  to  regions  of  high  H3K27me3  (Blackledge et  al.,
2014).
PHC subunits are homologues of Drosophila Polyhomeotic (Ph) and contain a
Sterile Alpha Motif (SAM) domain. The SAM domain allows these proteins to
oligomerize (reviewed in Kim and Bowie, 2003; Kim et al., 2002), which leads
to their aggregation in the nucleus, and their participation in 3D organization of
cPRC1 targets in the nucleus (Boettiger et al., 2016; Isono et al., 2013; Kundu
et al., 2017; Wani et al., 2016). 
Other sub-stoichometric components found in cPRC1 complexes are the SCM
proteins, homologues of the Sex comb on midleg (Scm) protein in Drosophila.
They are less studied, but they also contain SAM domains and bind to the PHC
subunits in cPRC1 through them (Frey et al., 2016). It has been suggested that,
in  Drosophila,  the Scm component  can link PRC1 and PRC2 together,  and
coordinates their binding to chromatin (Kang et al., 2015).
1.3.1.2 Variant PRC1
PRC1 complexes that don’t contain CBX, PHC and SCM subunits are called
non-canonical, or variant. The only universal non-RING subunit of vPRC1 is the
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YY1-binding protein (RYBP) (or its paralogue YY1-associated factor 2, YAF2)
– worth noting, however, that despite the name, in mammalian cells YY1 does
not bind PRC1, and doesn’t co-bind the same sites on the genome (Gao et al.,
2012; Mendenhall et al., 2010). RYBP has a non-specific DNA binding activity,
but  whether  this  has  any  function  for  PRC1 targeting  has  not  been  shown
(Neira et al., 2009). In contrast, it has been shown to enhance the E3 Ubiquitin
ligase activity of RING1B, suggesting vPRC1 to be the primary enzymatically
active complexes – not cPRC1 (Rose et al., 2016; Tavares et al., 2012)
Some  vPRC1  complexes  contain  other  DNA  binding  proteins  which  could
provide targeting specificity, and have been shown to direct vPRC1 to certain
sites. The most studied example is KDM2B (lysine-specific demethylase 2B),
which  associates  with  PRC1.1.  As  an  enzyme,  it  has  histone  demethylase
activity  specific to H3K36 and/or H3K4  (Frescas et  al.,  2007; Janzer et  al.,
2012;  Tsukada  et  al.,  2006).  Additionally,  using  its  CxxC domain,  KDM2B
binds CGIs  (Koyama-Nasu et  al.,  2007).  By artificial  tethering to an ectopic
genomic site via TetR-mediated recruitment , KDM2B has been shown to bring
in the PRC1.1 complex which led to binding of PRC2 and both H2AK119ub
and H3K27me3 modification of  chromatin  (Blackledge et  al.,  2014).  This  is
consistent with the primary PRC1 targets in the genome being CGIs, however
KDM2B binds all CGIs (He et al., 2013), but only a fraction of them is occupied
by PRC1. It appears, that the explanation is simple: PRC complexes only bind
CGIs in absence of transcription, and transcriptional inhibition is sufficient to
induce PRC2 recruitment to nucleosome-free CGIs (Riising et al., 2014).
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Other  examples  of  DNA-binding  proteins  that  take  part  in  forming  vPRC1
complexes (PRC1.6, in particular) are MYC-associated factor X (MAX) and its
partner MAX gene-associated protein (MGA), which bind the MYC motif (Gao
et  al.,  2012;  Hurlin,  1999),  and transcription  factors  E2F6 and  DP1,  which
might target it to the E2F motif. However non-canonical PRC1 complexes are
highly variable, and their  detailed description is outside of  the scope of  this
work.
1.3.2 PRC2
PRC2 is  the  other  group  of  PRC complexes.  It  contains  a  core  enzymatic
subunit, EZH2 (Enhancer of zeste homologue 2, or a less efficient homologue
EZH1 (Margueron et al., 2008)), which catalyzes addition of methyl groups to
the H3K27 residue using its SET domain  (Czermin et al., 2002; Müller et al.,
2002).  Other  core  subunits  of  PRC2  are  EED  (embryonic  ectoderm
development,  Esc for  Extra  sex combs in  Drosophila),  SUZ12 (Su(z)12  for
Supressor of zeste 12 in Drosophila) and RBBP4/7 (for retinoblastoma binding
protein 4/7, also known as RbAp48 or NURF55, and RbAp46). Eed and Suz12
activate the catalytic  activity  of  EZH2  (Cao and Zhang,  2004;  Pasini  et  al.,
2004) by inducing conformational changes in EZH2, which is otherwise auto-
inhibited  (Antonysamy et al., 2013; Wu et al., 2013a). After H3K27me3 mark
has been deposited by EZH2, it can be recognized by EED through its WD40
domain, which in turn not only brings the PRC2 complex to the marked site, but
also further allosterically activates the enzymatic activity of EZH2 to modify the
neighbouring nucleosomes (Jiao and Liu, 2015) which causes spreading of this
mark  to  nearby  nucleosomes  (Margueron  et  al.,  2009;  Oksuz  et  al.,  2018;
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Poepsel et al., 2018). Of note, this allosteric activation is minimal in the case of
EZH1-containing  PRC2  complexes,  and  they  essentailly  can  only  deposit
H3K27me1 and H3K27me2 marks (Lee et al., 2018). Of note, the H3K27me2
mark is found on >70% of H3 molecules in ES cells  (Jung et al., 2010) and
essentially  blankets  the  whole  genome  with  exception  of  regions  with
H3K27me3, and partially depleted over actively transcribed regions (Ferrari et
al., 2014). Interestingly, this correlates with the recent finding of pervasive low-
level H2AK119ub mark deposited by PRC1 (Fursova et al., 2019), but whether
these two observations are linked is unkown.
The RBBP proteins are required for nucleosome binding by the PRC2 complex
(Nekrasov et  al.,  2005),  and also stimulate  its  enzymatic  activity  (Cao and
Zhang, 2004).
While spreading via EED binding of H3K27me3 sustains high level of PRC2
binding at its target sites, it is not sufficient to maintain binding and repression
during cell divisions when modified nucleosomes get rapidly diluted: continuous
sequence-specific targeting is required to avoid this (in Drosophila, where this
was  shown,  PRC2  binds  specific  sequences  termed  Polycomb  Response
Elements, PREs)) (Coleman and Struhl, 2017; Laprell et al., 2017). Moreover,
re-expression of PRC2 components in knock-out cells that lost all H3K27me3
restores  normal  patterns  of  H3K27me3,  which  can’t  be  explained  by  local
propagation of PRC2 recruitment based on the H3K27me3 mark  (Højfeldt et
al., 2018). The mechanisms of PRC2 targeting to specific sites in mammalian
cells  are  still  under  active  investigation  and,  similarly  to  PRC1,  has  been
challenging to characterize (Yu et al., 2019). Two of the many proposed models
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are  based  on  either  sequence-specific,  or  chromatin-mediated  recruitment.
Core  components  of  PRC2  do  not  contain  DNA-binding  or  any  additional
nucleosome-binding activities, so other accessory factors are required for this.
The main candidate proteins are JARID2 and MTF2. MTF2 (Metal Regulatory
Transcription Factor 2, also known as PCL2, for Polycomb-Like Protein 2) and
other PCL proteins are able to recruit PRC2 to CpG islands by binding to a
specific motif and/or DNA shape (Casanova et al., 2011; Li et al., 2017; Perino
et al., 2018). JARID2 (Jumonji and AT Rich Interactive Domain 2), on the other
hand,  can  target  PRC2  to  H2AK119ub  modified  chromatin  (Cooper  et  al.,
2016). Additionally, PCL proteins, JARID2 and other accessory components of
PRC2 increase the general affinity of the complex to chromatin, and regulate
PRC2 activity (Lee et al., 2018; Son et al., 2013; Wang et al., 2017a).
While  I  am not  going  to  discuss  it  in  detail,  a  lot  of  studies  recently  have
focused on interaction between PRC2 and RNA, and it has been suggested
both as a targeting mechanism, and a way to mask the genes from silencing by
PRC2 (reviewed in Yan et al., 2019).
1.3.3 Models of PRC Recruitment 
For a long time the dominant model of PRC1/2 recruitment was the hierarchical
model (Cao et al., 2002; Wang et al., 2004b). It includes binding of PRC2 first,
deposition of H3K27me3 mark by EZH2, which is then recognized by EED to
promote domain maintenance and spreading, and by CBX proteins to recruit
PRC1. More recently a number of observations have questioned the validity, or
at least the completeness of this simple model. First, it was found that during X
chromosome  inactivation,  which  normally  involves  both  PRC1  and  PRC2
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binding through their interaction with the long non-coding RNA XIST, PRC1 is
recruited normally in cells lacking a core component of PRC2, EED (Schoeftner
et al., 2006). Later it was shown that vPRC1 is recruited to its normal targets in
mouse ES cells independently of PRC2 (Tavares et al., 2012). A mechanism
for this was proposed: KDM2B, a component of PRC1.1, can bind CGIs, and
bring PRC1 to them  (Farcas et al., 2012; He et al., 2013; Wu et al., 2013b);
this, however, didn’t explain recruitment of PRC2 to the same sites. This was
later  proposed  to  occur  via  H2AK119ub  mark,  deposited  by  vPRC1  and
recognized by PRC2 (Blackledge et al., 2014; Cooper et al., 2014; Kalb et al.,
2014). Specifically, JARID2 has been implicated in recognizing H2AK119 mark
(Cooper et al., 2016).
At this point, however, conflicting results were reported. The I53A mutation of
RING1B  disrupts  its  interaction  with  the  E2  ubiquitin  ligase  and  therefore
prevents deposition of H2AK119ub mark (Buchwald et al., 2006; Elderkin et al.,
2007). The RING domain which performs the ubiquitin ligase function is also
important for dimerization of RING1B with the PCGF component of PRC1. The
other  reported  mutation  R70C  that  renders  RING1B  catalytically  inactive
(Wang  et  al.,  2004a),  likely  disrupted  this  interaction  since  this  residue  is
directly  involved in  the  salt  bridge  formation  with  PCGFs  (Buchwald  et  al.,
2006), while the I53A mutations has been shown to allow the correct complex
formation  (Buchwald et al., 2006; Elderkin et al., 2007). I53A mutation turned
out to have a surprisingly mild effect on gene repression in mouse ES cells,
development of mouse embryos and skin (Cohen et al., 2018; Illingworth et al.,
2015). Introduction of the equivalent I48A mutation into the Drosophila Sce E3
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ligase resulted in flies many of who didn’t develop into adults, but those that did
had no homeotic transformations characteristic of PRC1/2 mutants, although
some variable more subtle phenotypes were observed (Pengelly et al., 2015).
Of  note,  these  flies  contained  maternally  deposited  wild-type  Sce  which
remained  active  in  until  late  embryo  stages.  In  the  same  study,  authors
generate  flies  with  mutations  of  the  modified  H2A residues  to  prevent  any
possibility of H2A ubiquitination, and these animals arrested development at
the  end  of  embryogenesis,  although  they,  again,  contained  maternally
deposited wild-type histones.  However, the authors analysed clones of  cells
containing only non-modifiable histones (including H2Av, H2A.Z homologue) in
imaginal discs, and showed no de-repression of HOX genes in this condition.
Finally, recently two papers add more details to this puzzle. In one of them a
series of conditional PCGF knock-out ES cells was created, and analysis of
these suggest that vPRC1 complexes are key for gene regulation, and their
removal  not  only  abrogates  gene  repression,  but  also  causes  loss  of
H2AK119ub,  while  cPRC1  complexes  are  mostly  dispensable  in  ES  cells
(Fursova et al., 2019). Interestingly, a subset of PRC1 targets maintained some
level of repression in PCGF1/3/5/6 knockout cells relative to RING1B knock-
out cells, and these were particularly extended with very high levels of PRC1
binding in wild type, which included, for example,  Hox genes, and these are
probably silenced by cPRC1 at least partially independently of vPRC1. Also, in
vivo mutations  of  canonical  components  cause  severe  developmental
phenotypes in mice (Isono et al., 2005; Lau et al., 2017), and therefore cPRC1
is important for correct development. The other paper investigates in detail the
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role  of  catalytic  activity  of  PRC1  by  showing  that  RING1B  I53A  is  not
completely enzymatically inactive, but is severely hypomorphic with very low
residual  activity  (Blackledge  et  al.,  2019).  They  then  generate  cells  with  a
double  point  mutation  I53A/D56K that  fully  abrogates the RING1B catalytic
activity in vitro, and show that this causes complete loss of H2AK119ub. This
leads to a loss of binding of PRC2 components and H3K27me3, while I53A
cells contain low level residual modification, probably for correct recruitment of
PRC2.  Similarly  to  the previous study,  a  small  subset  of  genes maintained
some level of repression in cells with catalytically dead RING1B, and they were
also  particularly  long  regions  with  high  level  of  cPRC1 binding.  The  above
suggests  that  there  are  two  subclasses  of  polycomb  targets  that  have
differential reliance on cPRC1 and vPRC1 activity: a small subset of canonical
targets, including Hox genes, bound to a large extent by cPRC1, and the rest
that relies essentially only on vPRC1.
Figure 1.10. Simplified schematic of PRC1/2 recruitment. It starts by recognition 
of unmethylated DNA by vPRC1 and deposition of H2AK119ub. This mark is then 
recognized by PRC2 (probably though the JARID2 component), which then deposits 
H3K27me3. This mark is in turn recognized by cPRC1 through CBX subunits, and 
by PRC2 itself.
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The overall simplified model of vPRC1-PRC2-cPRC1 recruitment is presented
in Figure 1.10.  The original hierarchical model  (Cao et al., 2002; Wang et al.,
2004b) only includes the second and third stages with PRC2 recognizing its
targets  without  use  of  H2AK119ub.  While  often  believed  to  be  outdated
(Blackledge et al., 2014), it is worth mentioning that PRC2 recruitment happens
independently of PRC1 on a subset of loci: some CGI promoters are covered
by H3K27me3 and bound by PRC2 components, but have no detectable PRC1
binding (Ku et al., 2008).
1.3.4 Polycomb bodies
It has long been observed that various PcG proteins form discreet foci in the
nucleus, both in  Drosophila, and in mammalian cells  (Buchenau et al., 1998;
Saurin et al., 1998). These were termed “Polycomb bodies”, and have been
thought  to be one of  the mechanisms of  PcG-mediated gene repression.  A
number  of  proteins  have  been  implicated  in  their  formation,  however  the
prevalent  model  is  that  they are formed by cPRC1 complexes  (reviewed in
Illingworth, 2019).
PHC was shown to be involved in formation of these structures via its SAM
domain oligomerization, that drives local compaction of PRC1 targets and/or
brings distal targets into proximity  (Isono et al., 2013). Interestingly, a single
point mutation in the SAM domain of overexpressed PHC2 disrupted RING1B
clusters  in  wild-type  human  cells,  indicating  a  dominant  effect  of  the  non-
oligomerizing  protein.  This  mutation  also  caused  loss  of  compaction  of  the
HoxB  gene  cluster  in  MEFs  and  derepression  of  some  of  the  genes,  and
homozygous mice displayed skeletal  phenotypes characteristic  of  Hox gene
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misregulation.  While  suggestive  of  the  role  of  Polycomb  bodies  in  gene
regulation,  the  authors  also  find  a  severe  loss  of  RING1B  binding  and
H3K27me3 mark at promoters, therefore the derepression could be caused by
lower  occupancy  of  PRCs,  not  due  to  lack  of  polycomb  body  formation;
similarly, whether Polycomb bodies are lost due to the direct effect of the PHC
mutation or due to derepression of target genes is also unclear.
In Drosophila, deletion of a Polycomb response element within one of the Hox
clusters  causes  partial  derepression  of  the  other  Hox  cluster,  and  a
developmental phenotype  (Bantignies et al., 2003, 2011). This suggests that
clustering  of  distal  PRC1 targets  plays  a  role  in  their  silencing.  However  a
similar experiment has not been performed in mammalian cells.
The CBX proteins, and in particular CBX2, has also received a lot of attention
in the context of Polycomb body formation. First, CBX2 (also known as M33)
has been shown to compact nucleosomal arrays in vitro and inhibit remodelling
by SWI/SNF complexes, and this was suggested as one of the mechanisms for
compaction and silencing of  PRC1 targets  (Grau et  al.,  2011).  A stretch of
positively charged residues was required for this activity, and later was shown
to be important for PcG-mediated silencing  in vivo in mice  (Lau et al., 2017).
Recently it  was proposed that CBX2 protein can undergo phase separation
(see 1.1.2.4), and this requires the presence of positively charged residues in
the  protein  (Plys  et  al.,  2019;  Tatavosian  et  al.,  2018).  Phase  separation
properties  could  mediate  the  formation  of  Polycomb  bodies  and/or  local
compaction of Polycomb targets.
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A few studies have addressed the question of which regions form Polycomb
bodies in mammalian cells, and are locally compacted and/or take part in distal
interactions. One of the first papers addressing this focused on the Hox gene
clusters, and analysed their compaction state by FISH: measuring the distance
between probes at  either end of  the Hox cluster as a proxy for compaction
(Eskeland et al., 2010). Both HoxB and HoxD regions were highly compacted in
ES cells,  but  decompaction was observed upon Retinoic acid differentiation
and concomitant marked loss of H3K27me3 at these regions. Similarly, loss of
compaction  was observed in  EED and RING1B knock-out  cells,  while  Hox
cluster organization was not altered in RING1B I53A cells. Since according to
the hierarchical model of PRC1/2 recruitment, prevalent at the time, in EED KO
cells  PRC1  binding  would  be  lost,  while  loss  of  RING1B  would  not  affect
binding of PRC2, the authors concluded that PRC1, and not PRC2 is the likely
driver of local compaction.
With  the  advent  of  C-methods,  several  studies  have  addressed  the  role  of
PRCs in spatial genome organization, often using genome-wide approaches, in
mammalian cells. Using Promoter-Capture Hi-C, interaction network of PRC1
targets in ES cells was analysed  (Schoenfelder et al., 2015). It reported that
PRC1/2 binding sites are frequently found interacting with each other, and this
depends on RING1A/B. Interestingly, this analysis suggests a special role for
Hox  loci  which  form  a  “Hox  network”  with  particularly  high  enrichment  of
interactions: both between Hox clusters, between Hox clusters and some other
Polycomb targets,  and between the other  Polycomb targets  in the network.
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However, no evidence was presented to show any special properties of Hox
regions beyond their size and level of PRC1/2 binding.
Another publication performed Capture Hi-C on DNase I hypersensitive sites in
ES cells,  grown in serum and 2i  (Joshi  et  al.,  2015),  after  the same group
showed reorganization of PRC2 binding in 2i culture and its extensive loss at
CGIs  (Marks  et  al.,  2012).  Here  they  describe  Extremely  Long-Range
Interactions  (ELRIs)  between  H3K27me3-marked  sites.  These  interactions
were lost or markedly reduced in ground state ES cells, consistently with loss of
PcG binding in this condition, and often occurred over very long distances (10s
of  Mbp).  They also performed this analysis in EED knock-out  ES cells  and
observed complete loss of ELRIs. They went on to show that sites that form
ELRIs  have  particularly  high  levels  of  SUZ12  and  RING1B  binding.  Their
analysis  did  not  however  distinguish  which  PRC  complexes  were  directly
involved in mediating these interactions.
In the same year another publication reported very similar findings regarding
long-range looping between PRC1/2 targets in wild-type cells using 4C and
reanalysis of Hi-C data (Vieux-Rochas et al., 2015). They found interactors of
Hox regions from 4C data, which turned out to be high-occupancy H3K27me3
regions.  They  also  showed  that  these  regions  can  interact  across
chromosomes, are found in the active (A) compartment according to Hi-C data,
and are not in LADs. However here, again, the analysis didn’t identify, which
PRC complexes were responsible for looping interactions. Like the previously
discussed report, while uncovering the presence of long-range contacts, these
results cannot be used to quantify whether the long-range interactions occur
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less  frequently  than  short-range  interactions,  relative  to  expected  level  of
interactions from just genomic background.
A different approach was taken in another recent report  (Kundu et al., 2017):
using a combination of super-resolution FISH imaging and high-resolution 5C
(a 3C-based method for interrogation of  a specific genomic region), authors
investigate local compaction and short-range looping in a selection of regions
containing major PRC targets, including Hox clusters and other regions. They
show loss of compaction in ES cells upon loss of PHC1, implicating cPRC1 in
performing local compaction. Similar results were observed when ES cells were
differentiated  into  Neural  Progenitor  Cells  (NPCs)  accompanied  by  loss  of
PRC1/2  binding.  In  the  5C  data,  loss  of  contacts  between  neighbouring
PRC1/2  targets,  such  as  the  Nkx2-2,  Nkx2-4  and  Pax1  genes,  was  also
observed.  The  authors  went  on  to  reproduce  results  from  (Eskeland  et  al.,
2010) using 5C to show loss of compaction and looping in RING1B knock-out
cells, but their preservation in RING1B I53A mutant ES cells. While performed
only on a small set of regions, this study is the most direct evidence that cPRC1
is the subtype of PRC1 that is key for creating local compaction and interaction
between PRC targets.
A  study  that  used  high  resolution  Hi-C  addressed  the  dynamics  of  PcG-
associated  interactions  during  neuronal  differentiation  (Bonev  et  al.,  2017).
These interactions were observed to occur both within TADs, between TADs,
and at long distance separations. Level of interactions in Hi-C correlated much
better  with  RING1B than H3K27me3,  consistently  with  the role  of  PRC1 in
driving  looping.  Interestingly,  they  observe  loss  of  these  loops  during
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differentiation, related to the decrease in level of RING1B binding with constant
H3K27me3. Strikingly, loss one of the interactions between HoxA gene cluster
and the Tlx2 gene across ~30 Mbp during the differentiation could be confirmed
by FISH.
Most recently, two studies addressed the question whether compaction and/or
looping  between PRC1/2 targets  are  related to  cohesin and loop extrusion.
First, Rhodes and colleagues developed RING1B-AID and SCC-AID mouse ES
cells, and showed that upon acute depletion of RING1B interactions between
PRC1/2 targets are lost, however depletion of SCC1 (and therefore the cohesin
complex)  makes  RING1B-associated  interactions  stronger  (Rhodes  et  al.,
2020)(Rhodes  et  al.,  2020)(Rhodes  et  al.,  2020),  consistently  with  loop
extrusion activity causing mixing of compartments and preventing interactions
between super-enhancers (Mirny et al., 2019; Rao et al., 2017a; Schwarzer et
al.,  2017).  The  second  study  investigated  the  roles  of  the  SA1  and  SA2
subunits  of  cohesin  by  siRNA mediated  depletion  (Cuadrado  et  al.,  2019).
Their  analysis  suggests  that  SA1  antagonizes  RING1B-associated
interactions, while SA2 is needed for their formation. Together these studies
suggest that either SA2 has a role outside the canonical SMC1/SMC3/SCC1
cohesin  complex,  related  to  Polycomb,  or  that  cohesin-SA2  is  required  for
maintenance of  PRC1 domains  and 6  hours-long  depletion  of  SCC1 in  the
previous  study  was not  sufficient  to  cause  loss of  PRC1 binding,  while  the
longer siRNA depletion of SA2 allows for PRC1 binding to decrease.
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1.3.5 Interplay of polycomb with DNA methylation
As mentioned above, PRCs primarily bind CGIs. This can be achieved through
KDM2B targeting PRC1.1 to CGIs (Farcas et al., 2012; He et al., 2013; Wu et
al.,  2013b),  or  JARID2  or  Polycomb-like  proteins  (PCL,  including  MTF2)
targeting PRC2 (Casanova et al., 2011; Li et al., 2010, 2017). It is unclear how
the CGIs are chosen, since the mentioned above proteins have affinity to all
CpG-rich DNA. It is possible that PRC2 is restricted from binding some CGIs
due to presence of certain activating signals, such as RNA (Cifuentes-Rojas et
al., 2014; Kaneko et al., 2014) or H3K4 and H3K36 methylation (Schmitges et
al., 2011).
The  generic  affinity  of  PRCs  to  unmethylated  CpG-containing  DNA,  and
inhibitory effects of DNA methylation on PRC binding, creates the possibility of
affecting PRC distribution by affecting DNA methylation patterns. Loss of DNA
methylation would allow binding of PRCs to a vastly bigger repertoire of CpGs
outside of their normal target regions. A key paper reported redistribution of
PRC2  binding  in  mouse  embryonic  fibroblasts  (MEFs)  lacking  Dnmt1,  the
maintenance DNA methyltransferase. Regular PRC2 target CGIs lost the bulk
of H3K27me3 mark, which caused derepression of target genes  (Reddington
et al., 2013). Similarly, a loss of H3K27me3 over CGIs was reported in ES cells
lacking all three DNMTs (TKO cells) (Brinkman et al., 2012). In another study,
relocation of PRCs to DAPI-dense chromocentres containing major satellites in
ES cells was observed in DNA hypomethylation conditions, either in TKOs or in
Uhrf1-/- cells  (Cooper  et  al.,  2014).  Interestingly,  in  cancers,  CGIs  that  gain
methylation in tumours were found to be silenced by Polycomb in the tissue of
61
origin  (Reddington  et  al.,  2014),  consistently  with  the  overall  reciprocal
relationship between these two repressive states.
Culture  of  wild-type  ES  cells  in  2i  media  that  promotes  ground  state
pluripotency  (see  1.4.2 for  details)  causes  global  hypomethylation  of  the
genome, and induces redistribution of PRC binding (Joshi et al., 2015; Marks
et al., 2012) away from CGIs.
This trend of redistribution of PRC binding during changes in DNA methylation
is biologically very interesting due to the global changes in DNA methylation
levels  during  development  (see  1.2.4)  (reviewed  in  Lee  et  al.,  2014).  This
suggests the distribution of PcG binding across the genome might be highly
dynamic due to global  changes in  the DNA methylone during development,
however this question has not been addressed in detail in the literature.
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1.4 Mouse embryonic stem cells
Mouse embryonic stem (ES) cells (or mESCs) are a unique cell type, cultured
in  vitro obtained from cells  present  in the early  embryo  in  vivo (Evans and
Kaufman,  1981;  Martin,  1981),  which  retains  some  of  the  key  properties
required to support the development of the organism: they can be differentiated
into any other embryonic cell type by simply changing the culture conditions,
and  they  self-renew,  i.e.  effectively  indefinitely  proliferate  without  losing  the
differentiation  potential.  These  cells,  when  injected  into  the  blastocyst,  can
generate chimeric mice with adult cells coming from both the host blastocyst
and from injected ES cells  (Bradley et  al.,  1984).  Since this discovery,  this
property of ES cells has been widely used for generation of mutant mouse lines:
genetic  manipulation  in  ES cells,  amenable  to  normal  cell  culture  methods,
allows generation of mice carrying the altered genome (Robertson et al., 1986;
Thompson et al., 1989).
1.4.1 Growth conditions of mouse ES cells
ES cells were originally derived by culturing the E3.5 blastocyst (or the inner
cell mass (ICM)) on a layer of feeder cells – mitotically inactivated fibroblasts in
the presence of foetal calf serum (FCS, or simply serum) (Evans and Kaufman,
1981). Later it was discovered that the main factor provided by the feeder cells
is the cytokine Leukemia Inhibitory Factor (LIF) (Smith et al., 1988), and growth
of  ES  cells  feeder-free  with  supplemented  LIF  is  now  common  practice.
Mechanistically, LIF influences gene expression via the JAK/STAT pathway,
and activates the components of the pluripotency network, such as Klf4, Gbx2
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and c-Myc (Cartwright et al., 2005; Hall et al., 2009; Niwa et al., 2009; Tai and
Ying, 2013).
Understanding what components of FCS are required for culture of ES cells
was more challenging, but Bone Morphogenetic Protein (BMP) turned out to be
the key component  of  serum  (Ying et  al.,  2003).  It  activates  Id (Inhibitor of
Differentiation) genes and E-Cadherin expression via SMAD signalling (small
and Mothers Against Decapentaplegic) (Malaguti et al., 2013), and suppresses
ERK  and  p38  (Qi  et  al.,  2004).  LIF  and  BMP  together  suppress  ES  cell
differentiation. Omitting either of these factors from the growth medium causes
spontaneous differentiation, and BMP on its own even promotes differentiation
into non-neural tissues (Koopman and Cotton, 1984; Smith and Hooper, 1983;
Wiles and Johansson, 1999). Therefore ES cells have an intrinsic differentiation
cue, that gets suppressed by culture with these signalling molecules. These
signals turned out to be the FGF4 (fibroblast growth factor 4) signalling, that
acts through the ERK (Burdon et al., 1999; Wilder et al., 1997), and Erk mutant
ES cells  don’t  require the presence of  BMP in the culture medium to avoid
spontaneous differentiation (Kunath et al., 2007). Similarly, chemically inhibiting
the Mek1/2 kinases required to stimulate ERK together  with FGF4 receptor
inhibition allowed culture in serum-free conditions  (Ying et  al.,  2008).  GSK3
(glycogen synthase kinase-3) was another protein shown to be antagonistic to
self-renewal of ES cells (Doble et al., 2007; Sato et al., 2004) through inhibition
of  β-catenin  signalling.  These  observation  combined  with  availability  of
selective  small  molecule  inhibitors  of  Mek1/2  and  GSK3  (PD0325901  and
CHIR99021, respectively) allowed development of serum-free medium for ES
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cell culture termed “2i” (for  2 inhibitors)  (Silva et al., 2008; Ying et al., 2008).
Devoid of differentiation cues present in serum (such as BMP), cells cultured in
2i enter “ground state pluripotency” - instead of variable levels of pluripotency
factors  between  cells  in  the  population  due  to  temporary  priming  towards
different  lineages  (Canham et  al.,  2010;  Hayashi  et  al.,  2008),  they display
uniform levels of such key pluripotency factors like  Oct4,  Nanog and  Prdm14
(Yamaji  et  al.,  2013) (Figure 1.11).  Therefore,  cells  cultured in 2i  are more
“naïve”  and  homogenous  than  the  serum-cultured  cells  that  correspond  to
slightly  later  stages  in  development,  although this  priming  is  reversible  and
generates a meta-stable pluripotent population (Abranches et al., 2013; Leitch
et al., 2013).
Figure 1.11. Key pluripotency signalling pathways in serum and 2i mouse ES 
cells culture conditions. Adapted from figure by Katy McLaughlin (McLaughlin, 
2018).
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1.4.2 Epigenome of mouse ES cells in serum and 2i 
culture
The epigenome of mouse ES cells undergoes a major reorganization between
serum and 2i culture. In particular, DNA methylation levels and PRC1/2 binding
patterns are particularly affected.
1.4.2.1 Loss of DNA methylation in 2i culture
DNA methylation is globally greatly reduced in ground state ES cells  (Ficz et
al., 2013; Habibi et al., 2013; Leitch et al., 2013). Interestingly, the level of 5mC
in 2i cultured cells closely matches that of ICM, while serum-cultured ES cells
resemble the E.6.5 epiblast cells (Figure 1.8)  (Ficz et al., 2013). Importantly,
however,  genome-wide the patterns  of  methylation  of  ES cell  genomes are
distinct  from  in  vivo observations  at  any  stage,  and  resemble  more  the
populations in the early postimplantation embryos,  suggesting even 2i  cells,
while recapitulating the levels, don’t model the epigenome of ICM cells (Zhang
et al., 2018).
Loss of DNA methylation in the ground state is observed genome-wide with
only  few  regions  retaining  levels  from  serum-cultured  ES  cells:  imprinted
regions  and  some  IAP  elements  are  the  only  loci  fully  protected  from
demethylation (Ficz et al., 2013; Habibi et al., 2013). Only for a small subset of
loci,  loss  of  DNA  methylation  might  be  associated  with  activation  of  gene
expression, since the same genes are activated in Dnmt1/3a/3b triple knockout
ES cells with no DNA methylation (Leitch et al., 2013). However the genes with
known  methylation-sensitive  promoters,  such  as  Dazl and  Gstp2,  are
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upregulated with loss of methylation. While the majority of repetitive elements
lose DNA methylation, their expression is not increased.
The loss of DNA methylation in 2i culture is linked to reduced expression of
Dnmt3a/3b/3l therefore  de novo DNA methylation activity is impaired  (Ficz et
al.,  2013; Habibi  et  al.,  2013; Leitch et  al.,  2013).  Moreover, another report
suggests that maintenance methylation is also perturbed due to loss of UHRF1
protein and its association with replication forks  (von Meyenn et al., 2016). It
has  also  been  suggested  that  TET  enzymes  might  be  facilitating  DNA
demethylation during serum-2i transition at some loci (Ficz et al., 2013; Hackett
et al., 2013).
PRDM14  (PR  Domain  14)  is  a  key  transcription  factor  required  for
hypomethylation in 2i conditions (Ficz et al., 2013; Grabole et al., 2013; Habibi
et  al.,  2013;  Leitch  et  al.,  2013;  Yamaji  et  al.,  2013).  PRDM14  prevents
differentiation, and moreover its depletion causes upregulation of  Dnmt3b and
Dnmt3l and increased level of DNA methylation (Ma et al., 2011; Yamaji et al.,
2013). Interestingly, PRDM14 is upregulated in 2i, which correlates with loss of
DNA methylation and de novo DNMT expression (Ficz et al., 2013; Hackett et
al., 2013), and it’s induced expression leads to decreased  Dnmt3a,  Dnmt3b,
and Dnmt3l expression (Hackett et al., 2013). PRDM14 has been shown to be
a sequence-specific TF  (Ma et al., 2011), and to co-bind genomic sites with
ESRRB,  NANOG  and  other  key  pluripotency  regulators  (Ma  et  al.,  2011;
Yamaji et al., 2013). It has also been suggested to silence gene expression by
recruitment of PRC2, which might be how it regulates de novo DNMTs (Yamaji
et al., 2013).
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1.4.2.2 Redistribution of Polycomb binding in 2i
Unlike  other  investigated  histone  marks  (H3K4me3,  H3K36me3  and
H3K9me3), H3K27me3 distribution is markedly different between primed and
ground state ES cells  (Marks et  al.,  2012).  In particular,  it  is reduced at  its
normal targets (CGI promoters), but gained at some repeat elements, such as
satellites, with overall similar levels of H3K27me3 globally. Interestingly, loss of
H3K27me3 at promoters was not associated with loss of repression despite the
repressive functions of PRC complexes. Binding of EZH2, SUZ12 and RING1B
is similarly perturbed (Joshi et al., 2015; Marks et al., 2012). This is consistent
with the intrinsic affinity of PRC1/2 complexes towards unmethylated DNA, and
their titration away from CGIs upon global genome demethylation (Brinkman et
al., 2012; Jermann et al., 2014; Reddington et al., 2013).
While the effect this redistribution of PRC1/2 binding has on 3D organization of
the genome has not been studied extensively and is one of the objectives of
this  work,  one report  investigated the changes in looping between DNase I
hypersensitive  sites  using  capture  Hi-C,  and  reported  extensive  loss  of
interactions between Polycomb targets, in particular at long distances (Joshi et
al.,  2015).  Another  recent  study  used  Hi-C to  globally  analyse  3D genome
organization  in  ES  cells,  and  reported  depletion  of  RING1B-associated
interactions in  2i  in  cis and in  trans  (Cuadrado et  al.,  2019),  however  their
analysis is not comprehensive.
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1.5 Aims of this study
In  my  PhD I  intended to  investigate  the  3D organisation  of  the  genome of
mouse ES cells driven by PRC1 genome-wide using Hi-C and computational
analysis.I first developed a new tool for versatile Hi-C analysis to create pile-up
plots used for quantification of interactions between genomic regions. I  then
applied it, together with other analysis methods, to Hi-C data from wild-type,
RING1BI53A/I53A and RING1B-/- mouse ES cells to investigate PRC1-mediated
local compaction and looping, and their interplay with local features of PRC1
binding sites. I then took advantage of the 2i culture system as a model of the
natural developmental process with loss of PRC1 binding from its usual targets




Chapter 2: Materials & Methods
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1.1 Cell culture
mESCs used in relation to Chapter  4, were cultured by Rob Illingworth. They
were  maintained  at  37°  with  5%  CO2 feeder-free  on  0.1%  gelatin  (Sigma
G1890)  coated  Corning  flasks  in  GMEM  BHK-21  (Gibco  21710-025).  The
medium was supplemented with 10% foetal calf serum (FCS Sigma F-7524),
1000 units/ml  Leukemia  inhibitory  factor  (LIF;  produced in-house),  2mM L-
Glutamine (produced in-house), 1 mM Sodium Pyruvate (Gibco 11360-039),
50  mM  2-β-mercaptoethanol  (Gibco  31350-010).  For  passaging,  60-90%
confluent flasks were washed with PBS, treated with trypsin (0.05% v/v; Gibco
25300-054) for 2-3 minutes (mins) at room temperature (RT), and tapped to
detach the cells. Nine volumes of complete medium were used to inactivate the
trypsin, the mixture was repeatedly pipetted to prepare single-cell suspension.
After  centrifugation (300 g),  mESCs were counted using a haemocytometer
and plated onto a new flask at a density of approximately 4×104 cells/cm2.
mESCs used in relation to Chapter 5, were cultured by Katy McLaughlin. They
were  maintained  at  37°  with  5%  CO2 feeder-free  on  0.2%  gelatin  (Sigma
G1890)  coated Corning  flasks.  Serum cultured  cells  were  grown in  GMEM
(Gibco) supplemented with 15% foetal calf serum, 0.1 mM nonessential amino
acids (Sigma), 1 mM Sodium Pyruvate (Sigma) 1% Penicillin/Streptomycin, 2
mM L-glutamine, 0.1 mM β-mercaptoethanol (Thermo Fisher), and ESGRO LIF
(Millipore)  at  1000  U/mL.  2I  conversion  was  performed  over  14  days  by
growing cells in medium including 50% DMEM/F12 (Gibco), 50% Neurobasal
media  (Gibco),  0.5%  N2  supplement,  1%  B27  &  RA  (Gibco),  7.5%  BSA
(Gibco),  1%  Penicilllin/Streptomycin,  2  mM  L-glutamine,  0.15  mM
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monothioglycerol  (Sigma),  1000  U/ml  ESGRO  LIF  (Millipore),  1  μM
PD0325901 (MEK inhibitor, Stemgent) and 3 μM CHIR99021 (GSK3 inhibitor,
Stemgent).
73
1.2 In situ Hi-C
Hi-C  analysis  was  performed  as  described  (Rao  et  al.,  2014) with  minor
modifications.
After resuspending mESCs from a near-confluent T75 flask like for passaging,
they  were  counted  (approximately  10  million  cells  were  typically  obtained),
washed once in 10 ml Phosphate-buffered saline (PBS; produced in house)
and centrifuged at 300g for 5 min. For crosslinking, they were resuspended in
DMEM  or  GMEM  with  1%  formaldehyde  (Thermo  Scientific  28908,  or
CALBIOCHEM 344198); approximately 1 ml of fixing solution for each million of
cells),  and  were  incubated  for  10  mins  on  a  rocker.  Formaldehyde  was
quenched by addition of 2 M glycine solution to a final concentration of 0.2 M,
then  the  cells  were  incubated  for  5  min  at  RT  on  a  rocker.  Cells  were
centrifuged for 5 minutes at 300g. The supernatant was discarded. The cells
were resuspended in 1 ml of PBS and centrifuged at 2500g for 5 min. Then
they were again resuspended in 1 ml PBS and split into aliquots of 2-5 million
cells. All aliquots were centrifuged again at 2500g for 2 min, and supernatant
was discarded. If  the cells were to be processed further at a later time, the
tubes with cell pellets were snap-frozen in liquid nitrogen and stored at -80°C
for months. The pellet was then resuspended in 300 µl Hi-C lysis buffer (10 mM
Tris-HCl  pH  8.0,  10  mM  NaCl,  0.2%  IGEPALCA-630  (SIGMA  I8896),  1x
protease inhibitor Thermo Scientific, 78430). The cells were incubated on ice
for  15  min,  then  centrifuged  for  5  min  at  2500g  at  4°C.  Supernatant  was
discarded, the pellet was resuspended in 500 µl lysis buffer, and centrifuged
again. After discarding the supernatant, the cells were further lysed in 50 µl
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0.3% sodium dodecil sulphate (SDS) in 1×NEBuffer 3 (New England Biolabs)
at 62°C for exactly 10 minutes. SDS was inactivated by addition of 147.5 µl
NEBuffer  3  and  12.5  µl  Triton  X-100  (Sigma  93443),  careful  mixing  and
incubation  at  37°C  for  1  hour  with  shaking.  After  this,  a  30  µl  chromatin
integrity  control  sample  was  taken  and  frozen  at  -20°C.  The  nuclei  were
centrifuged at  3000g for  5 min and then resuspended in 250 µl  of  1×DpnII
buffer with 600 units of DpnII restriction enzyme (NEB) to digest the chromatin
at 37°C overnight with shaking. In the morning 200 units of DpnII were added
for extra digestion for 2 hours.
After the chromatin was fragmented by DpnII, the enzyme was inactivated by
heating the samples at 65°C for 20 mins. A 40 µl digestion control sample was
then taken and frozen at -20°C. 40 µl mQ water was added to the samples to
replenish  the  volume.  The  ends  of  the  digested  DNA  were  filled  in  to
incorporate biotin and mark future ligation junctions by addition of 50 µl of a fill-
in  master  mix  (0.3  mM  of  each  dCTP,  dGTP,  dTTP  (Life  Technologies
10297018) and biotin-14-dATP (Invitrogen 19524-016), and 40 Units of DNA
Polymerase I Klenow Fragment (NEB M0210)). Samples were carefully mixed
and incubated at 37°C for 1.5 hrs with shaking. Blunted ends of DNA were
ligated  in situ by adding 900 µl of ligation master mix (1.33× NEB T4 DNA
ligase  buffer,  1.11% Triton  X-100,  1.33× BSA (NEB,  or  in  house  prepared
according to the NEB specification), 2000 cohesive end units T4 DNA ligase
(NEB M0202M) and incubating for 4 hours at RT with rotation. The nuclei were
centrifuged  at  3000g  for  10  mins,  then  resuspended  in  200 µl  mQ  water.
Protein was degraded by addition of 10 µl 10 or 20 mg/ml proteinase K and 10
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µl 20% SDS and incubation at 55°C for 30 mins. The same was done with
earlier collected control samples after adjusting their volumes to 200 µl. Then,
130 µl of 5M NaCl was added to the tubes and they were incubated at 65°C
overnight.
In the morning, the tubes were cooled to RT. Then, 610 µl of absolute ethanol
(EtOH) and 38 µl of 3M sodium acetate were added, samples were mixed and
incubated at -80°C for 15 mins. DNA was precipitated by centrifugation at top
speed in a table-top microcentrifuge at 4°C for 15 mins. The supernatant was
carefully removed and the pellets were either washed with 500 µl of 70-80%
cold EtOH by centrifuging the tubes for 5 mins and resuspended in 30 µl 10
mM Tris-HCl pH 8.0, or resuspended in 500 µl of 10 mM Tris-HCl pH 8.0 and
washed on Amicon filter units (30K 500 µl UFC5030BK) twice. 5 µl of each
sample was taken as ligation control and added to 20 µl10 mM Tris-HCl pH
8.0. Sonication buffer (50 mM Tris-Hcl pH 8.0, 0.1% SDS, 10 mM EDTA) was
added to the samples to total volume of 500 µl, and they were let stand on ice
for 15 mins. Afterwards the DNA was fragmented using a probe sonicator to
achieve a fragment  size distribution of  ~200-700 bp.  Fragmented DNA was
washed twice on Amicon Filter units, and then eluted. One µl of the samples
was transferred to Qubit assay tubes for measurement of DNA concentration,
together with control samples. Two hundred ng of control samples were run on
1% agarose/TBE gel to check digestion and ligation efficiency.
To bind biotinylated DNA to streptavidin beads (Dynabead MyOne Streptavidin
T1, Life Technologies 65602), 30 µl of the beads per sample were washed with
80 µl of Tween Wash buffer (TWB: 5mM Tris-HCl pH 7.5, 0.5mM EDTA, 1M
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NaCl,  0.05%  Tween  20)  per  sample.  The  supernatant  was  removed  after
magnetic  separation  of  the  beads  from  the  solution.  The  beads  were
resuspended in 50 µl of 2× binding buffer (BB: 10mM Tris-HCl pH 7.5, 1mM
EDTA, 2M NaCl) per sample. Then an equal volume of 2×BB was added to
each  sample  in  DNA LoBind  tubes  (Ependorf  0030108051)  and they  were
incubated  for  15  mins  at  RT  with  rotation.  The  supernatant  after  bead
separation was kept in a separate tube. The beads were washed twice with
TWB at 55°C for 2 mins with shaking, and transferring into a new tube each
time. The supernatant from the first wash was combined with the previously
collected supernatant. This solution was used to quantify DNA concentration to
estimate  biotin  binding  efficiency;  good  libraries  had  ~40-60%  binding
efficiency. The beads were washed with 1× T4 DNA ligase buffer. To repair the
ends and remove biotin from unligated ends the beads were resuspended in
100 µl  end-repair  mix  (85 µl  1x  T4  DNA ligase buffer  (NEB),  5  µl  10  mM
dNTPs,  5  µl  T4  Polynucleotide  kinase  (NEB  M0201L),  4  µl  T4  DNA
polymerase (NEB M0203L),  1 µl  DNA polymerase I  Klenow fragment (NEB
M0210) and incubating the samples at RT for 30 min. Afterwards the beads
were washed twice with TWB, and then once in 100 µl of 1× NEBuffer 2. Then
the  repaired  ends  were  A-tailed  by  resuspending  the  beads  in  90  µl  1×
NEBuffer 2, 5µl 10 mM dATP and 5 µl DNA polymerase I Klenow (3`→5` exo-)
fragment (NEB, M0212L) and incubation at 37°C with shaking for 30 mins.
The beads were again washed twice with TWB, and then once with 100 µl T4
DNA  ligase  buffer.  Then  Illumina  sequencing  adaptors  were  ligated  by
resuspending the beads in 7 µl mQ water, 3 µl 20 µM universal adaptors and
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10 µl Blunt/TA ligase master mix (NEB M0367S), or 50 µl 1× Quick ligation
buffer, 3µl 20 µM adaptors and 2 µl NEB DNA Quick ligase (NEB, M2200).
Ligation was performed for 30 mins at RT with rotation. Then the beads were
again washed twice with TWB, then once with mQ water or 10 mM Tris-Hcl pH
8.0, and then resuspended in 50 µl of the same solution, and frozen at -20°C.
The choice of  mQ or  Tris  buffer for  resuspension depended on the current
batch of streptavidin beads: certain batches inhibit PCR (Rao et al., 2014), and
in that case beads were resuspended in water for more efficient removal of
DNA from the beads. In case of PCR-inhibiting beads, the DNA was eluted
from  the  beads  by  heating  them  at  98°C  for  20  mins,  and  moving  the
supernatant that contains DNA to a new tube. The test PCR was performed
using the Q5 DNA polymerase (NEB M0491L) according to the manufacturer’s
recommendations with addition of 2×SYBR Green solution to monitor PCR in
real time, and with the Illumina indexed primers. Annealing was set to 65°C,
and extension for 40 seconds. The amplification curve was obtained for each
sample to chose the appropriate cycle number to stay within logarithmic growth
range.  It  varied  between  12  and  14  cycles  between  different  samples  and
experiments. Then the preparative PCR was performed in 4-6 reactions with
the chosen number of cycles. Reactions were then pulled, concentrated on an
Amicon  filter  and  purified  on  AMPure  beads  (Beckman  Coulter  A63882,
obtained from the MRC HGU Technical services) with 0.8:1 beads:DNA ratio to
remove primers and primer dimers. The fragments were then size selected on
1.5% agarose gel to retain fragments of 200-700 bp. These final Hi-C libraries
were pooled together equimolarly after validating successful size selection on a
78
Bioanalyzer, then sequenced with low depth on an Illumina NextSeq 550 (75
bp paired end mid  output  mode)  at  the Edinburgh Wellcome Trust  Clinical
Research Facility (WTCRF) to check the quality.  High quality  libraries were
then sequenced deeply on HiSeq 4000 at BGI.
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1.3 Hi-C data analysis
2.1.1 Read mapping and generation of Hi-C maps
I analysed Hi-C data from reads to genome-wide matrices using the  distiller
pipeline implemented in nextflow (https://github.com/mirnylab/distiller-nf) using
the  Eddie3  High-Performance  Computing  Cluster  of  the  University  of
Edinburgh.  Briefly,  it  uses  bwa mem to  map data to  the reference genome
(mm9  in  our  case),  then  parses  and  filters  the  alignments  using  pairtools
(https://github.com/mirnylab/pairtools),  and creates genome-wide matrices of
interactions in the Cooler format (https://github.com/mirnylab/cooler) (Abdennur
and  Mirny,  2020).  I  used  the  pipeline  with  default  settings  (except
max_mismatch_bp:  0,  instead  of  3)  and,  unless  specified  otherwise,  used
output files filtered for reads with mapping quality  (mapq) >30 with iterative
correction (balancing).
2.1.2 Quality control of Hi-C data
I used a custom script to analyse the output of distiller which creates plots that
help with assessing library quality.  It  is available online on the GitHub Gists
platform:  https://gist.github.com/Phlya/9af1ffde527afe51e0558eb35e0025c7.
In  particular,  I  analysed  the  fraction  of  intra-chromosomal  (cis)  reads,  the
dependency  of  contact  probability  on  distance,  and  PCR/optical  duplicate
fraction.  I  checked  that  the  inter-chromosomal  (trans)  read  fraction  didn’t
exceed 20%,  that  the contact  decay  with  distance was consistent  between
replicate  samples,  and  the  duplicate  fraction  was  low  to  support  deeper
sequencing of the libraries.
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2.1.3 Compartment and insulation analysis
I  used  cooltools (https://github.com/mirnylab/cooltools)  to  generate  genome-
wide tracks of insulation and of the first eigenvector. For insulation analysis, I
used diamond-insulation (25 kb resolution data with 1 Mb window size for WT/
RING1B  I53A/RING1B  KO  analysis,  and  10  kb/100kb  for  the  serum/2i
analysis,  since  changes  there  are  more  subtle),  and  analysed  the  log2
insulation score. I removed all bins which were filtered out during the balancing
as coverage outliers. Similarly, I used call-compartments with 200 kb resolution
data  to  find  the  whole-genome  eigenvector  that  reflects  the  compartment
structure. As a reference track to choose the best eigenvector among the top
three and to orient its sign to get positive correlation with active chromatin, I
used the  track of  GC content.  For  both  analyses,  for  clustering  I  used the
seaborn python  package  (Michael  Waskom  et  al.,  2018) with  Euclidean
distance and single linkage. For principal component analysis (PCA) I used the
scikit-learn python package.
2.1.4 Annotation of chromatin loops
I used the deep Hi-C data from mESCs (Bonev et al., 2017) to find regions of
locally enriched interactions, corresponding to chromatin loops, since our Hi-C
data were not sufficiently deeply sequenced to identify the expected number of
loops. We used cooltools call-dots reimplementation of the HiCCUPS algorithm
(Rao  et  al.,  2014) from  branch  dekkerlab/shrink-donut-dotfinder (commit
377106e). This was used with default settings (except for lower FDR threshold
of  0.1,  and  20  Mb  as  the  maximal  allowed  distance  separation  between
potential loops) with mESC Hi-C data at 5 kb, 10 kb and 25 kb resolution. Calls
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from different resolutions were combined using a custom script following the
HiCCUPS  merging  procedure
(https://gist.github.com/Phlya/340af6c45900902310a7bb8d9cc60537).
Annotated dots were then filtered by intersecting with published CTCF peaks
(Bonev  et  al.,  2017),  and/or  RING1B peaks  (Illingworth  et  al.,  2015) using
bedtools pairtobed after widening the peaks using  bedtools slop. These loop
annotations were then used to quantify loops strength in our lower coverage
datasets.
2.1.5 Statistical testing of differential interaction 
frequencies
For  a  set  of  regions  of  interest  where  we  visually  observed  changes  in
interaction frequency in Hi-C data, I performed statistical testing to make sure
these  changes  are  not  observed  by  chance.  To  do  that,  I  obtained
observed/expected ratios for the regions of interest for both conditions I was
comparing,  and  calculated  average  level  of  interaction  enrichment.  Then  I
obtained the same average values for  10,000 random regions  of  the same
shape and size from the same chromosome (the same distance away from the
main diagonal of the matrix). I then used these values to estimate the mean and
the standard deviation of  the distribution of  all  regions  of  the chromosome.
Since after log transformation these distributions looked very similar to normal,
I got the Z score for the region of interest by subtracting the mean from the
observed value for the ROI and dividing by the standard deviation, and then
converted  it  into  a  p-value  for  ease  of  interpretation  (as
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1-scipy.special.ndtr(zscore)).  The  code  is  presented  here:
https://gist.github.com/Phlya/27ccac1046e28e874d15c8273d540d33
2.1.6 ChIP-seq analysis and peak classification
Analysis of ChIP-seq data was performed by Rob Illingworth. Using published
ChIP-seq data (Illingworth et al., 2015), peaks separated by less than 5000 bp
were merged using bedtools mergeBed. Coverage of ChIP-seq reads (RING1B
(Illingworth et al., 2015), CBX2  (Deaton et al., 2016), Mel18 (also known as
PCGF2) (Morey et al., 2015), RYBP (Rose et al., 2016), KDM2B (Blackledge
et al., 2014)), H3K27me3 (Illingworth et al., 2015) over these peak regions was
then calculated using HOMER. For pileup analysis,  peak regions were then
split  into  quartiles  by  occupancy  of  RING1B,  ratio  of  CBX2/RYBP  signal,
Mel18/KDM2B signal, or length. CGIs (Illingworth et al., 2010) were classified
as  RING1B  or  H3K27me3  positive,  if  they  overlapped  with  RING1B  or
H3K27me3 peaks (Illingworth et al., 2015) (using bedtools intersect -wa -u –a).
Similarly, using these peak regions, I quantified levels of RING1B binding in
serum and 2i culture conditions using published RING1B ChIP-seq data (Joshi
et al., 2015) using bedtools map.
Similarly  to the peak regions annotation,  read count  in 25 kb windows was
found for RING1B ChIP-seq data for comparing with Hi-C contact frequency.
2.1.7 Local compaction analysis
To analyse local  compaction,  I  calculated the amount of  observed/expected
contacts in all 25 kbp abutting windows along the genome, excluding the first
two  diagonals,  and  not  counting  windows  with  any  missing  data.  I  used
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quantiles of RING1B ChIP-seq read counts in the same 25 kbp windows to split
the Hi-C read counts  into  groups with  varying levels of  PRC1 binding,  and
compared  the  mean  interaction  frequency  across  groups  and  across
conditions. The plots were made with  seaborn pointplot, which also performs
estimation of 95% confidence intervals using bootstrapping.
2.1.8 Genome-wide pileup analysis
Since this was one of the main methods I used during my PhD, I created a
convenient  tool  to perform pileups which implements all  options I  needed –
coolpup.py (a command-line interface tool  written in  Python to  pile-up Hi-C
data  stored  in  the  .cool format  (Abdennur  and  Mirny,  2020)).  The  tool  is
described  in  Chapter  3 in  detail.  It  was  largely  used  with  default  settings
(except normalization to expected values instead of randomly shifted controls,
and other options where stated) in the appropriate mode for each analysis.
2.1.9 Analysis of loop-ability
I  calculated  loop-ability  using  coolpup.py for  all  RING1B  ChIP-seq  peak
regions  (see  the  Coolpup.py chapter  for  details  of  this  approach).  As  the
outcome  values,  I  used  Enrichment3  values  corresponding  to  the  average
enrichment  of  interactions  in  the  central  3×3  square  of  the  pileups.  As
predictors,  I  used read density  from published  ChIP-seq experiments  for  a
variety of PRC1 components (see  2.1.6), and peak length. I performed linear
modelling  using these  values after  normalizing the predictors  to  a  standard
scale to ensure that the coefficient values are comparable. I used scikit-learn to
fit a linear model and extract model coefficients, and generate p-values for all of
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them (https://stackoverflow.com/a/27975633/1304161). Coefficient values were
plotted as bars to compare them between predictors and between conditions.
Using loop-ability values in WT and KO cells, I selected RING1B peak regions
that were on average interacting with other RING1B peak regions in RING1B-
dependent manner (>1.5 Enrichment3 in WT and >1.5 fold change in WT over
KO; values chosen arbitrarily, but they approximately correspond to reciprocal
of  1%  percentiles  for  both  distributions).  I  analysed  properties  of  these
“loopers” in regard to level of binding of PRC1 components, H3K27me3 and
length (see 2.1.6) using boxplots, and Mann-Whitney test to check significance
of  observed  differences.  I  then  compared  loopers  with  “retainer”  genes
identified  in  previous  studies  of  PRC1  function  (Blackledge  et  al.,  2019;
Fursova et  al.,  2019).  RefSeq IDs of  these  genes  were kindly  provided by
Nadezda  Fursova.  I  converted  these  IDs  into  mm9  coordinates  using  the
RefSeq gene build and identified their transcriptions start sites (TSSs). I then
found corresponding RING1B peak regions using bedtools closest and filtered
them to limit distance from the TSS to under 1,000 bp upstream and 200 bp
downstream. These peaks then were used to directly compare with the loopers
I identified from Hi-C data.
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2.2 ChIP-seq data analysis
For the analysis of CTCF and cohesin (SMC1α) binding in serum and 2i culture
I used published data  (Atlasi  et  al.,  2019).  I  re-analysed it  from sequencing
data,  because  provided  on  GEO  bigWig  files  were  not  normalized  to
sequencing  depth.  I  used  the  nf-core/atac-seq pipeline  (Ewels  et  al.,
2019) for the analysis (I did not use a ChIP-seq pipeline because they require a
control  input  sample,  which  was not  available  for  this  dataset).  Briefly,  the
pipeline uses trim_galore for adapter trimming, bwa for mapping, picard,
samtools and bamtools for read filtering, bedtools and ucsc-tools for
generation of depth-normalised bigWig files and MACS2 for peak annotation. I
performed mapping to the mm9 genome assembly for compatibility with Hi-C
data and other analyses, and used the default  settings, except I  set  the  --
narrow_peak option for peak calling.
I then used deeptools computeMatrix to extract values surrounding the
CTCF peaks (±1 kbp) for both motif orientations (see 3.3.1) from bigWig files, I
then loaded this data in Python, generated average profiles and plotted the
results.
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Chapter 3: Coolpup.py – a versatile tool to
perform pile-up analysis of Hi-C data
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3.1 Abstract
Hi-C is widely used to investigate 3D genome organisation. However, a major
limitation is the great sequencing depth required to detect looping interactions.
An approach to mitigate this is genome-wide averaging (piling-up) of loops from
high-resolution  datasets,  then  measuring  their  prominence  in  less  deeply
sequenced data. We describe coolpup.py – a versatile tool for pile-up analysis
of Hi-C data, demonstrate its utility by replicating findings regarding the role of
CTCF/cohesin in genome organization,  describe the dynamics of  polycomb-
mediated looping across cell cycle and investigate the effect of different data
normalization  strategies.  A  novel  variation  of  the  pile-up  approach  aids  in
statistical analysis of loops. Coolpup.py aids Hi-C analysis by allowing easy to
use, versatile and efficient generation of pileups.
This  Chapter  is  available  as  a  preprint  at
https://www.biorxiv.org/content/10.1101/586537v3 and  is  planned  for
publication at a peer reviewed journal.
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3.2 Rationale
Major advances in the study of 3D genome organization have come from the
development of a family of Chromosome Conformation Capture (3C) methods
(Dekker  et  al.,  2002).  While  these  all  rely  on  the  same principle  of  in  situ
proximity  ligation of  crosslinked and digested chromatin,  the scope of  each
method  varies  depending  on  experimental  processing  and  the  method  of
quantification of the 3C library (Barutcu et al., 2016). Hi-C, a genome-wide 3C-
derivative, is the method of choice to investigate the organization of the whole
genome (Lieberman-Aiden et al., 2009; Rao et al., 2014).
One of the main challenges in Hi-C remains the required sequencing depth due
to the extreme complexity of good quality Hi-C libraries. The output of Hi-C is a
square matrix of interactions and therefore requires a vastly greater sequencing
depth than most sequencing-based approaches that simply look for enrichment
of  reads  linearly  along  the  genome  (Lajoie  et  al.,  2015).  This  limits  the
resolution at which genomes can be analysed in 3D, since going beyond ~5 kbp
resolution requires billions of read pairs for a mammalian genome.
Looping  interactions  are  among  the  most  interesting  features  that  can  be
studied using Hi-C, including Hi-C. Chromatin loops bring distal regions in the
genome into close proximity and are manifest in Hi-C data as foci of increased
interaction frequency (Rao et al., 2014). The majority of loops identified in Hi-C
data  from  mammalian  cells  correspond  to  CTCF/cohesin  associated
interactions, created by loop extrusion (Fudenberg et al., 2016; Gassler et al.,
2017;  Sanborn  et  al.,  2015).  CTCF/cohesin  associated  loops  are  closely
related to topologically-associating domains (TADs), which in most cases are
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encompassed in a loop, and which can in turn contain loops. TADs have been
reported to constrain enhancer-promoter communication  (Franke et al., 2016;
Lupiáñez et al., 2015) and might be related to genome stability (Canela et al.,
2017),  while  some loops  have  been suggested  to  correspond to  enhancer-
promoter contacts (Rao et al., 2014). In addition, distal polycomb sites can be
brought together in ‘loops’ (Bonev et al., 2017; Joshi et al., 2015; McLaughlin et
al., 2019). 
To our knowledge, currently the only robust method to identify loops de novo
requires very deep Hi-C libraries, on the order of over a billion Hi-C contacts
(Rao et al., 2014). This means that the vast majority of Hi-C datasets cannot be
used to identify loops. However, they can be used to quantify the average loop
strength  (i.e.  enrichment  of  contacts  in  those  loops  relative  to  their  local
background). To do this one can average (or “pile up”) all areas of the Hi-C
maps containing loops, annotated in a high-depth dataset  (Rao et al., 2014).
This idea is very similar to “aggregate profiles” used, for example, in chromatin
immunoprecipitation and sequencing (ChIP-seq) analysis to quantify signal in a
subset of regions, except in Hi-C this is for a 2D matrix instead of a linear track.
The same approach can of course be applied directly to the data where the
loops were annotated. Apart from quantifying the strength of known features,
the same analysis can be used to investigate whether certain regions, defined
for  example based on ChIP-seq peaks,  tend to interact  with each other  on
average. To our knowledge the first ever application of pile-up-like analysis was
used  to  investigate  clustering  of  pluripotency  factor  binding  sites  in  mouse
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embryonic stem (ES) cells (de Wit et al., 2013). Pile-up analysis can aid in the
discovery of novel drivers of interactions.
Another challenge is that Hi-C is a population-based method, and only provides
population average measurements. Several single-cell Hi-C approaches have
been published (Flyamer et al., 2017; Nagano et al., 2013, 2017; Stevens et al.,
2017; Tan et al., 2018; reviewed in Ulianov et al., 2017), however none of these
provides data depth or resolution comparable to that which can be obtained
from  a  population  of  thousands  of  cells  (Díaz  et  al.,  2018):  the  resulting
matrices  are  too  sparse  to  analyse  individual  regions,  and  only  aggregate
genome-wide  metrics  can  be  efficiently  employed.  Approaches  to  analyse
strength  of  loops,  TADs and  genome compartmentalization  from such data
genome-wide have been developed (Flyamer et al., 2017). These are all based
on the “pile-up” approach described above using data from single cells for the
regions corresponding to specific features identified in population Hi-C, to boost
the amount of reads used in the analysis.
Since its inception in the current form (Rao et al., 2014), originally termed APA
(“Aggregate  Peak  Analysis”),  pile-up  analysis  has  been  used  in  numerous
publications,  both  to  analyse  single-cell  Hi-C  data  (Flyamer  et  al.,  2017;
Gassler et al., 2017; Nagano et al., 2017) and as a general way of quantifying
feature strength (Abdennur et al., 2018; Bonev et al., 2017; Díaz et al., 2018;
Fudenberg et al., 2016; Hsieh et al., 2019; Krietenstein et al., 2019; Kruse et
al., 2019; McLaughlin et al., 2019; Nora et al., 2017; Rao et al., 2017a; Rowley
et al., 2019; Schwarzer et al., 2017). A visual interactive tool aimed to semi-
manually  classify  and  pile-up  predefined  regions  has  also  been  developed
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(Lekschas et al., 2018). However no single computational tool can perform all
the various kinds of  pile-up analyses that  have been used in  the literature,
including local and rescaled (features of different size or shape are averaged,
e.g. average TADs) and off-diagonal (e.g. average loops) pile-ups with different
normalization  strategies  (Table  1).  At  the  same  time,  performing  detailed
analysis of Hi-C data remains difficult for non-specialists due to the absence of
easy to use tools.
Here we present a unified command-line interface tool written in Python to pile-
up Hi-C data stored in the widely used and versatile .cool format  (Abdennur
and  Mirny,  2020) (coolpup.py).  A  simple  script  for  plotting  the  output  of
coolpup.py is  provided  in  the  package  (plotpup.py),  although  for  higher
flexibility we suggest directly using matplotlib or another library.
Here we have applied coolpup.py to published data to investigate the effect of
different  normalization  strategies  on  the  resulting  pileups,  and  to  replicate
published results  to  verify  coolpup.py’s  algorithm.  We also  present  a  novel
variation of the pileup approach implemented in coolpup.py that retains some
of  the  locus-specific  information  and  would  allow  more  detailed  statistical
analysis of looping interactions in Hi-C data. Using published single-cell Hi-C,
we also investigate the dynamics of polycomb-associated looping revealing a
different dynamics of looping across the cell cycle compared with CTCF loops.
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Feature Juicer HiCExplorer GENOVA coolpup.py
Aggregate loops + - + +
Aggregate region 
pairs
- + + +
Interactions between
two region sets
- + - +
Local pileups - + - +
(Local) rescaled 
pileups












- - - +
Anchored 
pileups/loop-ability
- - - +
Command Line 
Interface
+ + - +
Simple text output of
pileups
+ + - +




Table 1: Comparison of tools to perform pileup analysis on Hi-C data. 
Comparison of four tools for pileup analysis across a set of features: Juicer 
Aggregate Peak Analysis (APA) (Rao et al., 2014), HiCExplorer 
(hicAggregateContacts and hicAverageRegions) (Ramírez et al., 2018), 
GENOVA (APA, ATA and PE-SCAn) (Weide, 2019) and coolpup.py.
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3.3 Methods
3.3.1 Sources of datasets & data analysis
As a proof of principal, we applied  coolpup.py to publicly available Hi-C data
(Bonev  et  al.,  2017;  Nora  et  al.,  2017) using  distiller
(https://github.com/mirnylab/distiller-nf) to obtain  .cool files filtered with a map
quality (mapq) of ≥30. We used this data at 5 kbp resolution. In addition .cool
files for single-nucleus Hi-C (snHi-C), together with coordinates of loops and
TADs  used  in  the  original  publication  (kindly  shared  by  Hugo  Brandão)
(Gassler et al., 2017; Rao et al., 2014), were reanalysed at 10 kbp resolution
(without balancing and with coverage normalization and 10 random shifts). We
also used single-cell Hi-C data for diploid serum-grown mouse ES cells from
(Nagano et al., 2017) (.cool files were kindly shared by Aleksandra Galitsyna)
at 5 kb resolution. We created pile-ups for each cell in the same manner as for
snHi-C, and used average value of interactions in the 3×3 pixel square in the
centre to get level of interaction enrichment. RING1B and H3K27me3 ChIP-seq
peaks were taken from  (Illingworth et  al.,  2015) and lifted over to the mm9
mouse  genome  assembly.  The  coordinates  of  biochemically  defined  CpG
islands were taken from (Illingworth et al., 2010). CTCF ChIP-seq peaks were
taken from  (Bonev et al., 2017) and, following liftOver to the  mm9 assembly,
intersected with  CTCF motifs  found in  the  mm9 genome using  Biopython’s
motifs module  (Cock et al., 2009). A human CTCF position-frequency matrix
was downloaded from JASPAR (MA0139.1). We used only motifs with a score
>7, and discounted peaks containing >1 motif.
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Regions  of  high  insulation  (meaning  low  number  of  contacts  crossing  this
regions) in the Bonev et al. data were called using cooltools diamond-insulation
from 25 kbp resolution data and a window size of 1 Mb. The output was filtered
to  exclude  boundaries  with  strength  <0.1,  and  then  pairs  of  consecutive
boundaries were combined to create an annotation of TADs. TADs longer than
1,500 kbp were not used due to their likely artefactual nature (based on both
visual inspection, and the fact that TAD sizes are reported to be on the order of
a few hundred kbp in mammalian cells  (Rao et  al.,  2014)).  The same loop
annotations for mouse embryonic stem (ES) cells were used as in our recent
preprint (McLaughlin et al., 2019).
All figure panels were created using matplotlib (Hunter, 2007) and assembled
in Inkscape.
3.3.2 Coolpup.py implementation
Coolpup.py is a versatile tool that uses .cool files as the main input together
with a bed (chrom, start, end) or pairbed (chrom1, start1, end1, chrom2, start2,
end2) file to define the regions under investigation. The tool is implemented as
a  python package  which  parses  all  arguments  via  argparse,  performs  the
computation  and  saves  the  output  file(s).  It  leverages  the  scientific  python
environment, taking advantage of numpy (Walt et al., 2011), scipy (Jones et al.,
2001) and  pandas  (McKinney,  2010).  A  separate  CLI  tool  included  in  the
package (plotpup.py) can be used to visualize the results, and uses matplotlib
(Hunter,  2007).  The code  is  available  on  github
(https://github.com/Phlya/coolpuppy) and the package can be installed using
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pip, which then makes  coolpup.py and  plotpup.py available in the command
line. Alternatively, all main functions can be accessed directly from python.
The overall procedure for piling up a lot of small regions is the following. To
minimize the number of file reads (at the cost of required computer memory), a
sparse representation of each chromosome’s Hi-C contact matrix is loaded into
memory. Then, using an iterator, each required location (on- or off-diagonal) is
individually retrieved to generate a corresponding submatrix from the data (with
some specified padding around the centre of the region of interest), and added
to the matrix of the same shape, initialized with zeros, while keeping track of
the number of  summed up regions.  If  specified, coverage of  the window on
each side is recorded. Similarly, if needed, the window (and the coverage) is
rescaled to a required shape. This is done for all chromosomes (optionally, in
parallel using multiprocessing), and then all of the results are summed and then
divided by the total number of windows. If specified, coverage normalization is
applied  at  this  stage.  Then,  unless  otherwise  specified,  a  normalization  to
remove distance-dependency of contact probability is applied. In most cases
the best and most efficient way is to use a (chromosome-wide) expected value
for each diagonal of the matrix, which can be obtained for a cooler file using, for
example,  cooltools compute-expected.  With the assumption that the probability
of  interactions  only  depends  on  distance,  the  whole-chromosome expected
matrix is diagonal-constant matrix A with diagonal values d (also known as a
Toeplitz  matrix),  such as:  Ai , j=A i+1 , j+1=d|i− j| The simplicity  of  this expected
model  allows  trivial  creation  of  a  matrix  containing  expected  values  for  an
arbitrary  region  of  the  intra-chromosomal  Hi-C  map  without  generating  the
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whole matrix to avoid high memory requirements, which is done for each region
of  interest.  All  expected  matrices  are  averaged  to  generate  a  normalizing
matrix. Alternatively, if the expected values are not available, for example for
single-cell  Hi-C  data,  this  normalization  can  be  performed  using  randomly
shifted control  regions.  In that case, to generate the normalizing matrix,  the
whole pile-up procedure is repeated, but the coordinates are randomly shifted.
In the end, the resulting matrix of averaged ROIs is divided element-wise by the
normalizing matrix to remove effects of distance.
If not specified, balanced data with chromosome-wide expected normalization
was used when creating pileups, except  for  the zygote and single-cell  Hi-C
datasets,  where randomly shifted controls  and coverage normalization were
used instead. For the single-cell Hi-C  (Nagano et al., 2017) analysis we only
used pairs of  RING1B and convergent  CTCF peaks within  100-800 kbp of
each  other,  since  previous  analysis  (data  not  shown)  indicated  this  as  the
distance range where both looping modes are observed. For plotting average
TADs,  apart  from  observed/expected  pileups  in  Figure  3.2B,  we  show  the
matrices  after  re-introduction  of  slow  decay  of  interaction  probability  with
distance.  We  simply  perform  element-wise  multiplication  of  the
observed/expected matrix by a matrix of the same shape where each diagonal i
has the value i-0.25, starting from i=0.
3.3.3 Performance profiling
Coolpup.py performance was tested on the University of Edinburgh Open Grid
Scheduler cluster (Eddie3). We used Hi-C data for mouse ES cells from (ref.
Bonev et al., 2017) and from  (Nora et al., 2017) for testing. To generate the
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required large number of coordinates for testing, we used coordinates of the B3
repeat from RepeatMasker track available from UCSC Genome Browser. For
coordinate pairs, we used all pairs of convergent CTCF sites, described above.
A separate job was submitted for each measurement, and the runtime of the
coolpup.py call was recorded. Subsets of different sizes were generated using
coolpup.py’s --subset argument. Where not specified, 4 compute cores were
utilized.  All  measurements were performed 5 times.  Plotted everywhere are
actual measured runtime values, the line shows mean values and shaded area
-  ±95%  confidence  interval,  using  the  seaborn plotting  package  (Michael
Waskom et al., 2018).
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3.4 Results
3.4.1 Different normalization strategies implemented in 
coolpup.py
Coolpup.py is a tool designed to create pileups from Hi-C data. Hi-C data can
be  normalized  in  different  ways  to  remove  either  technical  biases,  or
uninteresting  (in  this  context)  biological  signal  of  the  decay  of  contact
probability with genomic distance. Coolpup.py provides ways to deal with both
of these problems.
Hi-C data are usually normalized to remove systematic biases, such as GC-
content  or  restriction  site  frequency  (Yaffe  and  Tanay,  2011).  Cooler
implements a matrix balancing (visibility equalization) approach to remove all
potential biases (Imakaev et al., 2012) and, when available, it is recommended
to use balanced data for pile-ups. However, sometimes, for example in single-
cell  Hi-C, removing biases is  impossible due to sparsity of  data.  Therefore,
using unbalanced data is also an option in  coolpup.py. However, because of
the averaging of  multiple regions during the pile-up procedure,  the effect  of
biases  can however  be  partially  mitigated by  normalizing  the matrix  by  the
coverage (i.e. the total number of contacts of the bins in the chromosome) of
the averaged regions  (Flyamer et al., 2017). As illustrated in  Figure 3.1A for
both CTCF and polycomb (RING1B) loops, this approach reduces coverage
variability between bins and removes sharp crosses from the central bin that is
present  with  unbalanced  data.  This  normalization  seems  to  slightly  over-
correct, i.e. the value of the central pixel is consistently somewhat lower than
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when using balanced data. However, the results overall look more similar to
balanced data than without coverage normalization.
Figure 3.1. Hi-C data normalization strategies. (A) Comparison of coverage 
normalization strategies for pile-up analyses using mouse ES cell Hi-C data (Bonev 
et al., 2017). Normalization approaches are in columns: matrix balancing (iterative 
correction); no normalization; no balancing with coverage normalization of the 
pileups. The different averaged regions are shown in rows: loops associated with 
CTCF (n=6536), loops associated with RING1B (n=104) (see Methods), all pairwise 
combinations of high RING1B peak regions from the 4th quartile (by RING1B 
ChIP-seq read count) (n=2660 of peak regions). All pileups produced with 10 
randomly shifted controls to remove short distance artefacts. All pileups are 
normalized to the average of the top-left and bottom-right corner pixels to bring them
to same scale. Number in top left corner is value of the central pixel. 5 kb resolution 
with 100 kb padding around the central pixel (therefore, the each side of the pileup 
corresponds to 205 kbp). Colour is shown in log-scale and shows enrichment of 
interactions. (B) Same as A, but for different approaches to remove distance-
dependency of contact probability with balanced data. In columns: single randomly 
shifted control regions per ROI; ten randomly shifted control per ROI; normalization 
to chromosome-wide expected; no normalization. Same rows as in (A).
In addition to normalization to remove biases, it is often desirable to remove the
distance-dependency of contact probability in Hi-C data, since it can have a
very strong  effect  on  the resulting pileup by  introducing  artefacts  from very
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short  distances, and sometimes can obscure interesting properties, such as
enrichment in the centre of the pileup. However it is worth bearing in mind that
this normalization can also hide real signal in the data, such as enrichment of
interactions in the lower left corner, observed for CTCF-anchored loops (data
not shown). The general approach to perform this normalization is to create a
vector  of  expected  contact  frequency,  which  usually  corresponds  to  the
averaged value of the Hi-C map at each diagonal per chromosome. A file with
such information (for balanced data) can be obtained using cooltools compute-
expected  and  then  used  in  coolpup.py to  normalize  the  pileups.  However
sometimes the expected information is unavailable, for example, in single-cell
Hi-C  it  can  be  too  noisy.  In  that  case,  an  alternative  approach  to  remove
distance-dependency of contact frequency can be used: for each position in the
Hi-C map being averaged, a matched set of randomly shifted control regions
with the same distance separation is used (Flyamer et al., 2017). In this way, by
creating  many  such  control  regions  for  each  region  of  interest  (ROI),  it  is
possible to estimate the expected frequency of  interactions even for  sparse
single-cell Hi-C data. As shown in Figure 3.1B, both of these approaches are
excellent  at  removing artefacts resulting from short-range interactions in the
pileups and produce visually indistinguishable results. However, for a small set
of regions (e.g. RING1B associated loops) a higher number of randomly shifted
controls for each ROI is required to prevent noise. We note that for local pile-
ups (especially with rescaling; see below) random controls perform better than
simple normalization to expected values (data not shown).
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3.4.2 Applications of pile-ups
As well as the basic pile-up procedure, there are multiple variations built in to
coolpup.py which  are  tailored  to  answer  different  biological  questions.  The
following  ones  are  trivial,  but  worth  mentioning.  For  example,  often  it  is
desirable to restrict the minimal and/or maximal separation of analysed sites,
either  to  remove  short-range  artefacts,  or  to  analyse  the  distribution  of
enrichment signal across different distance scales. Only certain chromosomes
might  need to be included, or,  with too many regions of  interest,  a  random
subset can be taken to speed up the computation.
A popular variation of the pile-up approach is “local” pile-up: an analysis which
focuses on near-diagonal features. For example, we averaged regions of high
insulation annotated in the deep ES cell  Hi-C dataset to visualize insulation
strength after Auxin-induced degradation of CTCF  (Nora et al., 2017)(Figure
3.2A). In this case the pileups are performed in the same way as previous off-
diagonal  pileups,  however  the  regions  that  are  averaged  lie  on  the  main
diagonal  of  the Hi-C map.  A variation of  this approach is  local  pileups with
rescaling to analyse features of different size, for example, TADs  (Flyamer et
al.,  2017).  As an example, TADs, based on aforementioned regions of  high
insulation  annotated  in  data  from  (Bonev  et  al.,  2017),  were  averaged  to
visualize changes in local interaction strength upon CTCF degradation (Nora et
al., 2017) (Figure 3.2B). Here all windows centred on regions of interest are
rescaled to the same size, and then averaged.
Pileups  are  a  particularly  important  approach  to  analysing  very  low  depth
datasets to uncover genome-wide average patterns,  which are indiscernible
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when  looking  at  individual  regions  in  such  shallow  data.  Here  we  apply
coolpup.py to reproduce results from a dataset comprising pooled data from a
few single cells, to show a loss of loops and TADs in mouse zygotes lacking
SCC1 (RAD21), the kleisin subunit of cohesin (Gassler et al., 2017). Since the
material is so limiting and data are based on single cells, the total number of
contacts in this dataset is very low: 4.8 and 9.2 million contacts in Scc1+/+ and
Scc1-/-,  respectively.  However,  we successfully performed pileups, both with
“traditional” averaging of loops, and local pileups of TADs with rescaling, and
observe the loss of both loops and TADs upon deletion of cohesin, comparable
to the original study (Figure 3.2C).
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Figure 3.2. Pileup variations. (A) Local pileups of high insulating regions in ES 
cells across untreated, auxin-treated and wash-off conditions in CTCF-AID Hi-C 
data (Nora et al., 2017). 25 kb resolution data with 1,000 kb padding around the 
central pixel. (B) Local rescaled pileups of TADs (defined based on high insulating 
regions) across same data as in (A) from 5 kbp resolution data. Top row: raw 
observed over expected pileups; bottom row: pileups after artificial re-introduction of
shallow decay of contact probability (P(c)=s-0.25, see Methods) for easier visual 
interpretation of the data (Flyamer et al., 2017). (C) Loop and rescaled TAD pileups 
for pooled single-cell Hi-C data showing loss of structures in Scc1-/- zygotes (Gassler
et al., 2017). (D) Two examples of anchored pileups from RING1B+/H3K27me3+ 
CpG islands, with no visible enrichment (top), or with very prominent enrichment 
(bottom). The anchored region is on the left side of the pileup, and its coordinates 
(including the padding) are shown on the left. The value of the central pixel 
(“loopability”) shown in top left corner. (E) Distribution of “loopability” values of 
CpG islands not bound by RING1B, CpG islands bound by RING1B, and CpG 
islands bound by RING1B and also marked by H3K27me3.
All  pile-up approaches include averaging of  multiple regions, a drawback of
which  is  loss  of  locus-specific  information.  We  therefore  designed  a  novel
approach  that  retains  some  information  about  the  specific  loci  used  in  the
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analysis.  In  this  approach, we pile-up a single region against  multiple other
regions; the same can be done for each of many regions in a set against all
other regions. Then by extracting the value in the central pixel in pileups for
each region, we can get a “loop-ability” value, which can then be related to
other features of analysed regions, such as the level of occupancy by different
factors. To confirm that this approach can work, we checked some example
regions  that  displayed high  or  low level  of  “loop-ability”,  to  ensure  that  the
values we observed were not due to noise from piling up interactions of a single
region (see two examples in Figure 3.2D).
A simple proof of principle analysis highlights the interactions between sites
bound by polycomb group proteins in mouse ES cells (data from Bonev et al.,
2017). By splitting the CpG islands (data from Illingworth et al., 2010) (the main
targets of polycomb binding in ES cells) in the mouse genome into RING1B (a
core  component  of  Polycomb  Repressive  Complex  1  -  PRC1)  negative,
RING1B  positive,  and  RING1B  and  H3K27me3  positive  sets  (data  from
Illingworth et al., 2015), we observe high “loop-ability” values for the two latter
groups, while the RING1B negative CpG islands have close to no enrichment
(Figure 3.2E).
Pileups are an invaluable tool when analysing Hi-C data from single cells, since
averaging features across the whole genome helps to circumvent the sparsity
of  the  data.  Here  we  apply  coolpup.py to  analyse  the  looping  interactions
across the cell cycle using published single-cell Hi-C dataset from hundreds of
mouse  ES  cells  (Nagano  et  al.,  2017).  We  compared  the  enrichment  of
interactions in different cell cycles stages for CTCF- and RING1B-associated
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interactions (Figure 3.3A,B). For convergent CTCF sites, we detected the loss
of loop strength in early G1, and in pre- and post-mitotic cells, consistent with
the  original  publication  (Nagano  et  al.,  2017).  In  contrast,  the  interactions
between RING1B binding sites have a very different dynamic across the cell
cycle. They are at their weakest during S phase, progressively strengthening
during G2 and not reaching their peak until early G1. This is consistent with the
cell  cycle kinetics of  H3K27me3 abundance at  polycomb marked sites with
H3K27me3  levels  lowest  during  S  phase  where  they  are  diluted  after  the
replication fork, with levels of H3K27me3 only accumulating slowly through G2
and not peaking again until G1 of the next cell cycle  (Reverón-Gómez et al.,
2018).
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Figure 3.3. Chromatin looping dynamics across cell cycle. (A) Hi-C interaction 
enrichment levels for single cells ordered along the cell cycle (Nagano et al., 2017) 
for CTCF- and RING1B-associated loops. Curves represent LOWESS-smoothed 
data for easier interpretation. (B) Distribution of enrichment values in all cell cycle 
stages from data in (A).
3.4.3 Coolpup.py can deal with huge numbers of regions
Creating pileups from intersections of genomic regions can require averaging a
huge number of 2D windows: the number of 2-combinations grows quickly with
the  number  of  regions.  For  example,  with  ~1000  regions  per  chromosome
(which is approximately equivalent to the number of genes), requires averaging
of ~10,000,000  windows for the whole genome, several orders of magnitude
more  than  the  number  of  regions  usually  averaged,  such  as  number  of
annotated loops (~10,000). Therefore, it is important for a general-purpose tool
for creating pileups to scale well with the number of averaged 2D windows. To
facilitate this, coolpup.py performs a very low number of read operations on the
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Hi-C data – only once per chromosome (or twice, when using randomly shifted
controls). Whilst this necessitates that the whole Hi-C matrix of a chromosome
has to be loaded into memory,  it  is  only stored in a sparse format,  and so
conventional  Hi-C datasets can be analysed on a regular desktop (although
multi-billion contact datasets might require a high-memory machine; data not
shown).
To test  the performance of  coolpup.py and how this depends on number of
regions of interest, we measured the runtime with varying number of two-sided
coordinate  pairs (mimicking loop annotation)  (Figure 3.4A),  and varying the
number of one-sided coordinate interactions being averaged (Figure 3.4B). We
used both deep Hi-C data (Bonev et al., 2017), and “regular depth” data (Nora
et al., 2017) from mouse ES cells. With both datasets, the runtime was almost
constant up to a certain number of “loops” (~1-2×105), where it starts quickly
increasing (Figure 3.4A). Notably, the best annotations that exist to date only
contain <40,000 loops (Krietenstein et al., 2019), and therefore this would fall
within the flat part of the curve. Similarly, in the latter analysis, runtime didn’t
increase  up  to  1600  regions  of  interest,  and  started  growing  quickly  after
reaching ~10,000 ROIs.  Importantly,  in both analyses the difference in time
between datasets with almost 10-fold sequencing depth difference is not very
large, and probably largely driven by differences in time required to read the
data from disk.
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Figure 3.4. Performance profiling. (A) Runtime (seconds) of coolpup.py with 
varying number of averaged “loops” for two Hi-C datasets with different depth, 
using 4 cores. (B) Same as (A), but for number of linear regions between which 
interactions are averaged. (С) Runtime of the same analysis with 5000 linear regions 
and a varying number of cores.
Since coolpup.py supports parallel processing to speed up analyses, we also
tested  how  well  it  scales  with  the  number  of  computer  cores  used.  We
measured the runtime of the same analysis performed with varying number of
cores  (Figure  3.4C)  and  showed  that  the  runtime  shortened  linearly  with
additional  processes.  This  means  the  parallelization  strategy  used  in
coolpup.py is efficiently utilizing available CPU cores and when available, we
recommend using many cores to speed up computation, although this would
also significantly increase memory requirements.
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3.5 Discussion
With the large efforts being made in deciphering the structure and function of
the genome in 3D, efficient, robust and versatile tools are required to facilitate
quick  hypothesis  testing.  Unlike  for  RNA-seq,  ChIP-seq and other  genome-
wide methods, analysis of complex Hi-C data remains a challenge only readily
accessible  to  specialists  in  the  field  due  to  an  absence  of  easy  to  use
informatics tools, with a few exceptions. One popular analysis applied to Hi-C
data is pile-ups, which show an average genome-wide view of a selected set of
regions in the 2D Hi-C interaction matrix: a very visual and intuitive approach at
analysing data.
Here we presented coolpup.py, a versatile tool to perform pile-up analysis on
Hi-C data in .cool format. Apart from simple generation of pile-ups, coolpup.py
can  be  used  to  explore  different  data  normalization  strategies.  While  we
recommend  using  balanced  data  with  normalization  to  chromosome-wide
expected  interaction  frequency,  in  certain  cases  a  different  normalization
strategy  can  be  beneficial.  Similarly,  exploring  other  parameters  of  the
algorithm  (such  as  minimal  separation  between  averaged  loop  bases,  or
minimal length of locally averaged features) is straightforward with coolpup.py.
Using  our  tool,  we  reproduced  published  results  on  the  role  of  CTCF and
cohesin in generating chromatin loops and TADs. We have shown application
of  coolpup.py to  both  low  coverage  Hi-C  data  (merged  snHi-C  data),  and
extremely sparse single-cell Hi-C data. The latter analysis not only replicated
published data on CTCF-mediated looping changes across the cell cycles, but
also revealed novel cell cycle dynamics of polycomb-associated interactions of
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highest  contact  enrichment  around  the  time of  mitosis.  We  note  that  these
observations are generally consistent with the reduction and slow recovery of
the H3K27me3 mark after replication (Alabert et al., 2015; Reverón-Gómez et
al., 2018), as well as an antagonistic relationship between cohesin-mediated
loop extrusion and looping between RING1B target sites, reported previously
(Rhodes  et  al.,  2020)(Rhodes  et  al.,  2020)(Rhodes  et  al.,  2020).  These
observations also pose a question whether polycomb-associated interactions
persist in metaphase chromosomes - a possibility since components of CBX2-
containing PRC1 remain associated with metaphase chromosomes  (Zhen et
al., 2014). These novel insights highlight the exploratory power of such pile-up
analysis.
Since coolpup.py is designed as a command-line tool and allows reading the
coordinates of regions from standard input, it is compatible with computational
pipelines,  and  can  be  readily  used  in  shared  computing  environments.
Moreover, it remains accessible for non-specialists with minimal knowledge of
the command line and no programming experience.  Coolpup.py should aid in
improving  reproducibility  by  providing  a  standardised  approach  for  pile-up
analysis which is intuitive and therefore accessible to both specialists and non-
specialist alike. We hope that it will facilitate research into the 3D organization




Coolpup.py is a versatile tool able to perform a variety of pile-up analyses. It
takes widely used file formats as input, can be applied to large datasets and
included in computational pipelines. It is easy to use by non-specialists, and
should make Hi-C data analysis more accessible to the field as a whole.
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3.7 Availability of data and materials
Coolpup.py is  available  on  GitHub  (https://github.com/Phlya/coolpuppy,  doi:
10.5281/zenodo.3237784) and can be installed from the Python Package Index
(PyPI).  It  is  distributed under  the permissive MIT license.  All  code used to
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Chapter 4: Canonical PRC1 folds the
genome in 3D in mouse ES cells
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4.1 Abstract
While currently it is not understood how PRCs silence genes, one of the main
features of domains of PRC binding is altered chromatin structure. Specifically,
targets of PRC1 are highly compacted, and cluster together in nuclear space
(Eskeland et al., 2010; Joshi et al., 2015; Kundu et al., 2017; Schoenfelder et
al.,  2015).  An  appealing  model  is  that  this  structural  property  of  polycomb
complexes contributes to gene silencing, perhaps by reducing accessibility of
the promoters to activating factors, or their receptiveness to enhancer-driven
activation  (Kundu et al., 2017). It  is also likely to increase the robustness of
gene  regulation  by  creating  a  larger  repressive  environment  and  high
concentration of silencing factors.
In this Chapter I describe my findings about the properties of PRC1-mediated
chromatin structures and the role of PRC1 subcomplexes in creating them in
mouse ES cells, using Hi-C. Comparing wild-type cells to a RING1B knock-out
line, I show that the PRC1 complex creates both local compaction of its targets,
and distal interaction between them. I also used ES cells with a RING1B I53A
point mutation which has greatly impaired E3 ubiquitin ligase activity (Buchwald
et al., 2006; Elderkin et al., 2007; Illingworth et al., 2015). My data suggest that
there  is  no  direct  role  of  the  H2AK119ub  mark  deposited  by  RING1B  in
formation  of  3D  chromatin  structures.  I  have  gone  on  to  computationally
investigate what determines formation of distal interactions between RING1B
binding sites. Surprisingly, distance turned out not to be an important factor,
since I  detect  enriched interactions even at  genomic separations of  50-100
Mbp. This is  in contrast to loops mediated by CTCF which are restricted to a
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distance  scale  up  to  ~1-2  Mbp.  Moreover,  consistent  with  locus-specific
examples in the literature  (Kundu et al., 2017), I could detect a clear role of
canonical PRC1 binding, but not PRC2 or variant PRC1 complexes in forming
these interactions. Further taking advantage of our genome-wide data,I show
that transcriptional activation of polycomb targets in cells lacking RING1B is
not required for loss of interactions between them.
The most important findings of this Chapter were included in our manuscript
(Boyle, Flyamer, et al., manuscript in preparation). Some other findings by my
collaborators included in the preprint will be referenced in the Chapter.
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4.2 Results
4.2.1 General analysis of Hi-C data from RING1B 
mutant mESCs
To investigate the role of PRC1 in organisation of the genome in 3D genome-
wide,  I  performed  in  situ Hi-C on three mES cell  lines:  wild type E14TG2a
(denoted  WT  below),  RING1B-/- E14  ES  cells  (denoted  KO  below),  and
RING1BI53A/I53A (denoted I53A below) (Illingworth et al., 2015). Since RING1B is
the predominant  RING1 homologue expressed in mESCs,  knock-out  of  this
gene  essentially  leads  to  loss  of  PRC1  function  (Leeb  and  Wutz,  2007).
RING1A can potentially  partially  compensate  for  loss  of  RING1B.  However
double-knockout  cells  lose  ES  cell-specific  morphology  and  probably
spontaneously differentiate,  and therefore any differences are convoluted by
overlay of loss of PRC1 and differentiation (Endoh et al., 2008). Levels of many
PRC1  components  also  drop  in  RING1B  knock-out  cells,  suggesting  their
degradation when not part of the multiprotein complex (Leeb and Wutz, 2007).
I53A mutation disrupts the interaction between RING1B and the E2 ubiquitin
ligases, while preserving interactions within the PRC1 complex  (Buchwald et
al., 2006; Elderkin et al., 2007; Illingworth et al., 2015). Therefore it causes a
great  loss (while not  a  complete loss of  function)  of  the E3 ubiquitin  ligase
activity of RING1B, and H2A119Ub levels  (Blackledge et al., 2019; Cohen et
al., 2018; Illingworth et al., 2015). We used the I53A cell line to investigate the
potential  role  of  the  H2AK119ub  in  directing  genome  folding.  A  severe
depletion  of  ubiquitination  levels  in  cells  with  this  mutation  would  reveal  its
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involvement  in  3D organization,  while  low level  of  residual  modification  still
allows correct targeting of polycomb components (Blackledge et al., 2019).
I generated 4 independent Hi-C datasets for WT cells, and 2 datasets each for
I53A and KO cells. I analysed the data using the distiller-nf pipeline to perform
read mapping, filtering and binning into the Hi-C matrices. In total, I obtained
approximately 300 million intra-chromosomal contacts longer than 1000 bp for
each  condition  (Figure  4.1A).  Quality  of  the  data,  as  measured  by  the
percentage of  usable reads (~30-50% of total  reads, except  WT-3 replicate
with 25% reads) was consistent between replicates and conditions. 
One of the key measures used to assess the gross nuclear organization using
Hi-C data, is analysis of  Pc(s) curves, which describe how contact probability
changes with genomic separation (Lieberman-Aiden et al., 2009; Naumova et
al., 2013). Changes in the slope of the curve can reveal changes in chromatin
compaction at  different  scales. Knowing that the nuclear size is  significantly
increased in RING1B KO cells (or other conditions of loss of polycomb binding)
while cell cycle profile is preserved (Boyle et al., 2019), I expected to observe a
steeper  Pc(s)  (Flyamer et al., 2017) in that condition. However, surprisingly I
didn’t  observe  any  difference  between  conditions  (Figure  4.1B)  using  this
measurement.  This  suggests  that  the  gross  chromatin  density  is  not
significantly changed in either of the mutant cells, and expansion of nuclear size
is not linked to general chromatin decompaction. One possible explanation for
this  is  that  the  change  in  nuclear  size  is  driven  by  the  expansion  of  the
interchromatin  compartment  (IC)  with  preserved  volume  occupied  by
chromatin, potentially due to presence of more RNA from derepressed genes in
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KO cells. Since IC is present between the chromosome territories, I reasoned
that if  it’s expanded, the frequency of  inter-chromosomal (or  trans) contacts
should be diminished in KO cells. Therefore, I investigated the fraction of inter-
chromosomal  contacts  in  these  datasets  (Figure  4.1C).  Surprisingly,  the
fraction of trans contacts was slightly higher in the data from KO cells. This is
consistent with decompaction of chromosome territories, and does not agree
with  the  Pc(s)  analysis.  A  potential  explanation  for  this  could  be  a  specific
expansion of IC in the interior of chromosome territories, which would not lead
to chromatin decompaction,  but  would reduce the relative volume of  the IC
between  chromosome  territories.  This  could  be  caused  by  transcriptional
derepression of polycomb targets upon RING1B KO. I also observed a very
subtle loss of trans contacts in the I53A data, but its biological significance is
unclear.
I  next  investigated  more  specific  features  of  the  Hi-C  maps:  chromatin
compartmentalization (Imakaev et al., 2012) and local insulation (Crane et al.,
2015). Compartmentalization is measured at low resolution (200 kbp here) by
eigenvector  decomposition  of  the  Hi-C  matrix  and  choosing  one  of  the  top
eigenvectors  with  the  highest  correlation  with  GC  content  (Imakaev  et  al.,
2012).  This reveals the pattern of  spatial  segregation of  active and inactive
compartments in the nucleus, and therefore is affected by the transcriptional
state of the cells. Since transcriptional changes in RING1B KO cells are much
greater than in I53A cells (Illingworth et al., 2015), I expected to see a bigger
difference for KO from the WT cells.
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Figure 4.1. Quality control and comparison of gross properties of Hi-C data. 
(A) Read statistics of Hi-C datasets used in this Chapter: four replicates of wild type 
ES cells (dark blue), two replicates of RING1BI53A/I53A cells (blue), and two 
replicates of RING1B-/- cells (light blue). Y axis shows number or reads, and is log-
scaled. Categories are: number of reads (“total”), number of mapped reads 
(“total_mapped”), number of mapped reads after removal of PCR/optical duplicates 
(“total_nodups”), number of intra-chromosomal contacts longer than 1 kbp 
(“cis_1kb+”), number of inter-chromosomal contacts (“trans”). (B) Pc(s) curves for 
combined data for three conditions used in this Chapter. (C) Fraction of inter-
chromosomal contacts in all replicates of the data used in this Chapter.
Consistent with the massive gene derepression in RING1B KO (hundreds of
genes (Illingworth et al., 2015)), KO datasets clustered separately from the WT
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and I53A cells (Figure 4.2A). At the same time I53A cells clustered together as
a subgroup of the WT, consistently with the minor transcriptional changes in
this condition (Illingworth et al., 2015). Looking at the same data using Principle
Components Analysis (PCA), I observed a similar pattern (Figure 4.2B) with
KO replicates visibly separated from the rest of the data. However, WT cells
are very spread out along the second principle component (and other top 6
components,  with  the  main  pattern  preserved;  data  not  shown).  This  is
probably due to the ~50% lower sequencing depth of all WT replicates relative
to the I53A and KO replicates, which causes higher variability in compartment
estimation.
Next I performed a genome-wide analysis of local insulation using insulation
index  (Crane et al., 2015). This simple approach counts how many contacts
cross a particular genomic location within a restricted distance window, and
can be performed at a high resolution. Here I used 25 kbp resolution and 1 Mbp
window size  (chosen by  visual  inspection  of  insulation  peak calls,  however
results are similar with other parameters; data not shown).
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Figure 4.2. Comparison of compartmentalization and local insulation. (A) 
Hierarchical clustering of genome-wide compartment signal (first eigenvector) of Hi-C 
data from all Hi-C data used in this Chapter (200 kbp resolution). (B) Principle 
component analysis of data from (A). Colours of the points indicate the genotype. (C) 
Same as A, but for insulation index (25 kbp resolution, 1 Mbp window size). (D) 
Principle component analysis of data from (C). Colours of the points indicate the 
genotype.
I  analysed the results the same way as above for the compartmentalization
analysis, using hierarchical clustering (Figure 4.2C) and PCA (Figure 4.2D). In
the clustering I observed KO and I53A cells form separate subgroups together
within the larger cluster of WT cells. Looking at the PCA plot, it is clear that the
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situation is very similar to the compartmentalization analysis with separation of
KO cells from the rest,  except the variability of  WT replicates is higher and
causes  less  clear  separation  of  other  conditions  from  them.  However,  the
smaller  effect  of  RING1B  loss  on  local  insulation  compared  to
compartmentalization  is  consistent  with  much  more  subtle  local  chromatin
structures  formed  by  PRC1,  than compartmentalization  dependent  on  gene
silencing  mediated  by  polycomb.  Of  note,  performing  clustering  or  PCA
analysis on combined data recovers the expected structure of KO data being a
conspicuous  outlier  relative  to  the  WT and  I53A cells,  which  are  clustered
together for both discussed metrics (data not shown), but significance of such
analyses with just 3 groups is questionable.
4.2.2 Compaction of long PRC1 targets
Certain polycomb binding targets have been shown to be highly compacted in
ES cells, with this compaction dependant on PRC1 binding  (Eskeland et al.,
2010; Kundu et al., 2017; Williamson et al., 2014). Most of the research in this
area  has  focused  on  the  four  paralogous  Hox  loci,  since  these  Hox  gene
clusters are very long (~100 kbp) and have particularly high levels of PRC1
binding (Schoenfelder et al., 2015). However it has also been shown, by high-
resolution 5C on a few examples, that other regions of high PRC1 binding form
similar structures with increased level of interactions inside them (Kundu et al.,
2017). Here I address this question genome-wide using my Hi-C data.
First, I visually confirmed that I observe similar patterns of increased interaction
frequency at Hox loci. Shown in Figure 4.3A-D are all Hox clusters, and they all
clearly form highly compacted structures with a lot of local interactions in Hi-C
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data, visible as triangles of darker colour in the Hi-C map. In comparison, there
is a very subtle decrease in interaction frequency in the PRC1-bound region in
the data from I53A cells. However, the investigation of the same regions in data
from  RING1B  KO  shows  complete  loss  of  these  dense  structures.  This  is
observed across all four Hox regions, and it is consistent with previous reports
(Eskeland et al., 2010; Kundu et al., 2017). I tested these changes for statistical
significance by comparing them to the distribution of observed/expected signal
ratios of 10,000 random regions of identical size from the same chromosome
(Figure 4.3EF, Table 2) . Interestingly, the decrease of interactions in I53A cells
compared to WT cells is significant with a Z-score of 1.9 for the HoxD, but the
rest  of  Hox  loci  don’t  change significantly  in  this  condition.  However,  when
comparing data from KO cells to WT cells, all Hox regions display a high level
of significance with Z-scores of ~8. Exact Z-scores and p-values are available
in Table 2.  A potential reason for this difference in decompaction in I53A cells
could be that the HoxD and HoxC (the most affected of the other three Hox loci)
are not split into a major and minor parts, while both HoxA and HoxB have a
gap with a few genes separated from the rest. It is most prominent in HoxB,
which does not change at all in I53A cells.
Next I looked at other extended regions of PRC1 occupancy in the genome
(RING1B ChIP-seq data from Illingworth et  al.,  2015).  I  could observe local
enrichment of interaction in all regions investigated earlier by 5C (Kundu et al.,
2017). One example of such region is the Cbx2/Cbx8/Cbx4 gene cluster, where
the  former  two genes  and part  of  the  intergenic  sequence are  coated  with
H3K27me3 and RING1B (Figure 4.4A), forming a >50 kbp long region of PRC1
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binding with a short gap between the two genes. A very similar pattern to the
HoxD region is observed here, with a region of high interaction frequency in WT
cells, subtle weakening in I53A, and a much greater loss in RING1B KO data.
This is mirrored by the statistical analysis of this region, with Z-score of 1.4 in
comparison of I53A cells with WT, which corresponds to a p-value of ~0.08
(Figure 4.4C, Table 2). In contrast, the change is highly significant in KO cells
with  Z-score  of  4.07.  Interestingly,  the  local  enrichment  of  contacts  is
incompletely in this case, unlike for Hox clusters. Either it is maintained here by
a  different  mechanism  operating  independent  of  PRC1  (e.g.  cohesin/CTCF
mediated loop extrusion), or in this region RING1A can partially compensate for
loss of RING1B. Very similar results were obtained for another extended PRC1
target, the region containing the Nr2f2 gene (Figure 4.4B, D, Table 2).
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Figure 4.3. Local compaction of Hox clusters targets. (A, B, C, D) Hi-C maps at 
10 kbp resolution of the HoxA/B/C/D gene clusters, respectively, in WT, I53A and 
KO cells, and differential maps of ratio of mutant data over WT data. Genes, 
H3K27me3 and RING1B ChIP-seq signals (from WT cells) are shown below. (E, F) 
Testing decompaction in the Hox regions. The curves show the distribution of 
observed/expected ratios for 10,000 random regions, lines – the ratios for Hox regions.
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I then decided to quantify this loss of local interactions genome-wide. I used
two approaches to do this. First, I used coolpup.py to create local rescaled pile-
ups (see Chapter 2) of long continuous regions of RING1B binding. I chose all
≥10 kbp long regions with RING1B ChIP-seq peaks within 5 kbp of each other.
There were 181 regions like that in the mouse ES cell genome. I used 1 kbp
resolution Hi-C data, since the regions of interest were too short to analyse at
lower resolution. Averaging parts of the WT Hi-C map corresponding to these
regions,  revealed  a  pattern  of  locally  increased  interactions  which
corresponded to the the RING1B binding (Figure 4.5A). As expected from the
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Figure 4.4. Local compaction of extended non-Hox Polycomb targets. (A, B) 
Same as Figure 4.3A-D, but for the Cbx2/4/8 (A) and Nr2f2 (B) gene regions. (C, D) 
Same as Figure 4.3E-F, but for the Cbx2/4/8 and Nr2f2 gene regions.
above  analysis  of  some  example  regions,  in  I53A  cells  this  pattern  is
weakened, but it essentially completely disappears in RING1B KO cells. This
shows that chromatin compaction of PRC1 targets is observed genome-wide
for at least the extended regions of RING1B binding, and it depends on the
presence of RING1B/PRC1. Whilst with this analysis it is impossible to tell what
fraction of regions displays this pattern but it is sufficient to generate a clear

































1.90 0.03 8.01 5.6E-16
Table 2: statistical analysis of changes in local compaction between 
WT and I53A or KO cells for regions discussed in this Chapter: four 
Hox regions, the Cbx gene cluster and the Nr2f2 region.
An alternative approach I used to quantify the same phenomenon was splitting
the  whole  genome  into  25  kbp  windows  of  different  levels  of  RING1B
occupancy from ChIP-seq data (Figure 4.5B). Since the vast majority of the
genome has very low level of RING1B occupancy as detected by ChIP, I used
very unevenly sized groups. The first group of windows contained the 99.5% of
the genome with essentially no RING1B binding. The rest was split into three
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groups of increasing RING1B binding by the 99.8 and 99.9 percentiles. Then
for  each  of  these  groups,  I  calculated  the  average  number  of
observed/expected interactions within these windows, and plotted this together
with 95% confidence interval error bars to quantify local chromatin interactions/
compaction across these groups. This approach revealed a lower than average
(in the first group) level of compaction in the 99.5-99.8 percentile group. This is
probably related to generally high gene density, since PRC1 and PRC2 are
found at  CpG islands  (Ku et  al.,  2008),  and compartment  A association of
RING1B bound regions in ES cells (data not shown), with insufficient level of
PRC1  binding  to  detect  compaction  generated  by  it.  In  WT  and  I53A
conditions, the level of interactions increases with higher RING1B binding, with
slightly  lower  signal  in  the  I53A  data.  In  KO  data,  however,  the  level  of
interactions decreases with higher level of RING1B binding. This creates a very
large difference in average interaction frequencies between WT and I53A data,
and  KO  data  for  the  highest  0.1%  genome  by  RING1B  binding,  which
corresponds to 97 windows (2.425 Mbp total). As in previous analyses, I53A
cells show slightly lower level of interactions that WT here, but the compaction
is still clearly observed relative to RING1B KO data.
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Figure 4.5. Genome-wide quantification of local compaction by PRC1. (A) Local
rescaled pileups of all long regions of RING1B binding (length>10 kbp, n=181) in 
WT, I53A and KO Hi-C data. Black bar shows the location of the averaged RING1B 
binding sites. (B) Mean number of normalized local Hi-C interactions in 25 kbp 
windows of varying levels of RING1B binding from ChIP-seq (split into four 
groups), for WT, I53A and KO data. Error bars show 95% confidence interval 
obtained by bootstrapping. Number of regions in each category is shown as grey bars
with value on the right Y axis.
4.2.3 Interactions between distal PRC1 binding sites
Apart  from  local  compaction,  distal  interactions  between  targets  of  PRC1
binding have been previously reported (Bonev et al., 2017; Joshi et al., 2015;
Kundu et al.,  2017; Rhodes et  al.,  2020; Schoenfelder et al.,  2015).  I  could
clearly see these in my Hi-C data in a number of regions. Therefore, I decided
to take advantage of my genome-wide data to study these in detail: previous
analyses were limited by selection of regions for FISH/capture-C/5C, or didn’t
investigate why some regions interact with each other, while others don’t.
One of  the most prominent interactions I  have seen is formed between two
large PRC1 domains,  which contain  Skida1 and  Bmi1 genes (Figure 4.6A).
When comparing the same interaction between RING1B genotypes, I observed
the  same  pattern  to  local  compaction  –  perhaps,  a  slight  reduction  of
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interactions in I53A cells, and complete disappearance of the distal interactions
in  cells  lacking  RING1B.  After  statistical  testing  of  differential  interaction
frequency in the same way as above, I observe quantitative, but not statistically
significant  decrease  in  interaction  frequency  in  I53A  cells,  and  a  highly
significant loss in KO (Figure 4.6B). I investigated another example in the same
way.  I  chose  a  region  containing  three  prominent  PRC1-associated  loops,
between  Nkx2-2,  Pax1 and  Foxa2 (and a few less prominent loops which I
didn’t analyse), which visually had a very similar pattern, like all other looping
interactions I observed: largely retained interaction frequency in I53A data, and
complete loss in KO data (Figure 4.6C). And again I could statistically confirm
my observations: all three of these loops were not significantly affected in I53A
cells, but were lost (with varying level of significance) in cells lacking RING1B
(Figure 4.6D).
I  then  went  on  to  quantify  these  distal  interactions  genome-wide  using
coolpup.py.  First  of  all,  I  wanted  to  confirm  that  this  is  indeed  observed
genome-wide, and that the interactions are fully lost in RING1B KO. To do that
I  performed  genome-wide  pile-ups  of  all  intra-chromosomal  interactions  of
CGIs across three conditions, since CGIs are the primary target of PRC binding
in mESCs (Figure 4.7A). I analysed four different sets of CGIs: all CGIs, CGIs
not bound by RING1B, CGIs bound by RING1B and CGIs both bound RING1B
and marked by H3K27me3.
In  the  first  two  categories  I  observed  close  to  no  enrichment  in  all  three
conditions.  When analysing RING1B-occupied CGIs,  I  observe high level  of
enrichment in both WT and I53A cells, which is reduced to almost the same low
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level as in CGIs not bound by RING1B in KO cells. A similar pattern with even
higher enrichment in the first two conditions is observed in the last category of
CGIs. This is consistent with these interactions being a general property of at
least  a  large  fraction  of  RING1B-bound  CGI,  so  that  I  still  observe  a  high
enrichment, and it  is not lost during averaging of all  the potential interaction
sites.
Figure 4.6. Example of looping interactions between PRC1 targets. (A) Same as
Figure 4.3A for the region around a prominent interaction between PRC1 binding 
sites containing Skida1 and Bmi1 genes. (B) Same as Figure 4.3B, but for the 
Skida1-Bmi1 loop. (C) Same as (A), but for a region containing three pairwise 
interactions between PRC1 binding sites containing Nkx2-2, Pax1 and Foxa2 genes. 
(D) Same as (B), but for three interactions observed in (C). Colours identify which 
interaction is analysed.
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Figure 4.7. Pile-up analysis of loops between PRC1 targets. (A) Pile-ups of 
interactions between CGIs, normalized to expected level of interactions. In rows, 
subgroups of CGIs: all CGIs, CGIs with no RING1B binding, CGIs with RING1B 
peaks, CGIs with both RING1B and H3K27me3 peaks. In columns, different 
conditions: WT, I53A and KO cells, and then Untreated and auxin-treated CTCF-
AID cells from (Nora et al., 2017). Text in top left corner shows enrichment in the 
centre of the pileup (average of central 3×3 pixels). (B) Pile-ups of interactions 
between CTCF sites of different orientation (> and <, for forward and reverse, 
respectively) and between RING1B peaks, at different distances in WT data. Here 
they are additionally normalized to average signal in top left and bottom right 3×3 
pixels to avoid artificially high/low signal across the whole square at different 
distances. (C) Same as (A), except in rows are quartiles of RING1B peaks by total 
RING1B signal, and only for WT, I53A and KO data. Additionally, a heatmap of all 
ordered RING1B peaks is shown on the left (generated by Rob Illingworth).
To make sure these interactions are created by PRC1 rather than the well-
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studied  process  of  cohesin-driven  loop  extrusion  (Fudenberg  et  al.,  2016;
Sanborn et  al.,  2015), I analysed published Hi-C data for ES cells in which
CTCF can  be  efficiently  degraded  by  addition  of  auxin  (Nora  et  al.,  2017).
Strikingly, the pattern of average interaction enrichment for both untreated and
auxin treated cells matches that of my WT and I53A (Figure 4.7A), although
Hi-C experiments were performed in a different lab with a different protocol.
This not only suggests robustness of my analysis to these variations, but also
provides evidence for formation of PRC1-mediated interactions independently
of loop extrusion. A recent report of enhanced RING1B-associated loops upon
auxin-induced  degradation  of  cohesin  in  mouse  ES  cells  supports  this
conclusion,  while  also  suggesting  that  loop  extrusion  can  disrupt  PRC1-
mediated interactions (Rhodes et al., 2020).
From visual  exploration  of  the Hi-C maps it  was clear,  that  not  all  pairs  of
RING1B peaks form visible peaks of contact frequency enrichment. Therefore,
I  decided to investigate what rules govern formation of interactions between
PRC1 binding sites. The first candidate was genomic separation between the
peaks,  since  it  has  previously  been  shown  that  CTCF-mediated  loops  are
restricted to a short distance range <2 Mbp (Rao et al., 2014). I hypothesized
the  same  would  be  observed  for  RING1B-associated  loops.  To  test  this,  I
performed  pileup  analysis  of  CTCF-  and  PRC1-mediated  interactions  at
different genomic distances (Figure 4.7B). I split CTCF peaks (from Bonev et
al., 2017) by orientation of the CTCF motif in them (and discarded peaks with
no motif, or motifs with different orientations, for simplicity). I then created all
possible  pairwise  interactions  of  CTCF  sites  for  all  four  combinations  of
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orientations  (<>,  >>,  <<  and  ><).  Loops  are  predominantly  formed  by
convergent (><) CTCF peaks; however, one can observe patterns formed by
loop-extrusion  for  other  orientations  as  well  (Jung  et  al.,  2017).  I  then
performed pileup analysis using subsets of these interactions, and all potential
interactions between RING1B peaks, across a range of increasing distances,
starting from 50 kbp - 100 kbp with doubling separation intervals until 51.2 Mbp
- 102.4 Mbp. All  patterns in all  four motif  orientations for CTCF interactions
disappeared at around 1.6 Mbp separation, but strikingly enrichment of looping
between RING1B peaks persisted with similar strength across all  distances.
This means that distance is not a factor that influences interactions between
PRC1 targets, and strongly suggests that the mechanism of their formation is
distinct from loop extrusion, which creates CTCF-associated interactions. Of
note,  while  the  enrichment  of  interactions  over  background  is  clear  at  all
distances, absolute interactions frequencies for these loops decay sharply with
distance similarly to all intra-chromosomal interactions (Figure 4.7B).
To determine whether the local properties of the PRC1 targets play a role in
determining the frequency of interactions between them I looked into whether
simply  the  amount  of  PRC1  bound,  as  measured  by  RING1B  signal  in
ChIP-seq data, has an impact on looping. I used RING1B ChIP-seq data to
split peaks into quartiles by total read count, and then performed pileups for
each quartile  separately  (Figure 4.7C).  Interestingly,  abundance of  RING1B
binding clearly impacts on distal interactions between PRC1 targets, since in
particular  Quartile  4  with  highest  binding  had  much  higher  enrichment  of
interactions than lower quartiles, in both WT and I53A data, while this pattern is
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essentially  absent  from KO data.  The  weak  increase  in  enrichment  across
quartiles in KO data is probably caused by a low level of RING1A-containing
PRC1 in these cells. Taken together, these two findings suggest a mechanism
for  formation of  PRC1-mediated interactions that  is  completely  distinct  from
loop extrusion that creates CTCF-associated loops (consistent with a recent
report  (Rhodes et  al.,  2020)).  These loops are most likely created by direct
interactions between PRC complexes bound to the genomic sites, upon their
(stochastic?) encounter in the 3D nuclear space. In this sense it  is probably
similar  to  the mechanism of  driving nuclear  compartmentalization based on
interactions of like with like, and could involve phase separation  (Plys et al.,
2019; Tatavosian et al., 2018).
Any interactions involving simple search by diffusion and “stickiness” would be
enhanced  by  longer  interacting  regions,  since  it  would  both  facilitate  more
efficient exploration of 3D space, and promote stronger interactions between
regions, once they have found each other. Therefore, I investigated whether the
length of the RING1B peak regions impacts on interaction enrichment between
them,  using  the  same  approach  as  with  the  RING1B  analysis  above:  by
splitting all  RING1B peaks into quartiles by length,  and performing pile-ups
between regions in each group (Figure 4.8A). As predicted by my hypothesis,
this showed a very prominent increase in interactions between longer RING1B
peaks, similarly to analysis of total RING1B binding. However, of course, these
two features are related to each other, since longer peaks will on average have
more RING1B bound to them than shorter ones.
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Another  factor  that  could  play  a  role  in  influencing  interactions  between
RING1B peaks is the composition of the bound PRC1 complexes . It has been
shown,  on  a  few  example  regions,  that  canonical  (PHC-containing)  PRC1
(cPRC1)  complexes  can  drive  local  interactions,  while  variant,  or  non-
canonical, PRC1 (vPRC1) does not play a role in this (Kundu et al., 2017). That
is consistent with the proposed structural  role of  cPRC1 components CBX2
and PHC, suggested from work both  in vitro (Grau et al., 2011) and  in vivo
(Isono et al., 2013; Lau et al., 2017; Wani et al., 2016). Therefore I wanted to
test  this using genome-wide data using the same approach.  I  split  RING1B
peaks into 4 quartiles based on ratio of CBX2 and RYBP binding from ChIP-
seq  (Deaton et al., 2016; Rose et al., 2016)- canonical and variant subunits,
respectively (Figure 4.8B). Interestingly, when sorting all RING1B peaks by this
ratio,  it  produced  a  very  prominent  gradient  in  signal  of  both  proteins,
suggesting  that  different  RING1B  peaks  are  bound  by  different  dominating
subtypes  of  PRC1  complexes  (Gao  et  al.,  2012).  Consistent  with  previous
reports of structural role of cPRC1 subunits, Quartile 4 with high-CBX2/low-
RYBP regions had a much higher interaction enrichment, than Quartile 1. The
same  result  was  obtained  when  using  a  different  pair  of  cPRC1/vPRC1
subunits  (MEL18,  also  known as  PCGF2),  and  KDM2B  (Blackledge  et  al.,
2014; Morey et al., 2015); data not shown). This strongly suggests that cPRC1
is key for creation of distal interactions. However, the ratio of cPRC1/vPRC1
correlated with the amount of RING1B binding and peak length, which I have
previously  shown  to  be  important  factors  for  enhancing  distal  interactions.
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Therefore, a new approach to analyse these relationships was required which
would take all of the potential factors into account simultaneously.
I used the loop-ability of all RING1B peaks, defined as enrichment in the pile-up
of  each  peak’s  interactions  with  all  other  RING1B  peaks  in  the  same
chromosome (see previous Chapter). I then applied a linear model to predict
the  value  of  loop-ability  using  all  potential  factors  discussed  above.  I  also
added H3K27me3 ChIP-seq  (Illingworth et al., 2015) signal into the model, a
mark  deposited  by  PRC2,  to  make  sure  this  approach  works  faithfully  to
recover only true factors important for looping, since PRC2 likely does not play
a role in that  (Illingworth,  2019; reviewed in Matheson and Elderkin,  2018).
Since I normalized the range of values of the predictors in the models, their
coefficients  can  be  used  as  a  measure  of  their  quantitative  impact  on  the
outcome - loop-ability of a PRC1 target. A more positive value of the coefficient
shows  stronger  positive  impact  on  looping  interactions,  while  negative
coefficients suggest relatively negative influence of a predictor on interactions
between PRC1 targets. I performed this modelling for WT, I53A and KO Hi-C
data,  and  also  for  an  independent  wild-type  ES cell  dataset  (Bonev  et  al.,
2017).  As  expected,  level  of  RING1B  signal  and  Peak  Length  had  a  high
positive  impact  on  looping,  while  H3K27me3  had  a  negative  effect  (Figure
4.8C), in both WT and I53A data. A similar positive effect was observed for the
components of cPRC1, in particular CBX2, while components of vPRC1 had a
negative impact on looping. Interestingly, RING1B (and MEL18) occupancy are
no longer statistically significant predictors of loop-ability, suggesting that while
there are residual structures, they are not mediated by RING1B, but perhaps
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by low level of RING1A-containing PRC1. As expected, the predictive power of
the  model  dropped  greatly  for  the  KO  data,  as  measured  by  Pearson’s  r
between  true  and  predicted  values,  since  the  interactions  are  much  less
prominent and variability in enrichment is probably mostly driven by noise. The
WT result was validated by repeating the same analysis with a different wild-
type ES cell dataset  (Bonev et al., 2017). Since that dataset is much deeper,
noise  is  reduced and both the coefficients  of  predictors  and the correlation
coefficient of the model are higher. Interestingly, the biggest increases in the
model  coefficient  here  relative  to  WT/I53A  data  correspond  to  cPRC1
components and Peak Length, consistent with these being the key properties
important for looping.
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Figure 4.8. cPRC1 binding is key for establishment of distal interactions. (A) 
Pile-ups of RING1B peaks split into quartiles by their length in WT cells. (B) Pileups
of RING1B peaks split into quartiles by ratio of CBX2/RYBP binding from ChIP-seq
(in rows) for WT, I53A and KO cells (in columns). Heatmaps for CBX2, RYBP and 
RING1B ChIP-seq for all regions are shown on the left (created by Rob Illingworth).
(C) Barplots showing coefficients for predictors in a linear model predicting loop-
ability, in WT, I53A and KO cells, as well as an independent WT Hi-C from (Bonev 
et al., 2017). In orange, components of canonical PRC1, in green – variant PRC1. 
Lighter bars are not significantly different from 0 (p>0.05).
Interestingly, the RING1B peak regions that tend to loop the most to other peak
regions,  are  similar  to  genes  described  in  the  literature  as  “retainers”  of
RING1B peaks upon loss of vPRC1  (Fursova et al., 2019) or some level of
repression independently of RING1B catalytic activity (Blackledge et al., 2019):
particularly  long  PRC1  targets  with  very  high  levels  of  RING1B  binding.
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Therefore  I  was  interested  in  comparing  these  two sets.  First,  I  needed to
obtain the regions that I detect looping with others in my Hi-C data. I chose
those that have loop-ability of at least 1.5 in WT cells, and lose it in KO cells by
at least a factor of 1.5. Using this arbitrary definition, I obtained 295 RING1B
peak regions  that  take part  in  looping  interactions  in  a  RING1B-dependent
manner, that I termed “loopers” (Figure 4.9A). Loopers were significantly longer
than non-loopers (Mann-Whitney p-value 5.38E-78), had more RING1B (Mann-
Whitney  p-value  1.36E-35)  and  CBX2  (Mann-Whitney  p-value  8.87E-54)
binding,  consistently  with  my previous analysis  (Figure 4.9B).  While loopers
also had higher enrichment for H3K27me3 (Mann-Whitney p-value 7.02E-13),
they  were  not  enriched for  RYBP (Mann-Whitney  p-value  0.057)  and were
depleted of KDM2B binding (Mann-Whitney p-value 8.4E-11) (Figure 4.9B). I
then  compared  these  regions  to  those,  identified  as  “retainers”  in  previous
studies  (Blackledge et  al.,  2019;  Fursova et  al.,  2019).  I  found the nearest
RING1B  peak  regions  corresponding  to  TSSs  of  the  retainer  genes,  and
intersected these sets with the set of loopers (Figure 4.9C).
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Figure 4.9. Loopers retain repression in vPRC1 KO and RING1B catalytic dead
cells. (A) Scatter plot of loop-ability in WT (X axis) vs loop-ability in RING1B KO 
(Y axis) for all RING1B peak regions, colour-coded by total RING1B ChIP-seq 
signal. 295 regions with at least 1.5 loopability value and with at least 1.5× loss of 
interactions in RING1B KO cells are defined as “loopers”. (B) Quantification of 
features of loopers and non-loopers: average signal of PRC1 components, 
H3K27me3 and region length. NS – Not significant, p>0.05, HS – highly significant,
all p<10-10.(C) Intersection of loopers and retainers from (Fursova et al., 2019) and 
(Blackledge et al., 2019). Both overlaps are highly significant using a 
hypergeometric test (p=7.53×10-74 and p=2.83×10-15, respectively).
Strikingly, more than half  of the Fursova retainers are also loopers, a highly
significant  enrichment  (p=7.53×10-74,  hypergeometric  test).  Similarly,  ~⅓  of
Blackledge  retainers  are  loopers  (p=2.83×10-15,  hypergeometric  test)
Considering the noisiness in the loop-ability measurements and the arbitrary
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selection of loopers, there is a possibility these sets are even more similar in
reality than what I observe. This suggests that these sites could be a special
class  of  PRC1  targets,  partially  silenced  by  cPRC1,  potentially  through
chromatin compaction, distal interactions and formation of polycomb bodies. 
Finally, so far I have been assuming that loss of interactions in RING1B KO
cells is due to absence of cPRC1 directly. One other possible explanation is
that gene derepression and transcriptional activation are the reason for the loss
of distal contacts. This would explain why the structures are retained in I53A
cells, where changes to transcriptional landscape are minimal, but they are lost
in RING1B KO cells with a large number of transcripts upregulated relative to
wild type. To check this possibility, I again took advantage of the genome-wide
nature  of  my data,  and created  pile-ups  for  RING1B peaks  within different
distances from strongly upregulated genes (Figure 4.10A). If gene activation is
required for loss of interactions, I expected to obtain higher contact enrichment
in  the  last  category,  that  contains  RING1B  peaks  farthest  away  from
upregulated genes. However I didn’t observe this. More importantly, I analysed
RING1B peaks  at  varying  separations  from any  upregulated  genes  (Figure
4.10B). Here, if gene expression is the cause of loss of interactions, I expected
to see prominent loss of interactions only in the case of RING1B peaks close to
an upregulated gene, but no difference for peaks far away. However I did not
observe this, and if anything, the interaction enrichment is slightly higher for
peaks closer to derepressed genes. These observations strongly argue against
the hypothesis that  transcription of  target  genes is what  disrupts polycomb-
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mediated  looping  interactions  in  RING1B  KO  cells,  and,  probably,  loss  of
cPRC1 binding is the crucial factor.
Figure 4.10. Pile-ups of RING1B peaks at different distances from upregulated 
genes. (A) Pile-ups between RING1B peaks from Quartile 4 (see above) at different 
distances from any genes strongly upregulated in KO over WT cells (log2(FC) ≥ 1 & 
p ≤ 0.01). Maximal distance in each category is shown on the left together with the 
number of such peaks in it; =0 kbp indicates overlapping peaks. WT, I53A and KO 
data in columns. (B) Same as (A), but for RING1B Quartile 4 peaks at least a certain 
distance away from any genes even weakly upregulated in KO over WT cells 
(log2(FC) ≥ 0.5).
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4.3 Discussion & conclusions
In this chapter, I have presented detailed analysis of 3D chromatin organization
driven by PRC1 in mouse ES cells. I used Hi-C to investigate the structures
associated  with  PRC1,  after  showing  the  high  quality  of  the  data.  I  used
genome-wide  averaging  approaches  to  quantify  changes  in  structures  in
RING1B  I53A  mutant  and  RING1B  KO  cells,  while  also  discussing  some
example regions.
As has been shown previously, I observe local compaction of PRC1 targets
genome-wide,  as  measured  by  Hi-C  contact  frequency.  I  show  that  this
compaction  is  slightly  impaired  in  I53A  mutant  cells,  however  only  fully
removing  PRC1  by  knocking  out  RING1B  abrogates  these  structures
completely.  While  this  result  is  expected  based  on published  FISH data,  it
contradicts a previously published paper from the Bickmore lab (Williamson et
al., 2014). There, while observed by FISH, loss of compaction across the HoxD
locus in RING1B KO cells was not observed by 5C, while knock-out of Eed, a
core component of PRC2 showed an almost complete loss of compaction. A
potential explanation for this discrepancy between two orthogonal methods is
high abundance of PRC2 bound to HoxD in RING1B KO cells, which affects
crosslinking,  digestion  or  ligation  efficiency  during  the  preparation  of  3C
libraries. There are two likely explanations for the difference between 5C and
my Hi-C data. First is the difference in the restriction enzyme that was used for
digestion of the chromatin. In the 5C it was EcoRI, an enzyme blocked by CpG
methylation  (https://international.neb.com/products/r0101-ecori),  while  I  used
DpnII, a CpG methylation insensitive enzyme, when preparing Hi-C libraries.
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Therefore,  changes  in  DNA  methylation  around  this  region  in  different
conditions could affect the 5C data, while Hi-C would not be affected. Another
potential source of difference is data analysis. 5C data was not balanced to
equalize visibility of all bins, and therefore a region with an unusually high total
number of contacts also creates a visible increase in contact frequency within
itself.  Hi-C  data  are,  however,  balanced,  and  all  locus-specific  biases  are
removed.
RING1B  catalytic  activity  has  recently  been  shown  to  be  crucial  for
PRC1/PRC2 targeting when inducibly and fully inactivated  (Blackledge et al.,
2019). I53A turns out to be a severe hypomorphic mutation, while it still causes
an almost complete loss of H2AK119 ubiqitination levels.  If  this modification
was directly important for creating chromatin compaction, I would expect to see
a near-complete loss of  structures associated with PRC1. However there is
only  a  mild  defect  suggesting  that  it  is  mediated  by  somewhat  impaired
targeting of canonical PRC1 upon reduction of H2AK119ub.
This is also supported by absence of any effect of RING1B I53A mutation on
looping interactions genome-wide, which are completely lost  in RING1B KO
cells.  Why are local  interactions more affected by level  of  H2AK119ub than
distal  interactions? The mechanism of their  formation could be distinct  from
local  compaction,  and  perhaps  additional  factors  could  be  involved  in
compacting chromatin which interact with H2AK119ub, or therefore could be
alternative substrates for RING1B E3 ligase activity; for example, cohesin-SA2
has recently  been proposed to  organize PRC1 domains  in  mouse ES cells
(Cuadrado et al., 2019), unlike cohesin-SA1. This particular model is, however,
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questionable in light of persistence of PRC1-associated structures upon auxin-
inducible degradation of Scc1 (Rhodes et al., 2020).
My  data  suggest  that  PRC1  targets  prefer  to  co-localize  in  the  nucleus
irrespective  of  the  genomic  separation  between  them  (relative  to  random
interactions  at  the  same separations).  This  striking  observation  suggests  a
different  mechanism  for  PRC1-mediated  interactions  from  cohesin/CTCF-
mediated  loops  extrusion,  where  interactions  are  restricted  to  1-2  Mbp
distance,  and have  no  enrichment  beyond that.  While  interactions  between
PRC1 targets at large distances have been observed previously (Bonev et al.,
2017; Denholtz et al., 2013; Joshi et al., 2015; Schoenfelder et al., 2015; Vieux-
Rochas et  al.,  2015),  it  hasn’t  been appreciated that  the distance does not
influence the interaction frequency enrichment between them. CTCF/cohesin
mediated loops are generated by a linear process (loop extrusion, which acts
along the chromatin fibre) and therefore are strongly influenced by genomic
distance. cPRC1-mediated interactions, however, are probably not formed by a
linear  process:  a  simple  “stickiness”  of  PRC1  targets  upon  stochastic
coalescence in 3D space is sufficient to explain my observations (Figure 4.11).
Together with a clear role for cPRC1 subunits including CBX2, above suggests
a  (micro)phase/liquid-liquid  phase  separation  mechanism  of  interactions
between PRC1 targets, since CBX2 has be reported to be able to undergo this
process (Plys et al., 2019; Tatavosian et al., 2018). Interestingly, unpublished
observations of 1,6-hexanediol sensitivity of PRC1 target clusters made by Iain
Williamson  (a  researcher  in  the  Bickmore  lab)  support  this  hypothesis.  An
alternative mechanism of PRC1-mediated interactions involves oligomerization
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of the PHC subunits through their SAM-domains (Isono et al., 2013). Since this
interaction could link PRC1 complexes bound to distal targets, it would bridge
genomic regions together. However such interactions, since they are specific
protein-protein interactions and don’t  rely on weak hydrophobic interactions,
should not be disrupted by 1,6-hexanediol. Possibly, PHC-driven interactions
primarily act on shorter range local interactions and generate compaction, while
phase  separation  driven  by  CBX2  is  the  key  driver  or  distal  contacts.
Consistently  with  this,  IW  has  preliminary  data  that  suggest  only  partial
decompaction  of  the extended HoxD region  upon 1,6-hexanediol  treatment,
while distal regions behave similarly to RING1B KO cells. However definitive
data regarding this hypothesis is currently lacking.
Finally, I showed that loss of gene repression is not the reason for the loss of
distal loops in RING1B KO cells, since they are lost for interactions between
RING1B binding sites not only near upregulated genes, but also those ≥500
kbp away from any genes with even slight increase in transcript levels. This
also suggests that 3D organization of the chromatin by PRC1 is not sufficient to
repress  genes  –  its  loss  does  not  always  lead  to  gene  activation.  This  is
consistent  with  a  recent  report  of  the  importance  of  vPRC1  complexes  in
silencing  the  majority  of  PRC1 targets,  with  only  a  small  fraction  of  genes
silenced by cPRC1 (Fursova et al., 2019). This raises the question of the role
for chromatin compaction and looping mediated by cPRC1. While in the flies
these interactions have been shown to enhance silencing of PRC1 targets that
take part in these interactions (Bantignies et al., 2003, 2011), this has not been
shown for mammals, probably due to the difficulty caused by absence of PREs
149
in the system. Loss of the PHC subunits or of their ability to oligomerize causes
loss of Polycomb bodies and leads to gene de-repression (Isono et al., 2013;
Kundu et al., 2017), but it also might be causing reduction of PRC1 binding to
its  targets.  Therefore  it  is  unclear  whether  the  3D  contacts  and/or  local
compaction have a role in gene silencing.
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Figure 4.11. In addition to CTCF/cohesin-mediated loops and interactions 
between active genes, PcG-bound regions form long-range interactions via 
cPRC1. Both active regions and cPRC1 targets might interact due to phase 
separation of components of proteins in these genomic regions, and these 
interactions are not limited to short distances.




Mouse  ES  cells  are  derived  from  inner  cell  mass  of  the  E3.5  embryos.
However,  conventionally  grown ES cells  correspond  to  later  developmental
stages due to  the presence of  developmental  cues in the foetal  calf  serum
present in the media. An alternative approach for growing ES cells uses defined
media  without  the  presence  of  serum,  but  including  two  small-molecule
inhibitors PD0325901 and CHIR99021, which target mitogen-activated protein
kinase kinase (Mek) and glycogen synthase kinase-3 (Gsk3), respectively, and
is  termed  “2i”  (Ying  et  al.,  2008).  This  culture  method  not  only  leads  to
uniformly high expression of pluripotency-associated factors such as Nanog,
but  also  globally  remodels  the  epigenome  of  ES  cells:  DNA  is  globally
hypomethylated, which leads to redistribution of H3K27me3 and PRC binding
(Joshi et al., 2015; Marks et al., 2012). While in serum-cultured ES cells the
genome  is  coated  with  5mC  and  it  prevents  polycomb-binding  to  non-CGI
regions,  in  2i  H3K27me3  is  extensively  found  in  (no  longer  methylated)
intergenic and repetitive regions (satellites), while its enrichment over CGIs is
greatly diminished (Marks et al., 2012).
It has been shown by promoter capture Hi-C that certain polycomb-associated
interactions  are  weakened  in  2i  culture  conditions  due  to  this  epigenetic
remodelling  and  redistribution  of  PRC  binding  (Joshi  et  al.,  2015).  I  was
interested in analysing this example of epigenetic remodelling in more detail
genome-wide  using  Hi-C.  I  have  shown  that  local  compaction  of  extended
PRC1 targets, such as Hox regions, is disrupted in 2i culture, and although not
all regions respond to this PRC1 redistribution to a great extent, on average the
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effect is easily observed. I then investigated interactions between distal PRC1
targets.  This analysis revealed the same pattern: with overall  reduced distal
interactions,  some regions  lose  long-range  interactions  completely,  while  at
other  loci  the  associations  are  only  somewhat  reduced.  This  seems  to  be
related to the extent of RING1B binding loss in 2i  relative to serum culture.
Finally, I compared the average looping strength in serum and 2i culture to data
from  early  mouse  embryos.  This  revealed  a  striking  absence  of  RING1B-
associated loops in data from embryos, suggesting 2i models the epigenome
and 3D genome architecture of ICM imperfectly.
The  most  important  findings  of  this  Chapter  were  included  in  our  preprint




5.2.1 Global analysis of Hi-C data from serum- and 2i-
cultured mouse ES cells
I  wanted  to  investigate  reorganization  of  cPRC1-mediated  interactions  in  a
model of development that involves global epigenetic reprogramming of DNA
methylation and polycomb distribution. In collaboration with Katy McLaughlin, a
former PhD student in the lab, I performed Hi-C on ES cells grown in serum and
2i  culture  conditions.  Cell  culture  and  validation  of  2i  conversion  were
performed by Katy McLaughlin. Conversion to 2i was performed over 2 weeks.
We generated 2 independent Hi-C datasets for each condition, to obtain a total
of ~350 and ~400 million cis contacts longer than 1 kbp total for each condition
(Figure 5.1A). Overall quality of the libraries was consistently high with >40%
usable reads of  all  reads, with the only exception of  serum-1, where it  was
~28%.
I then analysed the curves of  contact probability across distance separation
(Pc(s)) for  these  data  (Figure  5.1B).  They  were  consistent  between  two
replicates,  but  varied  between  conditions.  In  particular,  both  2i  libraries
exhibited much higher contact probabilities at very long distances >3×107 bp.
This  is  probably  caused  by  changes  in  cell  cycle  in  the  ground  state
pluripotency, since contact probability at this distance range is much higher in
G1 cells than other cell  cycle stages  (Nagano et al.,  2017; Naumova et al.,
2013), and cells cultured in 2i have a longer G1 phase (ter Huurne et al., 2017).
I did not observe any other significant differences in the Pc(s) curves between
culture conditions consistent with grossly similar chromatin organization.
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Figure 5.1. Quality control and comparison of gross properties of Hi-C data. 
(A) Read statistics of Hi-C datasets used in this Chapter: two replicates each of 
mouse ES cells grown grown in serum (purple) and 2i (light blue). Y axis shows 
number or reads, and is log-scaled. Categories are the same as in Figure 4.1 (B) Pc(s)
curves for all data used in this Chapter. (C) Fraction of inter-chromosomal contacts 
in all replicates of the data used in this Chapter. Bars show fraction of combined 
cis_1kb+ and trans contacts. Black boxes show fraction of total deduplicated 
contacts. 
I then investigated the fraction of inter-chromosomal contacts found in these
libraries (Figure 5.1C). While these were very consistent for two replicates of
cell grown in serum, two 2i libraries had very different  trans-contact fractions.
Since I excluded very short-range cis contacts (<1 kb) when calculating these
fractions, I suspected that perhaps the fraction of these short contacts is very
different between the two replicates. Indeed, in 2i-1 35% of  cis contacts are
shorter than 1 kbp, and only 20% - in 2i-2.  Therefore I  repeated the trans-
155
contact  fraction  calculation  without  excluding  short-range  contacts,  and
observed much more similar values. However these values will now contain a
lot  of  artefactual  reads  and  their  comparison  between  conditions  is  not
meaningful. While this relies on a single replicate of data from 2i cells with lower
fraction of <1 kbp contacts, the fraction of trans-contacts in ground state seems
slightly  elevated,  which  would  suggest  somewhat  higher  chromosome
intermingling  and lower  level  of  chromosome compaction.  Alternatively,  this
might also be related to relative enrichment of G1 cells in 2i.
Ground  state  ES cells  have  a  significantly  different  gene  expression  profile
compared to cells grown in serum (primed pluripotency)  (Marks et al., 2012),
therefore I  wanted to check whether chromatin compartmentalization is also
altered. I performed clustering analysis of the eigenvector tracks (Figure 5.2A),
and also projected them onto the first two Principal Components (Figure 5.2B).
The two culture conditions were clearly separated in both analyses. Similarly, I
analysed  local  insulation  profiles,  which  showed  a  separation  of  the  two
conditions,  but  with  a  smaller  difference  than  compartmentalization  (Figure
5.2C,D). Therefore while there are differences in insulation between ES cells
grown  in  serum  and  2i  media,  the  most  prominent  global  effect  on  3D
organization is  related to compartmentalization,  which is  probably related to
changes in gene expression or differences in cell cycle.
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Figure 5.2. Comparison of compartmentalization and local insulation. (A) 
Hierarchical clustering of genome-wide compartment signal (first eigenvector) of Hi-C 
data from all Hi-C data used in this Chapter (200 kbp resolution). (B) Principle 
component analysis of data from (A). Colours of the points indicate culture conditions.
(C) Same as A, but for insulation index (25 kbp resolution, 1 Mbp window size). (D) 
Principle component analysis of data from (C). Colours of the points indicate culture 
conditions.
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5.2.2 Local compaction of extended PRC1 targets in 
ground state pluripotency
As  discussed  in  the  previous  Chapter,  long  targets  of  PRC1  are  strongly
compacted in WT ES cells  grown in standard serum/LIF culture  conditions.
Therefore, I decided to investigate whether this compaction is perturbed in 2i
culture upon altered PRC1 binding due to global DNA hypomethylation. First, I
investigated the 4 paralogous Hox loci, where polycomb binding over ~100kb
domains has previously been shown to cause a visible chromatin compaction
(Eskeland et al., 2010) (Figure 5.3). The most striking difference between the
Hi-C  data  for  these  regions  in  serum-grown  vs  2i  cultures  mESCs  was
observed at HoxC (Figure 5.3C). There is a loss of local interactions over HoxC
in 2i conditions which, though not as complete as that in RING1B KO cells (see
previous  Chapter),  it  is  clearly  visible  and  highly  significant  with  z=5.7,  p-
value=5.9*10-9 (Table 3). Of note is almost complete loss of RING1B binding
across the HoxC cluster in ground state (Figure 5.3C), which correlates with
significant upregulation of transcription in the  HoxC12-HoxC13 region  (Marks
et al., 2012). HoxA and HoxB clusters also significantly lose interactions by Hi-
C  (Figure  5.3A,B;  Table  3),  while  HoxD has  a  visibly  reduced,  but  not
significant, loss of interactions in 2i (Figure 5.3D, Table 3). This is perhaps due
to the lowest level of transcriptional upregulation among all four Hox clusters,
according to visual inspection of data from (Marks et al., 2012; McLaughlin et
al., 2019). Even though changes in Hi-C contacts at HoxD were not significant,
the HoxD locus is significantly decompacted in 2i conditions when measured by
158
FISH  (McLaughlin et al., 2019). These experiments were performed by Katy
McLaughlin.
When exploring non-Hox polycomb targets, a similar pattern is observed. While
the  Cbx2/4/8 gene cluster visibly loses interactions (Figure 5.4A), this is not
significant  (Table  3),  another  similar  region  containing  the  Nr2f2 gene  is
significantly decompacted (Figure 5.4B,  Table 3). This suggests variability in
the responses of different regions to DNA hypomethylation: while some loss of
structure  can  usually  be  seen,  only  a  subset  of  regions  show  statistically
significant changes in Hi-C contacts.
To  quantify  the  loss  of  local  Hi-C  interactions  indicative  of  decompaction
genome-wide, I used the same approaches as in the previous Chapter: I used
local rescaled pile-ups of Hi-C data for all ≥10 kbp long RING1B target sites
(n=181) and observed areas of enriched contact frequency corresponding to
RING1B binding sites in serum-cultured ES cells in local pileups (Figure 5.5A).
These  were greatly depleted in cells grown in 2i culture conditions and show
that, on average, genome-wide compaction of extended PRC1 targets is lost in
ground  state  pluripotency.  Importantly,  it  doesn’t  disappear  completely,
consistently with some regions retaining a certain level of compaction in this
condition.
159
Figure 5.3. Local compaction of Hox clusters in serum and 2i culture. (A, B, C, 
D) Hi-C map of the (A) HoxA, (B) HoxB, (C) HoxC, (D) HoxD regions in serum 
and 2i, and a differential heatmap. Genes, H3K27me3 (Marks et al., 2012) and 
RING1B ChIP-seq (Joshi et al., 2015) are shown below, with log2(2i/serum) shown 
below the differential heatmap.
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Region Coordinates (mm9) z-score p-value
Cbx chr11:118880000-118955000 1.21 0.114
HoxA chr6:52100000-52220000 2.03 0.0210
HoxB chr11:96110000-96215000 2.94 0.00167
HoxC chr15:102740000-102870000 5.70 5.87E-09
HoxD chr2:74495000-74605000 1.09 0.137
Nr2f2 chr7:77425000-77520000 2.47 0.00672
Table 3: statistical analysis of change in local compaction between serum and 2i 
for regions discussed in this Chapter: four Hox regions, the Cbx gene cluster and
the Nr2f2 locus. P-values<0.05 are highlighted in green.
Figure 5.4. Local compaction of non-Hox regions in serum and 2i culture. (A) 
Same as Figure 5.3A, but for the Cbx2/8/4 gene cluster. (B) Same as (A), but for the 
Nr2f2 gene region.
I also plotted the average number of observed/expected Hi-C contacts in 25 kb
genomic windows split into quantiles by the level of RING1B occupancy (Figure
5.5B).  A  significant interaction  enrichment  in  the  highest  RING1B  group  is
observed in serum-cultured cells, with a clear enrichment in the second-highest
group  too.  Interestingly,  unlike  the  WT cells  from the  previous  chapter  the
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highest RING1B group has even higher contact frequency than the no-RING1B
group; perhaps, this is related to slightly different medium used when growing
these cells with 15% FCS instead of 10%. While there is a slight increase in
contact frequency in the top two groups in 2i cells relative to the low-polycomb
group,  it  is  significantly  lower  than in  serum,  consistently  with  the previous
analysis. This showed that loss of Hi-C interactions in 2i conditions is restricted
to the ~0.1% of the genome with the very highest levels of RING1B occupancy.
An important note required here is that the absolute levels of RING1B in each
category is different between serum and 2i cells: the range of RING1B signal in
ChIP-seq is much smaller for 2i, and therefore the same quantiles correspond
to  very  different  protein  occupancy.  However  more  direct  comparison  is
impossible  as,  without  normalisation  to  a  spike-in  control,  ChIP-seq  is  not
quantitative. The dip observed in the highest RING1B in one of the 2i replicates
(2i-1) is probably an artefact due to the high frequency of short-range contacts
(see  above).  Repeating  this  analysis  using  H3K27me3  instead  of  RING1B
ChIP-seq data gives the same results (data not shown).
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Figure 5.5. Genome-wide quantification of local compaction of PRC1 targets in 
serum and 2i culture conditions. (A) Local rescaled pileups of all long regions of 
RING1B binding (length>10 kbp, n=181) in serum and 2i Hi-C data. Black bar 
shows the location of the averaged RING1B binding sites. (B) Mean number of 
normalized local Hi-C interactions in 25 kbp windows of varying levels of RING1B 
binding from ChIP-seq ((Joshi et al., 2015), split into four groups), for serum and 2i 
data. Error bars show 95% confidence interval obtained by bootstrapping. Shown 
separately are curves for both replicates. Purple, serum; light blue, 2i. Number of 
regions in each category is shown as grey bars with value on the right Y axis.
5.2.3 Interactions between distal PRC1 binding sites in 
ground state pluripotency
As discussed in the previous Chapter, PRC1 target sites coalesce in the 3D
nuclear space. Therefore, I wondered how these interactions would be affected
by the polycomb redistribution and its loss from many of its normal targets in 2i
cultured ESCs.  First,  I  visually  and statistically  analysed some examples  of
PRC1-associated loops found in my Hi-C data. The Skida1-Bmi1 loop, which I
also focused on in the previous Chapter, is prominently observed in the serum
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data, but completely disappears in 2i (Figure 5.6A). This is aligned with very
efficient loss of RING1B binding across the  Skida1 locus  (Joshi et al., 2015).
This reduction in interaction frequency is highly statistically significant with z-
score of 4.2 (Figure 5.6B), similar to that observed in RING1B KO data. I then
investigated  other  example  loci.  Here  I  show  the  region  of  chromosome  5
containing major RING1B peaks over En2, Shh and Mnx1 (Figure 5.6C). While
the interactions between them are less obvious than those at Skida1-Bmi1 due
to shorter  RING1B peak length, they are all quantitatively reduced in ground
state  ES  cells,  with  the  En2-Shh loop  showing  statistically  significantly
decreased contact frequency (z-score of 2.28) (Figure 5.6D). The much weaker
loss  observed  here  can  be  explained  by  two  factors:  first,  lower  original
enrichment in serum-cultured cells; second, low level of residual PRC1 binding
in 2i culture, compared to complete loss at the Skida1 locus.
I  then  decided  to  investigate  the  loss  of  looping  between  PRC1  targets
genome-wide.  First,  I  confirmed  it  can  be  observed  by  quantifying  looping
between CGIs in the two culture conditions (Figure 5.7A). I did not observe a
significant enrichment of interactions between RING1B-negative CGIs in either
condition.  However,  as  expected,  RING1B-positive  CGIs  interacted  very
prominently with each other in serum cultured cells, while the enrichment was
reduced  in  ground  state  pluripotency.  The  partial  loss  of  interactions  is
consistent with the earlier examples,  where certain regions lose interactions
completely, and others only partially.
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Figure 5.6. Example of looping interactions between PRC1 targets in serum and
ground state. (A) Same as Figure 5.3A, for the region around a prominent 
interaction between PRC1 binding sites containing Skida1 and Bmi1 genes. (B) 
Same as Figure 5.3B, but for the Skida1-Bmi1 loop. (C) Same as (A), but for a 
region containing three pairwise interactions between PRC1 binding sites containing 
En2, Shh and Mnx1 genes. (D) Same as (B), but for three interactions observed in 
(C). Colours identify which interaction is analysed.
I  then asked which  regions  tend to  lose  Hi-C interactions  the  most  in  2i.  I
hypothesized,  in  line  with  my  visual  exploration  of  the  data,  that  the  most
prominent RING1B peaks would show the biggest loss of RING1B binding, and
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therefore the biggest loss of interactions with other PRC1 targets. To analyse
this  quantitatively,  I  performed  loop-ability  analysis  of  interactions  between
each RING1B peak and the rest of the peaks on the same chromosome (see
Chapter  2).  After  doing  this  for  both  serum  and  2i  data,  I  compared  the
obtained enrichment values with the RING1B ChIP-seq signal within the peaks
in these two conditions (Figure 5.7B). I observed a clear and highly significant
reduction  in  loop-ability  in  2i  conditions  relative  to  serum culture  (Wilcoxon
p=2.1×10-88),  consistent with the general  loss of  interactions between PRC1
targets.  Moreover,  both  by  visual  analysis  and  using  linear  regression,  I
observed that the loss of interactions was highest for those regions, that highly
interact in serum media, while those with low loop-ability were not affected to
the same extent. Consistently with this, the highest loop-ability regions tended
to have very high levels of RING1B binding in serum, and they were severely
reduced in 2i culture, while those with higher preservation of loop-ability had
higher levels of  residual  PRC1 in 2i.  Unfortunately exactly quantifying these
patterns is impossible due to non-quantitative nature of ChIP-seq, dependency
of loop-ability on the chromosomal context of the region and potential non-linear
relationships between these different kinds of data.
Mouse ES cells grown in 2i are in ground-state pluripotency, and resemble the
in vivo population of the inner cell mass (ICM) of E3.5 embryos (Habibi et al.,
2013; Marks et  al.,  2012; Wray et  al.,  2010).  Therefore, I  was interested in
comparing 3D chromatin structure in 2i-cultured cells with that of the ICM. I
found 3 publicly available Hi-C dataset for ICM or whole E3.5 embryos (Du et
al., 2017; Ke et al., 2017; Zhang et al., 2018) which I used in this analysis. I
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then performed pile-up analysis of loops, identified in ES cells and split  into
CTCF- and RING1B-associated groups (Figure 5.7C), since this approach is
more sensitive than analysis of local compaction, and depends less on data
quality. I used my Hi-C data from serum and 2i cells together with the published
Hi-C data from embryos. One of the papers also generated Hi-C from (serum-
cultured) ES cells using the same protocol, so I used that data too to ensure
their method generates libraries of sufficient quality. This analysis showed a big
reduction in RING1B-associated loop strength in 2i-cultured cells  relative to
serum culture, while CTCF-associated loops seem slightly enhanced. All other
data have lower enrichment in CTCF-associated loops, including the mESC
data (Du et al., 2017) (probably due to deeper sequencing and/or higher quality
of  our  data),  however  it  is  similar  across  datasets.  Similarly,  RING1B-
associated loops appear slightly weaker in the published mESC data than in
our  data  from serum-cultured  cells,  but  still  clearly  different  from the  weak
enrichment of 2i-grown cells. In contrast, all three datasets of Hi-C from E3.5
embryos (or ICM cells) show no enrichment for RING1B-associated loops. This
suggests complete lack of RING1B-associated looping  in vivo at this stage.
Therefore,  while  in  ground state cells  the 3D genome is  reorganized in the
direction towards what I observed in vivo, these loops are still clearly present in
2i culture. When analysing data from later embryos (E6.5, E7.5) (Zhang et al.,
2018),  I  observed a  high enrichment  at  sites  of  RING1B-associated  loops,
consistent with much higher levels of DNA methylation at these stages.
It  might  seem  like  a  drawback  of  this  analysis  is  the  potentially  different
distributions of PRC1 binding  in vivo and  ex vivo in ES cells. And while this
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indeed  can  be  the  reason  for  observed  lack  of  looping  between  RING1B
targets in the early embryo, it would still mean the epigenome of ICM is very
different  from  that  in  2i-cultured  ES  cells,  and  they  are  not  a  faithful
representation  of  the  true  embryonic  pluripotent  state,  while  probably  more
similar than the serum-cultured cells.
Above I  mentioned higher  enrichment  of  CTCF-associated loops in  2i  Hi-C
data. Since CTCF and SMC1a ChIP-seq data for serum- and 2i-grown mESCs
recently  became  available  (Atlasi  et  al.,  2019),  I  decided  to  check  if  their
binding is enhanced in the latter condition, I re-analysed the published ChIP-
seq data. I created average profiles and heatmaps for CTCF sites taken from
serum-cultured cells from (Bonev et al., 2017) (Figure 5.8A, B) and observed
higher enrichment of ChIP signal for both CTCF and SMC1α in 2i data for both,
motif  orientations. Additional “shoulders” of enrichment are observed in data
from 2i-cultured cells, and the shoulder downstream of the CTCF sites (“inside
the  loop”)  is  higher,  subtly  for  CTCF  and  very  clearly  for  SMC1α.  This
suggested more CTCF and cohesin binding in the vicinity of  serum-defined
peaks, with a preference for the downstream direction; this would additionally
enhance  the  boundary  strength  in  2i  that  causes  increased  enrichment  of
CTCF-mediated loops.
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Figure 5.7. Genome-wide loss of looping between PRC1 targets in 2i culture. (A)
Pile-ups of interactions between CGIs. In rows, subgroups of CGIs: CGIs with no 
RING1B binding, CGIs with RING1B peaks. In columns, different conditions: 
serum-grown and 2i-grown cells. Text in top left corner shows enrichment in the 
centre of the pileup. (B) Comparison of the loop-ability enrichment values of all 
RING1B peak regions between serum and 2i (X and Y axes), and colour-coded 
RING1B abundance in those peaks by ChIP-seq (Joshi et al., 2015): circles 
correspond to 2i, while rings around them correspond to serum. Dashed orange line 
shows the diagonal of equality, grey line is showing the LOWESS fitting curve, and 
the blue line – a linear model (with shaded 95% confidence interval obtained by 
bootstrapping). (C) Pile-ups of loops (in rows: all, CTCF-associated and RING1B-
associated) across conditions (in columns: serum and 2i-cultured cells, ES and ICM 
cells from (Du et al., 2017), E3.5 embryos from (Ke et al., 2017), and ICM, E6.5 




Figure 5.8. CTCF and SMC1α binding at CTCF peaks in serum- and 2i-
cultured mESCs. (A) Average profiles of CTCF and SMC1α ChIP-seq for the top 
20,000 CTCF peaks in serum and 2i-cultured cells. Peaks split by CTCF motif 
orientation. Two replicates of each dataset are shown, distance (bp) relative to the 
centre of the peak along the x axis, average ChIP-seq signal on y axis. (B) Heatmaps 
for the zoomed in data in (A); only replicate 1 is shown.
5.3 Discussion & conclusions
In this chapter, I have presented analysis of 3D chromatin re-organization in
mouse ES cells grown in 2i relative to serum. I used Hi-C data from ES cells
grown in these two conditions, and showed loss of local compaction in a subset
of  extended targets  of  PRC1,  with  a  big  reduction  in  contact  frequency  on
average  genome-wide.  Similarly,  interactions  between  distal  PRC1  binding
sites  were  reduced  in  2i  cultured  cells  on  average,  with  some  loops  lost
completely and others only slightly weakened. The variability is probably simply
due to varying levels of loss of PRC1 at different genomic sites, however why
some regions lose PRC1 binding more than others is an interesting question
outside the scope of this work.
It  is interesting that such drastic  changes in the epigenome of  ES cells,  as
global DNA demethylation and the following redistribution of PRC1/2 binding
away from their “normal” targets (CGIs), is only correlated with minor changes
in gene expression (Marks et al., 2012). Moreover, the majority of genes whose
promoters lose H3K27me3, actually have lower expression in 2i (Marks et al.,
2012). This suggests that simple (incomplete) loss of PRC1/2 is not sufficient to
drive derepression of most genes, and specific transcription factor binding is
required. A tempting hypothesis is that the loss of 3D structures would correlate
with changes in transcriptional state of the genes. Although this does not seem
to be the case based on examples from published capture Hi-C analysis (Joshi
et  al.,  2015),  a  more  comprehensive  analysis  is  required  to  be  sure  gene
upregulation and loss of PRC1-associated 3D organization are not linked in this
system.
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An important question is whether this epigenetic remodelling and 3D genome
reorganization is  important  for  establishment  of  the ground state.  While  not
addressed  in  this  Chapter,  we  answered  this  question  in  our  manuscript
(McLaughlin et al., 2019). Overexpression of DNMT3A or DNMT3B together
with DNMT3L from an exogenous promoter in Dnmt3a/3b knock-out ES cells,
done by Richard Meehan’s  group,  leads to constitutively  high level  of  DNA
methylation even in 2i culture conditions. This ensures that polycomb binding is
largely unchanged in ground state and leads to serum-like epigenome in 2i
culture conditions. Katy McLaughlin used FISH to show that PRC1-mediated
3D chromatin organization is also preserved in DNMT3A/3B +3L expressing
ESCs under 2i conditions. But strikingly, the transcriptional profile of these cells
is very similar to that of wild-type ES cells grown in 2i. Culture conditions, and
the signalling pathways affected by them, are therefore key in establishing the
ground state pluripotency, while the changes in the epigenome and associated
3D genome are largely dispensable.
2i and serum media for ES cells model distinct developmental stages of the
early  embryo,  at  least  according  to  their  epigenome:  low  level  of  DNA
methylation in 2i correspond to that observed in the inner cell  mass of E3.5
embryos (Ficz et al., 2013; Leitch et al., 2013; Marks et al., 2012; Ying et al.,
2008),  while  serum-cultured cells  resemble a  slightly  later  post-implantation
stage  (Ficz  et  al.,  2013).  An  important  distinction  between  in  vivo
developmental pathway and serum-2i transition, is the direction. In the embryo
cells rapidly lose methylation from the zygote stage during cleavage divisions,
until the E3.5 embryo, which corresponds to the 2i cultured cells. And then the
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DNA methylation levels rise, and reach those similar to that in ES cells cultured
in serum at E6.5 (Ficz et al., 2013; Zhang et al., 2018). However, during serum-
2i conversion the cells start with a high level of DNA methylation, which is then
lost.  This  might  be  responsible  for  the  differences  between  2i  and  ICM
observed here. Possibly, establishment of robust polycomb domains in serum
while DNA methylation levels are high, allows for their partial preservation in 2i:
while PRC1/2 are partially drawn away from CGIs to the unmethylated genome,
local polycomb signalling still  maintains some level of binding. This could be
investigated by analyzing ES cell lines established from the embryo using 2i
media, and by transferring them into serum culture.
After E3.5, levels of  DNA methylation increase, and PRC1-associated loops
suddenly appear very prominently at E6.5 in both epiblast cells and visceral
endoderm, and they are even stronger in E7.5 ectoderm. This is consistent with
the model of PRC1/2 starting to bind specifically to CGIs upon increase in DNA
methylation  level.  Interestingly,  however,  another  potential  reason  for  this
dynamic is the changes in levels of PRC1/2 subunits. While, to my knowledge,
there is no information regarding that for such early developmental stages, it
has been reported that levels of some of the components increase during early
development  which would be consistent  with  absence of  interactions in  the
early embryo, however stages beyond blastocyst were not analysed (Liu et al.,
2016). Measuring global levels and binding profiles for PRC1/2 subunits during
early development, together with more Hi-C datasets, would be very useful for





During my PhD, (i) I developed a tool to perform pileup analysis of Hi-C data,
coolpup.py, and showed its usefulness in addressing biological questions using
published data, (ii) I investigated the role of PRC1 in organizing the genome of
mouse ES cells in 3D space and showed that catalytic activity of RING1B is not
directly involved in creation of long-range interactions and local compaction,
however, I showed that the presence of canonical PRC1 complexes is key to
create interactions, and (iii) I investigated reorganization of the 3D genome in
ES cells upon conversion to ground state pluripotency, which involves global
changes  in  Polycomb  binding,  and  I  showed  the  loss  of  PRC1-associated
structures in this condition. While my results were discussed in each chapter,
here  I  would  like  to  consider  future  directions  in  relation  to  each  results
Chapter, in turn.
Advancements in Hi-C data analysis require, first, finding optimal solutions for
standard questions. In particular, the unification of the storage format would be
highly  advantageous  for  the  field:  then  comparing  different  algorithms  and
datasets directly would be feasible without full reprocessing the data. Currently,
two main formats exist:  .hic and  .cool.  Both are efficient binary formats that
store  sparse  representation  of  the  data.  However,  they  differ  in  some  key
properties. First, .cool files are based on the HDF5 storage format - commonly
used by the wider scientific community, which ensures the information in these
files can be accessed even if the whole current scientific ecosystem changes
and the  cooler CLI  or  the  python library  are  no  longer  available.  A related
benefit  is  that  writing a  library  to work with  these files in any programming
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language capable of working with HDF5 files would be easy. In contrast, the
.hic format  is  not  based on an existing standard,  and using these files in a
language not supported by the format authors would require good knowledge of
binary storage. Tools to work with .hic files are written in Java, and while they
benefit from high performance of this language, python, the language chosen
by developers of  cooler package and cooltools, is much more widely used in
the scientific community. That’s why I chose .cool as the format of choice to use
in  coolpup.py.  Expanding my tool  to support  .hic could be one of the future
directions of  its  development,  however the existence of  the  hic2cool tool  to
convert  .hic files to .cool files makes it not very necessary. A more interesting
future direction could be supporting additional options for pileup analyses, such
as  inter-chromosomal  pileups.  For  example,  while  CTCF/cohesin  does  not
mediate interactions between chromosomes  (Fudenberg et al., 2016; Rao et
al., 2017b) it’s very likely that cPRC1 binding sites can interact across different
chromosomes, since interactions enrichment between them doesn’t decrease
with  distance.  Another  feature  already  implemented in  the  latest  version  of
coolpup.py but not described in the manuscript and Chapter, is calculation of
pileups  based  on  two  sets  of  regions;  this  allows  analysis  of  interactions
between  two  different  factors,  or  interactions  between  sites  in  different
orientations,  without  generating  huge  files  with  all  possible  pairwise
combinations of sites.
Deeper  understanding  of  the  biology  functions  of  Polycomb  bodies  would
require  a  combination  of  genetic  manipulations  and  synthetic  biology
approaches. For example, deleting the CGI or preventing PRC1 binding at one
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of the interacting partners could help reveal whether these interactions facilitate
silencing. Alternatively, compaction and interactions could affect interactions of
promoters  with  enhancers;  this  could  be  analysed  by  comparing  gene
activation  through  an  enhancer  after  perturbing  the  other  partner  of  an
interaction. As a complementary approach, creating a strong cPRC1 binding
site close to an endogenous target of cPRC1 should create a new interaction. It
could then be determined whether this increases the robustness of silencing.
Performing this using one of the key developmental regulators would facilitate
demonstrating the functional  relevance of  Polycomb bodies – for example it
would be possible to check whether differentiation of ES cells is affected by
these manipulations.
Investigation into the potential  existence of two distinct subclasses of  PRC1
targets, detected in recent publications by Rob Klose’s lab (Blackledge et al.,
2019; Fursova et  al.,  2019) and correlated with regions that tend to have a
robust enrichment for interactions with other RING1B targets, would be very
important.  While  the  majority  of  PRC1  targets  absolutely  rely  on  RING1B
catalytic  activity  and vPRC1 for  silencing,  a  small  subset  partially  relies  on
cPRC1. Is there a difference in their establishment during mouse development
in vivo? Are, perhaps, “loopers” found earlier, since they are on average much
longer  and have  higher  occupancy  of  PRC1 components  (and in  particular
cPRC1)?  It  has  long  been  known  that  expression  of  different  PRC1
components is highly variable between different tissues in humans (Gunster et
al.,  2001):  does  this  lead  to  different  levels  of  PRC1-mediated  interactions
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between different cells types, and does it have any functional consequence?
Are the “loopers” particularly affected by loss of cPRC1 components?
A very  interesting  further  avenue of  research  would  be  the  investigation  of
PRC1  binding  dynamics  during  mouse  early  development,  and  PGC
differentiation  –  during  the  waves  of  global  DNA  demethylation.  The
reorganization  of  PRC1  binding  following  changes  in  global  levels  of  DNA
methylation  would  presumably  affect  the  3D  genome  organization.  The
establishment  of  serum ES cell-like Polycomb binding pattern is  interesting:
does it occur later than the ICM stage, as would be predicted from very low
level of DNA methylation and absence of detectable interactions in Hi-C data?
Can it be established correctly in the absence of DNA methylation? Application
of modern protein binding mapping technologies applicable to low cell numbers
with high signal to noise, such as CUT&RUN or CUT&Tag (Kaya-Okur et al.,
2019;  Meers et  al.,  2019;  Skene and Henikoff,  2017) would be required to
investigate these  in vivo stages, which would be interesting to combine with
deeper Hi-C libraries than existing data (Du et al., 2017; Ke et al., 2017; Zhang
et al., 2018). Comparison of the in vivo epigenome to that in ES cells derived in
serum or 2i would help untangle the effects of “ground state” pluripotency, and
those of adaptation to tissue culture conditions. For example, it might turn out
that DNA methylation and Polycomb binding patterns in ES cells derived in 2i
are more similar to those in vivo than in cells derived in serum, but grown in 2i.
Overall, the main questions for the field are linking the epigenome and the 3D
genome with functionality. A lot of effort has been directed towards dissecting
the  role  of  TADs/CTCF-mediated  loops  in  regulating  enhancer-promoter
179
communication with often very modest impact (Paliou et al., 2019; Williamson
et  al.,  2019).  In other  cases of  more extensive genomic perturbations more
robust effects of structure on gene expression could be observed (Despang et
al., 2019; Franke et al.,  2016; Lupiáñez et al., 2015). Forming general rules
from these experiments is, however, impossible due to variability in results at
different loci. Very little work has been performed concerning the functionality of
other 3D structures, such as Polycomb-mediated compact domains or loops.
Moreover,  all  work  so  far  involved  deletions  of  genomic  sites  involved  in
mediating interactions, while locally bringing or removing the effector proteins
that mediate interactions could be more informative and would allow to avoid
any side effects of genetic manipulations.
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