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Abstract
We establish that a large class of non-Markovian stochastic volatility models converge to an invariant
measure as time tends to infinity. Our arguments are based on a novel coupling idea which is of interest
on its own right.
1 Introduction
Stochastic stability of Markov processes is a mature area of probability theory. Beyond the Markovian
framework, however, standard techniques are not applicable any more and one needs to develop a specific
approach to each given model. In the present work we introduce a new coupling method which works well
for Markov processes in random environments. Prices with fractional volatility constitute a prominent
example of that class. Let us first explain how our results pertain to this application.
In the simplest Markovian case, the log-price L t of an asset at time t (possibly after removing the trend)
satisfies a stochastic differential equation of the form
dL t =
(
ζ(L t)−
V2
2
)
dt+VdW t, (1)
where V > 0 represents asset volatility, W t is a Brownian motion and ζ :R→R. When ζ satisfies a suitable
mean-reversion conditions then the law of L t converges as t→∞, see e.g. [29, 23, 24, 9, 26, 30, 17], Chapter
20 of [22] and Subsection 7.1 of [15] about related techniques.
In more realistic models, however, V in (1) is replaced by a stochastic process Vt driven by some Brow-
nian motion Bt which may be correlated withW t. For simplicity we assumeW t = ρBt+
√
1−ρ2Wt with Bt,
Wt independent Brownian motions and ρ ∈ (−1,1) a correlation parameter. We are thus led to the system
dynamics
dL t =
(
ζ(L t)−
V2t
2
)
dt+ρVt dBt+
√
1−ρ2Vt dWt, (2)
where Vt, t ∈ R is assumed to be a positive, stationary process adapted the the filtration of the (two-sided)
Brownian motion Bt, t ∈R.
The present paper rigorously formulates and proves that under mean-reversion and smoothness con-
ditions on the drift function ζ and integrability assumptions on V0, L0 the stochastic system described by
(2) converges to an invariant state, independent of the initialization L0. We can actually treat a slightly
broader class of equations, see (27) below.
The setting (2) encompasses, in particular, certain fractional stochastic volatility models (see [8, 11]),
choosing Vt = exp(Jt) for some stationary Gaussian process Jt, t ∈R represented as
Jt :=
∫t
−∞
K(t− s)dBs ,
with some measurable K :R+→R satisfying
∫∞
0 K
2(s)ds<∞.
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In the extant literature on fractional volatility, asset dynamics is most often considered for purposes
of derivative pricing; [3, 10, 14] are early examples. These papers thus work under the risk-neutral mea-
sure, which corresponds to taking ζ = 0 in (2). We have in mind a different class of problems: portfolio
optimization in the long run. In that case one needs to work under the physical probability, with non-zero
ζ. Solutions to long-term investment problems are often based on the limiting behaviour of the underly-
ing process as time tends to infinity. Ergodic control (see [16]) and adaptive control (see [4]) are typical
examples. It is these future applications which motivate our current study.
A novel (discrete-time) coupling method is introduced in Section 2 which looks promising for other
applications, too. As a warm-up, it is first presented for (ordinary) Markov chains in Subsection 2.1. Sub-
section 2.2 develops the same ideas in the more involved setting of Markov chains in random environments.
The continuous-time framework for stochastic volatility models is expounded in Section 3 where our main
result, Theorem 3.7, appears. Its proof combines standard Malliavin calculus techniques with the discrete-
time construction of Subsection 2.2.
2 A coupling construction
Euclidean norm on Rd is denoted by | · |, where d may vary. All the random objects in the present paper
will live on a fixed probability space (Ω,F ,P). The notation Lp refers to the usual space of p-integrable
real-valued random variables, for p ≥ 1. If Z is a random variable with values in some Polish space Z
then L (Z) denotes its law on the corresponding Borel sigma-algebra, B(Z ). Following the conventions of
measure theory, the total variation norm of a finite signed measure µ on B(Z ) is defined as
||µ||TV := sup
|φ|≤1
∣∣∣∣
∫
Z
φ(z)µ(dz)
∣∣∣∣ ,
where the supremum ranges over measurable functions φ :Z →R. The underlying Z may vary but it will
always be clear from the context. Note that for Z -valued random variables Z1, Z2 we always have
||L (Z1)−L (Z2)||TV ≤ 2P(Z1 6= Z2). (3)
2.1 Markov chains
First we will work in the setting of general state space discrete-time Markov chains. Our main ideas will
be explained in this simple context before turning to Markov chains in random environments in the next
subsection.
Proofs for the stochastic stability of Markov chains are usually based on two ingredients, see e.g. [22].
First, it is checked (using Lyapunov functions) that the chain returns often enough to a fixed set C. Second,
a minorization condition holds on C for the transition kernel so couplings occur whose probabilities can be
estimated. Such C are called “small sets”.
When the state space is Rd, it happens often (e.g. for discretizations of non-degenerate diffusions) that
all compact sets are small. The coupling method of the present subsection exploits the latter property,
formulated in more abstract terms.
We will construct couplings on a sequence of small sets and then exploit (assuming a certain form of
tightness) that the chain stays in these sets with large enough probabilities. Instead of analysing return
times to a set C we can use simple step-by-step estimates. Although Theorem 2.4 below seems to be new,
it contains little revelation. Its proof, on the contrary, presents new ideas which will become fruitful in the
more general setting of the next subsection where existing results do not apply. Some possible ramifications
are mentioned in Remark 2.8.
Let X be a Polish space. LetQ(·, ·) be a probabilistic kernel, i.e.Q(·,A) is measurable for each A ∈B(X )
and Q(x, ·) is a probability for each x ∈X . Let X t, t ∈N denote a Markov chain with transition kernel Q,
started from some X0. We now define the set of initial laws starting from which the chain satisfies a
tightness-like assumption. We assume in the sequel that we are given a non-decreasing sequence of sets
Xn ∈B(X ), n ∈N with X0 6= ;.
Definition 2.1. Let Pb denote the set of probabilities µ on B(X ) such that if X0 has law µ then
lim
n→∞supt∈N
P(X t ∉Xn)= 0.
Notice that Pb might well be empty. We will write X0 ∈Pb when we indeed mean L (X0) ∈Pb. We
stipulate next that minorization conditions should hold on each of the sets Xn.
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Assumption 2.2. There exists a non-increasing sequence αn ∈ (0,1], n ∈ N and a sequence of probability
measures νn, n ∈N such that
Q(x,A)≥αnνn(A), A ∈B(X ), x ∈Xn, n ∈N. (4)
We recall a representation result for kernels satisfying the minorization condition (4), in terms of ran-
dom mappings that are constant on the respective Xn with probability at least αn.
Lemma 2.3. Let Assumption 2.2 be in force. Let U= (U1,U2) be a uniform random variable on [0,1]2. For
each n ∈N, there exists a mapping Tn(·, ·) : [0,1]2×X →X satisfying
Q(x,A)= P(Tn(U,x) ∈ A), x ∈X , A ∈B(X ),
such that for all u1 ∈ [0,αn],
Tn(u1,u2,x1)= Tn(u1,u2,x2) for all x1,x2 ∈Xn, u2 ∈ [0,1]. (5)
Proof. Such a representation is well-known, see page 228 in [6] and [5, 7]. Clearly, we could also find
mappings depending on one uniform random variable only but we need the property (5) which can be
properly formulated only using bothU1 and U2.
Theorem 2.4. Let Assumption 2.2 hold. Then there exists a probability µ∗ on B(X ) such that
||L (X t)−µ∗||TV → 0, t→∞ (6)
holds for every X0 ∈Pb.
Proof. Theorem 2.4 follows from Theorem 2.11 below (choosing Y a singleton). Nonetheless we provide a
proof in the present, simple setting, too, in order to elucidate the main ideas.
Fix ε> 0 and choose n= n(ε) so large that
sup
t∈N
P(X t ∉Xn)≤ ε. (7)
We will estimate coupling probabilities on Xn, using independent copies of the random mappings con-
structed in Lemma 2.3 above.
Let Uk = (U1k ,U2k ), k ∈−N be an independent sequence of uniform random variables on [0,1]2, indepen-
dent of X0. Let Tn(·, ·) be the mapping constructed in Lemma 2.3. Define the process
X˜ t := [Tn(U0, ·)◦ · · · ◦Tn(U−t+1, ·)](X0), t ∈N
where we mean X˜0 = X0. Notice that L (X˜ t)=L (X t) for each t ∈N.
Fix integers 1≤ s< t. For each j = 0, . . . ,s, define the following disjoint events:
A
s,t
j
:=
{
[Tn(U− j , ·)◦ · · · ◦Tn(U−t+1, ·)](X0)= [Tn(U− j)◦ . . . ◦Tn(U−s+1, ·)](X0)
}
,
B
s,t
j
:=
{
[Tn(U− j , ·)◦ · · · ◦Tn(U−t+1, ·)](X0) 6= [Tn(U− j, ·)◦ . . . ◦Tn(U−s+1, ·)](X0),
[Tn(U− j , ·)◦ · · · ◦Tn(U−t+1, ·)](X0) ∈Xn, [Tn(U− j , ·)◦ . . . ◦Tn(U−s+1, ·)](X0) ∈Xn
}
,
C
s,t
j
:= Ω\ (As,t
j
∪Bs,t
j
),
where we mean
A
s,t
s :=
{
[Tn(U−s, ·)◦ · · · ◦Tn(U−t+1, ·)](X0)= X0
}
,
B
s,t
s :=
{
[Tn(U−s, ·)◦ · · · ◦Tn(U−t+1, ·)](X0) 6= X0, [Tn(U−s, ·)◦ · · · ◦Tn(U−t+1, ·)](X0) ∈Xn, X0 ∈Xn
}
.
Define also ps,t
j
:= P(As,t
j
), j = 0, . . . ,s. We aim to show that, for s large, ps,t0 is close to 1 for each t > s,
which means that X˜ t very likely equals X˜s. We will estimate p
s,t
j
by backward recursion. Notice that
P(Cs,t
j
) ≤ P([Tn(U− j, ·)◦ · · · ◦Tn(U−t+1, ·)](X0) ∉Xn)+P([Tn(U− j , ·)◦ . . . ◦Tn(U−s+1, ·)](X0) ∉Xn)
= P(X t− j ∉Xn)+P(Xs− j ∉Xn)≤ 2ε, (8)
by (7). Define H j,t :=σ(X0,U− j , . . . ,U−t+1). On the event Bs,tj ∈H j,t we have
P
(
A
s,t
j−1|H j,t
)
≥ P
(
U1− j+1 ∈ [0,αn]|H j,t
)
= P(U1− j+1 ∈ [0,αn])=αn a.s.
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since Tn(U− j+1, ·) is a constant mapping on Xn when U1− j+1 ∈ [0,αn], and U− j+1 is independent of H j,t. On
the other hand, on the event As,t
j
∈H j,t we have P
(
A
s,t
j−1|H j,t
)
= 1 a.s. for trivial reasons. Hence
p
s,t
j−1 ≥ p
s,t
j
+αnP(Bs,tj )≥ p
s,t
j
+αn(1− ps,tj −2ε), (9)
using (8). We get by backward recursion using (9), starting from the trivial ps,ts ≥ 0, that
p
s,t
0 ≥ (1−2ε)αn
1− (1−αn)s
1− (1−αn)
= (1−2ε)[1− (1−αn)s],
remembering also the formula for the sum of a geometric series. It follows from (3) that for all integers
1≤ s< t,
||L (X t)−L (Xs)||TV ≤ 2P(X˜ t 6= X˜s)= 2(1− ps,t0 )≤ 4ε+2(1−αn)s, (10)
which is smaller than 5ε for s large enough. As ε was arbitrary, the sequence L (X t), t ∈N is shown to be
Cauchy for the total variation distance hence it converges to some probability µ∗.
Let X t, X ′t, t ∈N denote Markov chains with transition kernelQ, started from X0,X ′0 ∈Pb, respectively.
Then, using Uk, k ∈−N independent of σ(X0,X ′0), we get ||L (X t)−L (X ′t)||TV → 0 as t→∞ analogously to
the argument above. This shows that µ∗ is independent of the choice of X0 ∈Pb.
Remark 2.5. Assume X :=Rd and Xn := {x ∈X : |x| ≤ n}, n ∈N. Let V (x) := g(|x|) for some non-decreasing
g :R+→R+ with g(∞)=∞. If the initial state X0 is such that
sup
k∈N
E[V (Xk)]<∞, (11)
then X0 ∈Pb, as seen from Markov’s inequality.
The argument for proving Theorem 2.4 above, in fact, provides us with a convergence rate estimate,
too. For each t, (12) below allows to optimize over n and to choose n= n(t) that gives the best estimate.
Corollary 2.6. Under Assumption 2.2, in the setting of Remark 2.5, for each n ∈N and t ∈N,
||L (X t)−µ∗||TV ≤ 4
supk∈NE[V (Xk)]
g(n)
+2(1−αn)t. (12)
Proof. This follows from (10) and from Markov’s inequality.
We demonstrate the application of Corollary 2.6 and the resulting rate through a simple example.
Example 2.7. Consider a stable scalar AR(1) process, where X =R and the dynamics is
X t+1 = γX t+εt+1, (13)
where 0 < γ< 1, εt is an independent series of standard Gaussian variables, and X0 is a constant initial-
ization.
In order to apply Corollary 2.6, we choose V (x)= g(|x|)= eβx2 with β< 1−γ
2
2 . To confirm (11), expanding
the dynamics equation (13) we see
X t = γtX0+
t∑
s=1
γt−sεs ∼ N
(
γtX0,
1−γ2t
1−γ2
)
.
Consequently,
EV (X t)=
1√
2π 1−γ
2t
1−γ2
∫∞
−∞
e
− 1−γ
2
2(1−γ2t) (z−γ
tX0)2
eβz
2
dz
≤ 1p
2π
∫∞
−∞
e−
1−γ2
2 (z−γtX0)2 eβz
2
dz <∞,
and this quantity is also bounded above uniformly in t by some c(γ,β,X0) since |γtX0| decreases as t→∞.
We also need Assumption 2.2, the minorization condition for a sequence of small sets. Let
Xn = [−n,n], ν=
1
2
Leb|[−1,1],
4
for all n. In order to acquire αn, we need to find the infimum of
dQ(x,·)
dν(·) on the appropriate sets, and now that
they are both absolutely continuous distributions, this boils down to comparing the densities, therefore
αn = inf
x∈[−n,n],z∈[−1,1]
Q(x,dz)
1
2dz
=
√
2
π
e−
(γn+1)2
2 . (14)
Substituting the computed expressions Corollary 2.6 provides
||L (X t)−µ∗||TV ≤
4c(γ,β,X0)
exp(βn2)
+2
(
1−
√
2
π
e−
(γn+1)2
2
)t
. (15)
It remains to choose n depending on t to get the best bound possible. Clearly there is a tradeoff: for small
values of n, the first term is weak while for large values of n the second term increases and can remain
bounded away from 0.
Let us present the heuristics to find a near-optimal n. The second term in (15) is approximately
2exp
(
−t
√
2
π
exp
(
− (γn+1)
2
2
))
.
We get the optimal bounds (up to constants) if the two terms agree (ignoring constants):
exp(−βn2)= exp
(
−t
√
2
π
exp
(
− (γn+1)
2
2
))
,
−βn2 =−t
√
2
π
exp
(
− (γn+1)
2
2
)
,
logβ+2logn= log t+ 1
2
log
2
π
− (γn+1)
2
2
.
It is easy to see that the value of
p
2log t
γ
is slightly too high for n. Still, inspired by this option we choose
n=
⌈(p
2
γ
−η
)√
log t
⌉
with some small η> 0. Using this choice in our bound (15) and noting
(γn+1)2 ≤
(
γ
(p
2
γ
−η
)√
log t+2
)2
we get
||L (X t)−µ∗||TV ≤
4c(γ,β,X0)
exp
(
β
(p
2
γ
−η
)2
log t
) +2
(
1−
√
2
π
exp
[
−
((
1− γηp
2
)√
log t+
p
2
)2])t
.
In the exponent of the first term we could choose constants arbitrarily close to 1−γ
2
2
(p
2
γ
)2
= 1
γ2
−1. Although
the second term looks daunting, observe that it has the order of (1− t−1+η′ )t with some η′ > 0 therefore it
has subpolynomial decay and is negligible compared to the first term.
Summing up, for a rate estimate we get that for any h> 0 there is some constant Ch > 0 such that
||L (X t)−µ∗||TV ≤
Ch
t
1
γ2
−1−h
. (16)
Remark 2.8. In the model (13), ||L (X t)−µ∗||TV decreases geometrically in t so only a suboptimal rate
can be achieved by our method. Nevertheless, we claim that (16) is still of interest and can serve as a basis
for future work. First, we point out that (16) could be established for certain non-Markovian models like
(25) below (which are not covered by current literature). Second, using technology from [12, 21], various
mixing properties and laws of large numbers (with rate estimates) could be established for functionals of
the process X t, t ∈N. Third, central limit theorems can be derived from mixing conditions, just like in [32].
Working out these ideas in detail requires substantial further effort.
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2.2 Markov chains in random environments
We now extend Theorem 2.4 to Markov chains in random environments. Let Y be another Polish space
and let Yt, t ∈ Z be a (strict sense) stationary process in Y . We assume that a non-decreasing sequence
Yn ∈B(Y ), n ∈N is given with Y0 6= ;. Let Q :X ×Y ×B(X )→ [0,1] be a parametrized family of transition
kernels, i.e. Q(·, ·,A) is measurable for all A ∈B(X ) and Q(x, y, ·) is a probability for all (x, y) ∈X ×Y . We
say that the process X t, t ∈N is a Markov chain in a random environment with transition kernel Q if it is
an X -valued stochastic process such that
P(X t+1 ∈ A|σ(Y j , j ∈Z; X j , 0≤ j ≤ t))=Q(X t,Yt,A), t ∈N. (17)
Denote by M0 the set of probability laws on X ×Y Z such that their second marginal equals the law
of (Yk)k∈Z. Let Mb denote the set of those µ ∈M0 for which the process X t, t ∈ N started from X0 with
L (X0,(Yk)k∈Z)=µ satisfies
sup
t∈N
P(X t ∉Xn)→ 0, n→∞. (18)
By a slight abuse of notation, we will write X0 ∈Mb in the sequel when we really mean L (X0,(Yk)k∈Z) ∈
Mb.
Assumption 2.9. Let P(Y0 ∉ Yn)→ 0 hold as n→∞. There exists a non-increasing sequence αn ∈ (0,1],
n ∈N and a sequence of probability measures νn, n ∈N such that for all n ∈N and for all y ∈Yn, x ∈Xn,
Q(x, y,A)≥αnνn(A), A ∈B(X ).
A parametric version of Lemma 2.3 comes next.
Lemma 2.10. Let Assumption 2.9 be in force. Let U= (U1,U2) be a uniform random variable on [0,1]2. For
each n ∈ N, there exists a mapping Tn(·, ·, ·) : [0,1]2×X ×Y →X satisfying Q(x, y,A) = P(Tn(U,x, y) ∈ A),
x ∈X , y ∈Y , A ∈B(X ) such that for all u1 ∈ [0,αn] and u2 ∈ [0,1],
Tn(u1,u2,x1, y)= Tn(u1,u2,x2, y) for all x1,x2 ∈Xn, y ∈Yn.
Proof. This follows either from Lemma 6.1 of [12] or from Lemma 5.1 of [21], mutatis mutandis.
The following abstract result serves as the basis of Section 3 below. We do not know of any similar
results in the literature. Existing papers have fairly restrictive assumptions: either Doeblin-like conditions
(as in [18, 19, 27] or strong contractivity hypotheses (as in [28]).
Theorem 2.11. Let Assumption 2.9 hold and letMb 6= ;. Let X t, t ∈N denote a Markov chain in a random
environment with transition kernel Q, started from some X0 ∈Mb. Then there exists a probability µ♯ on
B(X ×Y N) such that
||L (X t,(Yt+k)k∈Z)−µ♯||TV → 0, t→∞. (19)
If X ′t, t ∈N is another such Markov chain in random environment started from X ′0 ∈Mb then
||L (X t,(Yt+k)k∈Z)−L (X ′t,(Yt+k)k∈Z)||TV → 0, t→∞. (20)
In particular, µ♯ does not depend on the choice of X0 ∈Mb. The probability µ♯ is invariant in the following
sense: if X0 is such that L (X0,(Yk)k∈Z)=µ♯ then L (X t,(Yt+k)k∈Z)=µ♯ for each t ∈N.
Proof. The core idea of the proof is identical to that of Theorem 2.4, with the extra task of checking whether
the process Y stays in Yn. In order to prove invariance, however, here we need to construct X˜∞ such that
X˜ t (to be defined soon) converges to X˜∞ a.s. in a stationary way (along a suitable subsequence). This
requires a more complicated setup.
There exists a measurable function g :Y Z× [0,1]→X and a uniform [0,1]-valued random variable R,
independent of σ(Yk,k ∈ Z), such that L (X0,(Yk)k∈Z)=L (g((Yk)k∈Z,R),(Yk)k∈Z). Let Uk = (U1k ,U2k ), k ∈−N
be an independent family of uniform random variables on [0,1]2, independent of σ(R,(Yk)k∈Z). Let Tn(·, ·, ·),
n ∈N be the mappings constructed in Lemma 2.10.
For each integer m≥ 1 choose n(m) so large that
P(Y0 ∉Yn(m))+sup
k∈N
P(Xk ∉Xn(m))≤ 1/2m. (21)
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Let N(m) be so large that (1−αn(m))N(m) ≤ 1/2m. Define M0 := 0, Mm :=
∑m
j=1N( j). Define the following
random mappings from X →X , for each m≥ 1:
T˜m(·) := Tn(m)(U−Mm−1 , ·,Y−Mm−1−1)◦ . . . ◦Tn(m)(U−Mm+1, ·,Y−Mm )
and
Tm(·) := T˜1(·)◦ . . . ◦ T˜m(·).
Let T0 be the identity mapping of X .
Let X˜0 := g((Yk)k∈Z,R) and for each m ∈N and for each Mm+1≤ t≤Mm+1, define the process
X˜ t :=Tm(·)◦Tn(m+1)(U−Mm , ·,Y−Mm−1)◦ . . . ◦Tn(m+1)(U−t+1, ·,Y−t)(g((Y−t+k)k∈Z,R)).
Notice that L (X˜ t,(Yk)k∈Z)=L (X t,(Yt+k)k∈Z) by construction, for each t ∈N.
Fixm≥ 1 and letMm+1≤ t≤Mm+1 be arbitrary. For each j =Mm−1, . . . ,Mm we will define the following
random variables:
Vj,t := [Tn(m)(U− j , ·,Y− j−1)◦ · · · ◦Tn(m)(U−Mm+1, ·,Y−Mm )◦Tn(m+1)(U−Mm , ·,Y−Mm−1)◦
· · · ◦Tn(m+1)(U−t+1, ·,Y−t)](g((Y−t+k)k∈Z,R)),
Wj,t := [Tn(m)(U− j , ·,Y− j−1)◦ · · · ◦Tn(m)(U−Mm+1, ·,Y−Mm )](g((Y−Mm+k)k∈Z,R)),
with the understanding that
WMm ,t = g((Y−Mm+k)k∈Z,R)
and
VMm,t := Tn(m+1)(U−Mm , ·,Y−Mm−1)◦ · · · ◦Tn(m+1)(U−t+1, ·,Y−t)](g((Y−t+k)k∈Z,R)).
Consider the corresponding disjoint events
A j,t :=
{
Vj,t =Wj,t
}
,
B j,t :=
{
Vj,t 6=Wj,t,Vj,t ∈Xn(m), Wj,t ∈Xn(m), Y− j ∈Yn(m)
}
,
C j,t := Ω\ (A j,t∪B j,t).
Define also p j,t := P(A j,t), j =Mm−1, . . . ,Mm. Notice that
P(C j,t) ≤ P(Vj,t ∉Xn(m))+P(Wj,t ∉Xn(m))+P(Y− j ∉Yn(m))
= P(XMm− j ∉Xn(m))+P(X t− j ∉Xn(m))+P(Y− j ∉Yn(m))
≤ 1/2m−1, (22)
by the stationarity of the process Y and by (21).
Define H j,t :=σ((Yk)k∈Z,R,U− j , . . . ,U−t+1). On B j,t ∈H j,t we have
P
(
A j−1,t|H j,t
)
≥ P
(
U1− j+1 ∈ [0,αn(m)]|H j,t
)
= P(U1− j+1 ∈ [0,αn(m)])=αn(m) a.s.
since Tn(m)(U− j+1, ·, y) is a constant mapping on Xn(m), for each y ∈ Yn(m) when U1− j+1 ∈ [0,αn(m)], and
U− j+1 is independent of H j,t. On the other hand, on A j,t ∈H j,t we have P
(
A j−1,t|H j,t
)
= 1 a.s.
Hence
p j−1,t ≥ p j,t+αn(m)P(B j,t)≥ p j,t+αn(m)(1− p j,t−1/2m−1), (23)
using (22), which leads (by an inductive argument starting with pMm ,t ≥ 0) to
pMm−1 ,t ≥ (1−1/2m−1)[1− (1−αn(m))N(m)],
and eventually to
P(X˜ t 6= X˜Mm )≤ P(VMm−1 ,t 6=WMm−1 ,t)= 1− pMm−1 ,t ≤ 1/2m−1+ (1−αn(m))N(m) ≤ 1/2m−2,
remembering the choice of N(m). These relations establish, in particular, that for the event
Am :=
{
X˜M j = X˜Mm for all j ≥m
}
,
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we have
P(Ω\Am)≤
∑
j=m
1
2 j−2
≤ 1/2m−3.
We can thus define unambiguously X˜∞ := X˜Mm on Am and, doing this for all m, a random variable X˜∞ gets
almost surely defined. Clearly, for all Mm+1≤ t≤Mm+1,
P(X˜ t 6= X˜∞)≤ P(X˜ t 6= X˜Mm )+P(X˜Mm 6= X˜∞)≤ 1/2m−4,
hence, denoting by µ♯ the law of (X˜∞,(Yk)k∈Z),
||L (X t,(Yt+k)k∈Z)−µ♯||TV ≤ 2P(X˜ t 6= X˜∞)→ 0, t→∞.
Now we turn to proving (20). In addition to X˜ t, let us also define X˜ ′t in the same manner with g
replaced by g′ :Y Z× [0,1]→X such that L (X ′0,(Yk)k∈Z)=L (g′((Yk)k∈Z,R),(Yk)k∈Z). We get by analogous
arguments that
||L (X t,(Yt+k)k∈Z)−L (X ′t,(Yt+k)k∈Z)||TV = ||L (X˜ t,(Yk)k∈Z)−L (X˜ ′t,(Yk)k∈Z)||TV → 0, t→∞.
To see invariance, fix ε> 0 and notice that for m=m(ε) large enough,
P(X˜Mm 6= X˜∞)+P(X˜Mm+1 6= X˜∞)≤ ε (24)
holds. Let us take U∗ uniform on [0,1]2, independent of all the random objects that have appeared so far.
We will use the mapping T0(·, ·, ·) below but Tn(·, ·, ·) for any n would do equally well. Notice that
L (T0(U∗, X˜Mm ,Y0),(Y1+k)k∈Z)=L (X˜Mm+1,(Yk)k∈Z)
and then from (24), necessarily,
||L (T0(U∗, X˜Mm ,Y0),(Y1+k)k∈Z)−µ♯||TV ≤ 2ε.
But also
||L (T0(U∗, X˜Mm ,Y0),(Y1+k)k∈Z)−L (T0(U∗, X˜∞,Y0),(Y1+k)k∈Z))||TV
≤ 2P(T0(U∗, X˜Mm ,Y0) 6= T0(U∗, X˜∞,Y0))
≤ 2P(X˜Mm 6= X˜∞)≤ 2ε.
Thus we have
||L (T0(U∗, X˜∞,Y0),(Y1+k)k∈Z)−µ♯||TV ≤ 4ε
and, as εwas arbitrary, L (T0(U∗, X˜∞,Y0),(Y1+k)k∈Z)=µ♯ follows. Clearly, this means that if L (X0,(Yk)k∈Z)=
µ♯ then also L (X1,(Y1+k)k∈Z)= µ♯ and the latter extends immediately to L (X t,(Yt+k)k∈Z)= µ♯ for all t≥ 2,
too. The proof is complete.
Before transitioning to the analysis of continuous-time processes, let us demonstrate the application of
Theorem 2.11 on a benchmark model: the discrete-time counterpart of (2) with log-Gaussian Vt and with
the simplest mean-reverting drift.
Example 2.12. Consider the following model for financial time series. Let ηt, t ∈ Z be independent stan-
dard Gaussian random variables and
Zt =
∞∑
k=0
akηt−k,
a causal moving average with constants ak, k ∈N satisfying
∑
k a
2
k
<∞. Therefore Zt is almost surely well
defined and is a stationary Gaussian process. Zt represents the log-volatility of an asset log-price X t which
in turn is defined as
X t+1 = γX t+ρeZtηt+1+
√
1−ρ2eZtεt+1, (25)
where γ ∈ (0,1),ρ ∈ (−1,1) and εk,k ∈ N is an i.i.d. series of random variables, also independent of ηt, t ∈
Z. For εk we assume they have finite variance and have a positive density f (x) such that for all n ∈ N,
infx∈[−n,n] f (x)= c(n)> 0. Additionally, we assume the initial price X0 has finite variance and is independent
of ηt, t ∈Z,εk,k ∈N.
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We claim that these natural assumptions are sufficient to establish the applicability of Theorem 2.11.
First of all, the random environment is defined as Yt := (Zt,ηt+1). The small sets are chosen as follows for
the target process and the random environment for n ∈N:
Xn = {x ∈R, |x| ≤ n} Yn = {(z,η) ∈R2, |z|, |η| ≤ n}.
We first verify Assumption 2.9, fix some n ∈ N and νn = 12Leb|[−1,1]. Now that we are working with
absolutely continuous distributions, we have to find a lower bound of the transition density to [−1,1] from
any departure point X t ∈Xt,(Zt,ηt+1) ∈Y .
Rearranging (25) to εt+1 we get
εt+1=
X t+1−γX t√
1−ρ2eZt
+ ρ√
1−ρ2
ηt+1.
Requiring X t+1 to arrive in [−1,1], knowing X t,ηt+1 ∈ [−n,n], eZt ∈ [e−n, en], the possible needed values
of εt+1 are restricted within some bounded interval [−d(n),d(n)]. Using the condition on the bounded
positivity of the density f (x) of εt+1 we get a valid minorization with
αn = 2 inf
x∈[−d(n),d(n)]
f (x)= 2c(d(n)) > 0.
It is left to confirm that X0 ∈Mb, so that X t uniformly rarely leaves the small sets. By recursively using
(25) we may express X t as follows:
X t =
t∑
s=1
γt−seZs−1
(
ρηs+
√
1−ρ2εs
)
+γtX0. (26)
To bound X t, we compute E[X2t ]. Observe that when evaluating the square of this sum, all cross-terms
cancel when taking expectation, even the ones only involving Z and η. Consequently,
E[X2t ]=
t∑
s=1
γ2t−2sE
[
e2Zs−1
]
(ρ2E[η2s]+ (1−ρ2)E[ε2s ])+γ2tE[X20 ].
Regarding these terms, remember that Zt was Gaussian thus it has finite exponential moments and all
appearing variables had finite variances. Moreover, due to the stationarity of all components appearing,
we have the time-independent bound
E[X2t ]≤
1
1−γ2E
[
e2Z0
]
(ρ2E[η21]+ (1−ρ2)E[ε21])+E[X20 ]=:K <∞.
From here we can conveniently bound
sup
t∈N
P(|X t| > n)≤
K
n2
,
which indeed converges to 0 as n→∞. This reasoning shows that L (X0,(Zk,ηk+1)k∈Z) ∈Mb. We have
verified the minorization Assumption 2.9 just before so Theorem 2.11 applies, ensuring convergence in total
variation. The present example complements Example 3.4 of [12] where convergence in total variation was
established under stronger assumptions (but with a rate estimate).
3 Stochastic volatility models
Let Bt, t ∈ R be a two-sided Brownian motion (i.e. Bt, B−t, t ∈ R+ are independent standard Brownian
motions), Gt, t ∈ R its completed natural filtration. Let Vt, t ∈ R (resp. ρt, t ∈ R) be (0,∞)-valued (resp.
(−1,1)-valued) strict-sense stationary processes with continuous trajectories that are adapted to Gt.
Let W denote the set of continuous functions on R which is a Polish space under the metric
d( f , g) :=
∞∑
i=−∞
1
2|i|
[
1∧ sup
u∈[i,i+1]
| f (u)− g(u)|
]
, f , g ∈W.
Notice that Vt := (Vt+s)s∈R and Rt := (ρt+s)s∈R can be naturally regarded as a W-valued random process
indexed by t ∈R.
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Lemma 3.1. When s→ 0, supt∈R{E[d(Vt+s,Vt)]+E[d(Rt+s,Rt)]}→ 0 holds true.
Proof. By stationarity of V , ρ, this amounts to proving E[d(Vs,V0)]+E[d(Rs,R0)]→ 0. The process V has
trajectories that are uniformly continuous on compacts hence supu∈[i,i+1] |Vu+s−Vu| → 0 almost surely for
each i ∈Z. Then E[1∧supu∈[i,i+1] |Vu+s−Vu|]→ 0 for each i and finally E[d(Vs,V0)]→ 0 by the definition of
d. We argue in the same manner for R.
We consider the process L t, t ∈R+ which is the solution of the stochastic differential equation
dL t =
[
ζ(L t)−
V2t
2
]
dt+ρtVt dBt+
√
1−ρ2tVt dWt, (27)
where Wt, t ∈ R+ is another Brownian motion with (completed) natural filtration Ft, t ∈ R+ and L0 is
a random variable. Assumptions 3.2, 3.4 and 3.6 below are more than enough to guarantee a unique
(Ft∨Gt)t∈R+ -adapted solution to (27), by Theorem 7 on page 82 of [20].
Assumption 3.2. Let G∞ be independent of F∞. Let L0 = g(R,V0,R0) for some measurable g : [0,1]×W2→
R and [0,1]-uniformly distributed random variable R, which is assumed to be independent of G∞∨F∞.
Remark 3.3. An arbitrary joint law for (L0,V0,R0) can be realized for suitable g, hence Assumption 3.2 is
not restrictive.
Assumption 3.4. The function ζ : R→ R is three times continuously differentiable with bounded ζ′, ζ′′ and
ζ′′′.
The following mean-reversion (or dissipativity) condition is rather standard for diffusion processes.
Assumption 3.5. There exist α,β> 0 such that
xζ(x)≤−α|x|2+β, x ∈R.
Finally, we stipulate a moment condition on the volatility process and on the initial condition.
Assumption 3.6. Let E[V80 ]+E
[
L0
4]<∞ hold.
Our principal result is now presented whose proof will occupy us during the rest of the paper.
Theorem 3.7. Let Assumptions 3.2, 3.4, 3.5 and 3.6 be in force. Then
L (L t,Vt,Rt)→ µ♯, t→∞ (28)
holds for some probability µ♯ on B(R×W2), in the sense of weak convergence of probability measures. The
probability µ♯ does not depend on L0 and it is invariant in the following sense: if L (L0,V0,R0) = µ♯ then
L (L t,Vt,Rt)=µ♯ for each t> 0, too.
We assume from now on that all the hypotheses of Theorem 3.7 are in force. Let us prove a moment
estimate first.
Lemma 3.8. We have L˜ := supt∈R+ E[L2t ]<∞.
Proof. Define the stopping times τl := inf{t > 0 : |L t| > l} for l ∈N. Itô’s formula and Assumption 3.5 imply
that, for all t,
E[L4t∧τl ] ≤ E[L
4
0]+E
[∫t∧τl
0
4L3sζ (Ls) ds
]
+2E
[∫t∧τl
0
|Ls|3V2s ds
]
+ 12
2
E
[∫t∧τl
0
L2sV
2
s ds
]
≤ E[L40]−4αE
[∫t∧τl
0
L4s ds
]
+4βE
[∫t
0
L2s ds
]
+2E
[∫t
0
|Ls|3V 2s ds
]
+6E
[∫t
0
L2sV
2
s ds
]
,
where the martingale parts disappeared due to stopping and to E[V20 ] < ∞. Tending with l to infinity,
Fatou’s lemma and monotone convergence lead to
E[L4t ]≤E[L40]−4α
∫t
0
E[L4s]ds+4β
∫ t
0
E
[
L2s
]
ds+2
∫t
0
E
[
|Ls|3V 2s
]
ds+6
∫t
0
E
[
L2sV
2
s
]
ds.
10
Applying Young’s inequality to the third, fourth and fifth terms we arrive at
E[L4t ]≤E[L40]−4α
∫t
0
E[L4s]ds+α
∫ t
0
E
[
L4s
]
ds+ βt
α
+ α
∫t
0
E[L4s]ds+
27
4α3
∫t
0
E[V8s ]ds+α
∫ t
0
E[L4s]ds+
9
α
∫t
0
E
[
V4s
]
ds
≤ E[L40]+
βt
α
+
27E[V80 ]t
4α3
+
9E[V40 ]t
α
<∞.
Actually, we even infer
sup
t∈[k,k+1]
E[X4t ]<∞ for all k ∈N. (29)
Fix k ∈N for the moment. Using Assumption 3.5 again,
E[L2t ] ≤ E[L2k]+E
[∫t
k
2Lsζ (Ls) ds
]
+E
[∫t
k
|Ls|V 2s ds
]
+ 1
2
E
[∫t
k
2V 2s ds
]
≤ E[L2k]−2α
∫t
k
E
[
L2s
]
ds+2β(t−k)+α
∫ t
k
E
[
L2s
]
ds
+
E[V40 ](t−k)
4α
+E[V20 ](t−k). (30)
where, this time, the martingale term disappeared due to (29) (or, by performing a localization argument
as above) and we used Young’s inequality again.
Clearly, there is a constant K such that |ζ(x)| ≤ K |x|+K for all x ∈ R. It follows, again by Itô’s formula
and Young’s inequality, that for all s ∈ [k,k+1],
E[L2s] ≥ E[L2k]−
∫s
k
(KE
[
L2u
]
+K)du− 1
2
∫s
k
E
[
L2u+V40
]
du
≥ E[L2k]− (K +1/2)
∫s
k
E
[
L2u
]
du− (K +E[V 40 ]/2)(s−k), (31)
where the martingale terms disappeared due to (29) (and this time localization would not work). Now let
h :=min
{
1
4(K +1/2) ,
1
4(K +E[V40 ]/2)
,
1
4(2β+E[V20 ]+E[V40 ]/4α)
}
.
First let us consider the case where E[L2
k
]≥ 1. (30) implies that E[L2s]≤E[L2k]+1 for s ∈ [k,k+h]. Then, by
(31), E[L2s]≥E[L2k]/4 hence, by (30),
E[L2k+1]≤ 2β+
E[V40 ]
4α
+E[V20 ]+E[L2k]−
αh
4
E[L2k].
If E[L2
k
]≤ 1 then, trivially,
E[L2t ]≤ 2β+
E[V40 ]
4α
+E[V20 ]+1.
From these observations we get that, for all k,
E[L2k+1]≤ 2β+
E[V40 ]
4α
+E[V20 ]+1+
(
1− αh
4
)
E[L2k],
which clearly implies supkE[L
2
k
]<∞ since E[L20]<∞. From this and from (30) the statement of the lemma
follows.
The following arguments are rather technical hence, to keep things relatively simple, we rely on the
readily available toolkit of [25]. The results here are by no means sharp and one could certainly go much
farther (e.g. multidimensional versions of Theorem 3.7; treating more general diffusions in random enviro-
ments; weakening smoothness assumptions on ζ as well as the dissipativity condition) using more recent
papers such as the deep study [1], see also [2].
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LetC denote the Banach space of continuous real-valued functions on [0,1] equipped with the maximum
norm || · ||C. For an element a ∈C we will also use the shorthand notation a¯ := ||a||C. The family of non-
negative (resp. positive) functions in C is denoted by C+ (resp. C++). We further define
C1 := {r ∈C : rt ∈ [−1,1], t ∈ [0,1]}
as well as
C+1 := {r ∈C : rt ∈ (−1,1), t ∈ [0,1]}.
The auxiliary process to be defined in (32) plays a key role in our arguments. The parameters y,r
represent the “frozen” values of trajectories of the volatility and correlation processes, while z is a generic
value of the stochastic integral of ρV with respect to B. For each y ∈ C+, z ∈ C, r ∈ C1 and x ∈ R, let
X˜ t(y,z,r,x), t ∈ [0,1] denote the unique Ft-adapted solution of the SDE
dX˜ t(y,z,r,x)= ζ
(
X˜ t(y,z,r,x)−
∫t
0
y2u
2
du+zt
)
dt+
√
1−r2tyt dWt, X˜0(y,z,r,x)= x, (32)
which exists e.g. by Theorem 7 on page 82 of [20]. We shall use the shorthand notation q := (y,z,r,x) in
the sequel. Introduce also the space Y :=C+×C×C1 where the random environment (to be defined in (36)
below) will evolve.
D
k,p denotes the p-Sobolev space of k times Malliavin differentiable functionals. The first and second
Malliavin derivative of a functional F will be denoted by DF, D2F or DrF, D2r1,r2F when we need to
emphasize that these are random processes/fields indexed by r,r1,r2. The Skorokhod integral operator
(the adjoint of D) is denoted by δ. The notation H refers to the Hilbert-space L2([0,1],B([0,1]),Leb).
Lemma 3.9. For each q ∈Y ×R, we have X˜1(q) ∈ ∩p≥1D3,p. Furthermore, if y ∈C++ and r ∈C+1 then also
1/||DX˜1(q)||H ∈∩p≥1Lp holds.
Proof. The first statement follows from the proof of Theorem 2.2.2 of [25] which applies in the cases N =
1,2,3 by Assumption 3.4. To see the second statement, recall from Theorem 2.2.1 of [25] that DX˜ t(q),
t ∈ [u,1] satisfies the equation
d(Du X˜ t(q))= ζ′
(
X˜ t(q)−
∫t
0
y2s
2
ds+zt
)
Du X˜ t(q)dt, Du X˜u(q)=
√
1−r2uyu,
for each u ∈ [0,1]. Taking K ′ with |ζ′| ≤ K ′, we see by the comparison principle for ordinary differential
equations that Du X˜1(q)≥ hu(1) where hu(t), t ∈ [u,1] satisfies the equation
dhu(t)=−K ′hu(t)dt, t≥ u, hu(u)=
√
1−r2uyu,
and hence
Du X˜1(q)≥
√
1−r2uyue−(1−u)K
′
, u ∈ [0,1].
It follows that
||DX˜1(q)||2H ≥
∫1
0
(1−r2u)y2ue−2K
′
du, (33)
which trivially implies our second statement since the right-hand side is deterministic and positive.
We define a metric on Q :=Y ×R by setting, for qi = (yi ,zi ,ri ,xi), i = 1,2,
ρ(q1,q2) := |x1− x2|+ ||y1−y2||C+||z1−z2||C+||r1−r2||C.
Continuity of X˜ t(q) and its Malliavin derivatives with respect to the parameter q is established next.
Lemma 3.10. Let ǫ> 0. For each p≥ 2 there exists C(ǫ, p)> 0 such that for all q1,q2 ∈Y ×R with r¯i ≤ 1−ǫ
and y¯i , z¯i , |xi | ≤ 1/ǫ, i = 1,2 we have
E1/p[ sup
t∈[0,1]
|X˜ t(q1)− X˜ t(q2)|p] ≤ C(ǫ, p)ρ(q1,q2),
E1/p
[
||DX˜1(q1)−DX˜1(q2)||pH
]
≤ C(ǫ, p)ρ(q1,q2),
E1/p
[
||D2 X˜1(q1)−D2 X˜1(q2)||pH⊗H
]
≤ C(ǫ, p)ρ(q1,q2).
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Proof. For i = 1,2, define the Picard iterates Z i0(t) := xi , t ∈ [0,1] and
Z in+1(t) := xi+
∫t
0
ζ
(
Z in(s)−
∫s
0
(yiu)
2
2
du+zis
)
ds+
∫ t
0
√
1− (ris)2yis dWs, (34)
for t ∈ [0,1] and n ∈N. Let K ′ denote a bound for |ζ′|. Clearly,
E
[
sup
u∈[0,t]
|Z1n+1(u)−Z2n+1(u)|2
]
≤ 3|x1− x2|2+3
∫t
0
(K ′)2
[
3E[ sup
u∈[0,s]
|Z1n+1(u)−Z2n+1(u)|2]+3
∫1
0
|(y1u)2− (y2u)2|2 du+3|z1s −z2s |2
]
ds
+ 3
∫1
0
2[|y1s −y2s |2+ (y¯1)2C′ǫ|r1s −r2s |2]ds,
for suitable C′ǫ by the fact that z→
p
1− z2 is Lipschitz-continuous on z ∈ [−1+ ǫ,1− ǫ]. Grönwall’s lemma
implies that for some constant C′′ǫ , independent of n,
E
[
sup
t∈[0,1]
|Z1n+1(t)−Z2n+1(t)|2
]
≤C′′ǫρ(q1,q2).
Since Picard iterates converge, (see e.g. Lemma 2.2.1 in [25]), we get
E1/2
[
sup
t∈[0,1]
|X˜ (q1)− X˜ (q2)|2
]
≤
√
C′′ǫρ(q1,q2).
A similar argument works in Lp with p> 2, too. Now recall that DX˜ (q), D2 X˜ (q) also satisfy (even simpler)
equations, see Theorem 2.2.1 of [25], so similar arguments apply to them.
Lemma 3.11. For each q ∈Y ×R with y ∈C++ and r ∈C+1 ,
suppL (X˜1(q))=R. (35)
Proof. As the diffusion coefficient in (32) is non-degenerate by y ∈C++ and r ∈C+1 , Theorem 1 of [13] implies
that (X˜s(q))s∈[0,1] has full support on Cx, where Cx := {f ∈C : f (0)= x}. This trivially implies (35).
We now set up a discrete-time machinery so that we can invoke the results of Subsection 2.2. Set X :=R
and Xn := {x ∈R : |x| ≤ n}, n ∈N. Define, for k ∈Z, the Y -valued random variables
Yk :=
(
(Vk+t)t∈[0,1],(Ik+t− Ik)t∈[0,1],(ρk+t)t∈[0,1]
)
, (36)
where we denote I t :=
∫t
0 ρsVs dBs, t ∈R+. As B has stationary increments, Y is stationary.
By Prokhorov’s theorem, there exist an increasing sequence of compact sets Dn ⊂ C+×C×C1, n ∈ N
such that P(Y0 ∉Dn)→ 0, n→∞. As V is positive and ρ is bounded away from ±1, P(Y0 ∈C++×C×C+1 )= 1
holds. Thus there is an increasing N-valued sequence l(n)→∞, n→∞ such that all the sets
Yn := {(y,z,r) ∈Dn : −1+1/l(n)≤ r≤ 1−1/l(n), y≥ 1/l(n)}
are non-empty and hence compact (being closed subsets of the respective Dn). Furthermore,
(C++×C×C+1 )∩ (∪n∈NDn)=∪n∈NYn,
which implies P(Y0 ∉Yn)→ 0, n→∞.
Lemma 3.12. There exist constants c˜n > 0, n ∈N such that for each A ∈B(R) with A ⊂ [−1,1] and for all
x ∈Xn, (y,r,z) ∈Yn,
P(X˜1(y,z,r,x) ∈ A)≥ c˜nLeb(A).
Proof. Fix n, let q ∈Yn×Xn. Lemma 3.9 above and Exercise 2.1.8 of [25] imply that X˜1(q) has a density
with respect to the Lebesgue measure (henceforth denoted by pq(u), u ∈ R) which is continuously differen-
tiable in u. It follows from Lemma 3.11 above and from Proposition 2.1.8 of [25] that pq(u)> 0 holds true
for all u ∈ R.
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We will show that positivity of pq(u)> 0 holds uniformly in (u,q) ∈ [−1,1]×Yn×Xn which will yield the
claimed result. Exercise 2.1.1 of [25] together with Lemma 3.9 above guarantee that DX˜1(q)||DX˜1(q)||2H
is in the
domain of δ and, for all u ∈ R,
pq(u)= E
[
1{X˜1(q)>u}δ
(
DX˜1(q)
||DX˜1(q)||2H
)]
.
We now claim that the mapping (u,q)→ pq(u) is continuous. To verify this, let
(un,qn) := (un,yn,rn,zn,xn)→ (u,q) := (u,y,r,z,x)
hold as n→∞. Clearly, 1{X˜1(qn)>un}→ 1{X˜1(q)>u} in measure by Lemma 3.10, hence also in L2, as n→∞. By
Proposition 1.5.4 of [25],
DX˜1(qn)
||DX˜1(qn)||2H
→ DX˜1(q)||DX˜1(q||2H
in D1,2(H), (37)
implies
δ
(
DX˜1(qn)
||DX˜1(qn)||2H
)
→ δ
(
DX˜1(q)
||DX˜1(q)||2H
)
in L2 so we get the claimed continuity property of (u,q)→ pq(u) as soon as (37) is verified. We will now
check that (37) holds in D1,p(H) for all p≥ 1.
Since ||DX˜1(q)||2H ≥ cˇn holds for all qYn×Xn with some cˇn > 0, see (33), we get from Proposition 1.2.3
of [25] that
Lnt1,t2 :=Dt1
(
Dt2 X˜1(qn)
||DX˜1(qn)||2H
)
=
D2t1,t2 X˜1(qn)
||DX˜1(qn)||2H
−2Dt1 X˜1(qn) ·Dt2 X˜1(qn)||DX˜1(qn)||4H
.
Define also
L t1,t2 :=
D2t1,t2 X˜1(q)
||DX˜1(q)||2H
−2Dt1 X˜1(q) ·Dt2 X˜1(q)
||DX˜1(q)||4H
.
Lemma 3.10 implies E[||Ln−L||p
H⊗H]→ 0, n→∞, recalling (33) again. Similarly,
Gnt :=
Dt X˜1(qn)
||DX˜1(qn)||2H
, G t :=
Dt X˜1(q)
||DX˜1(q)||2H
satisfy E[||Gn−G||p
H
]→ 0, n→∞, again by Lemma 3.10. We conclude that (37) holds.
Now compactness of [−1,1]×Yn×Xn implies that
inf
(u,q)∈[−1,1]×Yn×Xn
pq(u)> 0
and the proof is complete.
Define Xˆ t(y,z,r,x) := X˜ t(y,z,r,x)−
∫t
0 y
s/2ds+zt , t ∈ [0,1]. This process satisfies the equation
dXˆ t(y,z,r,x)=
(
ζ(Xˆ t(y,z,r,x))−
y2t
2
)
dt+zt +
√
1−r2tyt dWt, Xˆ0(y,z,r,x)= x,
hence it will serve as the “parametric version” of (27). Since (y,z,r) → z¯+ y¯2/2 is bounded on each Yn,
Lemma 3.12 readily implies the following result.
Corollary 3.13. There exist constants cˆn > 0, n ∈N such that for each A ∈B(R) with A ⊂ [−1,1] and for all
x ∈Xn, (y,z,r) ∈Yn,
P(Xˆ1(y,z,r,x) ∈ A)≥ cˆnLeb(A).
✷
Lemma 3.14. For all k ∈N, there exists a continuous mapping Sk :Ω×∪nYn×R→C such that it satisfies
for all q ∈∪nYn×R the equation
dSkk+t(q)=
(
ζ(Skk+t(q))−
y2t
2
)
dt+zt +
√
1−r2tyt dWk+t, Skk := x
for t ∈ [0,1]. Furthermore, Sk
k+t(·,Yk,Lk), t ∈ [0,1] is a version of Lk+t, t ∈ [0,1]. From now on we always take
this version of L.
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Proof. It suffices to prove this for k= 0 using the driving noiseWt, t ∈ [0,1] as the construction is the same
for each k, usingWt−Wk, t ∈ [k,k+1] instead.
Let us take an increasing sequence of sets Bn ⊂ Yn ×Xn, n ∈ N which are countable and dense in
Yn×Xn. There is a common P-null set N ∈F such that for ω ∈Ω\N the mapping q→ (Xˆu(q)(ω))u∈[0,1] ∈C
is uniformly continuous on Bn for each n, by Lemma 3.10 hence it has a continuous extension to Yn×Xn
which coincides with the respective extensions on Ym×Xm whenm≤ n. Hence we eventually get a function
S : (Ω\N)×∪nYn×R→C as required. (We set S := 0 on N.)
Having constructed Sk for all k, for any G∞ ∨Fk-measurable step function Q : Ω → ∪nYn ×R with
Q= (Y,Z,R,X ) it clearly holds that
dSkt (Q)=
(
ζ(Skt (Q))−
Y2t
2
)
dt+Zt +
√
1−R2tYt dWk+t, S0k := X
and then this extends to all ∪nYn×R-valued G∞ ∨Fk-measurable random variables Q, in particular, to
Q := (Yk,Lk), which proves the second statement.
Let us define the parametrized kernel Q as follows: for each (x, y) ∈R×∪nYn and for all continuous and
bounded φ :R→R we let ∫
R
φ(z)Q(x, y,dz) :=E[φ(S01(y,x))].
This clearly defines a probability for all (x, y), and for a fixed φ it is measurable in (x, y) by Lemma 3.14.
Now we can recursively generate
X0 := L0, X t+1 := Stt+1(Yt,X t), t≥ 1
and see that X is a Markov chain in random environment with kernel Q which satisfies X t = L t, t ∈ N.
Notice that (18) holds by Lemma 3.8 above.
Let µ,ν be probabilities on B(R×W2). Let C (µ,ν) denote the set of probabilities π on B(R×W2×R×W2)
such that their respective marginals are µ,ν. Define
w(µ,ν) := inf
ζ∈C (µ,ν)
∫
R×W2×R×W2
([1∧|x1− x2|]+d(v1,w1)+d(v2,w2))π(dx1,dv1,dw1,dx2,dv2,dw2). (38)
This bounded Wasserstein distance metrizes weak convergence of probabilities on B(R×W2) and satisfies
w(µ,ν)≤C||µ−ν||TV for some C > 0, see Theorem 6.15 of [31].
Proof of Theorem 3.7. Invoking Theorem 2.11, we can establish the existence of µ♯ such that
L (Ll ,Vl ,Rl )→ µ♯, l→∞, l ∈N
holds in || · ||TV . Working on a finer time grid, we similarly obtain that, for each k ∈N, the sequence of laws
L (Ll/2k ,Vl/2k ,Rl/2k ), l ∈N converge in || · ||TV as l→∞ and all these limits necessarily equal µ♯.
Let K be such that ζ2(x)≤K |x|2+K (such a K exists by Assumption 3.4). Notice that, for h> 0,
E[|L t+h−L t|2]
≤ 3E
[(∫t+h
t
(
ζ(Ls)−
V2s
2
)
ds
)2]
+3E
[(∫t+h
t
ρsVs dBs
)2]
+3E
[(∫t+h
t
√
1−ρ2sVs dWs
)2]
≤ 3
∫t+h
t
2h
[
KE[L2s]+K +E[V40 ]/4
]
ds+3
∫t+h
t
E[V20 ]ds+3
∫t+h
t
E[V20 ]ds
≤ 6h2[KL˜+K +E[V 40 ]/4]+6hE[V 20 ], (39)
by Lemma 3.8.
For each t ∈ R+ and k ∈ N, let l(k, t) denote the integer satisfying l(k, t)/2k ≤ t < [l(k, t)+1]/2k . Notice
that, for k fixed, l(k, t)→∞ as t→∞. We estimate, using (39),
w(L (L t,Vt,Rt),µ♯)
≤ w(L (L t,Vt,Rt),L (Ll(k,t)/2k ,Vl(k,t)/2k ,Rl(k,t)/2k))+w(L (Ll(k,t)/2k ,Vl(k,t)/2k ,Rl(k,t)/2k),µ♯)
≤ E|L t−Ll(k,t)/2k |+E[d(Vt,Vl(k,t)/2k )]
+ E[d(Rt,Rl(k,t)/2k ]+C||L (Ll(k,t)/2k ,Vl(k,t)/2k ,Rl(k,t)/2k )−µ♯||TV
≤
√
6
22k
[KL˜+K +E[V40 ]/4]+
6
2k
E[V20 ]+sup
t∈R
{E[d(Vt,Vl(k,t)/2k)]+E[d(Rt,Rl(k,t)/2k ]}
+ C||L (Ll(k,t)/2k )−µ♯||TV .
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Noting Lemma 3.1, the latter expression can be made arbitrarily small by first choosing k large enough
and then choosing t large enough.
Theorem 2.11 implies that, if L (L0,V0,R0)=µ♯ then
L (L t,Vt,Rt)= µ♯ (40)
holds for all dyadic rationals t≥ 0. For an arbitrary t ∈R, take dyadic rationals tn→ t, n→∞ and estimate
w(L (L t,Vt,Rt),L (L tn ,Vtn ,Rtn ))
≤ E|L t−L tn |+E[d(Vt,Vtn )]+E[d(Rt,Rtn )],
which tends to 0 as n→∞, by Lemma 3.1 and by (39). Hence (40) holds for all t ∈R.
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