Abstract-A moving kNN query continuously reports the k nearest neighbors of a moving query point. In addition to the query result, a service provider that evaluates moving queries often returns mobile clients a safe region that bounds the validity of query results to minimize the communication cost between the two parties. However, when a service provider is not trustworthy, it may send inaccurate query results or incorrect safe regions to clients. In this paper, we present a framework and algorithms to authenticate results and safe regions of moving kNN queries. Extensive experiments on both real and synthetic datasets show that our methods are efficient in terms of both computation time and communication costs.
is a subset of the dataset, whereas the authentication targets of moving queries include both the query result and the safe region-the latter is not a subset of the dataset but dynamically computed by the LBS at run-time.
To the best of our knowledge, this paper is the first to address this challenging issue of authenticating moving kNN queries. Our contributions include: 1) A framework to support the evaluation and authentication of moving kNN queries.
2) The design of verification objects VO [6, 12, 22, 24] for authenticating the safe regions (and also the results) of moving kNN queries. 3) Efficient algorithms to construct the verification objects. First, we present a solution that focuses on communication-efficiency (i.e., minimizing the total communication cost between a mobile client and the LBS) for better network bandwidth utilization and also for mobile users who are charged by mobile services on a per-data basis. Unlike traditional moving query processing, the total communication cost in our problem setting depends not only on (i) the frequency of communication between the LBS and the client, (ii) the size of query results, but also (iii) the size of the verification object VO transferred in each communication. Second, we present another solution that focuses on computationefficiency. Such a solution is important to mobile devices that have limited computation power and/or battery life. 4) A method for a mobile client to refresh its safe region without issuing a new query to the server even when the client leaves its current safe region. This technique further helps to reduce the communication frequency as well as the computation effort. 5) A thorough experimental study on real data and synthetic data to study the communication and computation efficiency of our proposed methods. The rest of this paper is organized as follows. We discuss related work in Section II. Our framework is presented in Section III. In Section IV, we present two methods for authenticating safe region of moving kNN queries that fit our framework. The experimental study is presented in Section V. Finally, we conclude this paper in Section VI.
II. RELATED WORK AND BACKGROUND
Query authentication In the literature, most authentication techniques [6, 7, 12, 14, 15, 21, 22, 24] are based on Merkle tree [8] , which is an authenticated data structure (ADS) that is built on the dataset. Digests of nodes in the tree are first 978-1-4244-8960-2/11/$26.00 © 2011 IEEE ICDE Conference 2011recursively computed from the leaf level to the root level (a secure-hash h function is often used to compute a fixedlength digest). Then, the signature of the dataset is obtained by signing the root digest using the data owner's private key. Signature aggregation [11, 13] is an alternative of Merkle tree. It works by having a signature for each tuple in the dataset. When compared to Merkle tree based methods, signature aggregation achieves better concurrency and generates smaller verification objects. However, it incurs larger update overhead at the data owner and higher verification cost at the client. Recently, Yi et al. [23] propose a probabilistic approach for authenticating aggregation queries; and Kundu et al. study the authentication of trees [4] and graphs [5] without revealing any data objects beyond the user's access rights. In this paper, we adopt the Merkle tree approach because of its wide popularity/applicability. To authenticate spatial queries, Yang et al. [22] develops an authenticated data structure (ADS) called Merkle R-tree (MR-tree) based on R * -tree [1] and Merkle tree [8] . Figure 1b shows an MR-tree for the dataset shown in Figure 1a . A leaf entry p i stores a data point. A non-leaf entry e i stores a rectangle e i .r and a digest e i .α, where e i .r is the minimum bounding rectangle of its child node, and e i .α is the digest of the concatenation (denoted by |) of binary representation of all entries in its child node. For instance, e 1 .α = h(p 1 |p 2 ), e 5 .α = h(e 1 |e 2 ), and e root .α = h(e 5 |e 6 ). The root signature is generated by signing the digest of the root node e root .α using the data owner's private key.
Consider the nearest neighbor (NN) query q in Figure 1 . Its NN is p 1 and its NN distance is denoted by γ = dist(q, p 1 ). In order to let the client to verify the correctness of the NN results, the LBS utilizes the MR-tree (provided by the data owner) to generate a verification object VO. For kNN queries, the VO is computed by a depth-first traversal of the MRtree. First, a circular verification region (q, γ) with center q and radius γ is defined. Then, the tree is traversed with the following conditions: (i) if a non-leaf entry e does not intersect (q, γ), e is added to the VO (e.g., e 2 , e 6 ) and its subtree will not be visited; (ii) data points in any visited leaf node are added into the VO (e.g., p 1 , p 2 ). In this example, we have VO = {{{p 1 , p 2 }, e 2 }, e 6 } , where { and } are tokens for marking the start and end of a node.
Upon receiving the VO, the client first checks the correctness of the VO by reconstructing the digest of root of the MR-tree from the VO and then verifying it against the root signature using the data owner's public key. If the verification is successful, the client next finds the NN result (and the NN distance γ ) directly from the data points extracted from the VO (ignoring the non-leaf entries). Then, the client redefines his own verification region (q, γ ). Note that if a non-leaf entry e in the VO does not intersect (q, γ ), that means all the points in e are farther than the computed NN result with respect to q. Thus, the client verification step is to check whether every non-leaf entry in the VO satisfies e.r∩ (q, γ ) = ∅. If so, the client can assure that the computed NN result is correct. To the best of our knowledge, we are the first to study the authentication of moving queries. Existing spatial authentication techniques [14, 22] cannot help in authenticating moving queries because they focus on static queries, so that the authentication targets (i.e., the query results) are part of the dataset. In contrast, authentication of moving queries require authenticating both the query results (part of the dataset) and the safe regions (not part of the dataset). Moving query processing In moving query processing, [19] computes the nearest neighbors for each possible query point on a given line segment, whereas [3] studies how to maintain the user's future kNN upon a change of the user's velocity. Both [19] and [3] model the user's movement as a linear function. When the user's future movement is unknown, the buffering approach [18] or the safe region approach [9, 25] are more appropriate for efficient moving query processing.
In the buffering approach [18] , the LBS retrieves the user's (k + ∆k)NN and uses them to derive a buffer region for the user. While moving within the buffer region, the client's latest kNN result can be recomputed locally from the (k + ∆k)NN result of the previous query. However, it is not easy to find the optimal value of ∆k in practice, and that value actually strongly influences the communication frequency and the number of objects transferred per communication.
In the safe region approach, the LBS reports a safe region [9, 25] for the query result, such that the result remains unchanged as long as the user moves within the safe region. Unlike the buffering approach, this approach does not require the client to compute result locally. This approach not only reduces the communication cost between the LBS and the client, but also the computational cost. In this paper, we adopt the order-k Voronoi cell [25] as the safe region for moving kNN queries. We are aware of another safe region technique called V * -diagram [9] , which formulates an advanced safe region by fetching (k + ∆k) nearest neighbors. However, the optimal value for ∆k is not easy to tune because it depends on the data distribution and the query parameters.
III. THE FRAMEWORK
Following [9, 25] , we use a more general problem setting in which q is a moving object whose future locations cannot be predicted in advance. In a moving query environment, the question is when and where the client should (re-)issue query in order to get the most updated kNN result as q moves. A brute-force method is by sampling, in which the client periodically issues a kNN query to the server for every T time units. The correctness of the results can then be authenticated using an MR-tree. However, the problem of this method is that a high T makes the result stale while a small T leads to very high communication cost. More problematically, there is no way to guarantee that result is always up-to-date even when a very small T is used, rendering this method impractical. Baseline Method A baseline method is to use the buffering technique [18] to compute kNN queries and then authenticate the results by using an MR-tree [22] . Specifically, a client issues (k + ∆k)NN queries to the LBS. Let q last be the last location sent to server and d i be the distance between q last and its i-th nearest neighbor. The buffer region is a circle (q last , ) with q last as the center and = (d k+∆k − d k )/2 as the radius. It is proven in [18] that, as long as the current location of q moves within the buffer region (q last , ), the latest kNN result can be derived from the (k + ∆k)NN result of the last query. The client is required to issue a new (k+∆k)NN query only when it moves outside (q last , ). Although simple, finding the optimal value of ∆k for this method is very difficult in practice. A small ∆k leads to more frequent communication, thereby increasing the communication cost. A large ∆k, unfortunately, also increases the communication cost because of the size of the VO increases.
Safe Region Approach
The buffering technique in the baseline method is not a truly safe region approach because even when staying within the buffer region the client is still required to recompute result locally. Our approach is to return a safe region [9, 25] for the query result, such that the result remains unchanged as long as the user's location q stays within the safe region. This approach helps reducing the communication frequency between the LBS and the client, as well as their computation cost. However, for the sake of saving computing resources and communication bandwidth [12, 17, 24] , the LBS may simply return, in our problem context, an overly large safe region, rendering the user's future result incorrect. Our goal is thus to devise methods for the client to verify the correctness of the safe region returned by LBS. Figure 2 illustrates our framework for answering moving kNN that supports query correctness verification. A map provider (e.g., the government's land department, NAVTEQ 1 , and TeleAtlas 2 ) collects points-of-interests into a spatial dataset. It builds the ADS 3 of the dataset and signs the digest of the root node, before distributing/selling it to a service provider (i.e., LBS). Initially, a user downloads the root signature from the LBS and the map provider's public key from a certificate authority (e.g., VeriSign). Afterwards, the user sends its location to the LBS, and obtains as the results the kNN, safe region, and the VO. The correctness of the kNN and the safe region can be verified at the client by using the received VO, the root signature and the map provider's public key. The client needs to issue a query to the LBS again only when it leaves its safe region.
The spatial dataset is expected to have infrequent updates (e.g., monthly map updates). In case the user wants to ensure the results obtained are fresh (i.e., obtained from the latest datasets), the map provider could follow [6] to include a timestamp in the root signature of the tree.
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Spatial Dataset
Certificate authority 
IV. SAFE REGION AUTHENTICATION
In this paper, we focus on the 2-dimensional space R 2 because most spatial data reside in such a space. Nevertheless, our result can be extended to the 3-dimensional space. We abbreviate the minimum bounding rectangle e.r by its nonleaf entry e. A summary of notation used in this paper is given in Table I . 
order-k Voronoi cell of S with respect to D Ψ vertices of Vk(S, D) e a non-leaf entry in an MR-tree mindist(e, q) the minimum distance between q and the extent of e KVR the kNN verification region SRVR the safe region verification region
We adopt the (order-k) Voronoi cell as the safe region for moving kNN queries as in [25] . The basic definitions for Voronoi cells are as follows.
Definition 1: Half-plane [10] . Given points p and p , the half-plane ⊥(p, p ) denotes the set of locations that are closer to point p than point p :
of p with respect to D is defined as: 
Definition 4: Generator and symmetric property. D) . Figure 3a illustrates the Voronoi cell of each point from Order-k Voronoi cell [10] . Given a subset S ⊂ D such that |S| = k, the order-k Voronoi cell V k (S, D) of S with respect to D is defined as:
Figure 3b depicts the order-2 Voronoi cells on the dataset D. For instance, any location within the cell V 2 ({p 1 , p 2 }, D) regard p 1 and p 2 as its 2 nearest neighbors.
Fig. 4. Challenge of safe region authentication
The challenge of verifying the correctness of a safe region (a Voronoi cell) is illustrated in Figure 4 . Suppose that the LBS needs to compute the 1NN of q (i.e., point p 1 ) and also the safe region (i.e., the Voronoi cell V(p 1 , D); the gray triangle). Through Definition 4, the LBS can represent the Voronoi cell V(p 1 , D) by point p 1 and its generator set:
Suppose that the LBS intentionally represents V(p 1 , D) using a fake generator set G (p 1 , D) = {p 4 , p 5 , p 6 }. In this case, the client will reconstruct an incorrect Voronoi cell V (p 1 , D), as indicated by the bold triangle in the figure. The problem here is that the client cannot verify the correctness of the fake generator set G (p 1 , D). Note that all points of G (p 1 , D) also originate from the dataset D (thus it passes the data correctness checking that verifies the root signature). However, the client cannot determine whether those points belong to the actual generator set
is constructed by all points in D. So, a brute-force solution is to return the whole dataset D to the client so that he is guaranteed to compute V(p 1 , D) correctly. Our goal is to design algorithms to construct verification objects VO for verifying the correctness of the Voronoi cell, yet the size of VO should be as small as possible.
In the following, we first present an approach that exploits the relationship between the vertices of an order-k Voronoi cell and the kNN to construct the VO (Section IV-A). The VOs constructed by this approach are very compact and thus the approach is more communication efficient. Afterwards, we present another method that materializes order-1 Voronoi cells in the MR-tree off-line and constructs the VO on-the-fly (Section IV-B). The VO constructed by this approach may be larger than the ones constructed by the first approach; however, this approach is more computation efficient and thus more suitable for mobile devices with limited computational power and battery. In the end of this Section, we present a method to re-use the VO to reduce the communication cost when the client crosses a safe region (Section IV-C).
A. Vertex-based Approach (VA)
Our Vertex-based Approach (VA) constructs a compact VO for authenticating a moving kNN query. Its idea is to exploit the relationship between the vertices of an order-k Voronoi cell and the kNN result. It consists of a server algorithm and a client algorithm.
Algorithm 1 Vertex-based Approach (Server)
Receive from client: (Query point q, Integer k) Using MR-tree TD (on dataset D) 1: S:=compute the kNN of q from the tree TD; 2: compute V k (S, D) from the tree TD (using [25] Server Algorithm Algorithm 1 is the pseudo-code of the server algorithm. Upon receiving the user location q and the number k of required NNs, it computes the kNN result S from an MR-tree T D (line 1). 4 Then, it computes the safe region as the order-k Voronoi cell V k (S, D) (line 2). Next, it defines a verification region C so as to identify points that are directly useful for verifying the kNN results and the safe region and put them into the VO. More specifically, the verification region C is the union of:
• The kNN verification region (KVR): the circular region (q, γ), where γ is the k-th nearest neighbor distance of q (lines 3-4).
• The safe region verification region (SRVR): the union of circular regions defined using each vertex ψ of the Voronoi cell and the farthest point in the kNN result S from ψ, i.e., ψ∈Ψ (ψ, max p∈S dist(ψ, p)), where Ψ denotes the set of vertices of the Voronoi cell V k (S, D) (lines 5-6). Figure 5a illustrates the verification region C for the case k = 1. The point p 1 is the NN of q and the Voronoi cell V(p 1 , D) (in gray color) is the safe region. The KVR is the solid circle centered at q. The SRVR is the region formed by the union of the dotted circles centered at vertices ψ 1 , ψ 2 , ψ 3 . The VO is then computed by a depth-first traversal of the MRtree (line 8). That is, the tree is traversed with the following two conditions: (i) if a non-leaf entry e does not intersect C, e is added to the VO and its subtree will not be visited; (ii) data points in any visited node (i.e., intersecting C) are put into the VO. Thus, in our example, the VO contains the points p 1 , p 2 , p 5 and p 6 and other non-leaf entries in the tree. Figure 5b illustrates the verification region C for the case k = 2. The points p 1 and p 2 are 2NN of q and the order-2 Voronoi cell V 2 ({p 1 , p 2 }, D) (in gray color) is the safe region. In this example, the verification region C contains the points p 1 , p 2 , p 3 , p 4 , p 5 , p 6 and other non-leaf entries in the tree.
We now prove that any point p * outside the SRVR cannot alter the safe region V k (S, D).
Theorem 1: [Points outside the SRVR cannot alter safe region V k (S, D)] Let Ψ be the set of vertices of the orderk Voronoi cell V k (S, D), where S is a set of k points from the point set D. Let p * be a point of
Proof: To begin, we first have to state down two preliminary lemmas.
Lemma 1: Let S be a set of k points from D. Let p * be a point of D\S. We have:
Lemma 2: A half-plane ⊥(·, ·) is convex. The intersection of half-planes is also convex [10] .
We now show that, with the given if-condition in Theorem 1, both V k (S, D) and V k (S, D\{p * }) are strictly inside p∈S ⊥(p, p * ), and thus they are equal. Let's consider the region p∈S ⊥(p, p * ). Any location z ∈ R 2 can be classified into three types:
Combining this with the fact that both V k (S, D) and p∈S ⊥(p, p * ) are convex regions (refer to Lemma 2), we infer that
we proceed to show that z bor and z out do not exist in V k (S, D\{p * }). Suppose that there exists a location z bor in V k (S, D\{p * }). Thus, z bor must also belong to V k (S, D), by Lemma 1. This contradicts with the property ( ) that V k (S, D) is strictly inside p∈S ⊥(p, p * ). Suppose that there exists a location z out in V k (S, D\{p * }). We construct a line segment from z out to a location z in in V k (S, D\{p * }). This line segment must pass through a location z bor , which falls in V k (S, D\{p * }) because it is convex. This will then lead to contradiction, as stated above. Therefore, Theorem 1 is proved. For example, in Figure 5a , points p 3 and p 4 fall outside SRVR. By Theorem 1, they cannot alter V(p 1 , D) and so they are not included in the VO. On the other hand, points p 2 , p 5 and p 6 are the generators of the order-1 Voronoi cell V(p 1 , D). They are essential for constructing V(p 1 , D), so they are in SRVR and included in the VO. By Theorem 1, it is safe to include only those points within C in the VO (and other points are represented by a few non-leaf entries). Therefore, while the VO constructed by this method is very compact, it also provides all the information the client needs to verify the correctness of the safe region (and the kNN results).
Note that, for efficient implementation, the server does not need to render the complex shape of the verification region C (line 7). Instead, we can check whether the following condition holds during the tree traversal (line 8):
where the first term checks whether a non-leaf entry e intersects KVR and the second term checks whether e intersects SRVR. If the condition holds, we add e into the VO. Using this condition, the VO can be constructed efficiently. In the final step, the server sends the VO to the client (line 9) and the client will obtain the kNN result and the safe region from the VO and authenticate them.
Client Algorithm
Algorithm 2 is the pseudo-code of the client algorithm. Upon receiving the verification object VO from the server, it first reconstructs the root digest from the VO and verifies it against the MR-tree root signature signed by the data owner (lines [1] [2] . If the verification is successful, then the VO is guaranteed to contain only entries from the original MR-tree (i.e., no fake entries). Next, it proceeds to verify the correctness of the kNN result and the safe region provided by the VO. It extracts from the VO (i) a set D of data points, and (ii) a set R of non-leaf entries, and then computes the kNN result S from D (lines 4-6).
As described in Section II, the kNN set S is correct if every non-leaf entry of R does not intersect (q, γ ), where γ is the kNN distance (lines [7] [8] . If the kNN result is authenticated, the client next computes the order-k Voronoi cell V = V k (S , D ) from D as the safe region for the kNN result S (line 9). It then constructs the SRVR by the set of vertices Ψ in V (lines 10-11). By Theorem 1, the client can ensure that the cell V is correct if every non-leaf entry of R does not intersect the SRVR (line 12). And if so, the client can regard the computed kNN result and the safe region V as correct.
VO Size Analysis
We estimate the size of the VO by estimating the number of data points in the verification region C = (q, γ) ∪ ψ∈Ψ D :=the set of data points extracted from VO;
5:
R :=the set of non-leaf entries extracted from VO;
6:
S :=compute the kNN of q from D ; 7: γ :=max p∈S dist(q, p); 8: if ∀e ∈ R , e ∩ (q, γ ) = ∅ then authenticate kNN
9:
V:=compute V k (S , D );
10:
Ψ := set vertices of V;
11:
SRVR := S ψ∈Ψ (ψ, max p∈S dist(ψ, p));
12:
if ∀e ∈ R , e ∩ SRVR = ∅ then authenticate safe region 13: return kNN result S and safe region V; 14: return authentication failed;
(ψ, max p∈S dist(ψ, p)). We will ignore (q, γ) because it is always covered by ψ∈Ψ (ψ, max p∈S dist(ψ, p)).
For simplicity, we assume that the data points are uniformly distributed in the square domain space [0, 1]
2 . Let n be the number of points in the dataset D. The average kNN distance is: γ = k πn . According to [10] , the number of order-k Voronoi cells is:
. Thus, the average area of an order-k Voronoi cell is:
Under uniform distribution, we approximate the shape of an order-k Voronoi cell V k (S, D) by a circle with radius λ. Thus, we have: λ = 1 πF (k,n) . Recall that the verification region C is formed by a union of circles, in which each circle has its radius as γ and its center as a vertex of V k (S, D).
The verification region C can be approximated as a circle with the radius λ + γ. Therefore, the number of data points in C is estimated as:
The number of non-leaf entries in the VO can be estimated by substituting the above circle into the MR-tree analysis in [22] .
Observe that the above estimated value is robust for uniform data distribution. In case of other data distributions, different vertices of V k (S, D) could be located in different parts of the space, with different densities. We leave the analysis of VO size under other distributions as our future work.
Discussion
An advantage of this Vertex-based Approach (VA) is that it exploits the property between the vertices of order-k Voronoi cell and the kNN results such that it only adds very few data points to the verification object. That leads to a low communication cost per query while the use of safe region reduces the number of queries issued. Also, this approach does not require the building of a new authenticated data structure (ADS) to authenticate the Voronoi cells; rather, it reuses the existing MR-tree, which is useful for authenticating other types of spatial queries. However, this method requires the online computation of an order-k Voronoi cell on both the server-side and the client-side at run-time.
B. Materialization Approach (MA)
We now present an alternate approach that materializes some Voronoi cell information in the ADS so as to save computational cost at the server and mobile clients. The challenge is that the value of k is a user parameter and it cannot be known in advance. Therefore, pre-computing order-k Voronoi diagrams for all possible values of k and materializing them in the MR-tree is not practical-that places a very heavy burden on the data owner and makes the MR-tree bulky and inefficient.
Instead of using full materialization, our Materialization Approach (MA) is a client-server method that operates on a simple extension of VoR-tree [16] , which we call Voronoi MR-tree. We will show that by using the Voronoi MR-tree, the safe region verification region (SRVR) is identical to the kNN verification region (KVR). Therefore, the clients and the LBS need not explicitly authenticate the safe region (orderk Voronoi cells). Also, we will prove that points added to the VO based on the Voronoi MR-tree are sufficient for the client to derive the safe region from the VO directly. In other words, the server needs not even compute the safe region. All these enhancements dramatically speed-up the server and client algorithms.
Voronoi MR-tree
The Voronoi MR-tree is a simple "Merkle extension" of VoRtree [16] . VoR-tree is an R-tree like index structure. In a VoR-tree, each leaf entry stores not only a point p i but also the generator set G(p i , D) of its order-1 Voronoi cell. However, the MBR of a leaf node is solely constituted by the entries' data points. The Voronoi MR-tree is simply a VoRtree with digests added to each node recursively like MR-tree (see Section II). The signature of the dataset is obtained by signing the root digest with the map provider's private key. For instance, Figure 6a shows a Voronoi MR-tree (T D ) built from the data points shown in Figure 3a . The leaf entry for point p 1 stores the binary string of p 1 and its generators (p 2 p 5 p 6 ).
Maintaining (i.e., insert/delete/update of data points) a Voronoi MR-tree is the same as maintaining a VoR-tree (see [16] ) followed by maintaining the digests as in MR-tree (see [22] ), so we do not discuss it in detail. Maintaining a Voronoi MR-tree is asymptotically as efficient as maintaining an R-tree because the average number of generators of each Voronoi cell (in R 2 ) is at most six [16] , which is a constant. The average capacity of the leaf nodes of VoR-tree and Voronoi MR-tree is seven (1+6) times lower than that of the MR-tree on average but the capacity of non-leaf nodes in the VoR-tree and Voronoi MR-tree is still the same as in the MR-tree. As the capacity of non-leaf nodes is usually in the order of hundred, the height of Voronoi MR-tree is usually the same or one level higher than that of MR-tree.
The Voronoi MR-tree is simply a blend of MR-tree and VoR-tree. Actually, we put our focus on how to compute and authenticate order-k Voronoi cells using Voronoi MR-tree, which contains only order-1 Voronoi cells. 
Server Algorithm
Algorithm 3 is the pseudo-code of the server algorithm. Upon receiving the user location q and the number k of required NNs, it computes the kNN result from a Voronoi MR-tree T D (line 1). Next, it defines a verification region C so as to identify points that are directly useful for the client to verify the kNN results and the safe regions. Differ from the vertexbased approach, the verification region C consists of only one part, which is surprisingly the usual kNN verification region (KVR), i.e., C = (q, γ), where γ is the k-th nearest neighbor distance of q (lines 2-3).
With a Voronoi MR-tree, we now prove that by putting all points within the verification region C (and their associated order-1 Voronoi cell generators) into the VO, the client can compute the safe region, i.e., order-k Voronoi cell for the kNN result, merely from the points in the VO:
Theorem 2: [Correctness of the verification region computed from Voronoi MR-tree]
Let S be a set of k points from the point set D, q be a query point, and γ = max p∈S dist(q, p). The order-k Voronoi cell V k (S, D) can be computed from points in Voronoi MR-tree that fall into (q, γ).
Proof: We first establish the following lemma. Lemma 3: Let S be a subset of the point set D. Let p * be a point in the set D but not in the set union
Proof: We first attempt to prove: G(p * , D) ∩ S = ∅. For the sake of contradiction, assume that there exists a point p ∈ S such that p ∈ G(p * , D). By the symmetry property in Definition 4, we derive: p * ∈ G(p, D), and thus: p * ∈ ∪ p∈S G(p, D). This contradicts with the initial condition of p * . Thus, we obtain:
. Let p be any point of S. We have p / ∈ G(p * , D\S). By the symmetric property in Definition 4, we have: p * / ∈ G(p, D\S). Therefore, we obtain: V(p, D\S) = V(p, (D\{p * })\S). Thus, we derive:
Finally, we attempt to prove:
, which is equal to p∈S V(p, D\S), by using Definition 2. Therefore, we obtain:
By combining the equations ( 1), ( 2) , and ( 3), we have:
We then establish the proof of Theorem 2 as follows. The circular region (q, γ) contains each point satisfying dist(q, p) ≤ γ. Thus, it contains each point from S. From the Voronoi MR-tree, we can fetch the generator set G(p, D) for each point in S. These generator sets are correct, as they By applying Theorem 2, the remaining part of the server algorithm is pretty simple. It simply traverses the Voronoi MRtree as what the vertex-based approach does and puts (i) nonleaf entries that do not intersect C and (ii) points in visited leaf entries into the VO (line 4). As a final step, the server sends the VO to the client (line 5) and the client will be able to derive the kNN results and the safe region from the VO and authenticate them. Figure 7a illustrates an example for the case k = 2. The query point q has its 2NN set as S = {p 1 , p 2 }. The verification region C is simply the circular region (q, γ), which contains the points p 1 and p 2 . In the tree T D , the leaf entries of p 1 and p 2 store their corresponding generator sets: G(p 1 , D) = {p 2 , p 5 , p 6 } and G(p 2 , D) = {p 1 , p 3 , p 4 , p 5 , p 6 }. They are also added into the VO when the leaf entries of p 1 and p 2 are inserted into the VO. Voronoi MR-tree (i.e., no fake entries). Next, it proceeds to verify the correctness of the kNN result and the safe region provided by the VO. Same as Algorithm 2, it extracts from the VO (i) a set D of data points and (ii) a set R of nonleaf entries, then computes the kNN result S and the kNN distance γ from D (lines 4-7).
Recall from Theorem 2 that, given a query point q and a set S of k points, an order-k Voronoi cell can be computed from points in a Voronoi MR-tree that intersect (q, γ), where γ=max p∈S dist(q, p). Thus, the client first defines its own circular verification region (q, γ ). Next, it checks whether all non-leaf entries in R do not intersect (q, γ ) (line 8). If yes, it immediately satisfies the kNN authentication requirement (that we have encountered before; e.g., Section II, or line 8 of Algorithm 2). More interestingly, Theorem 2 is applicable to the client after it defines its own circular verification region (q, γ ). Specifically, by ensuring that no non-leaf entry in R intersects (q, γ ), Theorem 2 guarantees that we can compute the order-k Voronoi cell using only the points in the VO. The client then exploits the following lemma to collect points that are required to construct the order-k Voronoi cell for the kNN result S :
Lemma 4: Let S be a subset of the point set D. This lemma states that an order-k Voronoi cell V k (S, D) of a set S of points can be computed from their order-1 Voronoi cells if they are represented as generator points. Therefore, the client collects a small set of points D * S by union the generator sets for each nearest neighbor in S (line 9) and computes the order-k Voronoi cell from D * S as the safe region for the current kNN result (line 10).
Continuing with the example of Figure 7a (for the case k = 2), the client first computes the kNN set as S = {p 1 , p 2 } and verifies its correctness. The client then extracts their generator sets:
The union set D * S of these generator sets is used to compute the order-2 Voronoi cell V 2 (S, D) (the gray region; the dotted lines illustrate the formation of edges of V 2 (S, D) ).
Algorithm 4 Materialization Approach (Client)
Receive from server: (Verification Object VO) 1: h root :=reconstruct the root digest from VO; 2: verify h root against the MR-tree root signature; 3: if h root is correct then
4:
D :=the set of data points extracted from VO;
5:
6:
S :=compute the kNN of q from D ; 7: γ :=max p∈S dist(q, p); 8: if ∀e ∈ R , e ∩ (q, γ ) = ∅ then authenticate both kNN and safe region 9: D) ; extract generators from VO 10:
return kNN result S and safe region V; 12: return authentication failed;
Optimizing the VO Size using Space-Efficient Tokens When the verification object VO is computed by using the Voronoi MR-tree, the VO may contain duplicate points because a data point p can appear in the generator sets of different points. For instance, in Figure 3a , the point p 1 belongs to the generator sets of the points p 2 , p 3 , and p 5 . Thus, p 1 may be stored multiple times in the VO.
To reduce the size of the VO, we propose to represent the data points using some space-efficient tokens. While the server is constructing the VO, it computes a dictionary (see Figure 6b ) to represent the data points it encounters. Each occurrence of a point (e.g., p 1 ) in the VO will be replaced by its corresponding token (e.g., j 1 ). The dictionary will be appended to the end of the VO. When the client receives the VO, those tokens will be replaced with the corresponding points from the dictionary in order to reconstruct the original VO. The resulting space reduction can be quite significant because the number of data points in a VO is usually much smaller than the dataset cardinality. For a VO with B data points, each token can be represented by log 2 B bits. Therefore, a VO with 100 data points requires only 7 bits per token, which is much smaller than using 2 × 8 bytes = 128 bits per (2-dimensional) data point.
VO Size Analysis
We estimate the size of the VO by analyzing the number of points in the verification region C = (q, γ). Observe that the number of points intersecting (q, γ) is exactly k, which is independent of the extent and vertices of V k (S, D). In addition, the generator set of each such point will also be included into VO. According to [10] , the Voronoi cell of a point has 6 edges on average, and thus its generator set contains 6 points on average, regardless of data distribution. In summary, the total number of points (including duplicates) is estimated to be (6 + 1)k = 7k. The number of non-leaf entries in the VO can be estimated by substituting the above circle into the MR-tree analysis in [22] .
Discussion
One advantage of this Materialization Approach (MA) is that, at query time, the server saves significant computational cost by skipping the order-k Voronoi cell computation. Furthermore, the client also saves computational cost because it computes the high order Voronoi cells by using only the generator sets of points in the kNN results but not other irrelevant points.
C. Handling Client Location Updates
Both VA and MA use order-k Voronoi cells V k (S, D) as the safe region. As long as the client travels within the Voronoi cell, the kNN result set S remains valid so that there is no need to submit a new query (with updated client location q) to the server. When the client leaves the region V k (S, D), the kNN result set changes so that the client needs to submit a new query to the server.
In this section, we discuss how the client can reuse the previously received VO to reduce the communication frequency between the server and the client even when the client leaves the safe region. This optimization technique is applicable to both VA and MA. For ease of discussion, we only show its example for MA.
Let's consider the example of Figure 7b , at k = 2. Assume the client is now located at q now and its previous location is at q last , which has its 2NN set as {p 1 , p 2 } and its safe region as V 2 ({p 1 , p 2 }, D) (the light-gray region). Note that, for q last , its verification region is defined as the circle C last (with center at q last ). Since C last intersects the non-leaf entries e 1 , e 2 , e 3 , their leaf nodes are visited and their data points are inserted into the verification object VO last . C last does not intersect e 4 , so e 4 is inserted into VO last , and the subtree of e 4 is not visited. Thus, VO last = {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 , e 4 }.
Later on, the client moves to a new location q now outside the region V 2 ({p 1 , p 2 }, D). Before sending a new query to the server, the client can run Algorithm 4 again using the previous VO last but with the current client location q now . First, the client attempts to find the kNN result set of q now from VO last . The 2NN answer is: {p 2 , p 3 } and its corresponding verification region is defined as the circle C now (with center at q now ). Observe that C now does not intersect with any non-leaf entries in VO last (e.g., e 4 ) as well. Thus, the correctness of VO last is maintained even for the new query location q now . The client can then extract the generator sets of p 2 and p 3 , and compute the new safe region as V 2 ({p 2 , p 3 }, D) (the dark-gray region). This example illustrates how the client is able to refresh the safe region without issuing a new query to the server. By using this technique, the client needs to send a new query to the server only when the new verification region C now intersects some non-leaf entry in VO last .
V. EXPERIMENTAL STUDY
We evaluate our methods using both synthetic and real datasets. We implemented all methods in C++ and used cryptographic functions in the Crypto++ library 6 . Experiments were run on a PC with Intel 2.83GHz Quad CPU and 4
Gbytes RAM. The page size of MR-trees and Voronoi MRtrees is set to 4 Kbytes. The two real datasets are NA (North America, 175K points) 7 and SF (San Francisco, 174K points) [2] . We also generated SYN (synthetic uniform) datasets for the scalability experiments. In our experiments, we normalize the datasets to the domain space [0, 10000] 2 . By default, the number k of requested NNs is 10. Each query workload contains the trajectories of 500 objects generated by Brinkhoff's trajectory generator [2] . Each trajectory simulates an object running on a road network and has a location measurement record for its object at every timestamp; there are 100 timestamps in total. The default speed of an object along the route is 50 distance units per timestamp. A distance unit denotes 1 meter and the time between adjacent timestamps is 1 second. Table II shows the building time of MR-trees and Voronoi MR-trees on the real datasets and synthetic datasets. For the Voronoi MR-tree, we also show the breakdown of its building time into: (i) the time for computing generators of order-1 Voronoi cell for each data point, and (ii) the time for constructing the tree structure. The building time of both trees scales well with the data size. The building time of Voronoi MR-trees is not sensitive to the data distribution and is within a small factor of 2 from that of MR-trees. The Voronoi MRtrees have the same tree height as the MR-trees in most cases and are one level higher than the MR-trees in only a few cases. Following [9] , we measure the cumulative total cost for each object's trajectory (which has 100 timestamps). In our experiments, we measure the communication cost (in kilobytes) as the total size of VO, per object. We measure the communication frequency as the total number of clients' queries received by the server, per object. We also report the total server and client CPU time (in seconds), per object. We evaluate the performance of the vertex-based approach (VA) and the materialization approach (MA) based on above measures.
For comparison, we also implemented the baseline method (BASE) mentioned in Section III. We remark that BASE is an impractical method because its performance heavily depends on the ∆k value, which in turns heavily depends on various factors such as k, query speed, data size, and data distribution. The optimal ∆k for a particular setting cannot be found unless we exhaustively try every possible ∆k value. The following is an example of how we find the optimal ∆k value for each given k value on the SF dataset. Figure 8a shows the communication frequency of BASE as a function of ∆k, for six different values of k. As ∆k increases, the buffer region of BASE becomes larger, and thus the communication frequency between the server and the client reduces. However, low communication frequency does not necessarily imply low communication cost. Figure 8b shows the communication cost of BASE with respect to ∆k. When ∆k is high, the size of VO (in bytes) per communication trip is high and thus the communication cost of BASE rises. When ∆k is low, the communication frequency is high and so the communication cost of BASE also rises. Observe that different values of k lead to different optimal values of ∆k, rendering it impossible to tune ∆k in advance. For instance, the optimal ∆k is 600 at k = 1 but the optimal ∆k is 900 at k = 25. The tuning of ∆k with respect to other parameters and datasets are done similarly. Due to limited space, we do not present all figures related to the tuning process. The tuning of ∆k with respect to different query speeds on SF dataset, and the tuning of ∆k with respect to different synthetic data sizes, are presented in Figure 9 for readers' reference.
Effect of query speed on real datasets
We study the effect of query speed on the performance of VA, MA, BASE A , and BASE O . Figures 10a,b,c,d show the communication frequency, communication cost, server CPU time, and client CPU time, with respect to different query speeds, per object, on the SF dataset.
In Figure 10a annotated with the corresponding optimal ∆k value found by our manual tuning. When the query speed increases, a BASE O client leaves its buffer region sooner so its communication frequency increases and eventually reaches 100 (i.e., one query per timestamp). The communication frequency of VA and MA rises slower than that of BASE O because they apply the safe region and the VO reusing technique to reduce the communication frequency. Thus, VA and MA incur lower communication cost than BASE O (see Figure 10b ). Observe that, without knowing the optimal ∆k, the average performance of BASE A is much worse than VA and MA. VA has slightly better communication cost than MA in most cases. MA's server and client CPU costs are lower than VA (see Figures 10c,d ) because VA has to compute the order-k Voronoi cell V k (S, D) at the server-side but MA does not. The client CPU cost depends on the number of comparisons for checking whether a non-leaf entry e in VO intersects the verification region C. MA has its C as a circle, so it needs only one comparison to check if e intersects C. In contrast, VA has its C as the union of 1 + |Ψ| circles, by Equation 1, where Ψ is the number of vertices of V k (S, D). It requires at most 1 + |Ψ| distance comparisons.
The experimental results of varying query speed on NA dataset are presented in Figure 11 ; results similar to the SF data are observed. Figure 12 shows the effect of k on the performance of the methods. When k increases, the communication frequency of BASE O appears to be constant, but that is contributed by giving it an increasing optimal ∆k found by our manuallytuning. Since ∆k increases, the VO size increases, and thus the communication cost of BASE O increases. The average performance of BASE A is much worse than BASE O . The communication cost of all methods rises when k increases, as more points are included into VO when k increases. Both VA and MA incur much lower communication cost than BASE A and BASE O . According to our analysis, the verification region C of VA and MA contains k + 3 and 7k points, respectively. It justifies why the communication cost of VA increases at a slower rate than MA. As explained before, MA has its C as a circle but VA has its C as the union of multiple circles. Therefore, the server and client CPU time of VA rise at a faster rate than MA.
Effect of k on real datasets
The experimental results of varying k on NA dataset are presented in Figure 13 ; results similar to the SF data are observed.
Effect of data size on (synthetic) SYN data We then study the scalability of our methods, by using synthetic uniform datasets. Figure 14 shows the performance of the methods as a function of data size. When the data size increases, the data density rises. Thus, the buffering region in BASE A /BASE O and the area of a safe region in VA/MA shrink. Therefore, the communication frequency between the server and the client rises, causing increase in the communication cost, server CPU time, and client CPU time of all methods. Furthermore, the average performance of BASE A is higher than MA and VA by 2.5 times and 4 times respectively, in terms of the communication cost.
VI. CONCLUSION
In this paper, we have presented a framework with two efficient methods (VA and MA) for authenticating moving kNN queries using the safe region approach. We also develop an optimization technique for reducing the communication frequency when the client leaves a safe region. Experimental results show that our methods efficiently authenticate moving kNN queries using a small communication cost and outperform the baseline method by a wide margin. In general, VA has a better communication efficiency and MA has a better computation efficiency. Our future work is to study the authentication of other moving queries such as moving range queries. 
