The quality of the signal a retinal ganglion cell transmits to the brain is important for preception because it sets the minimum detectable stimulus. The ganglion cell converts graded potentials into a spike train with a selective filter but in the process adds noise. To explore how efficiently information is transferred to spikes, we measured contrast detection threshold and increment threshold from graded potential and spike responses of brisk-transient ganglion cells. Intracellular responses to a spot flashed over the receptive field center of the cell were recorded in an intact mammalian retina maintained in vitro at 37°C. Thresholds were measured in a single-interval forced-choice procedure with an ideal observer. The graded potential gave a detection threshold of 1.5% contrast, whereas spikes gave 3.8%. The graded potential also gave increment thresholds approximately twofold lower and carried ϳ60% more gray levels. Increment threshold "dipped" below the detection threshold at a low contrast (Ͻ5%) but increased rapidly at higher contrasts. The magnitude of the "dipper" for both graded potential and spikes could be predicted from a threshold nonlinearity in the responses. Depolarization of the cell by current injection reduced the detection threshold for spikes but also reduced the range of contrasts they can transmit. This suggests that contrast sensitivity and dynamic range are related in an essential trade-off.
Introduction
The quality of the visual signal transmitted to the brain is important for perception because it sets the minimum detectable stimulus. As a daylight visual signal is processed by the retina, each layer adds noise (Ashmore and Copenhagen, 1983; Freed et al., 2003) so that the signal quality of a ganglion cell is limited by retinal noise sources (Schellart and Spekreijse, 1973; Reich et al., 1977; Levine and Zimmerman, 1991; Troy and Robson, 1992; Croner et al., 1993; Freed, 2000) , implying information loss (Geisler, 1989 ). The loss is thought to originate partly in selective processing of the signal and partly from noise sources such as stochastic vesicle release and channel gating (Barrett and Stevens, 1972; Schneidman et al., 1998; White et al., 2000; van Rossum et al., 2003) . To understand how efficiently information is transferred and how neural mechanisms preserve signal quality, one could measure information loss at each retinal stage. One way is to compare the contrast sensitivity of different stages (Geisler and Davila, 1985; Geisler, 1989; Dhingra et al., 2003) . The contrast detection threshold of a ganglion cell, measured in vivo and in vitro, is ϳ2-3% (Enroth-Cugell and Robson, 1966; Derrington and Lennie, 1982; Linsenmeier et al., 1982; Dhingra et al., 2003) , but another stage is required for the comparison.
The retinal ganglion cell collects signals from noisy synaptic inputs (Kier et al., 1995; Freed, 2000) into a graded potential, which it converts into a spike train (Diamond and Copenhagen, 1995) . The neural mechanism that accomplishes the conversion, the "spike generator," is temporally transient (Sakuranaga et al., 1987; Lankheet et al., 1989; Zaghloul et al., 2003) : it selectively filters the signal in the conversion to the spike train. In addition, the coding efficiency of the spike generator is limited by its nonlinear spike threshold: at a subthreshold membrane potential, no spikes are generated (Diamond and Copenhagen, 1995) . Furthermore, the stochastically gated ion channels that comprise the spike generator contribute significantly to variability in the spike train (van Rossum et al., 2003) . Together, such mechanisms reduce the signal-to-noise (S/N) ratio (Barlow, 1957) , implying that, in the conversion to a spike train, the spike generator removes information, some selectively and some indiscriminately (Juusola and French, 1997) .
In some neurons, the information capacity for the spike train is 5-to 15-fold lower than for the graded potential (de Ruyter van Steveninck and Laughlin, 1996; Juusola and French 1997; Haag and Borst, 1998) , implying 80 -95% information loss. The loss depends on the temporal structure of the stimulus and the response, on the noise properties of the neuron, and on the time scale used for analysis (Kretzberg et al., 2001) . However, it is unknown how efficiently information is transferred from the graded potential to the spike train in a mammalian neuron. To investigate this, we measured contrast discrimination thresholds of guinea pig brisk-transient ganglion cells from graded potential and spike train. Thresholds were measured with an "ideal observer" that analyzed the temporal pattern and variability in the response of the cell Dhingra et al., 2003) . We found that the spike train had twofold higher thresholds and carried 40% fewer gray levels compared with the graded potential response.
Materials and Methods
Stimulation and recording. These methods have been described in detail previously (Dhingra et al., 2003) . Briefly, a retina attached to sclera was removed from an anesthetized adult guinea pig, superfused with Ames medium (4 -7 ml/min at ϳ37°C), and visualized through infrareddifferential interference contrast optics. Visual stimuli were generated in Matlab (MathWorks, Natick, MA) (Dhingra et al., 2003) , displayed with a 12-bit precision on a color monitor (640 ϫ 480 pixels; 120 Hz), and projected onto photoreceptors. The mean background intensity was ϳ20,000 photons ⅐ m 2 ⅐ sec (equivalent to ϳ8000 R*/cone/sec) at 535 nm, well into the photopic range. The stimulus was typically a 100 msec square-wave spot repeating at 2 or 4 Hz. Its noise content, measured with a photodiode, was Ͻ0.06% contrast in the range of 2-70 Hz. Poisson photon fluctuation was also not a concern because it is known to be negligible at photopic backgrounds (Schellart and Spekreijse, 1973; Freed, 2000) . This implies that noise in the stimulus did not affect our measurements of performance (0.5% or higher contrast, with time bins of 40 msec; see below). We chose a spot stimulus with low duty cycle to allow better recovery between trials, comparisons with psychophysics that commonly uses this type of stimulus, and analysis of the performance over time. For studying the effect of stimulus frequency on contrast threshold, we used a sine-wave stimulus.
The largest somata (15-25 m diameter) in the visual streak were targeted for intracellular recording with a sharp electrode containing 1.5 M potassium acetate (tip resistance, 70 -200 M⍀). The voltage was recorded at 5 kHz, amplified (Neurodata IR-283; Cygnus Technologies, Delaware Water Gap, PA) and digitally stored (Axoscope; Axon Instruments, Foster City, CA). After recording, some cells (n ϭ 7) were stained with DiI. Spikes were recognized on the basis of rate of voltage change (dV/dt) exceeding a criterion value. For spike removal, beginning and end time points for linear interpolation were selected on the basis of the spike shape by stepping forward and backward a specified number of time points from the initial rise of the spike. Data between the beginning and end time points was then replaced by a line to approximate the underlying graded potential. We found that the spike removal method was not critical because the spike duration was much smaller than the time bins we used (see below).
One concern with our results from current injection was whether the injected current could have added enough noise to affect the conclusions. The I-V plot was nearly linear (rectification of Ͻ3%) in the range of Ϫ300 to 300 pA, suggesting that the changes in noise were not attributable to changes in electrode resistance (data not illustrated). Electrode noise measured in the bath before and after recording from a neuron was typically 0.1 mV (SD) and remained nearly constant (Ϯ0.02 mV) with current over the range of Ϫ500 to 500 pA, suggesting that electrode noise was not responsible for the noise levels of the measured neuron (typically 1-2 mV) or their modulation. For the most sensitive measure, noise at low contrast, negative current lessened the noise and positive current increased it (see Fig. 5) , consistent with what one would expect for noise originating in voltage-gated channels active near rest (Na, K dr ). However, positive current reduced noise at high contrasts, further implying that its direct effect on noise was not the major component, consistent with our conclusions.
Ideal observer analysis. To measure the threshold for contrast detection and discrimination of the ganglion cell, we constructed an ideal observer using Fisher's linear discriminant analysis (Fisher LDA) (Duda and Hart, 1973) (Fig. 1) . We chose Fisher's method because it is a template method that projects multi-dimensional data into one dimension to maximize the difference between the two projected response means and minimize the variances and does not assume that responses in neighboring bins are independent. Although Fisher LDA is not guaranteed to be optimal for all possible types of correlation, it is near optimal for data in which the time bin distributions are approximately normal and linearly correlated, the type of correlation expected for noisy temporal signals. On the basis of the temporal pattern of the responses, the ideal observer discriminated between responses to a pair of contrasts in a single-interval forced-choice procedure (Dhingra et al., 2003) . The detection task was a special case of discrimination; for detection, one stimulus was zero contrast (mean background), but for discrimination, they were both non-zero contrasts: a higher "test" contrast and a lower "basal" contrast.
Our method differed from traditional LDA in that our discrimination The difference between the two averages was then divided by their covariance matrix to generate the optimal template vector (middle). Each response was weighted by the template to produce a Fisher value, taken to generate a PDF for each contrast (bottom). The ideal observer then evaluated the remaining responses in a single-interval forced-choice procedure and decided which contrast most likely evoked a given response. C, Graded potential gave higher performance (percentage correct) than spikes. Dashed line shows threshold performance, and arrowheads indicate detection thresholds. Curves are best-fitting cumulative Weibull functions. D, Performance increased with total number of responses used for analysis and maximized at 100 responses (left). A bin size of 30 -50 msec gave maximum performance (right).
between (classification of) the pair of transformed probability distributions used the optimal "likelihood rule" to maximize correct responses and thus did not require any assumptions about normality along the discrimination dimension (Green and Swets, 1988; Geisler et al., 1991) . Our method differed from ROC (receiver operating characteristic) analysis in that our discrimination task was a single-interval task in which there were no "false alarms." The likelihood rule (criterion k ϭ 1; see below) minimized the total error rate instead of parametrizing hits against false alarms as in ROC (Green and Swets, 1988) . For measurements of discrimination performance that included only one time bin (see Fig. 6 A), the Fisher Template simplified to a constant value, and our method reduced to a pure likelihood rule, which is optimal (Green and Swets, 1988; Geisler et al., 1991) .
We recorded the ganglion cell responses to 200 -400 repetitions each of up to 30 contrast values (Fig. 1 A) . To determine whether the responses to a pair of contrasts were discriminable, we computed the average in 40 msec bins from a randomly selected half of the responses ( Fig. 1 B, top) . The difference between the two averages, representing between-class scatter, was divided by the covariance matrix of the binned responses, representing within-class scatter, to generate the optimal template vector ( Fig. 1 B, middle), defined as follows:
where m is the mean response vector when the stimulus is A or B, n is total number of responses, (R i Ϫ m) is deviation of the ith response vector from the mean, and (R i Ϫ m) t is transposed (R i Ϫ m). Each response was multiplied bin for bin by the template vector, and the product was summed across all of the bins to give an optimally filtered value (arbitrary units) unique for each response, denoted the Fisher value, given by the following:
where t i and r i are the template and response in the ith bin, and n is the total number of bins.
The Fisher values of the responses that generated the template were used to construct for each contrast a probability density function (PDF). A pair of such PDFs represented the ideal observer for a given pair of contrasts ( Fig. 1 B, bottom). The ideal observer was then presented the remaining half of the responses (each with its unique Fisher value) and asked to choose for each response which of the two contrasts had most likely been presented. The choice was governed by the likelihood ratio as follows (Green and Swets, 1988) :
where F is the Fisher value when the stimulus is B or A. For L Ͼ k, the ideal observer chose B; for L Ͻ k, it chose A, where k is the criterion. Because the stimuli had equal presentation probability, setting k ϭ 1 minimized the total error rate (Green and Swets, 1988) . When the choice corresponded to the stimulus actually presented, it was "correct." A neurometric function was defined as the fraction of correct responses plotted against the difference between the two contrasts and fitted with a cumulative Weibull function as follows (Quick, 1974) (Fig. 1C) :
where c is the contrast, ␣ is the threshold, and ␤ is the slope of the Weibull function. Threshold was defined as the contrast that gave 68% correct choices Dhingra et al., 2003) (Fig. 1C) . Because the performance measured by the ideal observer may depend on the amount of data collected and the size of temporal bins used in the analysis (Dhingra et al., 2003) , we evaluated these parameters. We found that 100 or more responses were required to maximize the performance ( Fig. 1 D, left) . As the bin size increased above ϳ40 msec, the performance declined, especially for the graded potential responses (Fig. 1 D, right), which is consistent with our previous finding that ganglion cell responses have more information in their temporal pattern (Dhingra et al., 2003) . At bin sizes less than ϳ10 msec, the performance also declined because the data were insufficient to give smooth PDF histograms. In the previous study using larger data sets (800 trials), we found that performance plateaued at bin sizes shorter than 40 msec (Dhingra et al., 2003) , which was consistent with the relatively slow responses recorded near threshold contrast.
To measure discrimination performance over the entire contrast range, we defined "increment threshold" as the just detectable contrast increment above the basal contrast, computed as the difference between the discrimination threshold and the basal contrast. We fitted this with the following function (Boynton et al., 1999) :
where R(C ϩ ⌬C) and R( C) are the response of the cell to the test and the basal contrast, respectively, ⌬C is the predicted increment threshold, and ⌬R is the noise in the response at threshold. Equation 5 was rearranged to derive ⌬C as follows:
where Ĉ is inverse response function or the contrast that produces a given response. Equation 6 solved in conjunction with the contrast response function (Eq. 9; see below) gave ⌬C (see Fig. 4 A, solid lines). Signal, noise, and contrast response function. For the purpose of modeling the increment threshold (see Fig. 4 A) (see above), the signal was defined as the mean response in a 10 msec bin, averaged over all of the trials, as follows:
where r ij is the light evoked response in the ith trial and jth bin, and m and n are the numbers of trials and bins in a trial, respectively. Similarly, the noise was defined as follows:
where j is the SD of the response in the jth bin.
The contrast response function of a cell was fitted with a modified Naka-Rushton equation (Naka and Rushton, 1966; Boynton et al., 1999) , as follows:
where R( C) is cell response at contrast C, R max is maximum response, is half-saturation constant, and p and q are parameters that determine the shape of the function at high and low contrasts, respectively.
Results
The brisk-transient ganglion cells reported here (n ϭ 40) resembled in morphology and physiology the "brisk-transient"/Y/␣ cell in cat and rabbit (Demb et al., 2001; Dhingra et al., 2003; Zaghloul et al., 2003) . The cells were mostly OFF-center type, partly because, in our preparation, they are approximately threefold more frequently encountered than ON type, and partly because ON cells with higher maintained spike rates were difficult to hold for long periods (Dhingra et al., 2003) . The cells had monostratified, radiating dendrites (400 -700 m diameter) (Fig. 2 A) . The input resistance at rest was 20 -70 M⍀. The resting membrane potential was Ϫ61.7 Ϯ 5.3 mV (mean Ϯ SD) as reported previously (Demb et al., 2001; Zaghloul et al., 2003) . The responses typically peaked at 100 msec (range of 70 -150 msec) after the stimulus onset (Figs. 1 A, 2A) . The maintained spike rate of the OFF cells was relatively low (6.6 Ϯ 7.3 Hz; mean Ϯ SD) because of the high background intensity, as reported previously for in vivo recordings in cat (Cleland et al., 1973; Troy and Robson 1992) and in vitro recordings in guinea pig (Dhingra et al., 2003; Zaghloul et al., 2003) . The contrast response function of a cell measured at the beginning and end of a recording that lasted for up to 3 hr were similar, implying stationarity (Fig. 2 B) . The detection thresholds for the spikes recorded here intracellularly were compared with the thresholds for spikes recorded previously extracellularly (Dhingra et al., 2003) . The two sets of cells were selected with the same criteria and used the same stimulus. They were indistinguishable in their soma size, dendritic morphology, receptive field size, maintained rate, frequency tuning, and contrast response. Their thresholds were also similar ( p Ͼ 0.05; df ϭ 73; paired t test) (Fig. 2C) , suggesting that the cells reported here were not significantly damaged by the sharp electrode. Furthermore, to understand the effect of a small current leak that might have existed, we tested performance in a subset (nine) of the cells (see below, Current injection).
Contrast detection
First, we estimated the detection threshold from the contrast response function of the cell (Figs. 1 A, 2B ) and then measured the threshold from the graded potential and spike responses. At each contrast, the graded potential gave more correct choices than the spikes (Fig. 3A) , invariably producing a lower detection threshold. The threshold for the graded potential (1.47 Ϯ 0.22; mean Ϯ SE; n ϭ 40) was ϳ60% lower than for spikes (3.79 Ϯ 0.4; p Ͻ Ͻ 0.0001; df ϭ 39; paired t test) (Fig. 3B) . Efficiency of the spike generator of the cell measured as the ratio of the detection thresholds (graded potential/spikes) was 0.42 Ϯ 0.03 (Fig. 3C ). This efficiency was mildly correlated (correlation coefficient of 0.48) with the maintained spike rate of the cell but was always less than one (Fig. 3C,D ).
There could be several possible explanations for the low efficiency of the spike generator. First, because the spike generator passes high stimulus frequencies (Lankheet et al., 1989) , it seemed conceivable that the low efficiency was attributable to the relatively low stimulus frequency (2 or 4 Hz). To test this, we repeated the above measurements at frequencies up to 16 Hz and found (n ϭ 2) that, although the thresholds for graded potential B, Contrast response function of the cell measured before (initial) and after (final) recording the main data were same, implying stationarity. Curves are best nonlinear fits (Eq. 9). C, Detection thresholds for spikes recorded intracellularly were similar to thresholds for spikes recorded extracellularly (dotted line) (Dhingra et al., 2003) . Figure 3 . Spikes have twofold higher detection thresholds than graded potential. A, Contrast detection performance (percentage correct; mean Ϯ SE) for graded potential response was consistently higher than for spikes. B, Detection thresholds for spikes were always higher than for graded potential. Solid line represents a case in which spikes and graded potential would produce equal thresholds. C, Efficiency of spike generator (mean of ϳ0.5; arrow) measured as ratio of detection thresholds (graded potential/spikes) across population. D, Efficiency was mildly correlated with the maintained spike rate of the cell but was always less than one. E, Detection threshold of a representative cell for both graded potential and spikes changed with stimulus frequency, but efficiency (right) was relatively constant.
and spikes both changed with stimulus frequency, their ratio remained relatively constant (Fig. 3E ). Second, it seemed possible that a simple spot in the receptive field center is not the optimal stimulus for the spike generator. To test this, we measured the spatiotemporal receptive field profile of the cell (n ϭ 2) using a white-noise stimulus and a reverse-correlation analysis (Jones and Palmer, 1987) and presented the spatiotemporal profile as the stimulus. Because the reverse correlation gives the average stimulus kernel, when measured near threshold, this stimulus is near optimal. We found that, for these two cells, the ratio of detection thresholds (graded potential/spikes) produced by the optimal stimulus (0.54 Ϯ 0.17) was similar to that produced by the simple spot (0.55 Ϯ 0.19).
Contrast discrimination
The increment threshold, for both the graded potential and spikes, initially declined with the basal contrast (Fig. 4 A) . As the contrast increased further, the increment threshold rose, producing a "dipper effect" (Nachmias and Sansbury, 1974) . The "dip" for the graded potential was shallower (ϳ25% below detection threshold) than for the spikes (ϳ65%). The basal contrast that gave the lowest increment threshold matched the detection threshold of the cell. The ratio of increment thresholds (graded potential/spikes) was as low as 0.3 below ϳ20% basal contrast but increased at higher contrasts, producing a higher mean [0.66 Ϯ 0.04 (SE)] than for detection. Below 20% contrast, the increment threshold remained relatively low and close to the detection threshold, implying high sensitivity, but at higher contrasts they increased rapidly, implying much lower sensitivity (Fig. 4 A) .
To characterize the precision of contrast carried by the graded potential and spike responses, we computed the cumulative sensitivity or number of "gray levels," defined as the inverse of the increment threshold (Fig. 4 B) (Barlow et al., 1987) integrated over contrast. Because the increment threshold rose rapidly at high basal contrasts (above 20%), they did not add many extra gray levels. The reason is that, at these contrasts, the ganglion cell responses saturated but the noise did not decrease (Fig. 4C,D) , requiring a greater contrast difference to discriminate a contrast pair. For both the graded potential and spikes, the signal (Eq. 7) had nonlinearities at very low contrasts, at which the cells did not respond much, and at high contrasts, at which the response saturated (Fig. 4C) . The noise amplitude (Eq. 8) showed similar nonlinearities (Fig. 4 D) . We predicted the increment threshold on the basis of these signal and noise functions and found that it matched the measured increment threshold closely (Fig. 4 A, curves vs symbols).
The number of gray levels, measured by integrating the sensitivity over contrast (Fig. 4 B) , was 15.5 for the graded potential and 10.1 for the spikes, which could not have been predicted on the basis of the detection thresholds alone. Thus, for the discrimination task used here, the graded potential of the ganglion cell represents the stimulus with a resolution of ϳ4 bits and the spike train with ϳ3 bits. We also measured the dynamic range of the contrasts that are encoded linearly in the responses by computing the contrast at which the response was half-maximum (same as in Eq. 9). The "half-max" for the spikes (23.9 Ϯ 2.3; mean Ϯ SE) was significantly higher than for the graded potential response (17.5 Ϯ 1.8; p Ͻ 0.05; df ϭ 10; paired t test).
Current injection
We hypothesized that one reason for the higher contrast detection and discrimination thresholds for spikes is that the cell rests at a potential negative to the threshold for spiking. Thus, a very small synaptic input that drives the graded potential response may not raise the resting potential enough for the cell to spike. If so, depolarizing the cell by injecting positive current might induce more spiking and thus reduce the detection and discrimination thresholds, whereas hyperpolarizing the cell would have the opposite effect.
We found that depolarizing the cell increased the spike response but slightly decreased the graded potential response, and hyperpolarizing had the opposite effect (Fig. 5A) . The increase in the spike response was likely attributable to a shift in the resting potential with respect to the spike threshold, whereas the decrease in the graded potential response was probably attributable to the "clamping effect" of the spike-generating currents on the membrane potential (Diamond and Copenhagen, 1995) , in which depolarization above spike threshold is limited by the K ϩ currents during spike recovery. We quantified these changes by measuring signal and noise over the entire contrast range when the cell was depolarized, at rest, or hyperpolarized (Fig. 5B) . In addition to the changes in the signal described above, there were considerable changes in the noise amplitude. Depolarization increased the noise in both graded potential and spikes at low contrasts but slightly decreased noise at high contrasts, which for the spike response resulted in a higher S/N ratio (Fig. 5B, bottom) .
The changes in signal and noise affected the performance of . Spikes have higher discrimination thresholds than graded potential. A, Increment thresholds (mean Ϯ SE) were low (high sensitivity) at low contrasts (Ͻ20%) but increased rapidly at higher contrasts. Because detection thresholds varied among cells (graded potential, 1.7 Ϯ 0.9; spikes, 5.6 Ϯ 3.9; mean Ϯ SD), we normalized the increment threshold of each cell to its detection threshold (dashed line). At very low contrasts, the increment threshold "dipped" below detection threshold, more prominently for spikes. Curves are derived from the contrast response signal and noise functions (Eqs. 5-9). Symbols and number of cells also apply to other panels. B, Contrast sensitivity, measured as inverse of the increment threshold, remained relatively high up to ϳ20% basal contrast but declined rapidly at higher contrasts. C, Evoked response (mean signal, normalized; Eq. 7) showed threshold nonlinearity (Ͻ5% contrast; inset), rose rapidly up to ϳ20% contrast, and then saturated. Area in the dotted box is magnified in the inset. Graded potential response threshold was lower (1-2%) than spike response threshold (3-4%) (inset). Curves are best nonlinear fits. D, Mean noise (normalized; Eq. 8) was relatively high at low contrasts, increased with up to ϳ20% contrast, and saturated at higher contrasts.
the ideal observer. To determine how this affected different parts of the response, we measured performance for individual temporal bins (Fig. 6 A) . Because this performance was calculated from single bins using the likelihood rule that did not require the Fisher template (see Materials and Methods), it was an optimal calculation. When the cell was depolarized, the performance for the graded potential response declined, possibly attributable to the clamping effect of the extra spikes (Fig.  6 A) . Because depolarization raised the resting potential closer to the reversal potential for the graded potential response (Ϫ40 mV; data not illustrated) (Demb et al., 2001; Zaghloul et al., 2003) , the performance decreased in the early bins (Fig. 6 A, first peak) but increased in the later bins (second peak). The performance for the spike response increased on depolarization, in both initial and later parts of the response. Depolarization led to higher maintained spike rate so that both ON and OFF components of the response contained information (Fig. 6 A) . Changes in the individual bin performance were reflected in the detection and discrimination thresholds we measured with Fisher LDA. On depolarization, the detection threshold for the graded potential increased slightly, whereas that for the spike response decreased (Fig. 6 B) , resulting in increased efficiency (Fig. 6C) . The efficiency for detection, measured at rest to be 0.43 Ϯ 0.1 (mean Ϯ SE; n ϭ 9), increased on depolarization to 0.74 Ϯ 0.11 and decreased on hyperpolarization to 0.13 Ϯ 0.02 (Fig. 6C) . Similarly, the efficiency for discrimination, measured at rest to be 0.57 Ϯ 0.05 (n ϭ 4), increased on depolarization to 0.73 Ϯ 0.09 and decreased on hyperpolarization to 0.45 Ϯ 0.07 (data not illustrated). The change in efficiency, as expected, was correlated with the maintained spike rate of the cell (Fig. 6C) .
Current injection also slightly changed the number of gray levels in the responses. On depolarization, the gray levels in the graded potential decreased, but in the spike response increased (Fig. 6 D) . However, for spikes, the value of the half-max contrast, which at rest was 19.2 Ϯ 3.2 (mean Ϯ SE; n ϭ 7), decreased significantly (13.7 Ϯ 3; p Ͻ 0.05; df ϭ 6; paired t test) (Fig. 6 E) when the cell was depolarized, because the spike response now rose with contrast more rapidly and saturated at a relatively lower contrast (Fig. 5B) .
Discussion
We measured the contrast detection and discrimination thresholds of the brisk- Figure 6 . Depolarization caused higher efficiency of the spike generator but lower dynamic range. A, The performance of the ganglion cell varied over time, with contributions from depolarization at stimulus on (first peak) and hyperpolarization at stimulus off (second peak). The two peaks reflect times during the biphasic response at which the signal was significantly greater than noise. Each bar represents optimal performance (in detecting 2% contrast) for one time bin (see Materials and Methods). When the cell (same as in Fig. 5A ) was depolarized in steps (left to right panels), performance for graded potential decreased, whereas that for spikes increased. Values at the top are the resting potential. B, Detection threshold (same cell as in Figs. 5A, 6 A) for spikes declined, but threshold for graded potential increased slightly with depolarization. Note that the lowest threshold for spikes (at Ϫ60 mV) is slightly higher than the lowest threshold for graded potential (at Ϫ71 mV), implying an efficiency of less than one. Arrow points to resting potential with no current injection. C, Left, Efficiency (mean Ϯ SE; same cells as in Fig. 5B ), measured as ratio of thresholds (graded potential/spikes), increased during depolarization. Efficiency for depolarized state (dep) may be slightly overestimated because of clamping effect (see Results). Right, Efficiency was correlated with maintained rate. Horizontal and vertical bars are SEs of maintained rate and efficiency, respectively. D, Number of gray levels, calculated as inverse increment threshold integrated over contrast (see Results) (Fig. 4 B) , decreased slightly during depolarization for graded potential (black bars) but increased for spikes (white bars). E, Dynamic range, measured as half-max contrast, did not change much for graded potential (black bars) when cells were hyperpolarized or depolarized. Half-max for spikes (white bars) also did not change much when cells were hyperpolarized but decreased significantly (*p Ͻ 0.05) when cells were depolarized. transient ganglion cell of mammalian retina. The graded potential had approximately twofold lower thresholds and 60% more gray levels than the spike train (Figs. 3, 4) , implying that, in the process of generating spikes, ϳ0.7 bit of information about the visual discrimination is lost. Previous reports have estimated a discrimination ratio (photoreceptors/behavior) somewhere between 4 and 10, equivalent to an information loss of 2-3 bits (Banks et al., 1987 (Banks et al., , 1991 Davila and Geisler, 1991) . This might seem surprising, because without an important design principle to suggest such a loss, it is often assumed that sensory systems are near optimal (Barlow, 1957; Shapley and Victor, 1986; Bialek and Owen, 1990) . However, if each stage in the visual pathway presents a decrement similar to our finding, an overall loss of 2-3 bits is plausible.
The ideal observer method used in our previous study (Dhingra et al., 2003) assumed that responses in neighboring time bins were independent. Although this assumption seemed reasonable for spikes, it was inappropriate for the graded potential, which showed correlations over 15 msec (data not illustrated). The ideal observer used here, Fisher LDA, is a template method that does not assume independence between bins (see Materials and Methods) and is thus more appropriate. To check this method, in an alternate computation, we used optimal likelihood discrimination analysis for single bins without Fisher LDA (Fig. 6 A) and, over most of the time bins, found an efficiency factor of ϳ0.5 (at rest), similar to that computed with Fisher LDA (Figs. 3, 4) and S/N ratio (Fig. 5) .
Threshold nonlinearity
Our measurements showed that the ganglion cell did not respond well to very low contrasts, as observed previously (Chichilnisky and Kalmar, 2002; Dhingra et al., 2003; Zaghloul et al., 2003) . We found that this threshold nonlinearity could predict "dippers" that matched the depth of those we found (Fig. 4 A) , as suggested in other reports from retina, cortex, and behavior (Nachmias and Sansbury, 1974; Barlow et al., 1987; Dhingra et al., 2003) . One source for the threshold nonlinearity in the spike responses could be the spike threshold, because a ganglion cell whose resting potential is below threshold would require a larger contrast to produce a spike (Diamond and Copenhagen, 1995) . However, because the threshold nonlinearity also existed in the graded potential responses (Fig. 4 B) (Zaghloul et al., 2003) , it may also originate in the nonlinear release of neurotransmitter from bipolar cells (Demb et al., 2001) . The dipper effect is thus a consequence of the threshold nonlinearity and indicates processing by retinal circuitry.
Resting potential and effect of current injection
The threshold nonlinearity in the response of a ganglion cell, as mentioned above, might seem suboptimal because it reduces the sensitivity to fine contrasts near zero. If this nonlinearity is attributable to the threshold for spiking, raising the resting potential of the cell by a few millivolts to increase the maintained rate might reduce the nonlinearity and thus improve the sensitivity to low contrasts. Indeed, we found that depolarizing the cell increased the sensitivity of its spike train to low contrasts, resulting in higher efficiency of the spike generator (Figs. 5, 6 ). However, this also caused the light response to saturate at a lower contrast, thus reducing the range of contrasts the ganglion cell could reliably transmit (Fig. 6 E) . In addition, it is known that a high maintained rate tends to reduce latency of the first spike in response to a stimulus but also increases the variability of the first spike (van Rossum et al., 2003) . Therefore, the effect of regulating the resting potential is apparently a balance between response latency, precision in spike timing, sensitivity to low contrasts, and discriminability at high contrasts.
The resting potential of a ganglion cell is a summation of all of the synaptic inputs and other membrane currents that comprise the spike generator (Lipton and Tauck, 1987; Ishida, 1995; Taylor et al., 1996; Fohlmeister and Miller, 1997; Wang et al., 1998; Benison et al., 2001; van Rossum et al., 2003) . That the energy supply of the retina to support these currents is limited (Laughlin et al., 1998) implies an intrinsic requirement to regulate the resting potential and spike rate of the cell. Adaptation to reduce the spike rate originates at least in part from inhibitory currents and inactivation of Na ϩ currents in the membrane of the ganglion cell, implying active control of spiking properties (Fohlmeister and Miller, 1997; Benison et al., 2001; Kim and Rieke, 2003; van Rossum et al., 2003) . Feedback to amacrine cells through gap junctions (Vaney, 1991; Dacey and Brace, 1992 ) might also be a source for adaptation of the spike rate. Because the resting potential is so important for the processing of information into the spike train, it seems likely that the resting potential is controlled by a feedback mechanism that dynamically regulates the coding strategy of the ganglion cell. The threshold nonlinearity, because it is a consequence of the spike threshold, may be part of such a strategy.
Sensitivity versus dynamic range
The ability to discriminate fine increments of contrast is important because it limits what can be seen under difficult conditions, e.g., fast motion or camouflage. This limitation is reflected in our measurement of the number of distinct gray levels a ganglion cell can transmit (Fig. 4 E) . Although the detection threshold for the spike train was ϳ3%, which suggests that the ganglion cell could partition a visual scene into 30 gray levels, we found that the increment threshold rose dramatically (to 20% or more) at higher contrasts, resulting in a total of only 10 gray levels. Because the number of spikes in response to our stimulus was limited to ϳ20 at very high contrast (data not illustrated), apparently the spike generator codes each gray level with one to two extra spikes. However, the representation of gray levels by spikes was not uniformly distributed over contrast (Fig. 4 B) , because, at very low or high contrasts, response nonlinearities (threshold nonlinearity and saturation) and variability in spike timing reduce the information available in each extra spike (Berry et al., 1997) . This suggests a trade-off between contrast sensitivity and dynamic range of a ganglion cell in the shape of its response function: because of a limited dynamic range, the ganglion cell sets low sensitivity to high contrasts to preserve high sensitivity to low contrasts. This trade-off is regulated by the resting potential, especially in ganglion cells with a pronounced threshold nonlinearity.
The graded potential response was also limited (ϳ15 gray levels), as reported previously for an insect neuron (Simmons, 1999) , suggesting that the dwindling number of gray levels in the ganglion cell spike response is not caused entirely by a limitation inherent to spike coding. Rather, the trade-off between sensitivity and dynamic range is a coding strategy that allows precise responses to some visual stimuli and benefits graded potential and spike train alike. The reason the spike response gave lower sensitivity than the graded potential at high contrasts (Fig. 4 D) is that the spike response shows the effect of additional noise sources, including stochastic voltage-gated channels (van Rossum et al., 2003) . Therefore, the difference between the number of gray levels in the graded potential and spike responses originates in at least two mechanisms, the threshold for spiking and voltagegated channel noise.
Implications for visual processing
In a system comprising several gain stages, the relationship between signal and noise can provide clues about the loci for generating gain and noise. Noise mixed with the visual signal would drop when passed through a gain-reduction mechanism, such as static saturation. Because at higher contrasts the signal saturated but this did not reduce the noise (Figs. 4, 5) , the source of noise must be more proximal than the saturation mechanism. For example, if the saturation in the graded potential is generated in the calcium-activated vesicle release mechanism in bipolar cells, our finding of robust noise in the ganglion cell at high contrasts implies that the noise must originate in the ganglion cell, either from the bipolar or other synaptic inputs (Freed, 2000) or in the spike generator (Schellart and Spekreijse, 1973; van Rossum et al., 2003) .
Our finding that the contrast threshold for the spike train is twofold higher than that of the graded potential raises several points about visual processing. First, the regulation we found of the dynamic range and sensitivity of the spike train by its maintained rate suggests that active control of resting potential is important (van Rossum et al., 2002 (van Rossum et al., , 2003 . Second, because of the importance of absolute contrast threshold for the brain, one wonders whether the information loss by the spike generator represents another essential trade-off. Although a hybrid analogto-digital form of processing has advantages for the brain (Sarpeshkar and O'Halloran, 2002) , some information loss is expected in a selective analog-to-digital conversion process, such as the spike generator. It has also been suggested that noise in the spike train may have utility to prevent synchronization of parallel visual pathways (Knight, 1972; Schellart and Spekreijse, 1973; van Rossum et al., 2002 van Rossum et al., , 2003 . If true, this might create a spike train with slightly irregular intervals ("dithering"), which would desynchronize responses of neighboring ganglion cells, improving the ability of the brain to perceive large objects without greatly reducing its sensitivity.
