: Statistics of total cloud cover for the month of July, 1989 . Shown are observed half-mesh values (cloudy grid points only), computed values (from layer amounts, using different values of r-in), and the difference between computed and observed.Shown are the mean (%), standard deviation (%), and root mean square (%); the last column contains the correlation coefficient between computed and observed total cloudiness. 31
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Introduction
This report describes the results of the first 15 months of a 24-month study designed to demonstrate that the advanced weather prediction model developed at the Geophysics Directorate of the Phillips Laboratory (PL) is capable of fulfilling the forecasting needs of the US Air Force. Air Force operations are influenced in a significant way by the weather, and there is a need for accurate forecas of not only the conventional forecast variables (pressure, temperature, moisture, and winds), but also other weather related variables such as aerosols, haze and clouds. Forecasts of these non-conventional variables must be based on sophisticated models that simulate the physical processes involved.
The Air Force Global Weather Central (GWC) currently uses a global spectral model (GSM) obtained from the National Meteorological Center (NMC) as far back as 1984, with a very simple set of physical parameterizations. Operational cloud forecasts are based on trajectory models with highly parameterized physics, and utilize only the wind fields of the forecast model output. The Phillips Laboratory has developed a replacement for this GWC GSM with advanced physics parameterizations (APGSM), and demonstrated its potential usefuhless in preliminary tests. Simulatneously, cloud forecast schemes based on the forecast model output have been developed and tested as a potential replacement or complement to the present trajectory models.
In the present study, forecasts of conventional variables from both models (GWC GSM and APGSM) are compared in side-by-side tests, using data from all four seasons of 1989. The experimental design and preliminary results from this evaluation are described in the following section. To evaluate the usefulness of the APGSM for cloud forecasts, cloud forecast schemes are being developed, and verified against RTNEPH data. Aspects of the RTNEPH data handling and analysis are discussed in section 3, and the cloud forecast scheme development is described in section 4.
II II 2.
ForEgt model comparison
As part of this task, 1 month of twice daily GSM forecasts out to four days are produced, using the GWC GSM and the APGSM. The operational analyses from GWC (HIRAS ) for those times are used as the initial state, and for verification. To assess how much the results vary with season, three additional months of forecasts are produced, but only one forecast every three days.
The GWC GSM
The GSM currently operational at GWC is based on the model developed at NMC (Sela, 1980) . The hydrodynamics were completely redesigned (Brenner et al., 1982) . The physics package was last updated in 1984, and it consists of a very simple set of physical parameterizations. It does not simulate the transfer of radiation through the atmosphere, and includes only a drag-law type boundary layer parameterization. The adjustment physics consists of large-scale precipitation when model cells become saturated, dry adiabatic adjustment to avoid instability, and a version of the Kuo (1965) convection scheme, which is disabled at most points through the use of high threshold values and various criteria that must be met before moist convection is allowed to take place. This physics package is described more fully in Yang et al. (1989) .
Model initial states are derived from gridded analyses by preprocessing (vertical interpolation to the model's a-surfaces, and spectral transformation from gridpoint to spectral space), and a subsequent nonlinear normal mode intialization (NMI). The NMI is a standard adiabatic Machenhauer (1977) scheme obtained from NMC (Ballish, 1980) . In the present study, parameters of the GSM are used that closely correspond to current operational practice at GWC. In particular, the horizontal resolution is set at rhomboidal truncation 40, and 12 layers are used in the vertical (moisture is carried at only 7 layers). The sigma layer interfaces for the 12 layers are at 1.0, .925, .800, .650, .500, 375, .300, .250, .200, .150, .100, .050, 0 . A time step of 12 minutes is used, and the coefficients for the time stepping are 0.04 (for the time filter coefficient) and 0.5 (for the time stepping coefficient, implying a semi-implicit step). The coefficient for the horizontal V4 diffusion is 6x1015 m4s" 1 . The terrain data set is a mean terrain height derived from a coarse input gridded field (2.5 0 x2.5°), and the boundary data sets of sea surface and temperature and drag coefficients use monthly mean values from NMC datasets. The NMI uses two iterations of the Machenhauer scheme, intializing only the four gravest modes with periods less than 48 hours.
The HIRAS analyses used for initialization and verification consist of geopotential height, zonal and meridional wind on 15 mandatory pressure levels (1000, 850, 700, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20 , and 10 hPa), and relative humidity on the lowest 6 mandatory levels. Figure 1 shows the distribution of the analysis levels in the vertical, alongside those of the GWC GSM. It can be seen that while the resolution of the GSM is slightly higher than that of the analysis in the lower troposphere, it is much coarser in the stratosphere (the top 4 analysis levels are all contained in a single, the topmost, a-layer).
The APGSM
The APGSM hydrodynamics code is based on the code described by Brenner et al. (1982) , but it was recoded by Nehrkorn et al. (1992) to allow more general horizontal truncation, and to make use of vectorization and multiprocessing. The physics package of the APGSM was developed by several research groups and tested and integrated by PL personnel. The version of the GSM used in this study is described in Norquist et al. (1992) . It contains a planetary boundary layer (PBL) parameterization (Mahrt et al., 1984) , which includes two soil layers and makes use of geographic databases of surface roughness, soil type, albedo, and other surface fields. A gravity wave drag parameterization (Vernekar et al., 1991) is included, as is a radiative transfer package developed by Liou et al. (1984) , Ou et al. (1988), and Schattel (1992) . The dry adiabatic adjustment and the large scale precipitation parameterization remain essentially unchanged from the GWC GSM, but moist convection is parameterized with the European Centre for Medium-Range Weather Forecasts (ECMWF) mass flux scheme (Tiedtke, 1989) . The parameters of the GSM used in this study closely correspond to those used previously by Nehrkorn et al. (1993) and Norquist et al. (1992) . Specifically, the horizontal resolution is set at rhomboidal truncation 40, and 18 layers are used in the vertical (moisture is carried at all 18 layers). The sigma layer interfaces for the 18 layers are at 1.0, .990, .973, .948, .893, .820, .735, .642, .546, .450, .400, .350, .300, .250, .200, .150, .100, .050, 0 . The vertical distribution is also shown in Figure 1 . It can be seen that the additional layers are mainly near the ground (to accomodate the planetary boundary layer parameterization), in addition to a slightly higher resolution in the middle troposphere. Above o=.3, the vertical structure is identical to that of the GWC GSM. A time step of 15 minutes is used, and the coefficients for the time stepping are 0.04 (for the time filter coefficient) and 0.5 (for the time stepping coefficient, implying a semiimplicit step). The coefficient for the horizontal V4 diffusion is 2.55x10 15 m 4 s-1 . The terrain data set is a silhouette terrain derived from the Navy 10' dataset; boundary data sets for the physical parameterizations use monthly mean values compiled from a number of sources.
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The NMI uses two iterations of the Machenhauer scheme, intializing only the four gravest modes with periods less than 48 hours. For the forecasts of the first half of January, the preprocessor was used unchanged from the version used in the GWC GSM, and the NMI used diabatic tendencies including all physical processes. Because of probelns encountered in the initialization (see section 2.3), the preprocessor was modified for later forecasts (the remainder of January, and April, July, and October), and adjustment processes (dry adiabatic adjustment and large-scale precipitation) were excluded from the diabatic NMI.
Throughout its evolution, the PL GSM has undergone testing and comparison with the GWC GSM. Results from tests of a number of preliminary versions can be found in Yang et al. (1989) . The most recent version of the physics package was tested by Norquist et al. (1992) . They found that for a series of six January and July forecasts (out ot 10 days), the APGSM performed better than the GWC GSM. The present study extends these tests in two ways: comparisons with the GWC GSM are performed over a much larger number of forecasts, and the quality of cloud forecasts from the APGSM is studied and compared with operational GWC cloud forecasts.
Preliminary Results
The APGSM forecasts encountered a problem during the intialization after half the forecasts for January had been completed. Further analysis revealed that for the OOZ 15 January time period, a large amount of stratiform precipitation is predicted by the GSM over Greenland when started from the preprocessed, uninitialized state (13 mm /time step, corresponding to 52 mm/hr). During the diabatic NMI, this problem is exacerbated because the latent heat release is reflected in strong temperature tendencies. The final profiles of temperature and height strongly differ from either the preprocessed or the original HIRAS fields.
Part of the problem lies with the preprocessor:.RH at o-layers above 300 mb (the top-most analysis level with RH data) is extrapolated, resulting in a large numbers of points either at saturation or with zero RH (this is also reflected in the histograms presented in section 4). This problem was rectified by replacing the extrapolation with a constant value. This change reduced the amplitude of the latent heat release, but the NMI still resulted in unreasonable adjustments. The diabatic NMI was then changed to exclude tendencies from the adjustment physics. Diagnostics of the modified NMI increments indicate reasonable values over Greenland; maps of NMI increments at 1000 mb and 500 mb indicate smaller increments for the new system everywhere, but particularly over Greenland and other high altitude locations, with less energy at small scales. Differences from the original HIRAS analyses are not much affected outside the area over Greenland.
All forecasts have been completed for the GWC GSM, but only part of the forecasts for the APGSM have been completed at this time. Figures 2 -15 show results for both models for slightly over half the forecasts in January (Jan. 1 -Jan 20). Shown are forecast error statistics (mean error, or bias, and root mean square error, or RMSE) for a number of geographic regions: global: entire globe Northern Hemisphere extratropics: all points between 20°N and 80*N Southern Hemisphere extratropics: all points between 20°S and 800S tropics: all points between 20°S and 20*N North America: all points between 25°N and 60°N, and 120°W and 70°W Europe: all points between 35°N and 70MN, and 10°W and 40°E.
Comparison of the 1000 hPa and 500 hPa bias of geopotential height (Figures 2  and 4) show an increasing warm bias (thicknesses too large) for the GWC GSM, which is the result of a lack of radiative cooling (this was also noted in (Louis et al., 1989) ; this bias is absent in the APGSM. Height RMSEs (Figures 3 and 5) are generally smaller at the later lead times for the APGSM than the GWC GSM, but tend to be slightly larger at the beginning of the forecast. RMSEs of the horizontal wind (Figures 6 -9 ) are uniformly larger for the APGSM than the GWC GSM. Results for the RH field (Figures 10 -15 ) are mixed, with better results for the APGSM at lower levels (1000 hPa and 850 hPa) and later lead times, and the opposite at the beginning of the forecast, and at 500 hPa.
These preliminary results are being investigated more thoroughly at the moment. A comparison of results for January 1-20 with those for January 15-20 (not shown here) indicated that the change in initialization procedure of the APGSM had no appreciable effect on the error statistics. 
APGSM
Figure 5: As Figure 2 , except for the 500 hPa geopotential height RMSE. Figure 12 : As Figure 4 , except for the 850 hPa relative humidity bias. 
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RTNEPH data handling
Cloud data are needed for the development and testing of the cloud forecast schemes. For this purpose, Northern Hemisphere RTNEPH (Hamill et al., 1992) data (for the four months for which forecasts are produced) are used. The raw data consist of total cloudiness, layer cloud cover of up to four layers, and various data source, timeliness, and cloud type information on the so-called 1/8-mesh grid (this is a regular grid on a polar stereographic projection, with a grid spacing of 47.625 km at 600 N) . Before these data are used in our study, they are compacted to the 1/2-mesh (grid spacing of 190.5 km at 600 N), so that they represent scales resolved by the forecast model. Data at this resolution are also used by GWC in the verification of the operational cloud forecast models. In the following, three different aspects of the RTNEPH data handling are discussed: data compaction, consistency between layer and total cloud amounts, and coordinate transformations between the RTNEPH grid and the latitude/longitude grid systems used by the analys•i and forecast model.
RTNEPH data compaction
The I/8-mesh RTNEPH are unpacked and compacted to the 1/2-mesh all in one step. The final output from this compaction are working sums for averaged cloud cover (total and 6 layers). The working sums consist of the sum of weights and the sum of weight times cloud cover.
The methodology is as follows: The up to 4 floating RTNEPH layers are assigned to 6 fixed MSL layers. The MSL layer tops are chosen to correspond approximately to the 6 mandatory pressure levels between 1000 hPa and 300 hPa, except that the top layer includes all high clouds. Layer boundaries are at 0, 1.07,1.98,4.27,6.71, 7.92, and 25 km. Working sums for horizontal averages for the total cloud amount, and the 6 MSL layer amounts, are then formed by using a 25-point weighted average with a 1-2-2-2-1 weighting applied in both the i and j directions. (The weights are between 1 and 4, and the maximum for the sum of weights is 64.) Layer clouds identified as thin are set to zero cloud cover. If more than one floating layer contributes to a fixed MSL layer at one 1/8-mesh point, maximum overlap is assumed.
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Only points with valid cloud cover data satisfying the timeliness criterion (data used for cloud analysis are within +/-2 hours of the valid time) are used. Figure 16 is an example of the resulting distribution of the sum of weights (for 00 UTC 15 January 1989). Most 1/2-mesh gridpoints (59%) have no data in any of the surrounding 1/8-mesh gridpoints, either because they are off-world points or because no timely data existed, and 25% have data in all 25 surrounding 1/8-mesh gridpoints; only 16% have sum of weights between 0 and the maximum possible number (64). This implies that most points lie either wholly within or outside regions with data coverage, and not much is to be gained (in terms of sample size) by using points with less than complete averages. Figure 17 shows the distribution of total cloud cover for the same time period. The distribution is bimodal, with 12% of the points clear, 28% overcast (cloud cover > 90%), and a nearly uniform distribution for intermediate values.
The mean total cloud cover is 52%. For layer cloud amounts (Figures 18 -23) , more points are totally clear, and fewer are totally cloudy. Layer cloud amounts are largest for layer 3 (700 hPa), and smallest for layer 6 (high clouds); average values for layers 1 -6 are: 28%, 25%, 30%, 20%, 11%, 10%. Although total and layer cloud amounts are treated independently from one another during data compaction, they are, of course, related. The exact relation depends on the amount of overlap between the layer clouds. Since at least one of our cloud forecast schemes is designed to predict layer cloud cover, knowledge of the amount of overlap in the compacted data set is important for the accurate prediction of total cloud cover. We therefore investigated what kind of overlap assumption results in the best agreement between the observed and computed (from layer cloud amounts) total cloud cover in the 1/2-mesh RTNEPH data.
The two limiting cases are random overlap (location of layer clouds completely uncorrelated, resulting in largest total cloud amount), and maximum overlap (location of layer clouds perfectly correlated, resulting in smallest total cloud amount). The formulas relating total cloud cover (cm) to the cloud cover of N cloud layers (ch)for these two cases are given by (all cloud amounts normalized to the interval [0,1]):
(1)
If only two layers are combined, these two formulas can be combined into (see p. AI-A4 of (Mitchell and Hahn, 1989) , hereafter referred to as MH):
where cA_-represents the total cloud cover of layers A and B, and where it is assumed that cA > co. The parameter r (0 > r 2 1) determines the amount of overlap: r=0 (r=1) correspond to random (maximum) overlap (note that MH use the quantity R=l-r in their formula). Intermediate values of r correspond to partial correlations of layer clouds (note, however, that the quantity r is not equal to the correlation coefficient: since cloud amounts are confined to the interval [0,11, the combination of the amounts is highly nonlinear and cannot be simply related to the correlation coefficient).
When combining more than 2 layers, the above 2-layer equation must be applied successively until the total cloud amount has been computed. In the case of the compacted 1/2-mesh RTNEPH data, the 6 layers are compacted in 3 steps (as in MW:
Step 1: combine amounts ci and c2 into CI_2, cs and c6 into cs_
Step 2: combine amounts c3 and CL2 into c1-3, C4 and cs5-into C4_6
Step 3: combine amounts CI -3 and c4_6 into ca, The notation c. denotes the amount derived from compacting layers i through j the layer indices correspond roughly to the mandatory pressure levels (1-1000 hPa; 2-850 hPa; 3-700 hPa; 4-500 hPa; 5-400 hPa; 6-300 hPa).
MH used different values of r for the different layer combinations. They are plotted in Figure 24 , which shows the value r as a function of the distance between the layers, expressed as the absolute value of the natural logarithm of the ratio of the two layer pressures (ln(P/p.)). Also shown are curves of r from the formula 1 r =_.1(4) 1 + a (ln(PX ))2
for two values of a. The parameter a can be expressed in terms of the minimum value of r, r m., which is the value of r at the maximum layer separation (layers I and 6, ln(1 0 0 0 /300) = 1.204). The upper curve (ra. 3 = 0.2) was fitted to the value used by MH for the maximum layer separation. Note that random overlap corresponds to a value of r.-=0, and maximum overlap to We teste different values of rk with the compacted 1/2-mesh data for one time period (00 UTC 15 January 1989). For the purpose of computing the appropria-te value of r in steps 2 and 3 and of the stacking algorithm, a weighted (by cloud amount) average value of the layer pressure logarithm is computed for the compacted cloud amounts. For each value of r-,-, the total cloud amount was computed from the observed layer cloud amounts through the stacing algorithm described above, and compared with the total amount obtained by horizontal compaction of the reported total cloud amounts. Best a,.reem-ent between the computed and observed total cloud amounts (using only points with nonzero cloud cover) was found for values of r-& between 0.12 and 0.14. These tests were repeated for various cutoff values of the sum of weights in the 1/2-mesh working sums (using values of 1 -the minimum possible, 16, 32, 48, and 64 -the maximum possible). The agreement between computed and observed total cloud amount increases with the value of the cutoff (minimum rms errors decrease from 6.42% to 53q5%, maximum 29 iq casrlation coefficients increase from .984 to .987); however, optimum values of r.& are not affected by the value of the cutoff.
The above computations were repeated, for cutoff-64 (i.e., using only halfmesh points without any missing 1/8-mesh data), using all time periods in July. Results from this computation (see Table 1 ) confirm the conclusion for the January case, with an optimum value of r. of between 0.12 and 0.14. Random overlap (r-.-= 0) leads to a substantial positive bias, and maximum overlap (r-1 = 1) to a substantial negative bias. Between those extreme values, the bias is mmiotonically decreasing, being closest to zero for ri-.-.135 (for both the January case and the July run). However, the standard deviation of the error is slightly smaller for nearby values of r.-, resulting in minimum RMSE values for r.. u.130 in the January case, and r.--. 125 for the July run. The value r-.--. 13 is chosen on the basis of these results for vertical stacking of layer cloud amounts in our cloud forecast schemes. The corresponding curve of R is plotted as the lower curve in Figure 24 ; we note that this corresponds to assuming slightly less overlap between layers than MH. 
Coordinate transformations
Use of the RTNEPH data in conjunction with the forecast model requires coordinate transformations between the 1/2-mesh grid, which is a regularly spaced grid on a polar stereographic projection, and the grids used by the forecast model and analysis, which are regularly spaced in longitude, at either regularly spaced (analysis) or Gaussian latitudes (GSM transform grid). Routines exist to convert longitude/latitude coordinates to coordinates in the polar stereographic projection; however, for the purpose of converting grid-box average quantities, the locations of all lat-lon grid boxes overlapping a given 1/2-mesh box are needed. Lookup tables have been generated that contain, for each RWI"N3H point, the locations of all OSM transform grid (128 longitudes by 102 Gaussian latitudes) boxes overlapping the RTINEPH grid box, and the fraction of area covered by the RTNEPH grid box. RTNEPH cloud cover can thus be properly transformed to the GSM transform grid by forming weighted averages.
4.
Cloud ForecaMt Scheme Develooment At least one cloud forecasting scheme will be developed for the APGSM and implemented. Candidate techniques are the CCA technique and the Slingo-type cloud parameterization used in the APGSM. In addition, the scheme developed by PL will be implemented as it becomes available.
We have begun the cloud forecast scheme development for a modified CCA scheme, in which the curves are derived for samples stratified by synoptic regime rather than by geography and season. We are presently deriving the synoptic weather regimes from HIRAS analysis data. For this purpose, the HIRAS analyses are preprocessed, i.e. vertically interpolated to the GSM alayers, and spectrally truncated to R40; this was done to allow easier application of the synoptic weather regimes (which are defined in'terms of vertical profiles of atmospheric quantities) to the GSM output. The preprocessed analyses are sampled at locations spaced approximately 1000 km apart in the Northern Hemisphere, for four time periods, spaced one week apart, in each of the four months (January, April, July, and October). To reduce the number of degrees of freedom, the vertical profiles of all atmospheric quantities (temperature, wind speed, relative humidity), along with the values of surface pressure and precipitable water, are represented by empirical orthogonal functions (EOFs), and weather regimes are then defined in terms of clusters of EOF cofficient values.
Some preliminary results of this analysis are shown in Figures 25 -30 . Figures 25 -28 show frequency distributions of the atmospheric variables at the model a-layers (the numbering convention adopted here is such that 1 corresponds to the lowest layer, 18 to the highest). This is based on a sample of 4672 points (292 points each for 16 time periods). Temperature at the lowest layers is skewed toward the high end of the spectrum, and the situation is reversed in &e upper layers, with more nearly symmetrical distributions at intermediate altitudes. The distribution of relative humidity reflects the commonly observed decrease of relative humidity with height. Another interesting feature of the RI-I distributions is the progressively bimodal distribution at layers 14-18. This feature is an artifact of the preprocessor, which extrapolates RH above 300 mb (layers 13-18). This problem was discussed previously in section 2.3. Distributions of u reflect the predominance of westerlies in the troposphere, those of v the generally smaller values and overall near-zero mean.
For the EOF analysis, the data volume was reduced by considering only the lowest 12 o-layers (roughly corresponding to data at 325 hPa and below), and by combining the u-and v-velocity into total wind speed. This restricts attention to the vertical domain of greatest relevance for cloud cover, and it avoids use of extrapolated values of RH. Thus each data point is represented by 12 values of temperature, wind speed, and RH, and the value of surface pressure and precipitable water, for a total of 38 values. The data was normalized for each level by subtracting the mean, and dividing by the standard deviation (mean and standard deviation were computed from the entire sample for each variable and layer). Figure 29 shows the fraction of variance explained by the first 10 principal components of the covariance matrix of the normalized variables. The total variance explained by the first 10 EOFs is 98.4%, but it is evident that even the first 3 EOFs explain over 3/4 of the variance. Figure 30 shows the structure of the first 8 EOFs. In these plots, the first 12 values correspond to (normalized) temperature, the next 12 to wind speed, the next 12 to RH, and the last 2 to surface pressure and precipitable water. The first EOF is dominated by the variance of temperature and wind speed, and only a weak RH signal. EOF 2 is dominated by the variance of RH. There is little or no vertical structure of each variable in the first two EOFs. EOFs 3 and 4 have only moderate to weak signals in temperature, and exhibit some vertical structure in wind speed and RH. Higher order EOFs contain vertical variations in temperature, as well as wind speed and RH.
We are currently investigating the definition of weather regimes in terms of clusters of EOF coefficient values. One of the possible areas of investigation is whether modifications of the definition of the EOFs (using different variables or
