ABSTRACT A locally repairable code (LRC) is a [n, k, d] linear code with length n, dimension k, minimum distance d and locality r, which means that every code symbol can be repaired by at most r other symbols. LRCs have become an important candidate in distributed storage systems due to their relatively low I/O cost. An LRC is said to be optimal if its minimum distance meets one of the Singleton-like bounds. This paper considers the optimal constructions of LRCs with locality r = 1 and r = k − 1, which involves three types: r-local LRCs, (r, δ)-LRCs and LRCs with t-availability. Specifically, we first prove that the existence of an optimal LRC with locality r = 1 is equivalent to that of an MDS code with certain parameters. Thus we can completely characterize the three types of optimal LRCs with r = 1 based on some known constructions of MDS codes. Near MDS codes is a special class of sub-optimal linear code whose minimum distance d = n − k and the i-th generalized Hamming weight achieves the generalized Singleton bound for 2 ≤ i ≤ k. For r = k − 1, we have established the connections between optimal r-local LRCs/ LRCs with t-availability and near MDS codes. Such connections can help to construct optimal LRCs with r = k − 1 from some known classes of near MDS codes.
I. INTRODUCTION
Distributed storage systems (DSS) require to tolerate failures of some nodes. The simplest and most commonly used way is the three-replication strategy, which possesses the low repairing cost but high storage overhead. In order to balance the repairing cost and storage overhead, locally repairable codes (LRCs) [1] are proposed as a new class of erasures codes. Applications of LRCs could be found in Windows azure storage as its redundancy scheme [2] . The Hadoop Distributed File System RAID used by Facebook also implements another type of LRCs in [3] . An [n, k, d] q linear code C over finite field F q with length n, dimension k and minimum distance d is said to have locality r or be r-local if each codeword symbol can be repaired by accessing at most r other symbols, which is also denoted by an (n, k, r) q LRC with minimum distance d. A Singleton-like bound among all the The associate editor coordinating the review of this article and approving it for publication was Jin Sha.
parameters is also obtained in [1] :
The local repairing may fail when the remaining r nodes are also unavailable, Prakash et al. [4] and Wang and Zhang [5] propose two different coding schemes to tolerate multiple node erasures in distributed storage systems, respectively. To be specific, Prakash et al. [4] introduce the notion of (r, δ)-locality for the code symbols of a linear code C, which means that for any i ∈ [n] {1, 2, . . . , n}, there exists a punctured subcode of C with support containing the i-th symbol, whose length is at most r + δ − 1, and whose minimum distance is at least δ. A corresponding Singleton-like bound on the minimum distance d is similarly derived:
Note that when δ = 2, an (r, δ)-LRC could reduce to an r-local LRC.
From the point of view of parallel repairing, Wang and Zhang [5] introduce the notion of LRC with t-availability, i.e., a linear code C with locality r is said to have t-availability if for every i ∈ [n], there exists t distinct codewords c 1 , c 2 , . . . , c t in the dual code C ⊥ such that
where supp(v) denotes the support of a vector v, or the set of non-zero positions of v. [5] also obtains a Singleton-like bound on the minimum distance d as follows,
Since t ≥ 1, an LRC with t-availability could reduce to an r-local LRC when t = 1. Throughout this paper, an LRC meeting one of the three bounds (1), (2) and (3) is called optimal. Lots of works focus on the constructions of optimal LRCs, e.g., [1] , [4] - [15] , [22] . Different from the parallel approach proposed in [5] , the reference [21] focuses on sequential repairing strategy for multiple erasures, i.e., the erasures are recovered one by one and the already erasure nodes can be used in the next round of recovering. Moreover, the sequential LRC can tolerate more erasures than the parallel approach, which becomes a better candidate in the DSS. Reference [22] proposes a more general definition of LRCs in the matroid language, some generalized upper bounds and constructions are also obtained. The parity-check matrix approach [8] is frequently used in characterizing the structure of optimal LRCs and deriving the bounds on the parameters recently. References [9] and [12] carefully analyze the structure of parity-check matrix of optimal LRCs, and completely determine all binary and ternary optimal LRCs. Reference [13] sets up bounds on maximal code length of optimal LRCs. Reference [14] gives some necessary conditions of optimal (r, δ)-LRCs and constructs all binary optimal (r, δ)-LRCs. Recursive bounds for LRCs [16] is obtained by carefully puncturing the parity-check matrices. To the best of our knowledge, there is no complete characterizations or sufficient and necessary condition of the existence of the optimal LRCs for the specific parameters of locality r when 1 ≤ r ≤ k − 1.
In this paper, we are motivated to employ the parity-check matrix approach to obtain the complete characterizations of the three types of optimal LRCs. To be specific, our contribution can be summarized as follows.
• We have obtained a complete characterization of three types of optimal LRCs with r = 1 based on some known constructions of MDS codes. Note that r = 1 means the fastest repairing efficiency as well as the drawback of low storage efficiency, i.e., the code rate k/n cannot exceed 1/2. However, optimal LRCs with r = 1 gives an interesting class of redundancy schemes in a distributed storage system, which has sufficient storage resource but requires high-demanding disk I/O speed. Moreover, we show that the existence of three types of optimal LRCs with locality r = 1 is equivalent to that of MDS codes with certain parameters, which provides an important research problem in the classical coding theory.
• We have established the connection between optimal LRCs with r = k − 1 and near MDS codes. Optimal LRCs with r = k − 1 have weaker locality but larger minimum distance d = n − k. Moreover, such connection provides a new perspective of the construction and existence of near MDS codes.
II. PARITY-CHECK MATRIX FRAMEWORK
There exists two equivalent descriptions of an LRC, i.e, the generator-matrix approach [1] and the parity-check matrix approach [8] . The latter says that a code symbol has locality r if and only if there exists a dual codeword (or parity-check equation) whose Hamming weight is at most r + 1 and the corresponding non-zero components cover the coordinate of the symbol. Since all symbols have locality r, there exists (
≤ n − k) linearly independent dual codewords covering all the n coordinates. Thus, the parity-check matrix of an LRC can be constructed as
where the upper part H L consists of dual codewords ensuring the locality, called locality rows occasionally, and the lower part H D consists of some n−k − remaining dual codewords to obtain a full-rank parity-check matrix. Moreover, when r + 1 | n, the = n r+1 locality rows are called disjoint if H L has the following form after rearranging the columns
where ⊗ denotes the Kronecker product of matrices. A sufficient condition ensuring an optimal LRC with disjoint locality rows is proposed as follows.
Lemma 1 ( [8]):
For an optimal (n, k, r) q LRC with 1 ≤ r < k,
• If r | k, then (r + 1) | n and the supports of the locality-rows in the parity-check matrix must be pairwise disjoint, and each has weight exactly r + 1.
• If r k, then the supports of any k r locality rows in the parity-check matrix cover at least k + k r coordinates. The following lemma establishes an important connection between optimal r-local LRCs and MDS codes.
Lemma 2 ( [9] ): Let C be a q-ary (n, k, r) LRC with d = n − k − k/r + 2 and H be its parity-check matrix described in the above procedures. Let H be the m ×n matrix obtained from H by deleting any fixed k/r − 1 locality rows and all the columns whose coordinate is covered by the supports of these k/r − 1 locality rows. Then H has full rank and the [n , k , d ] linear code C with the parity-check matrix H is a q-ary MDS code with d = d.
As for the case of (r, δ)-locality, Hao et al. [14] also employ the parity-check approach to analyze the parity check matrix structure of an optimal code (See Algorithm 1).
A generalization of Lemma 1 ensuring an optimal (r, δ)-LRC with disjoint punctured subcodes is also proposed in [6] and restated in [14] . 
Remark 4: Note that if r = 1, the condition r | k is naturally satisfied, Lemma 1 and Lemma 3 imply that the locality rows or local punctured subcodes of optimal (r, δ) LRCs are disjoint.
In classical coding theory, the parity-check H plays an important role in characterizing the minimum distance d. The following result is well-known and useful for subsequent derivations.
Lemma 5 ( [17] , Corollary 1.4.14): A linear code C has minimum distance d if and only if its parity check matrix has a set of d linearly dependent columns but no set of d − 1 linearly dependent columns.
The notions of almost MDS codes and near MDS codes were introduced in [10] , which generalize the MDS codes. Some of their properties are crucial for our subsequent derivations in Section III-B. To better understand the definition of the near MDS codes, we give two examples from [11] as follows. 
Definition 6 ( [10]):
A q-ary [n, k, d] code C is called an almost MDS code if d = n − k. Moreover,, i = 1, 2, · · · , k, d = d 1 < d 2 < · · · < d k is called the weight hierarchy of C. The generalized Singleton bound says that d i ≤ n − k + i. A q-ary [n, k, d] code is called a near MDS code if d = d 1 = n − k and d i = n − k + i, i = 2, 3, . . . , k. It
III. MAIN RESULTS

A. CHARACTERIZATIONS OF OPTIMAL LRCS WITH LOCALITY r = 1
Before proposing the first characterization of optimal (r, δ)-LRCs with r = 1, we need the following two Lemmas. Lemma 7: Suppose an optimal (n, k, r = 1, δ ≥ 2) LRC C exists, then δ | n and an [ , k, − k + 1] q MDS code also exists, where = n/δ.
Proof: By Lemma 3 and r = 1, we have δ = r +δ−1 | n and = n/δ is an integer, the minimum distance of C is
Since each punctured subcode is a [δ, 1, δ] q MDS code, i.e., a repetition code, its corresponding parity-check matrix H s L (1 ≤ s ≤ ) can be equivalently transformed as follows.
Then the parity-check matrix H of C becomes
. . , } and j = 1, 2, . . . , δ, denote the
We next claim that any − k columns of {ĥ i , i ∈ [ ]} are linearly independent. In fact, choose any − k columnŝ h i 1 ,ĥ i 2 , . . . ,ĥ i −k and scalars a i 1 , a i 2 , . . . , a i −k ∈ F q such that We construct a matrix H as follows.
and O is an all zero matrix with size ( − k) × (δ − 1). Let C be the q-ary linear code with the parity-check matrix H . Clearly, C has (r = 1, δ)-locality. Combining Lemma 7 and Lemma 8, the first main theorem follows. Note that if δ = 2, an optimal (r, δ)-LRC reduces to an optimal r-local LRC, thus we have the following characterization of optimal r-local LRCs.
Corollary 10: An (n, k, r = 1) q optimal r-local LRC exists if and only if n is even and an [ , k, − k + 1] q MDS code exists, where = n/2.
Remark 11: Note that an erasure code with single replication is a special case of the optimal r-local LRCs with r = 1. It is easy to obtain an equivalent parity-check matrix of erasure code with single replication as follows.
Clearly, the rows of this parity-check matrix H corresponds to the locality rows of an LRC with r = 1. Thus an erasure code with single replication would has parameter [n = 2k, k, d = 2], which can only tolerant any single erasure. For an optimal r-local LRC with r = 1, its parameter is [n, k, d = (
It can be seen that optimal r-local LRCs with r = 1 have more flexible parameters and better global erasure-correction performance with larger minimum distance d when n > 2k.
Note that in the proof of Lemma 7, the structure of parity-check matrix of C ensures that H s L (1 ≤ s ≤ n r+δ−1 ) forms a parity-check matrix of the repetition code, it is easy to see that the code C also has (r = 1, t = δ − 1)-locality. Moreover, r = 1 and t = δ − 1 implies that the bound (2) and the bound (3) are consistent. Thus, we have the following Lemmas.
Lemma 12: Suppose an optimal (r = 1, δ ≥ 2) LRC C exists, then the code C is also an optimal (r = 1, t = δ − 1) LRC attaining the bound (3).
Conversely, an optimal (r = 1, t ≥ 1) LRC is also an optimal (r = 1, δ = t + 1) LRC, which can be proved as follows.
Lemma 13: Suppose an optimal (r = 1, t ≥ 1) LRC C exists, then the code C is also an optimal (r = 1, δ = t + 1) LRC attaining the bound (2) .
Proof: According to the definition of (r = 1, t)-locality, for each code symbol i ∈ [n] of C, there exist t distinct codewords c 1 , c 2 , . . . , c t in the dual code C ⊥ such that
supp(c a )| = t + 1, and the minimum distance of the punctured subcode C| ∪ a i=1 supp(c a ) is at least t + 1, thus the code C has (r = 1, δ = t + 1)-locality. Note that the bound (2) and the bound (3) coincide for r = 1 and δ = t + 1, hence the code C is also an optimal (r = 1, δ = t + 1) LRC.
Based on Theorem 9 and Lemma 12-13, we obtain the following results.
Corollary 14: An (n, k, r = 1, t ≥ 1) q optimal LRC exists if and only if t + 1 | n and an [ , k, − k + 1] q MDS code exists, where = n/(t + 1).
Remark 15: In fact, Theorem 9, Corollaries 10-14 provide a way to construct optimal LRCs with r = 1 based on some well-known MDS codes, e.g., the Reed-Solomon codes and generalized Reed-Solomon codes ( [17] ).
B. CHARACTERIZATIONS OF OPTIMAL LRCS WITH LOCALITY r
Throughout this subsection, we assume that r = k − 1 ≥ 2, then k/r = 2. For an optimal [n, k, d] r-local LRC C with r = k − 1, its minimum distance d = n − k due to the bound (1), which implies that C is an almost MDS code. By deleting any fixed k/r − 1 = 1 locality row and its covering coordinates from the parity-check matrix H of C, we can obtain a full rank sub-matrix H of H as a parity-check matrix of an [n , Proof: According to Lemma 2, by deleting any fixed k/r − 1 = 1 locality row from the parity-check matrix H of C, we can obtain a full-rank sub-matrix H with size of (n − k − 1) × n , where n ≤ n − (r + 1) = n − k. Since H is a parity-check matrix of an [n ,
Thus we obtain that n = n−k and all locality rows of H have uniform weight r + 1.
Since any dual codeword with minimum non-zero weight could be a locality row, we have that the minimum distance of the dual code d ⊥ 1 = r + 1 = k. According to the duality of weight hierarchy (e.g., see [10] 
, which implies that C is a near MDS code [10] .
Note that Lemma 16 gives a necessary condition of the existence of optimal r-local LRCs with r = k − 1, which inspires us to construct optimal r-local LRCs with r = k − 1 from the near MDS codes. Therefore, a near MDS code with special dual codewords would contribute to an optimal r-local LRC with r = k − 1. Specifically, we can easily obtain the following lemma and omit its proof.
Lemma 17: Suppose an [n, k, d] q near MDS code C exists. If there exists at least n/k dual codewords with hamming weight exactly k, whose supports covering all the n coordinates, then the code C is an optimal r-local LRC with r = k − 1.
Remark 18: Examples of ternary near MDS codes being optimal r-local LRCs with r = k − 1 can be found in [12] .
Based on Lemmas 16-17, we can easily obtain the following characterization of optimal r-local LRCs with r = k − 1.
Theorem 19: An (n, k, r = k − 1) q optimal LRC exists if and only if an [n, k, d] q near MDS code exists, whose dual code C ⊥ contains at least n/k dual codewords with hamming weight exactly k, whose supports covering all the n coordinates.
Note that if r = k − 1 ≥ 2, we have
then the bound (3) coincides with the bound (1). When r = k − 1, we can easily obtain the following corollaries based on Lemmas 16-17. Corollary 20: Suppose an optimal [n, k, d] q LRC with with t-availability C with r = k − 1 exists, then C is also a near MDS code.
Similarly as Lemma 16, we can easily obtain the following corollary to ensure a near MDS code to be an optimal LRC with t-availability with r = k − 1. 
IV. CONCLUSION
Firstly, we have derived three complete characterizations of optimal LRCs with r = 1. By employing the parity-check approach, for r-local LRCs, (r, δ) LRCs and LRCs with t-availability of the 3 types, we carefully analyze the structure of the optimal LRCs with r = 1, and prove that an optimal LRC with r = 1 exists if and only if an MDS code with certain parameters exists. One can thus construct optimal LRCs with r = 1 based on some well-known MDS codes. Moreover, we have established the connections between optimal LRCs with r = k − 1 and near MDS codes, e.g., the r-local LRCs and LRCs with t-availability of the 2 types. Such connections help us to construct optimal LRCs with r = k − 1 from some known near MDS codes. Future work includes the characterization of optimal LRCs with 2 ≤ r ≤ k −2 and further structure properties of parity-check matrix of an optimal LRC. For example, when r = k/2, an optimal r-local LRC would have minimum distance d = n − k, then it is also an almost MDS codes [11] . An interesting promising problem is to give some sufficient conditions ensuring an almost MDS codes to be optimal r-local LRC with r = k/2.
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