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ABSTRACT 
The paper presents a new approach of finding nearest neighbor in image classification algorithm by proposing 
efficient method for similarity measure. Generally in supervised classification, after finding the feature vectors of 
training images and testing images, nearest neighbor classifier does the classification job. This classifier uses 
different distance measures such as Euclidean distance, Manhattan distance etc. to find the nearest training 
feature vector. This paper proposes to use Mean Squared Error (MSE) to find the nearness between two images. 
Initially Independent Principal Component Analysis (PCA),which we discussed in our earlier work, is applied to 
images of each class to generate Eigen coordinate system for that class. Then for the given test image, a set of 
feature vectors is generated. New images are reconstructed using each Eigen coordinate system and the 
corresponding test feature vector. Lowest MSE between the given test image and new reconstructed image 
indicates the corresponding class for that image. The experiments are conducted on COIL-100 database. The 
performance is also compared with  distance based nearest neighbor classifier. Results show that the proposed 
method achieves high accuracy even for small size of training set.  
Indexing terms/Keywords 
Feature Vector, Nearest neighbor classifier, Principal Component Analysis, Similarity Measures, 
Supervised Classification.  
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I. INTRODUCTION  
With the explosion of image data on the Internet and the availability of large-scale image databases , 
automatically classifying these large collections of images is becoming an important challenge. The recognition or 
classification of images can provide valuable information for image retrieval, analysis[1] and image annotation. 
Although the classification of images has been researched for long, the involved technologies such as feature 
extraction and matching still require substantial advancements. In image classification, an image is classified 
according to its visual content. Classification algorithms employ two phases of processing: training and testing. In 
the initial training phase, characteristic properties of typical image features are found out and, based on these, a 
unique description of each classification category, i.e. training class, is created. In the testing phase, these 
feature-space partitions are used to classify image features. The features should have two properties: 1. 
Discriminatory (image features in different training class should have significantly different descriptions)  and 2. 
Reliable (all image features within a training class should share the common definitive descriptions of that group). 
Generally image features are represented with feature vector (v1,v2,....,vn). This representation allows us to 
consider each image feature vector as occupying a point in n dimensional training class sub-space. Then the 
classification problem is that of determining to which sub-space class each test feature vector belongs. Feature 
extraction is most critical because this process directly influence the efficacy of the classification task. Lot of 
research has been done on the topic of feature extraction .There are different types of features such as color, 
shape, texture[2][3][4] ,low level, high level[5][6][7], local and global features[8][9]. Feature extraction can be 
done in many ways [10][11][12].  Feature extraction follows by various classification methods like nearest 
neighbor classifier[13], artificial neural network[14], support vector machine[15], genetic algorithm[16] and so on. 
In nearest neighbor classification, some distance measure such as Euclidean distance is used for comparing 
feature vectors. However, this may not give good results. A number of recent approaches in computer vision 
compare images using measures of similarity that are not Euclidean, and in fact not even metric. Much research 
in psychology suggests that human similarity judgments are also not metric [17][18]. The contribution of this 
paper is in proposing a new and effective method of classification with non Euclidean similarity measures. The 
paper uses independent PCA[19] for generation of new Eigen subspaces and feature vectors. The paper is 
organized as follows : section II describes Principal Component Analysis (PCA), section III gives proposed 
algorithm. Results are given in section IV and conclusions in section V followed by references in section VI. 
II. PRINCIPAL COMPONENT ANALYSIS (PCA) 
Given a set of multivariate measurements, the purpose of PCA is to find a smaller set of variables with less 
redundancy, that would give as good a representation as possible. It reduces the dimensionality of the 
description by projecting the points onto the principal axes, where orthonormal set of points are in the direction of 
maximum covariance of the data. PCA was invented in 1901 by Karl Pearson[20], as an analogue of the principal 
axes theorem in mechanics; it was later independently developed (and named) by Harold Hotelling [21] in the 
1930s. PCA is a way of identifying patterns in data, and expressing the data in such a way as to highlight their 
similarities and differences. Hence PCA has a lot of applications in image processing. Examples of its many 
applications include data compression, image processing, visualization, exploratory data analysis, pattern 
recognition etc. A complete discussion of PCA can be found in book [22]. The procedure to get the principal 
components of the data set by PCA method  is as follows:   
Step 1: Subtract the mean: Subtract the mean from each of the data dimensions to obtain a zero-mean data set.  
Step 2: Calculate the covariance matrix from zero mean data : It is a square, symmetric matrix with diagonals are 
the  variances, off-diagonals are the covariances.  
Step 3: Calculate the Eigen vectors and Eigen values of the covariance matrix. 
Step 4:Once Eigenvectors are found from the covariance matrix, the next step is to order them by Eigen value,             
highest to lowest. This gives the components in order of significance.  The eigenvector with the highest Eigen 
value is the principle component of the data set.  
III. PROPOSED ALGORITHM 
The proposed method can be divided into 3 sections. Section A gives the step wise procedure to generate Eigen 
images in turn Eigen coordinate system for each class. Section B explains the calculation of feature vectors of 
test image. Finally section C gives the method of classification of test image.  
A. Generation of Eigen images for each training class  
Let us consider that there are 'P' classes of training images, each class having 'n' images. All images are 
converted into gray scale. The size of each image is 128 x 128. The following procedure is to be applied for each 
training class. 
Step1 : Find the average image 'Iavg' . 
Step2 : Find zero mean training images(Z1..Zn)  as shown in Fig.1 
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Fig.1 Finding zero mean images 
 
Step 3: Zero mean images are converted into one dimensional vectors and organized in a matrix form (refer Fig.2 
).  
 
Fig. 2 Matrix of zero mean images  
 
 
Step 4: Calculate the covariance matrix A by formula shown in Fig.3  
 
Fig. 3 Calculation of Covariance matrix  
 
Step 5: Solve the equation 1 to get Eigen values and Eigen vectors. Arrange the Eigen vectors(V1..Vn) in 
decreasing order of corresponding Eigen values. For COIL-100 database, it has been observed that the lowest 
Eigen value is very low compared to other Eigen values. So it is not considered in further calculation. 
0][  VIA 
 
 (1) 
 
Step 6: Construct Eigen images (F1..Fn-1). The steps are shown in Fig. 4 and Fig. 5. These images are orthogonal 
and hence they are used as coordinate system. 
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Fig. 4 Construction of Eigen Images : step 1 
 
 
Fig. 5 Construction of Eigen Images : step 2  
 
B.Feature vectors generation for test image  
Test image is converted into gray scale. Find zero mean test image for each class by subtracting average image 
of that class from test image as shown in Fig. 6.  
 
Fig.6 Finding zero mean test images 
 
 
Calculate the feature vector of test image for  each class 'p' using the equation 2. 
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where each coefficient wjp is given in equation 3. 
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C.Classification of test image  
Procedure in section A gives average image and Eigen images(F1..Fn-1) for each class. Procedure in section B 
gives 'P' feature vectors, each of size (n-1), for test image. The following  procedure explains the classification of 
test image to an appropriate training  class. 
Step 1. The new test image is reconstructed by multiplying Eigen images with feature vector coefficient and 
adding them with average image as shown in Fig.7 for each class 'p' where p=1 to 'P'. 
 
Fig.7 Reconstruction of new image 
 
Step 2. Fig. 8 shows that, MSE(mean squared error) between test image and reconstructed image for each class 
is to be calculated . 
   
 
 
 
 
 
 
 
 
 
 
Step3. Lowest MSE indicate the class for test image. The test image is assigned to that class.(refer Fig.9).  
The proposed algorithm is applied to all test images.  
 
 
Fig.8 MSEs of 'P' classes 
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Fig.9 Classification of test image 
IV. RESULTS 
The implementation of the proposed method is done in MATLAB 7.0 using a computer with Intel Core i5, CPU 
(2.50GHz and 6 GB RAM). The proposed technique is tested on the COIL-100[23] image database. Columbia 
Object Image Library (COIL-100) is a database of color images of 100 objects. The objects have a wide variety of 
complex geometric and reflectance characteristics. The objects were placed on a motorized turntable against a 
black background. The turntable was rotated through 360
0
to vary object pose with respect to a fixed color 
camera. Images of the objects were taken at pose intervals of  5 degrees. This corresponds to 72 poses per 
object. Thus this database has total 7200 images(100 object classes each of 72 images). Fig. 10 shows the 
sample images of coil database objects. Fig.11 shows the sample of different images in a particular class. 
 
 
Fig.10: Sample images of objects in COIL-100 database 
 
 
 
Fig.11: Sample images in one class of COIL-100 database 
 
Training is done using 10 images per class. Thus 1000 images are used for training purpose and remaining 6200 
images are used for testing purpose. The training images are orderly selected from database at an angle of 
35º,70º,105º,140º,....so on.  The performance is shown in table I. Fig.12 shows the number of classes in different 
accuracy ranges. The accuracy for each class is calculated as given in equation 4 .  
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Table I: Number of correctly classified images per class  
Training Set : 10 images per class   
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 62 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 62 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images 
(out of 62 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images 
 (out of 62 
per class) 
1 50 26 62 51 59 76 48 
2 62 27 44 52 62 77 60 
3 62 28 62 53 62 78 62 
4 62 29 62 54 56 79 56 
5 62 30 62 55 62 80 57 
6 55 31 51 56 62 81 62 
7 62 32 62 57 62 82 60 
8 43 33 62 58 62 83 62 
9 62 34 62 59 62 84 33 
10 62 35 62 60 62 85 62 
11 62 36 62 61 57 86 62 
12 59 37 58 62 59 87 62 
13 61 38 57 63 61 88 62 
14 62 39 62 64 62 89 62 
15 51 40 62 65 55 90 62 
16 62 41 62 66 62 91 55 
17 62 42 62 67 32 92 61 
18 62 43 62 68 54 93 62 
19 53 44 50 69 44 94 62 
20 62 45 62 70 62 95 62 
21 49 46 54 71 62 96 56 
22 62 47 62 72 62 97 62 
23 56 48 62 73 62 98 43 
24 62 49 62 74 62 99 62 
25 62 50 62 75 62 100 54 
Note : Numbers in green indicate 100% accuracy. 
 
Observations : Out of 100 object classes, 65 object classes give 100% accuracy 
 
 
Fig. 12 Accuracy performance of 100 classes when 1000 training images are used. 
Then training set size is increased from 10 to 18 per class. These images are orderly selected from database at an 
angle 0º,20º,40º,60º,....so on. Remaining 54 images per class are used for testing purpose. So now training set 
includes 1800 images and testing set includes 5400 images. Table II shows the  individual class performance. 
Fig.13 shows the number of classes in different accuracy ranges. 
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Table II: Number of Correctly classified images per class  
Training set : 18 images per class   
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 54 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 54 
per class) 
Coil 
databas
e Object 
number 
Number of 
Correctly 
classified 
images 
(out of 54 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images 
 (out of 54 
per class) 
1 49 26 54 51 54 76 48 
2 54 27 47 52 54 77 54 
3 54 28 54 53 54 78 54 
4 54 29 54 54 54 79 53 
5 54 30 54 55 54 80 54 
6 52 31 48 56 54 81 54 
7 54 32 54 57 54 82 54 
8 50 33 54 58 54 83 54 
9 54 34 54 59 54 84 37 
10 54 35 54 60 54 85 54 
11 54 36 54 61 53 86 54 
12 54 37 54 62 54 87 54 
13 54 38 53 63 54 88 54 
14 54 39 54 64 54 89 54 
15 48 40 54 65 49 90 54 
16 54 41 54 66 54 91 50 
17 54 42 54 67 33 92 54 
18 54 43 54 68 52 93 54 
19 53 44 53 69 49 94 54 
20 54 45 54 70 54 95 54 
21 49 46 51 71 54 96 51 
22 54 47 54 72 54 97 54 
23 53 48 54 73 54 98 40 
24 54 49 54 74 54 99 54 
25 54 50 54 75 54 100 54 
Note : Numbers in green indicate 100% accuracy. 
 
Observations : Out of 100 object classes, 77 object classes give 100% accuracy 
 
 
Fig. 13 Accuracy performance of 100 classes when 1800 training images are used. 
Then the number of training images increased from 18 to 24. These images are orderly selected from database at 
an angle 0º,15º,30º,45º,....so on.  So 2400 images are used for training and the rest are used for testing. Table III 
shows results in the case  and Fig. 14 shows the corresponding accuracy range performance.  
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Table III: Number of Correctly classified images per class  
Training set : 24 images per class   
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 48 
per class) 
Coil 
databas
e Object 
number 
Number of 
Correctly 
classified 
images  
(out of 48 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 48 
per class) 
Coil 
database 
Object 
number 
Number of 
Correctly 
classified 
images  
(out of 48  
per class) 
1 48 26 48 51 48 76 46 
2 48 27 46 52 48 77 48 
3 48 28 48 53 48 78 48 
4 48 29 48 54 48 79 48 
5 48 30 48 55 48 80 48 
6 48 31 43 56 48 81 48 
7 48 32 48 57 48 82 48 
8 48 33 48 58 48 83 48 
9 48 34 48 59 48 84 39 
10 48 35 48 60 48 85 48 
11 48 36 48 61 48 86 48 
12 48 37 48 62 48 87 48 
13 48 38 48 63 48 88 48 
14 48 39 48 64 48 89 48 
15 45 40 48 65 46 90 48 
16 48 41 48 66 48 91 48 
17 48 42 48 67 36 92 48 
18 48 43 48 68 48 93 48 
19 48 44 48 69 46 94 48 
20 48 45 48 70 48 95 48 
21 47 46 48 71 48 96 48 
22 48 47 48 72 48 97 48 
23 48 48 48 73 48 98 38 
24 48 49 48 74 48 99 48 
25 48 50 48 75 48 100 48 
Note : Numbers in green indicate 100% accuracy. 
 
Observations : Out of 100 object classes, 90 object classes give 100% accuracy 
 
 
Fig.14 Accuracy performance of 100 classes when 2400 training images are used. 
 
The overall performance for our new approach consisting MSE for matching instead of distance criteria is shown 
and compared with our earlier technique of classification using independent PCA ( with  two distance measures  
for matching)  in table IV.   
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Table IV: Number of correctly classified images. 
Methods 
Training images : 10 per 
class 
Total Training images: 
1000 
Testing images: 6200 
Training images : 18 per 
class 
Total Training images: 
1800 
Testing images: 5400 
Training images : 24 per 
class 
Total Training images: 
2400 
Testing images: 4800 
Number of 
Correctly 
classified 
images 
(out of 6200) 
Accuracy 
Number of 
Correctly 
classified 
images (out 
of 5400) 
Accuracy 
Number of 
Correctly 
classified 
images (out 
of 4800) 
Accuracy 
Classification using 
Independent PCA 
with Euclidean 
Distance as 
similarity measure 
 
2700 
 
 
43.55% 
 
 
3602 
 
 
66.70% 
 
 
3695 
 
 
76.98% 
 
Classification using 
Independent PCA 
with Manhattan 
Distance as 
similarity measure 
 
2799 
 
 
45.15% 
 
 
3699 
 
 
67.94% 
 
 
3640 
 
 
75.83% 
 
Proposed Method 
 
5881 
 
 
94.85% 
 
 
5279 
 
 
97.76% 
 
 
4752 
 
 
99% 
 
 
Observations : Analyzing the results, we can observe that the proposed method gives very high accuracy even 
when the number of training images are only 10 i.e only around 14% of data is used for training the accuracy 
achieved above 90%. when 25% of data is used for training the accuracy goes above 95%. With around 33% of 
data is used as a training set, the performance is best  giving 99% of accuracy.  
V. CONCLUSIONS 
The paper presents an efficient approach of classification that achieves very high accuracy. In our earlier work, 
after applying independent PCA, nearest neighbor classification is done with Euclidean and Manhattan distance. 
The overall accuracy was not satisfactory. After doing lot of experimental study, it has been noticed that image 
reconstructed using Eigen coordinate system is visually similar to input test image even when the distance 
between feature vectors seems large. So finding the mean squared error (MSE) between input image and the 
reconstructed image proves better than finding the difference between feature vectors. The proposed technique 
is applied on COIL-100 database. This database is very large consisting of total 7200 images (72 images per 
class, 100 classes). With such a large database, to achieve accuracy above 90% is highly complex and difficult 
task. With training set sizes as 10 images per class, 18 images per class and 24 images per class, the overall 
accuracy achieved is 95%, 97% and 99% respectively. In view of individual class accuracy, out of 100 classes 
65,77, and 90 classes show the 100% accuracy in respective training set sizes. Most of the classes give 
accuracy more than 90%. In this paper the technique is applied on grayscale image. It can be extended to all 
three planes of color image.  
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