We examine a kernel regression smoother for time series that takes account of the error correlation structure as proposed by Xiao et al. (2008). We show that this method continues to improve estimation in the case where the regressor is a unit root or near unit root process.
Introduction
This paper is concerned with estimation of a nonstationary nonparametric cointegrating regression. The theory of linear cointegration is extensive and originates with the work of Engle and Granger (1987) , see also Stock (1987) , Phillips (1991), and Johanssen (1988) . Phillips (2009a, b, 2011) recently considered the nonparametric cointegrating regression. They analyse the behaviour of the standard kernel estimator of the cointegrating relation/nonparametric regression when the covariate is nonstationary. They showed that the under self (random) normalization, the estimator is asymptotically normal. See also Phillips and Park (1998) , Karlsen and Tjostheim (2001) , Karlsen, et al.(2007) , Schienle (2008) and Cai, et al.(2009 We extend this work by investigating an improved estimator in the case where there is autocorrelation in the error term. Standard kernel regression smoothers do not take account of the correlation structure in the covariate x t or the error process u t and estimate the regression function in the same way as if these processes were independent.
Furthermore, the variance of such estimators is proportional to the short run variance of u t ; 2 u = var(u t ) and does not depend on the regressor or error covariance functions x (j) = cov(x t ; x t j ); u (j) = cov(u t ; u t j ); j 6 = 0: Although the time series properties do not e¤ect the asymptotic variance of the usual estimators, the error structure can be used to construct a more e¢ cient estimator. Xiao, Linton, Carroll, and Mammen (2003) proposed a more e¢ cient estimator of the regression function based on a prewhitening transformation. The transform implicitly takes account of the autocorrelation structure.
They obtained an improvement in terms of variance over the usual kernel smoothers. Linton and Mammen (2006) proposed a type of iterated version of this procedure and showed that it obtained higher e¢ ciency. Both these contributions assumed that the covariate process was stationary and weakly dependent. We consider here the case where x t is nonstationary, of the unit root or close to unit root type. We allow the error process to have some short term memory, which is certainly commonplace in the linear cointegration literature. We show that the Xiao, Linton, Carroll, and Mammen (2003) procedure can improve e¢ ciency even in this case and one still obtains asymptotic normality for the self normalized estimator, which allows standard inference methods to be applied. In order to establish our results we require a new strong approximation result and use this to establish the L 2 convergence rate of the usual kernel estimator.
The model and main results
Consider a non-linear cointegrating regression model: y t = m(x t ) + u t ; t = 1; 2; :::; n; (2.1) where u t = u t 1 + t with j j < 1 and x t is a non-stationary regressor. The conventional kernel estimator of m(x) is de…ned aŝ
where K(x) is a nonnegative real function and the bandwidth parameter h h n ! 0 as n ! 1.
On the other hand, we may write the model (2.1) as y t 1 = m(x t 1 ) + u t 1 ; (2.2) y t y t 1 + m(x t 1 ) = m(x t ) + t : (2.
3)
It is expected that a two-step estimator of m(x) by using models (2.2) and (2.3) may achieve e¢ ciency improvements over the usual estimatorm(x) by (2.1).
The strategy to provide the two-step estimator is as follows:
Step 1: Construct an estimator of m(x), saym 1 (x), by using model (2.2). This can be the conventional kernel estimator de…ned bŷ
Step 2: Construct an estimator of by
Note that^ is a LS estimator from model:
where b u t = y t b m 1 (x t ).
Step 3: Construct an estimator of m(x), saym 2 (x), by using (2.3) and kernel method, but instead of the left hand m(x) in model (2.3) bym 1 (x).
We now have a two-step estimatorm 2 (x) of m(x), de…ned as follows:
To establish our claim, that is,m 2 (x) achieves e¢ ciency improvements over the usual estimatorm(x), we make the following assumptions.
Assumption 2.1. x t = x t 1 + t ; (x 0 0); where = 1 + =n with being a constant and f j ; j 1g is a linear process de…ned by
where 0 6 = 0, P 1 k=0 k 6 = 0 and P 1 k=0 j k j < 1 , and where f j ; 1 < j < 1g is a sequence of iid random variables with E 0 = 0, E 2 0 = 1, Ej 0 j 2+ < 1 for some > 0 and characteristic function '(t) of 0 satis…es R 1
1
(1 + jtj) j'(t)jdt < 1.
Assumption 2.2. u t = u t 1 + t with j j < 1 and 0 = u 0 = 0, where F n;t = ( 0 ; 1 ; :::; t ; x 1 ; :::; x n ) and f t ; F n;t g n t=1 forms a martingale di¤erence sequence satisfying, as n ! 1 …rst and then m ! 1, max m t n jE( 2 t jF n;t 1 ) 2 j ! 0; a:s:; where 2 is a given constant, and sup1 t n n 1 E(j t j q jF n;t 1 ) < 1 a.s. for some q > 2. 
for any x 2 R and y su¢ ciently small, where C is a positive constant; (b) For given …xed x, m(x) has a continuous p + 1 derivatives in a small neighborhood of x, where p 2 is de…ned as in Assumption 2.3(c).
We have the following main results.
THEOREM 2.1. Under Assumptions 2.1-2.2, 2.3(a) and 2.4(a), we have
for any h satisfying nh 2 ! 1 and nh 2+4 ! 0, where
for any h satisfying nh 2 ! 1 and nh 2+4p = 0(1).
THEOREM 2.2. Under Assumptions 2.1-2.2, 2.3(a)-(b), 2.4(a) and
and with
for any h satisfying that nh 2+4 ! 0, n h 2 ! 0 and n 1 0 h 2 ! 1 for some 0 > 0. If in addition Assumptions 2.3(c) and 2.4(b), then
for any h satisfying that nh 2+4p = O(1), n h 2 ! 0 and n 1 0 h 2 ! 1 for some 0 > 0.
Remark 1. Theorem 2.1 generalizes the related results in previous articles. See, for instance, Phillips (2009a, 2011) , where the authors investigated the asymptotics under = 0 and = 0. As noticed in previous works, the conditions to establish our results are quite weak, in particular, a wide range of regression function m(x) is included in Assumption 2.4(a), like m(x) = 1=(1 + jxj ), m(x) = (a + be x )=(1 + e x ) and m(x) = 1 + 2 x + :::
Remark 2. As j j < 1, Theorem 2.2 con…rms the claim thatm 2 (x) achieves e¢ ciency improvements over the usual estimatorm(x) under certain additional conditions on m(x) and the bandwidth h. Among these additional conditions, the requirement on the bandwidth h (that is, n h 2 ! 0 and n 1 0 h 2 ! 1, where 0 can be su¢ ciently small) imply that 0 < , which in turn requires that the rate of m(x) divergence to 1 on the tail is not fast than jxj 1+ . In comparison to Theorem 2.1, this is a little bit restrictive but it is reasonable, due to the fact that the consistency result (2.7) heavily depend on the following convergence for the kernel estimatorm(x):
as n ! 1. As x t p t under our model, it is natural for the restriction on the tail of m(x) to enable (2.10). The result (2.10) is a consequence of Theorem 3.1 in next section, which provides a strong approximation result on the convergence to a local time process.
Strong approximation to local time
This section investigates strong approximation to a local time process which essentially provides a technical tool in the development of the uniform convergence such as (2.10)
for the kernel estimatorm(x). As the condition imposed is di¤erent, this section can be read separately.
Let x k;n ; 1 k n; n 1 be a triangular array, constructed from some underlying nonstationary time series and assume that there is a continuous limiting Gaussian process G(t); 0 t 1; to which x [nt];n converges weakly, where [a] denotes the integer part of a:
In many applications, we let x k;n = d 1 n x k where x k is a nonstationary time series, such as a unit root or long memory process, and d n is an appropriate standardization factor.
This section is concerned with the limit behaviour of the statistic S n (t), de…ned by
where c n is a certain sequence of positive constants and g is a real integrable function on R. As noticed in last section and previous research [see, e.g., Wang and Phillips (2012) ], this kind of statistic appears in the inference for the unknown regression function m(x) and its limit behaviour plays a key role in the related research …elds.
The aim of this section is to provide a strong approximation result for the target statistic. To achieve our aim, we make use of the following assumptions.
Assumption 3.1. sup x jxj jg(x)j < 1 for some > 1, R 1 1 jg(x)jdx < 1 and jg(x) g(y)j Cjx yj whenever jx yj is su¢ ciently small on R.
Assumption 3.2. On a rich probability space, there exist a continuous local martingale G(t) having a local time L G (t; s) and a sequence of stochastic processes G n (t) such that fG n (t); 0 t 1g = D fG(t); 0 t 1g for each n 1 and
for some 0 < 0 < 1.
Assumption 3.3. For all 0 j < k n; n 1, there exist a sequence of -…elds F k;n (de…ne F 0;n = f ; g, the trivial -…eld) such that, (i) x j;n are adapted to F j;n and, conditional on F j;n , [n=(k j)] d (x k;n x j;n ) where 0 < d < 1; has a density h k;j;n (x) satisfying that h k;j;n (x) is uniformly bounded by a constant K and (ii) sup u2R h k;j;n (u+t) h k;j;n (u) C minfjtj; 1g; whenever n and k j are su¢ ciently large and t 2 R.
Assumption 3.4. There is a 0 > 0 such that c n ! 1 and n 1+ 0 c n ! 0.
The following is our main result.
THEOREM 3.1. Suppose Assumptions 3.1-3.4 hold. On the same probability space as in Assumption 3.2, for any l > 0, we have
Due to technical di¢ culty, the rates in (3.3) may not be optimal, which, in our guess,
should have the form n 1 , where 1 > 0 is related to 0 > 0 given in Assumption 3.2.
However, by noting fL nt ; 0 t 1g = D fL G (1; G(t)); 0 t 1g 1 due to fG n (t); 0 t 1g = D fG(t); 0 t 1g, the result (3.3) is enough in many applications. To illustrate, we have the following theorem which provides the lower bound of S n (t) over t 2 [0; 1]. As a consequence, we establish the result (2.10) when x t satis…es Assumption 2.1. 
for all n n 0 and h satisfying that h ! 0 and n 1 0 h 2 ! 1 for some 0 > 0. Consequently, we have
that is, (2.10) holds true if in addition n h 2 ! 0.
1 Here and belew, we de…ne
ds, a local time process of the G(s) whenever it exists.
Extension
We next propose another estimator that potentially can improve the e¢ ciency even more.
Following Linton and Mammen (2008) , we obtain
Let b m(:); b be initial consistent estimators, and let
Then let
We claim that the following result holds. The proof is similar to earlier results and is ommitted.
THEOREM 4.1. If in addition to Assumptions 2.1-2.4, P 1 i=0 ij i j < 1. Then, for any h satisfying nh 2 log 4 n ! 1 and nh
where
We have 
Monte Carlo Simulation
We investigate the performance of our procedure on simulated data. We chose a similar design to Wang and Phillips (2009b) except we focus on error autocorrelation rather than contemporaneous endogeneity. We suppose that
with m(x) = x and m(x) = sin(x); where x t = x t 1 + t ; with t N (0; 1); = 0:2; and " t N (0; 1): We used the Epanechnikov kernel for estimation with the bandwidth n bc .
We examine a range of values of 0 and the bandwidth constant bc; which are given below.
We consider n = 500; 1000 and take ns = 1000 replications: We report the performance
where K = 101 and x k = f 1; 0:98; : : : :; 1g: The results for the linear case are given below in Tables In Figure 1 we show the QQ plot for our (standardized) estimator b m 2 in the case where m(x) = sin(x); = 0:95; n = 1000; and bc = 1=10:
6 Proofs Section 6.1 provides several preliminary lemmas. Some of them are are of independent interests. The proofs of main theorems will be given in Sections 6.2-6.4.
Preliminary lemmas
First note that
Recall lim n!1 n = e and lim n!1 m = 1 for any …xed m. The routine calculations show that, whenever n is su¢ ciently large,
and there exist 1 ; 0 > 0 such that
whenever n; m are su¢ ciently large. By virtue of (6.2)-(6.3), it is readily seen that d s;t 6 = 0 for all 0 s < t n because = P 1 j=0 j 6 = 0 and
Consequently,
which is uniformly bounded by a constant C 0 and 
where x s;t = ( t s 1) x s + s;t , satisfying, for any u 2 R, (6.6) where in the last second inequality of (6.6), we have used the inverse formula of the characteristic function.
We also have the following presentation for the x t :
for some constant C 0 > 0. Indeed, using (6.2) and strong law, we obtain that, for some
since Ej 1 j 2+ < 1 and
i=0 i+j i j < 1; a:s: It follows from (6.2) again and the Kronecker lemma that
This proves (6.8).
We are now ready to provide several preliminary lemmas.
LEMMA 6.1. Suppose that p(x) satis…es R jp(x)jdx < 1 and Assumption 2.1 holds.
Then, for any h ! 0 and all 0 s < t n, we have
jp(x)jdx; a:s:; (6.11)
where F s = f s ; s 1 ; :::g.
Proof. Recall (6.1), (6.5) and the independence of k . The result (6.11) follows from a routine calculation and hence the details are omitted. 2
Suppose Assumption 2.1 holds. Then, for any h ! 0 and nh 2 ! 1,
and L G (r; x) is a local time of the Gaussian process G(t).
Proof. This is a corollary of Theorem 3.1 of Wang and Phillips (2009a) . The inspection on the conditions is similar to Proposition 7.2 of Wang and Phillips (2009b) .
We omit the details. 2 LEMMA 6.3. Suppose Assumptions 2.1-2.2 and 2.3(a) hold. Then, for any h ! 0 and where
Proof. For the notation convenience, we assume 2 = 1 in the following proof. Note
We …rst claim that
The proof of (6.14) is simple by applying Lemma 6.2. To see (6.15), note that 0) by Lemma 6.2. The result (6.15) will follow if we
Recall K(x) C and j j < 1. It is readily seen that 2n
On the other hand, by applying Lemma 6.1, for any t > s, we have
It follows that
. This proves (6.17) and hence the claim (6.15).
We now turn to the proof of (6.13). Since, given {x 1 ; x 2 ; :::; x n g; the sequence (Z nk k ; k = 1; 2; :::; n) still forms a martingale di¤erence by Assumption 2.2, it follows from Theorem 3.9 [(3.75) there] in Hall and Heyde (1980) with = q=2 1 that
where A( ) is a constant depending only on q > 2 and
Recall that K(x) is uniformly bounded and
by Assumption 2.3 and Lemma 6.2. Routine calculations, together with (6.15), show that
since q > 2. Therefore the dominate convergence theorem yields that
This completes the proof of Lemma 6.3. 2 LEMMA 6.4. Under Assumptions 2.3(a) and 2.4(a), for any x 2 R, we have
where n (x) =
. If in addition Assumption 2.4(b), we have
whenever nh 2 ! 1 and nh 2+4p = O(1), for any …xed x.
Proof. By Assumption 2.4(a) and the compactness of K(x), the result (6.18) is simple.
The proof of (6.19) is the same as in the proof of Theorem 2.2 in Wang and Phillips (2011) .
We omit the details. 2 LEMMA 6.5. For any s; t 2 R and > 0, there exists a constant C such that where G(x) is a continuous local martingale.
Proof. See Corollary 1.8 of Revuz and Yor (1994, p. 226 ). 2 LEMMA 6.6. Suppose that Assumptions 3.1-3.4 hold. Then, for any l > 0, we have
where n c n n l 1 for some l 1 > 0 and f t;s (x) = g(c n x + t) g(c n x + s).
Proof. See Lemma 3.5 of Liu, Chan and Wang (2013 (2011)], and hence the details are omitted.
Start with (2.7). Recall thatû t = y t m 1 (x t ) = u t + m(x t ) m 1 (x t ). Simple calculations show that
1=2 by (3.5) of Theorem 3.2, it follows from
1 2 ; whenever n h 2 ! 0 and nh 2 ! 1. This, together with Hölder's inequality, yields that
On the other hand, by recalling Assumption 2.2, it is readily seen that R 1n = O P (n 1=2 ).
Taking these facts into (6.22), we obtain (2.7).
We next prove (2.8). We may writê
Furthermore we may divide I 1n into
Using Lemma 6.3 and (2.7), we have
and (with = 0 in Lemma 6.3)
Using (6.18) and
Similarly, by recalling K has a compact support, we obtain
Combining all above facts, to prove (2.8), it su¢ ces to show that
To this end, for each …xed x, write
where n # 0 is chosen later and ! denotes the sample points. As P ( 1n [ 2n ) ! 0 by (3.4) and Lemma 6.2, the result (6.23) will follow if we prove
Recall u s = P s k=1 s k k . I 1n2 can be rewritten as
It follows easily from the the conditional arguments and Holder's inequality that
(6.25)
Simple calculations show that, by letting
Assume t 1 < t 2 s 2. Recall K(x) has a compact support. It follows from Lemma 6.1
This, together with the repeatedly similar utilization of Lemma 6.1, yields that, for t 1 < t 2 s 2,
Similarly, for t 1 = t 2 < s 2,
We now obtain, for any 1 s n,
Similarly we may prove
Combining all these estimates, it follows from (6.25) that
by choosing n = minf(nh 2 ) 1=8 ; h 1=4 g ! 1, whenever h ! 0 and nh 2 ! 1. This proves (6.23) and also completes the proof of Theorem 2.2. 2 6.3 Proof of Theorem 3.1.
The idea for the proof of (3.3) is similar to that of Liu, Chan and Wang (2013) , but there are some essential di¤erence in details. We restate here for the convenience of reading.
Without loss of generality, we assume = R g(x)dx = 1. De…ne g(x) = g(x)Ifjxj n =2g, where 0 < < 1 0 = is small enough such that n =c n n 0 , where and 0 are given in Assumption 3.1 and 3.2 respectively. Further let " = n with 0 < < 0 =2
and de…ne a triangular function
0; jy "j > ;
y+" " 2 ; y 0;
" y " 2 ; 0 y ;
It su¢ ces to show that
g (x j;n x k;n ) = o a:s: (log l n); (6.27)
The proof of (6.26) is simple. Indeed, by recalling sup x jxj jg(x)j < 1, it follows that 1n c n sup
as n =c n n 0 and > 0 =(1 ).
We next prove (6.28). Recalling R 1 1 g (y)dy = 1, it follows from the de…nition of occupation time and Lemma 6.5 that
for any > 0, uniformly for t 2 [0; 1]. Hence, by taking = 1=4 and noting
due to fG n (t); 0 t 1g = D fG(t); 0 t 1g; n 1, we have 6.29) as n ! 1. This, together with Assumption 3.2 and the fact that jg (y) g (z)j " 2 jy zj, implies that
uniformly for t 2 [0; 1], as < 0 =2. This yields (6.28 ).
We …nally prove (6.27), let g "n (z) be the step function which takes the value g (mn =c n )
for z 2 [mn =c n ; (m+1)n =c n ); m 2 Z. It su¢ ces to show that, uniformly for all 1 k n,
In fact, by noting that jg (y) g (z)j " 2 jy zj and
C" 2 (n =c n + jy zj); (6.33) (6.30) follows from that, uniformly for all 1 j; k n,
where we have used the fact that (recalling R g(y)dy = 1),
due to sup y jyj jg(y)j < 1 and > 1.
By the de…nition of g j (y) and (6.33) again, (6.31) follows from that, uniformly for all
As for (6.32), the result follows from that, by using Lemma 6.6,
g(c n x j;n + s) g(c n x j;n + t)
uniformly for 1 k n.
The proof of Theorem 3.1 is complete. 2
Proof of Theorem 3.2.
To prove (3.4), we make use of Theorem 3.1. First note that K(x) satis…es Assumption 3.1 as it has a compact support. Let x k;n = x k p n ; 1 k n; where x k satis…es Assumption 2.1 with P 1 i=0 ij i j < 1. As shown in Chan and Wang (2012) , x k;n satis…es Assumption 3.3. x k;n also satis…es Assumption 3.2. Explicitly we will show later that f j ; j 2 Zg can be rede…ned on a richer probability space which also contains a standard Brownian motion W 1 (t) and a sequence of stochastic processes G 1n (t) such that fG 1n (t); 0 t 1g = D fG 1 (t); 0 t 1g for each n 1 and
continuous local martingale having a local time.
Due to these fact, it follows from Theorem 3.1 that 6.36) for any l > 0, h ! 0 and n 1 0 h 2 ! 1 where 0 > 0 can be taken arbitrary small and
Note that, for each n 1, fL nt ; 0 t 1g = D fL t ; 0 t 1g due to fG 1n (t); 0 t
The result (3.4) now follow from (6.36) and the well-know fact that P (inf 0 t 1 L t = 0) = 0; due to the continuity of the process G 1 (s).
To end the proof of (3.4), it remains to show (6.35). In fact, the classical strong approximation theorem implies that, on a richer probability space,
See, e.g., Csörgö and Révész (1981) . Taking this result into consideration, the same technique as in the proof of Phillips (1987) [see also Chan and Wei (1987) ] yields a:s:; (6.38) where
It is readily seen that fG 1n (t); 0 t 1g = D fG 1 (t); 0 t 1g due to fW 1 (nt)= p n; 0 t 1g = D fW 1 (t); 0 t 1g. Now, by virtue of (6.7)-(6.8), the result (6.35) follows from that
= o(n 0 ); a:s:;
for some 0 > 0, where we have used the fact: due to max 1 i n j i 1j Cn 1=2 and
We …nally prove (3.5). Simple calculations show that 6.39) where
Assumption 2.4(a) implies that, when jx s 1 x t j M h and h is su¢ ciently small,
uniformly on s; t. Using this fact and K has a compact support, it follows that
It follows from Assumption 2.2 that, for 1 t n, E(J 2 2t j x 1 ; :::; x n )
where we have used the fact that
. Due to this fact and (3.4), we get 
