Abstract-A target moves among a finite number of cells according to a discrete-time homogeneous Markov chain. The searcher is subject to constraints on the search path, i.e., the cells available for search in the current epoch is a function of the cell searched in the previous epoch. The aim is to identify a search policy that maximizes the infinite-horizon total expected reward earned. We show the following structural results under the assumption that the target's transition matrix is ergodic: 1) the optimal search policy is stationary, 2) there exists -optimal stationary policies which may be constructed by the standard value iteration algorithm in finite time. These results are obtained by showing that the dynamic programming operator associated with the search problem is a -stage contraction mapping on a suitably defined space. An upper bound of and the coefficient of contraction is given in terms of the transition matrix and other variables pertaining to the search problem. These bounds on and may be used to derive bounds on suboptimal search polices constructed.
searches needed for detection when the target is initially distributed among the L according to , the first action is to be selected from the set U(j) U and the search policy is . Let J 3 (; j) = inf J (;j) denote the minimal expected number of searches for the pair (; j)
where the infimum is taken over the set of all possible search policies.
It is shown in [1, Prop. 5.9 ] that J 3 is the smallest nonnegative fixed point of Bellman's optimality equation (i.e., J 3 may not be the only fixed point). Assuming U is finite, the value iteration (VI) algorithm converges pointwise to J 3 for any initial iterate J 0 for VI provided 0 J0 J 3 [1, Prop. 5 .12 and Prop. 5 .13]. With only pointwise convergence, one cannot derive meaningful bounds for sub-optimal policies constructed by iterating VI a finite number of times or more sophisticated procedures as in [5] , nor can one assert the existence of -optimal stationary policies [1] . In [6] , the author demonstrates the pointwise convergence of VI and how a careful choice of J 0 can lead to a closer approximation to J 3 in less iterations.
In this note, we extend the search problem to the blocking scenario. Assuming that the transition probability matrix of the target is primitive, i.e., the matrix raised to some power l has all elements positive, we show that the dynamic programming (DP) operator for the search problem is a m-stage contraction mapping on a suitably defined space. We then give a (conservative) estimates of m and the coefficient of contraction in terms of the transition matrix, the overlook and blocking probabilities. The m-stage contraction property enjoyed by the DP operator implies that -optimal stationary policies can be constructed in finite time using the VI algorithm, as is shown. Note that the search problem considered here uses the undiscounted infinite-horizon total expected reward performance criterion. For a discounted infinite-horizon performance criterion, uniform convergence of the VI algorithm is guaranteed irrespective of the structure of the Markov chain. (k) = 1g with 1 (T) = 0. Let fU(u)g u2U be an arbitrary family of subsets of U where each U(u) is nonempty. The initial action u 1 is selected from an initial specified subset U(j) where j 2 U. For k > 1, u k is selected from U(u k01 ). If the action u k is blocked, then y k = B. If the action u k is not blocked and u k searches the cell the target is in, then y k = F with probability (u k ) and y k = F with probability 1 0 (u k ). The state of the target at the start of paging epoch k + 1, x k+1 , is characterized by the observation dependent transition probability matrices
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that is P(x k+1 = jjx k = i; y k = y) = P y ij 
for all u 2 U and j 2 XnfT g. Note that observation F is always received when the target is in state T , regardless of the action taken.
In [8] , [3] , [6] , the action space U is taken to be XnfT g, i.e., there is an action corresponding to the search of each cell. We allow U to be arbitrary in the sense that u 2 U may correspond to the search of particular cell or a group of cells simultaneously. Without loss of generality, assume that U = f1; 2; . . . ; Kg:
Following our comments on the arbitrary nature of actions in U , action j 2 U does not necessarily imply cell j is searched.
The following assumption, which holds throughout this note, effectively asserts that all actions in U are useful. Let h(x k ; u k ) denote the instantaneous reward received for adopting action u k , while the state of the target is x k . Since the terminal state is fictitious, we restrict h : X 2 U ! so that h(T; u) = 0 8u 2 U:
Some examples of the choice of the instantaneous reward are as follows: 1) to minimize the expected number of searches for detection, set h(x; u) = 01 2 I XnfT g (x); 2) to maximize the probability of detection, set h(x; u) = P(y k = F jx k = x; u k = u)2 I XnfT g (x); and 3) to minimize the expected search cost for detection, set h(x; u) = 0c(u) 2 I XnfT g (x) where c : U ! (0; 1) represents the cost associated with each action. Note that this formulation also captures the case when rewards depend on the current observation received: let h : X 2U 2Y ! , then h(x; u) y2Y h(x; u; y)P(y k = yjx k = x; u k = u).
Let I k denote the information (history) available at the start of paging epoch k and call it the information vector, i.e., I k = fu 1 ; y 1 ; . . . ; u k01 ; y k01 g k > 1:
The information state at time k, which is denoted by k , is defined as the conditional probability distribution of the target state x k given the available information I k , k (x) P(x k = xjI k ) for x 2 X. The information state can be computed recursively via Bayes' rule (also known as the hidden Markov model state predictor) as follows:
For convenience, we denote the denominator of8 by(y k ; k ; u k ).
Let U denote the set of admissible search paging policies that are a function of the information state. A policy 2 U is a sequence = f k g k=1;2;... where k : 5(X) 2 U ! U satisfies k (; u) 2 U (u) 8 2 5(X);u 2 U; k:
We denote by M the space of all such k that satisfy (7). A policy 2 U is said to be stationary when 1 = 2= . . .. Any given policy is executed during search as follows: the initial action is u 1 = 1 ( 1 ; j). For k > 1, given the history I k , compute k recursively using (6) and execute action u k = k ( k ; u k01 ).
Let (; F) be the underlying measurable space that is constructed in the usual manner, i.e., (X2U 2Y ) 1 is the product space, which is endowed with the product topology and F is the corresponding product sigma-algebra [4] . For any 1 2 5(X), initial subset U (j) for u 1 and policy 2 U, there exists a (unique) probability measure P ;j on (; F) satisfying certain consistency conditions concerning the initial the convergence properties of the VI algorithm. These results are established under Assumption 2.1 and the following assumption which will hold throughout this section. Now, using (15), it follows that N k=1 P
;j fx k 6 = T g m=.
The following lemma asserts that the mapping (16) is a contraction mapping on a suitably defined subset of B(S). We conclude this section by giving sufficient conditions for Assumption 3.1 to be satisfied. We define the following quantities first:
[cf. definition ofQ 
Proposition 3.2:
Consider the constrained search problem under Assumption 2.1. The following conditions are sufficient for Assumption 3.1 to hold.
• If condition C1) is satisfied with l = 1, then m = 2 and Q(F ) minij Aij. ;j (x3 = T; y2 = y 0 ; x2 = j; y1 = y; x1 = i) = (P y ) jT (Q u (y 0 )) jj (P y ) ij (Q u (y)) ii 1 (i)
where u = 1 ( 1 ; j), u 0 = 2 (8( 1 ; u; y); u). Let u 0 2 = 2(8(1; u; F );u), u 00 2 = 2(8(1; u; B); u) and u 000 2 = 2(8(1; u; F); u). Summing over the realizations (i; y; j; y 0 ) 2 XY XY , we get (1) The basic idea in the proof of the case 2 ( and similarly for case 3) is very simple. To establish that there is a minimum probability of termination, one shows that there is a positive probability that the first l actions will be blocked and this probability is independent of the initial distribution and the choice for the first l actions. After l transitions unobserved, the probability the target is in cell j is larger than min i (A l ) ij .
Thus, any action taken at epoch l+1 will yield a probability of termination larger than min u2U 1 T Q u (F)[min i (A l ) i1 ; . . . ; min i (A l ) iL ] T .
IV. DISCUSSION
We have analyzed the constrained path search problem for general U and blocking by assuming that for any policy, the probability of not terminating diminishes at a rate of 1 0 after m search epochs [cf.
Assumption 3.1 and (15)]. We have shown that the mappings T and T are m-stage contraction mappings on a suitably defined space with coefficient 1 0; thus, value iteration converges to the optimal reward function in sup-norm. As shown in the proof of Lemma 3.1, the expected number of searches until termination is upper bounded by m=.
We then quoted in Proposition 3.1 results that are standard whenever the contraction mapping property holds. In Proposition 3.2, conservative estimates for m and were given under an ergodicity assumption.
An equivalent formulation to ours is to express the constrained search problem as a partially observed Markov decision process (POMDP) (see [5] for a definition of a POMDP) by enlarging the state space to cope with the search path constraints; the POMDP will have the augmented process (u k01 ; y k01 ; x k ) as its state at time k. Once again, one may show that the DP operator for the POMDP is a contraction mapping on a suitable defined space. However, the enlargement of the state-space leads to less convenient expressions than presented here.
When Assumption 3.1 is not satisfied, one needs to impose an additional restriction on the reward structure. Assuming h 0, then, using the techniques in [1, Ch. 5], it may be shown that J 3 is a fixed point of T (not necessarily unique). Specifically, J 3 is the largest nonpositive fixed point of T . [Note that the problem of minimizing the expected number of searches until detection is the same as maximizing J when h(x; u) = 01 2 I XnfT g (x)]. Additionally, T k (J 0 ) converges only pointwise to J 3 for any J 3 J 0 0. When h 0, although the limit in (8) exists, it may be that J(; j) is equal to 01 for some policies and pairs (; j). Thus, one may also have J 3 (; j) = 01. There is nothing much that can be done about the possibility of J and J 3
being extended real-valued functions in this general setting. One way to establish J 3 is bounded below is to show that there exists at least one policy for which J is bounded below, since by definition J 3 J.
A search problem can be cast into the framework of a partially observed stochastic shortest path problem (POSSP), and we refer to the reader to the recent work in [7] for the convergence properties of the VI algorithm for a POSSP. Note though that the work in [7] does not consider a setting with state-action (\search-path) constraints as we have here. In [7] , the VI algorithms is shown to converge pointwise under a "weaker" assumption than Assumption 3.1; see [7, Ass. C] . We use "weaker" because while Assumption 3.1 need not be satisfied by all policies, any policy that fails to satisfy Assumption 3.1 must satisfy a divergence condition for the sequence of iterates generated by the DP recursion.
I. INTRODUCTION
In this note, we revisit the problem of global stabilization by partial state feedback for a class of cascade systems of the form for some class KL function (1; 1).
For the class of cascade systems (1.1) satisfying Assumption 1.1, global asymptotic stabilization by partial state feedback has received considerable attention. Indeed, the problem has been studied, for instance, in [1] - [4] , under some extra conditions imposed on (1.1) such as growth hypotheses or gain-type matching conditions. These results were derived either by a Lyapunov-based design method combined with the idea of changing supply rate [7] , or by using the small-gain theorem [3] , [2] in a recursive manner. Note that both feedback design methods require certain ISS conditions on the z-subsystem of (1.1).
Moreover, the Lyapunov-based design method needs to impose a sort of matching conditions between the driven system (i.e., z-subsystem) and the driving system (i.e., x-subsystem), while the small gain argument requires the crucial conditions iii)-iv) described in [2, Lemma 11.4.1] be fulfilled, as outlined in [2] . More specifically, it has been remarked in [2] that if at every step of the recursive design, the assumptions iii)-iv) of Lemma 11.4.1 are satisfied, a smooth virtual controller can be constructed in such a way that the resulted system is ISS and satisfies the small gain condition. To guarantee that the recursive design procedure can be carried out step by step, some extra conditions have been introduced. For example, in [3] it was assumed that the linearized system of the zero dynamics is asymptotically stable, i.e., the zero-dynamics must be locally exponentially stable. Recently, a consequence of [4] has indicated that a bit stronger ISS condition than Assumption 1.1 (basically, (GAS + LES)-type ISS condition) is enough for the solvability of the partial state feedback stabilization. More recently, the authors of [1] have proved that for a class of polynomial systems of the form (1.1), all the conditions of Lemma 11.4.1 can be rendered satisfied at each step by designing a suitable virtual controller. This, in turn, leads to the conclusion that global stabilization of the polynomial system (1.1) is solvable by partial state feedback under Assumption 1.1.
The purpose of this note is to point out that Assumption 1.1, together with the gain function (1) being C 1 , suffices to guarantee the existence of a smooth partial-state feedback control law u = u(x) = u(x1; . . . ; xr); with u(0; . . . ; 0) = 0 (1.2)
such that the closed-loop system (1.1) and (1.2) is globally asymptotically stable at the equilibrium (z; x) = (0; 0). That is, with Assumption 1.1, there is no need to introduce any extra condition such as those in [3] , [4] , and [1] for achieving global stabilization of the cascade system (1.1) via partial state feedback. This conclusion will be proved in the next section, by effectively combining a small gain argument, the feedback domination design technique and a novel variable separation technique (Lemma 2.2 ). The proof that follows also offers a simplified design method which only needs to use explicitly the small-gain theorem once, rather than to use it repeatedly at every step of the recursive design.
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