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Control of spin dynamics in a two-dimensional electron gas by electromagnetic
dressing
A. A. Pervishko,1 O. V. Kibis,2, 1, ∗ S. Morina,1, 3 and I. A. Shelykh1, 3, 4
1Division of Physics and Applied Physics, Nanyang Technological University 637371, Singapore
2Department of Applied and Theoretical Physics,
Novosibirsk State Technical University, Novosibirsk 630073, Russia
3Science Institute, University of Iceland IS-107, Reykjavik, Iceland
4ITMO University, St. Petersburg 197101, Russia
We solved the Schro¨dinger problem for a two-dimensional electron gas (2DEG) with the Rashba
spin-orbit interaction in the presence of a strong high-frequency electromagnetic field (dressing field).
The found eigenfunctions and eigenenergies of the problem are used to describe the spin dynamics
of the dressed 2DEG within the formalism of the density matrix response function. Solving the
equations of spin dynamics, we show that the dressing field can switch the spin relaxation in the
2DEG between the cases corresponding to the known Elliott-Yafet and D’yakonov-Perel’ regimes.
As a result, the spin properties of the 2DEG can be tuned by a high-frequency electromagnetic field.
The present effect opens an unexplored way for controlling the spin with light and, therefore, forms
the physical prerequisites for creating light-tuned spintronics devices.
PACS numbers: 75.70.Tj, 85.75.-d, 42.50.-p
I. INTRODUCTION
One of the most exciting trends in modern condensed
matter physics is using the electron spin-of-freedom to
store and transfer information. This field of research —
which is known as spintronics — opened a way for var-
ious high-performance devices which have a number of
important advantages as compared to conventional elec-
tronics, including growth in data processing speed, re-
duction in power consumption, etc1–6. Besides successful
spintronic experiments based on various ferromagnetic
structures7–9, an alternative approach to use nonmag-
netic semiconductor nanostructures with spin-orbit inter-
action is actively investigated in recent years10–12. There-
fore, the study of spin transport in a two-dimensional
electron gas (2DEG) with the spin-orbit interaction is
currently in the focus of attention. One of the most im-
portant characteristics of spintronics devices is the spin
relaxation time which describes the spin evolution. Since
it is responsible for the spin transfer of information, the
search of ways to control this time is interesting from
both fundamental and applied viewpoint. In the present
paper, we report a novel method to control the spin re-
laxation time of 2DEG with a strong high-frequency elec-
tromagnetic field.
It is well-known that the interaction between electrons
and a strong high-frequency electromagnetic field can-
not be described as a weak perturbation. In this case,
the system “electron + electromagnetic field” should be
considered as a whole. Such a bound electron-field sys-
tem, which was called “electron dressed by field” (dressed
electron), became a commonly used model in modern
physics13,14. Recently, we demonstrated that strong in-
teraction between 2DEG and a high-frequency electro-
magnetic field drastically suppresses the scattering of
dressed electrons15,16. Since the spin relaxation depends
on both the mechanism of spin-orbit interaction and scat-
tering processes, one can expect that the spin relaxation
time is strongly affected to the dressing electromagnetic
field. Although various mechanisms of spin evolution in
2DEG have been studied in details both theoretically and
experimentally (see, e.g., Refs. 17–20), the spin dynamics
of electromagnetically dressed 2DEG escaped the atten-
tion before. The present study is aimed to fill partially
this gap at the border between spintronics and quantum
optics.
II. THE SPIN HAMILTONIAN OF DRESSED
2DEG
For definiteness, we will restrict our consideration to
a 2DEG with the Rashba spin-orbit interaction, which
is subjected to a plane monochromatic linearly polar-
ized electromagnetic wave propagating perpendicularly
to the 2DEG plane (see the insert in Fig. 1). In what fol-
lows, we will assume that the wave frequency, ω0, meets
two conditions. Firstly, the wave frequency is far from
resonant electron frequencies corresponding to interband
electron transitions and, therefore, the interband absorp-
tion of the wave by the 2DEG is absent. Secondly, the
wave frequency is high enough in order to satisfy the in-
equality ω0τ0 ≫ 1, where τ0 is the electron scattering
time in an unirradiated 2DEG. It is well-known that the
intraband (collisional) absorption of wave energy by con-
duction electrons is negligibly small under this condition
(see, e.g., Refs. 21,22). Thus, the considered electromag-
netic wave can be treated as a purely dressing (nonab-
sorbable) field. In the absence of scatterers, the wave
function of a dressed electron satisfies the non-stationary
Schro¨dinger equation with the Hamiltonian
Hˆ = 1
2m
(~k− eA)2 + α [σ × (~k− eA)]z , (1)
2where k = (kx, ky) is the wave vector of the electron in
the 2DEG, m is the effective electron mass in the 2DEG,
e is the electron charge,A = (E0/ω0) cosω0t is the vector
potential of the electromagnetic wave, E0 = (0, E0, 0) is
the electric field amplitude of the wave which is assumed
to be linearly polarized along the y axis, σ = (σx, σy, σz)
is the Pauli matrix vector and α is the Rashba spin-orbit
coupling constant. To simplify calculations, let us subject
the Hamiltonian (1) to the unitary transformation
Uˆ =
1√
2
e
i
(
kyeE0
mω2
0
sinω0t−
e2E20t
4mω2
0
~
−
e2E20
8mω3
0
~
sin 2ω0t
)
×

eiαeE0~ω20 sinω0t e−iαeE0~ω20 sinω0t
e
i
αeE0
~ω20
sinω0t −e−i
αeE0
~ω20
sinω0t

 . (2)
Then the transformed Hamiltonian (1),
Hˆ′ = Uˆ †HˆUˆ − i~Uˆ † ∂U
∂t
,
takes the form
Hˆ′ =

 ~2k2/2m+ α~ky −iα~kxe−i 2αeE0~ω20 sinω0t
iα~kxe
i
2αeE0
~ω20
sinω0t
~
2k2/2m− α~ky

 .
(3)
Seeking solutions of the Schro¨dinger equation with the
Hamiltonian (3) in the form
ψ =
(
a+
a−
)
(4)
and substituting the spinor (4) into the non-
stationary Schro¨dinger equation with the Hamiltonian
(3), i~∂ψ/∂t = Hˆ′ψ, we arrive at the system of differ-
ential equations
ia˙± =
(
~k2
2m
± αky
)
a± ∓ iαkxa∓e
∓i
2αeE0
~ω20
sinω0t
. (5)
Let us apply the Jacobi-Anger expansion23,
eiz sin γ =
∞∑
n=−∞
Jn(z)e
inγ ,
to the exponents in the right side of Eqs. (5) and assume
the 2DEG to fill electronic states under the Fermi energy
εF = ~
2k2F /2m. Then Eqs. (5) take the form which is
mathematically equal to the equations of quantum dy-
namics of a two-level quantum system under periodical
pumping, which are analyzed in details in conventional
textbooks on quantum mechanics. If the photon energy
~ω0 is much large than both the Fermi energy εF and the
spin-orbit interaction energy α~kF , the high-frequency
harmonics einω0t with n 6= 0 in the Jacobi-Anger expan-
sion (“non-resonant terms”) make negligibly small con-
tribution to solutions of the quantum dynamics equations
(5) and can be omitted (see, e.g., the similar analysis for
a two-level quantum system under a periodic pumping
in Ref. 24). Therefore, Eqs. (5) can be rewritten for the
considered high-frequency dressing field as
ia˙± =
(
~k2
2m
± αky
)
a± ∓ iαkxa∓J0
(
2αeE0
~ω20
)
, (6)
where J0(x) is the zeros order Bessel function of the first
kind. The equations (6) can be solved trivially and we
arrive at the sought two wave functions (4),
ψ±(k) =




√
k2y+J
2
0
(
2αeE0
~ω20
)
k2x±ky
2
√
k2y+J
2
0
(
2αeE0
~ω2
0
)
k2x


1
2
±i


√
k2y+J
2
0
(
2αeE0
~ω20
)
k2x∓ky
2
√
k2y+J
2
0
(
2αeE0
~ω20
)
k2x


1
2


e−
iε±(k)t
~ ,
(7)
which correspond to the two spin split branches of energy
spectrum of dressed 2DEG,
ε±(k) =
~
2k2
2m
± α~
√
k2y + J
2
0
(
2αeE0
~ω20
)
k2x. (8)
III. SPIN DYNAMICS OF DRESSED 2DEG
In order to analyze the spin dynamics of the dressed
2DEG under the influence of scattering processes, let us
use a conventional formalism based on the density ma-
trix response function25–29. The comprehensive reviews
of this theoretical technique can be found, for instance,
in Refs. 30–32. Within this approach, the evolution of
the electron spin S = (Sx, Sy, Sz) can be described by
the diffusion equation, D−1S = 0, where D is the inverse
propagator of the spin density fluctuation, which is also
known as a diffuson. Assuming the scattering processes
in 2DEG to be caused by a short-range “white noise” dis-
order, the diffuson can be easily calculated by applying
the standard diagram technique25,29. Writing the diffu-
son as a sum of single joint scattering events diagrams
Iij , we arrive at the expression D = (1 − Iij)−1. In the
case of spatially uniform electron distribution, the scat-
tering event diagram at the Fermi level can be expressed
in terms of retarded and advanced Green’s functions and
is given by
Iij =
~
2πνF τ
∑
kF
Tr[GA(k, εF )σiG
R(k, εF + ~ω)σj ], (9)
where νF is the density of states of 2DEG at the Fermi
level, τ is the scattering time of 2DEG at the Fermi level,
and i, j = x, y, z. Correspondingly, GR(A) in Eq. (9) is
the disorder-averaged single-particle retarded (advanced)
Green’s function,
GR(A)(k, εF ) =
∑
n=±
ψn(k)ψ
†
n(k)
εF − εn(k)± i~/2τ , (10)
3which is written in the representation of wave vector k
and frequency ω. Formally, the key expressions (10) and
(9) have the same form for both unirradiated 2DEG and
2DEG subjected to a dressing field. However, for the
considered case of dressed 2DEG, we have to use the wave
function of dressed 2DEG (7) and the energy spectrum
of dressed 2DEG (8) in order to calculate the Green’s
function (10). We have also to take into account that the
dressing field renormalize the scattering time, τ , which
takes place both in Eq. (10) and Eq. (9). Generally, the
scattering time is given by the expression
1
τ
=
∑
k′
wkF k′ , (11)
where wkk′ is the electron scattering probability per unit
time between electron states with wave vectors k and k′.
For the dressed 2DEG, the scattering probability has the
form15
wk′k = J
2
0
(
eE0(k− k′)
mω20
)
w
(0)
k′k
, (12)
where w
(0)
k′k
is the scattering probability for the 2DEG in
the absence of the dressing field.
To simplify calculation of the spin dynamics, let us as-
sume that the scattering disorder is weak (~/τεF ≪ 1)
and the energy of spin-orbit coupling is low (α~kF /εF ≪
1). Performing the integration in Eq. (9) over the Fermi
level, we get matrix elements of the diffuson. As a final
result, we arrive to the spin diffusion equation S˙x,y,z =
−(1/τx,y,z)Sx,y,z, where τx,y,z is the sought spin relax-
ation time for various spin projections. Since the energy
spectrum of dressed 2DEG (8) is anisotropic, the spin re-
laxation times τx and τy are different. However, for real-
istic parameters of the considered problem, the spin cou-
pling to the dressing field is very weak (2αeE0/~ω
2
0 ≪ 1).
Therefore, the anisotropy of the spin relaxation time in
the 2DEG plane can be neglected and we arrive at the
expression τx,y = τz/2 ≡ τs, where
τs =
1 + 4ζ2
2ζ2
τ (13)
is the characteristic spin relaxation time in the dressed
2DEG, ζ = τ/τso, τ is the scattering time given by
Eqs. (11)–(12), and τso = 1/(αkF ) is the time of spin
precession at the Fermi level, which is caused by the spin-
orbit interaction.
IV. DISCUSSION AND CONCLUSIONS
It follows from Eqs. (13) that the spin relaxation time,
τs, strongly depends on the ratio of the scattering time
and the spin precession time, ζ = τ/τso. Namely, for the
case of ζ ≫ 1, the spin relaxation time is τs ∼ τ . On the
contrary, for the case of ζ ≪ 1, the spin relaxation time
is τs ∼ τso. Physically, this strong dependence of the
FIG. 1: (Color online) The dependence of the spin relaxation
time in a 2DEG on the intensity of a dressing electromagnetic
field with the frequency ω0 = 100 GHz. The 2DEG is assumed
to be localized in GaAs quantum wells with different initial
scattering times τ0, the electron effective mass m = 0.067m0,
the Fermi energy εF = 10 meV, and the spin-orbit coupling
constant α = 3.3 × 103 m/s. The insert shows the sketch of
the system under consideration.
spin relaxation time (13) on the ratio ζ = τ/τso arises
from different mechanisms of spin relaxation, which are
dominant for the cases of ζ ≫ 1 and ζ ≪ 1 (see, e.g.,
Refs. 33–35). If the scattering time, τ , is much larger
than the spin precession time, τso, the spin relaxation
is defined substantially by the scattering processes (the
Elliott-Yafet (EY) spin relaxation mechanism36,37). The
EY spin relaxation alone results in τs ∼ τ for the case of
ζ ≫ 1. If the scattering time, τ , is much less than the spin
precession time, τso, the spin relaxation is defined sub-
stantially by the spin-orbit interaction (the D’yakonov-
Perel’ (DP) spin relaxation mechanism38). The DP spin
relaxation alone results in τs ∼ τso for the case of ζ ≪ 1.
As a consequence, the nonmonotonic dependence of the
spin relaxation time τs on the ratio τ/τso appears (see
Fig. 2). For an unirradiated 2DEG, the scattering time
τ = τ0 depends only on the properties of the given nanos-
tructure and cannot be easily changed in experiments
(experimentally measured values of the scattering time
τ0 in various two-dimensional systems can be found, e.g.,
in Ref. 39). On the contrary, in the considered case of
dressed 2DEG, the scattering time τ depends on both
the dressing field amplitude E0 and the dressing field
frequency ω0 [see Eqs. (11)–(12)] and can strongly differ
from the initial scattering time in unirradiated 2DEG,
τ0. Therefore, changing the parameters of dressing field,
we can change the value of the scattering time τ . As a
result, the attractive possibility to switch the spin relax-
ation process between EY and DP regimes with a high-
frequency electromagnetic field appears. To clarify the
results of numerical calculations of the spin relaxation
4time τs [see Figs. 1–2], let us discuss the dependence of
the scattering time (11) on the intensity of the dressing
field I = ǫ0E
2
0c/2. It follows from the scattering prob-
ability (12) that the dependence arises from the Bessel
function which decreases with increasing the intensity, I.
Therefore, the scattering time in 2DEG, τ , increases with
increasing intensity of the dressing field15,16. If the initial
scattering time in unirradiated 2DEG, τ0, is large enough
(the dashed line in Fig. 1), the EY spin relaxation is dom-
inant in the absence of the dressing field. In this case,
the field-induced increase of scattering time, τ , does not
change qualitatively the EY spin relaxation mechanism.
As a result, the relaxation time marked by the dashed
line in Fig. 1 increases monotonically with increasing the
dressing field intensity. On the contrary, if the scattering
time in unirradiated 2DEG, τ0, is small enough (the solid
and dot-dashed lines in Fig. 1), the DP spin relaxation
is dominant in the absence of the dressing field. In this
case, the field-induced increasing of scattering time, τ ,
switches the DP spin relaxation mechanism to the EY
one. As a consequence, the relaxation times marked by
the solid and dot-dashed lines in Fig. 1 demonstrate non-
monotonical behavior with increasing the dressing field
intensity. Therefore, the dressing field can switch the
spin relaxation between DP and EY regimes in a 2DEG
with strong scattering (see the insert in Fig. 2). As to
the weak oscillating behavior of curves in Fig. 1, it is
caused formally by the oscillating behavior of the Bessel
function in the scattering probability (12).
FIG. 2: (Color online) The dependence of the spin relaxation
time on the ratio of the scattering time in a dressed 2DEG, τ ,
and the time of spin precession, τso, for the 2DEG in a GaAs
quantum well with the electron effective mass m = 0.067m0,
the Fermi energy εF = 10 meV, and the spin-orbit coupling
constant α = 3.3× 103 m/s. The insert demonstrates the de-
pendence of the spin relaxation time, τs, on the dressing field
intensity, I , and the initial scattering time, τ0, for a dressing
electromagnetic field with the frequency ω0 = 100 GHz.
Summarizing the aforesaid, we can conclude that the
dressing field can switch the spin relaxation mechanism
in the 2DEG between the cases corresponding to the well-
known Elliott-Yafet and D’yakonov-Perel’ regimes. As a
result, the spin properties of the 2DEG can be tuned
by a high-frequency electromagnetic field. Particularly,
we showed that the irradiation of 2DEG by the dress-
ing field results in increasing the spin relaxation time.
Currently, only low-frequency (particularly, stationary)
magnetic and electric fields were considered as a tool to
control spin properties of solids. Therefore, the present
effect opens an alternative way for the spin control with
light and, therefore, forms physical prerequisites for cre-
ating light-tuned spintronics devices.
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