































































































































































































































































































































































































.R¶ egulation des risques et insolvabilit¶ e:
le r^ ole de la responsabilit¶ e pour faute en
information imparfaite
Claude Fluet
Universit¶ e du Qu¶ ebec µ a Montr¶ eal
Janvier 1998
R¶ evis¶ e, juin 1998
R¶ esum¶ e | Avec la rµ egle de la responsabilit¶ e sans faute, un
agent potentiellement insolvable est incit¶ e µ a prendre insu±sammant
de pr¶ ecautions dans la pratique d'activit¶ es imposant des risques µ a des
tiers. La rµ egle plus courante de la responsabilit¶ e pour faute peut pal-
lier ce problµ eme puisqu'elle conditionne la responsabilit¶ e l¶ egale sur
le comportement de pr¶ evention de l'agent, observ¶ e ex post. Cet ar-
ticle g¶ en¶ eralise l'analyse de la responsabilit¶ e pour faute au cas oµ u
la cour n'obtient qu'une information imparfaite sur le comportement
de l'agent. En particulier, je montre que le critµ ere juridique de la
pr¶ epond¶ erance de preuve est compatible avec l'e±cacit¶ e incitative.
Abstract | Under the tort law strict liability rule, a potentially
judgment proof agent will take suboptimal care in the conduct of
risk generating activities, thereby imposing excessive risks on third
parties. The more common negligence rule can alleviate this problem
by conditioning liability on the agent's actual level of care, observed
ex post. This paper extends the analysis of the negligence rule to
the case where courts can obtain only imperfect information on the
level of care. In particular, I show that the legal practice concerning
standards of proof is compatible with incentive e±ciency.
Je tiens µ a remercier Dominique Demougin, Bertrand Koebel et un arbitre anonyme pour
leurs commentaires et suggestions sur une premiµ ere version de ce texte. Cette recherche a
b¶ en¶ e¯ci¶ e de subventions FCAR-¶ Equipe (Qu¶ ebec) et PAFAC (UQAM).
°uet.claude-denys@uqam.ca1 Introduction
Lorsque plusieurs agents sont concern¶ es par un m^ eme al¶ ea, la responsabilit¶ e
¯nanciµ ere limit¶ ee de celui qui d¶ ecide du niveau de risque peut conduire µ a
des choix plus risqu¶ es que ce qui serait souhaitable pour l'ensemble des par-
ties en cause. Cela se produit lorsqu'un d¶ ecideur b¶ en¶ e¯cie des cons¶ equences
favorables de ses actions alors que le co^ ut des cons¶ equences d¶ efavorables,
du fait de sa responsabilit¶ e limit¶ ee, est en partie report¶ e sur d'autres. On
retrouve ce ph¶ enomµ ene dans des contextes trµ es divers. Par exemple, on a pu
¶ etablir une relation entre la vuln¶ erabilit¶ e ¯nanciµ ere des transporteurs a¶ eriens
et leur comportement en matiµ ere de s¶ ecurit¶ e, ce qui justi¯e les contr^ oles
r¶ eglementaires qui leur sont impos¶ es (inspections et entretien p¶ eriodique des
appareils, etc.). De m^ eme, les risques environnementaux mettent souvent en
cause des entreprises potentiellement insolvables, ce qui explique les mesures
visant µ a ¶ etendre µ a certains cocontractants de l'entreprise la responsabilit¶ e
des dommages environnementaux qu'elle pourrait causer, de maniµ ere µ a \re-
sponsabiliser" la gestion des risques. En¯n, il est bien connu qu'une institu-
tion ¯nanciµ ere peut ^ etre amen¶ ee µ a faire des placements d'autant plus risqu¶ es
qu'elle est en situation di±cile, d'oµ u les exigences en termes de ratio de fonds
propres ou autres rµ egles prudentielles impos¶ ees aux banques et aux soci¶ et¶ es
d'assurance pour prot¶ eger les d¶ eposants ou les assur¶ es.1
Les problµ emes d'insolvabilit¶ e se posent de fa» con classique dans le do-
maine traditionnel de la responsabilit¶ e civile. En vertu du Code civil ou de
la common law, les victimes de dommages accidentels caus¶ es par un tiers
peuvent sous certaines conditions obtenir r¶ eparation aux d¶ epens de l'auteur
du dommage. La responsabilit¶ e civile constitue ainsi un m¶ ecanisme trµ es
g¶ en¶ eral de pr¶ evention des accidents, puisque la perspective d'avoir µ a payer des
dommages-int¶ er^ ets in°uencera le niveau de pr¶ ecaution de l'agent g¶ en¶ erant les
risques. Pour les m^ emes raisons que ci-dessus, l'insolvabilit¶ e des agents pose
cependant problµ eme pour l'e±cacit¶ e du m¶ ecanisme en question: l'obligation
de d¶ edommager les victimes a moins de prise sur l'agent g¶ en¶ erant les risques
si celui-ci se sait de toute fa» con partiellement insolvable. Selon Summers
(1983) et Shavell (1986), parmi d'autres, cela constituerait l'une des raisons
expliquant la pr¶ epond¶ erance de la rµ egle de la faute en responsabilit¶ e civile.
Selon cette rµ egle | et par opposition µ a la responsabilit¶ e sans faute (respon-
sabilit¶ e absolue, objective ou de plein droit, etc.) | l'auteur d'un dommage
n'est l¶ egalement responsable du pr¶ ejudice caus¶ e que s'il a failli µ a un \devoir
1Sur ces questions voir entre autres Shavell (1984), Brander et Spencer (1989), Ringleb
et Wiggins (1990), Rochet (1992), Tirole et Dewatripont (1993), Pitchford (1995), Boyer
et La®ont (1996) et Dionne et al. (1997).
1¶ el¶ ementaire de prudence"; c'est-µ a-dire si son comportement de pr¶ ecaution,
tel qu'observ¶ e a posteriori par la cour, s'avµ ere d¶ e¯cient par rapport µ a ce qui
aurait sembl¶ e raisonnable au vu des circonstances. Traditionnellement, la
rµ egle de la faute constitue la rµ egle \par d¶ efaut", en ce sens qu'elle s'applique
dans tous les cas ne pr¶ evoyant pas explicitement une forme ou une autre de
responsabilit¶ e sans faute.
On montre facilement que la responsabilit¶ e pour faute permet, du moins
jusqu'µ a un certain point, de rem¶ edier au problµ eme de sous-incitation µ a la
prudence d^ u µ a l'insolvabilit¶ e potentielle de l'agent. Cela s'explique par le
fait que cette rµ egle utilise plus d'information qu'une simple rµ egle de respon-
sabilit¶ e sans faute. En e®et, elle conditionne la sanction impos¶ ee µ a l'agent
g¶ en¶ erant les risques non sur la seule survenance d'un dommage, mais aussi
sur le comportement de pr¶ evention de l'agent observ¶ e a posteriori. Avec une
information parfaite ex post comme dans l'analyse de Shavell (1986), il su±t
d'une sanction beaucoup plus faible, donc susceptible d'^ etre pay¶ ee par un
agent partiellement insolvable, pour obtenir le niveau ad¶ equat d'incitation µ a
la prudence ex ante. L'objectif de cet article est de voir dans quelle mesure ce
r¶ esultat se g¶ en¶ eralise au cas oµ u le tribunal ne dispose a posteriori que d'une
information imparfaite sur le comportement de l'agent.
L'¶ etablissement d'une \faute" par les tribunaux repose le plus souvent sur
des indicateurs trµ es approximatifs du comportement v¶ eritable du d¶ efendeur.2
L'imperfection de l'information soulµ eve plusieurs questions. Par exemple,
m^ eme si l'agent est partiellement insolvable par rapport au montant du dom-
mage, on ne doit plus s'attendre µ a ce que la responsabilit¶ e pour faute soit
n¶ ecessairement pr¶ ef¶ erable µ a la responsabilit¶ e sans faute ind¶ ependamment de
la qualit¶ e de l'information a posteriori. Sous quelles conditions l'est-elle?
Autrement dit, quel doit ^ etre le contenu informationnel des observables ex
post pour qu'une rµ egle de responsabilit¶ e pour faute puisse faire mieux que la
responsabilit¶ e sans faute? Dans ce qui suit, je donne les conditions n¶ ecessaires
et su±santes pour que la rµ egle de la faute puisse faire mieux que la respons-
abilit¶ e sans faute. Je donne ¶ egalement les conditions n¶ ecessaires et su±santes
pour que la rµ egle de la faute conduise au niveau de pr¶ evention socialement
optimal, m^ eme en pr¶ esence d'insolvabilit¶ e.
Une question annexe est celle de la d¶ etermination des critµ eres pour l'enga-
gement de la responsabilit¶ e. Dans une action en dommages-int¶ er^ ets, la pra-
2Par exemple, en matiµ ere d'accidents de la circulation, l'automobiliste qui heurte
le v¶ ehicule qui le pr¶ ecµ ede sera en g¶ en¶ eral responsable. Les circonstances de l'accident
servent alors de critµ ere pour l'attribution de la responsabilit¶ e, m^ eme si elles ne sont
qu'imparfaitement corr¶ el¶ ees avec les comportements v¶ eritables des automobilistes im-
pliqu¶ es.
2tique juridique veut que le demandeur ait la charge de la preuve. Il doit
non seulement d¶ emontrer l'existence d'un pr¶ ejudice et le lien de causalit¶ e
avec les actions du d¶ efendeur (ce qu'on supposera parfaitement v¶ eri¯able
ici), mais il doit ¶ egalement d¶ emontrer qu'il y a eu faute ou n¶ egligence.3 En
droit civil, le standard pour cette d¶ emonstration, laquelle s'apparente µ a un
\test d'hypothµ ese", repose sur la notion de pr¶ epond¶ erance de preuve. Cela
signi¯e que le demandeur n'obtient gain de cause que si, sur la base des ob-
servables a posteriori, l'hypothµ ese du comportement fautif appara^ it comme
plus vraisemblable que celle du comportement non fautif, au moins par une
certaine \marge de pr¶ epond¶ erance". Je montre que les critµ eres de faute
e±caces du point de vue des incitations optimales µ a la prudence satisfont ef-
fectivement une condition de pr¶ epond¶ erance de preuve. En d'autres termes,
la structure du standard juridique de la preuve en droit civil est compatible
avec l'e±cacit¶ e incitative.
La responsabilit¶ e pour faute en information imparfaite a ¶ et¶ e examin¶ ee par
un certain nombre de chercheurs, ind¶ ependamment des problµ emes d'insolva-
bilit¶ e (voir Diamond, 1974, Calfee et Craswell, 1984, Shavell, 1987, et Kol-
stad, Ulen et Johnson, 1990). Dans ces analyses, oµ u l'on suppose que la cour
observe le niveau de pr¶ evention de l'agent avec une certaine marge d'erreur,
on obtient g¶ en¶ eralement que la rµ egle de la faute peut aussi bien sous-inciter
µ a la pr¶ evention que sur-inciter comparativement µ a ce qui serait socialement
souhaitable. Lorsqu'il y a sur-incitation, on conclut que la cour devrait
abaisser le standard de comportement non fautif (le \devoir ¶ el¶ ementaire de
prudence") de fa» con µ a r¶ ealiser l'optimum. Ces r¶ esultats sont d¶ e¯cients µ a
plusieurs ¶ egards. Premiµ erement, ils pr¶ esupposent implicitement que la cour
n'est pas consciente du fait qu'elle observe le comportement de l'agent avec
erreur. Deuxiµ emement, ils ne sp¶ eci¯ent pas dans quelles circonstances un op-
timum est r¶ ealisable, compte tenu de la qualit¶ e de l'information a posteriori.
En¯n, et plus fondamentalement, ils confondent le standard de comporte-
ment non fautif avec le standard de la preuve en information imparfaite.
L'analyse pr¶ esent¶ ee ici permettra de clari¯er ces notions.
Dans la section 2, je rappelle briµ evement le modµ ele classique de l'analyse
de la responsabilit¶ e civile en information parfaite. Dans la section 3, je
caract¶ erise l'information a posteriori lorsque celle-ci est imparfaite; dans ce
contexte, je pose la question de savoir si une rµ egle de responsabilit¶ e civile
(qui n'est rien d'autre qu'une d¶ ecision binaire de \responsabilit¶ e" ou de \non
responsabilit¶ e") peut utiliser e±cacement l'information a posteriori µ a des
¯ns d'incitation. La section 4 contient les principaux r¶ esultats en ce qui
3Ici encore il s'agit de la rµ egle \par d¶ efaut" et j'exclus les cas oµ u la loi pr¶ evoit explicite-
ment une pr¶ esomption de faute, etc.
3concerne les conditions de contenu informationnel et les critµ eres e±caces pour
l'engagement de la responsabilit¶ e en information imparfaite. En¯n, dans la
section 5, je donne une interpr¶ etation statistique des r¶ esultats pr¶ ec¶ edents et
je montre que l.e±cacit¶ e incitative est compatible avec la notion juridique de
pr¶ epond¶ erance de preuve.
2 Responsabilit¶ e civile et insolvabilit¶ e
On considµ ere une situation oµ u l'activit¶ e d'un agent impose un risque de dom-
mages accidentels µ a des tiers, les victimes subissant une perte de montant
D en cas d'accident. La probabilit¶ e d'accident d¶ epend uniquement de la
maniµ ere dont l'agent g¶ en¶ erateur de risques exerce son activit¶ e.4 Soit p(a)
cette probabilit¶ e, oµ u a ¸ 0 repr¶ esente l'e®ort de pr¶ evention de l'agent avec
p0 < 0 et p00 > 0. Les pr¶ ecautions de l'agent r¶ eduisent les b¶ en¶ e¯ces qu'il retire
de son activit¶ e, ce co^ ut de pr¶ evention ¶ etant d¶ enot¶ e par C(a) avec C0 > 0 et
C00 > 0.
L'e®ort de pr¶ evention socialement optimal minimise la somme du co^ ut de
pr¶ evention et de l'esp¶ erance de dommages aux tiers:
C(a) + p(a)D:
En supposant une solution int¶ erieure µ a ce problµ eme, l'e®ort de pr¶ evention





¤)D = 0: (1)
En l'absence de m¶ ecanismes internalisant les co^ uts d'accidents, l'agent g¶ en¶ e-
rateur de risques exerce son activit¶ e avec le niveau de pr¶ ecaution nul. Dans ce
qui suit, on analyse le r^ ole de la responsabilit¶ e civile en tant que m¶ ecanisme
d'incitation µ a la pr¶ evention. Dans certains cas, ce m¶ ecanisme r¶ ealisera l'opti-
mum; dans d'autres cas, le niveau de pr¶ ecaution sera sous-optimal. Je prend
pour acquis que l'activit¶ e g¶ en¶ erant les risques est socialement d¶ esirable quel
que soit le degr¶ e de pr¶ ecaution a ¸ 0 de l'agent.5
Avec la rµ egle de la responsabilit¶ e sans faute, l'agent imposant les risques
est l¶ egalement responsable des dommages qu'il provoque, quel que soit par
4On suppose que le comportement des victimes potentielles n'a pas d'in°uence sur le
risque.
5En d'autres termes, on n'a pas µ a se pr¶ eoccuper ici de savoir si oui ou non l'activit¶ e
devrait ^ etre pratiqu¶ ee. La borne a = 0 peut s'interpr¶ eter comme le niveau de pr¶ ecaution
minimal auquel les agents sont astreints ind¶ ependamment des m¶ ecanismes consid¶ er¶ es ici.
4ailleurs le degr¶ e de pr¶ ecaution avec lequel il exerce son activit¶ e. L'agent
g¶ en¶ erateur de risques fait alors face µ a la fonction de co^ ut \sans faute"
KS(a) = C(a) + p(a)D: (2)
En supposant la neutralit¶ e au risque, l'agent minimise ce co^ ut, ce qui implique
qu'il adopte le niveau de pr¶ ecaution socialement optimal.
Avec la rµ egle de la responsabilit¶ e pour faute, l'agent imposant les risques
n'est responsable des dommages qu'il provoque que si son e®ort de pr¶ evention
est inad¶ equat par rapport µ a une norme ou standard de comportement \raison-
nable", compte tenu des caract¶ eristiques de la situation. On suppose que
le standard juridique est e±cace, en ce sens qu'il correspond au niveau de




C(a) + p(a)D si a < a¤
C(a) si a ¸ a¤ (3)
Avec une telle rµ egle, l'agent adoptera donc ¶ egalement l'e®ort de pr¶ ecaution
socialement optimal.
Telles qu'elles viennent d'^ etre pr¶ esent¶ ees, les deux rµ egles de responsabilit¶ e
sont ¶ equivalentes du point de vue des incitations µ a la pr¶ evention des risques.
Il en va autrement lorsque l'obligation de d¶ edommager la victime se heurte
µ a l'insolvabilit¶ e de l'agent. Soit L la limite de solvabilit¶ e de l'agent, cette
limite s'interpr¶ etant comme la p¶ enalit¶ e ¯nanciµ ere maximale qu'on peut lui
imposer en cas d'accident. La fonction de co^ ut sans faute devient alors
KS(a) = C(a) + p(a)min[D; L]: (4)
Lorsque L < D, on v¶ eri¯e facilement que l'agent choisira un e®ort de pr¶ e-
vention sous-optimal aS < a¤.
De m^ eme, la fonction de co^ ut pour faute s'¶ ecrit
KF(a) =
(
C(a) + p(a) min[D; L] si a < a¤
C(a) si a ¸ a¤ (5)
L'int¶ er^ et de la responsabilit¶ e pour faute tient au fait que, contrairement
au cas pr¶ ec¶ edent, l'agent pourra maintenant ^ etre incit¶ e µ a faire l'e®ort de
pr¶ evention optimal m^ eme s'il est insolvable par rapport au montant du dom-
mage. Plus pr¶ ecis¶ ement, on montre qu'il existe L1 < D tel que l'agent
choisira aF = a¤ si L ¸ L1. Lorsque L < L1, l'agent choisira le m^ eme e®ort
de pr¶ evention qu'avec la responsabilit¶ e sans faute.6 En excluant les cas oµ u
6L1 satisfait mina C(a)+p(a)L1 = C(a¤), d'oµ u l'on d¶ eduit que L1 < D (Shavell, 1986).
5la limite de solvabilit¶ e de l'agent est \trµ es faible" (c'est-µ a-dire L < L1), la
responsabilit¶ e pour faute est donc strictement pr¶ ef¶ erable µ a la responsabilit¶ e
sans faute du point de vue des incitations µ a la prudence.
Avec la rµ egle dela faute, l'agent est incit¶ e µ a adopter le niveau depr¶ evention
socialement optimal µ a cause de la discontinuit¶ e de la fonction de co^ ut en
a = a¤. Cette discontinuit¶ e r¶ esulte du fait que la cour observe ex post (aprµ es
l'accident) le comportement de pr¶ evention de l'agent et qu'elle le p¶ enalise
s'il y a d¶ eviation par rapport au standard de comportement raisonnable. On
contourne ainsi le problµ eme de sous-incitation d^ u µ a l'insolvablit¶ e de l'agent
par une meilleure information relativement µ a l'e®ort de pr¶ evention. Les sec-
tions qui suivent g¶ en¶ eralisent cette analyse au cas oµ u l'e®ort de pr¶ evention
n'est observ¶ e qu'imparfaitement.
3 L'information a posteriori
Aprµ es le fait, la cour est en mesure d'obtenir certaines indications sur le
comportement de pr¶ evention de l'agent. Par exemple, il lui sera possible
d'¶ etablir les circonstances de l'accident, au moins de maniµ ere approximative.
De fa» con g¶ en¶ erale, l'ensemble d'information a posteriori peut se repr¶ esenter
par un vecteur de signaux. Je suppose que ce vecteur peut se r¶ esumer par
une statistique exhaustive continue X, oµ u X est un scalaire.7 La fonction
de r¶ epartition (conditionnelle µ a la survenance d'un accident) est d¶ enot¶ ee par
F(x;a) et la densit¶ e par f(x;a). Le support de X est invariant en a, ce qui
exclut la possibilit¶ e d'une information parfaite. Pour simpli¯er, je suppose
que ce support est born¶ e, ce qui n'in°uence pas les r¶ esultats mais simpli-
¯e l'expos¶ e et les repr¶ esentations graphiques; sans perte de g¶ en¶ eralit¶ e, on
peut alors prendre comme support l'intervalle [0;1]. Pour tout a et tout
x 2 (0;1), on a f(x;a) > 0 et f(x;a) deux fois contin^ ument di®¶ erentiable.
L'information a posteriori satisfait ¶ egalement les conditions suivantes:8
Condition 1 (Rapport de vraisemblance monotone): Pour tout a, le
ratio fa(x;a)=f(x;a) est strictement croissant en x sur l'intervalle (0;1).
Condition 2 (Convexit¶ e de la fonction de r¶ epartition:): Pour tout a et
tout x, Faa(x;a) ¸ 0.
7Si les r¶ ealisations du vecteur des observables peuvent ^ etre ordonn¶ ees par la rela-
tion \plus favorable que" au sens de Milgrom (1981), le vecteur possµ ede une statistique
exhaustive.
8On note fa = @f=@a, Faa = @2F=@a2, etc.
6La premiµ ere condition signi¯e que, a posteriori, la vraisemblance d'un
e®ort de pr¶ evention ¶ elev¶ e de la part de l'agent est d'autant plus grande
que la valeur r¶ ealis¶ ee de X est grande (voir Milgrom, 1981). Cette pro-
pri¶ et¶ e implique Fa(x;a) < 0 pour x 2 (0;1). Autrement dit, la probabilit¶ e
d'observer X inf¶ erieur µ a une valeur critique quelconque diminue quand l'e®ort
de pr¶ evention de l'agent augmente. La seconde condition signi¯e que cette
probabilit¶ e ne d¶ ecro^ it pas µ a un taux croissant avec l'e®ort de l'agent.9
L'une des caract¶ eristiques fondamentales de la responsabilit¶ e civile, con-
sid¶ er¶ ee comme m¶ ecanisme incitatif, est de n'utiliser que des sanctions de type
\tout ou rien": si l'agent est reconnu l¶ egalement responsable du dommage, il
doit compenser int¶ egralement le pr¶ ejudice caus¶ e (du moins jusqu'µ a la limite
de sa solvabilit¶ e); s'il est exon¶ er¶ e de responsabilit¶ e, il ne paie rien. Avec la
rµ egle de la responsabilit¶ e pour faute en information parfaite, cela signi¯e en
particulier qu'on ne module pas la sanction en fonction de la valeur de l'¶ ecart
par rapport au standard juridique. De m^ eme, en information imparfaite, on
ne module pas la sanction en fonction de la r¶ ealisation de la statistique X,
sauf µ a d¶ eterminer sur la base de cette statistique un critµ ere pour l'engagement
de la responsabilit¶ e.
Un m¶ ecanisme g¶ en¶ eral de sanction pourrait utiliser plus ¯nement l'infor-
mation disponible. Soit ¿(X) · min[D;L] une sanction en cas d'accident,
en fonction de l'information a posteriori. Face µ a cette perspective, l'agent





Dans le m¶ ecanisme de la responsabilit¶ e civile, la sanction est contrainte µ a
^ etre soit nulle soit ¶ egale µ a min[D;L]. La proposition ci-dessous montre qu'un
tel m¶ ecanisme peut toujours faire aussi bien qu'une sanction utilisant plus
¯nement l'information a posteriori (les d¶ emonstrations sont en annexe).
Proposition 1 (Agr¶ egation de l'information): Soit ¿(X) une sanction
en cas d'accident satisfaisant 0 · ¿(X) · min[D;L]. Si a est un ¶ equilibre




min[D;L] si X · x
0 si X > x (6)
La proposition montre qu'on ne perd rien en se limitant µ a des sanctions
\tout ou rien" dont la mise en oeuvre ne requiert qu'une partition binaire
9Ces deux conditions sont su±santes pour la validit¶ e de l'approche dite du premier
ordre dans les problµ emes d'agence (Rogerson, 1985).
7du support de X, µ a la maniµ ere des tests d'hypothµ ese. Elle montre ¶ egalement
que la r¶ egion critique pour l'attribution de la responsabilit¶ e est de la forme
X · x, ce qui d¶ ecoule ¶ evidemment directement de l'hypothµ ese du rapport
de vraisemblance monotone. Le r¶ esultat pr¶ ec¶ edent est important pour la
comparaison des rµ egles de responsabilit¶ e. En e®et, la sup¶ eriorit¶ e de la re-
sponsabilit¶ e pour faute d¶ ependra de la qualit¶ e de l'information fournie par
X. Comme une sanction \tout ou rien" agrµ ege l'information en une parti-
tion binaire, il est n¶ ecessaire de v¶ eri¯er qu'une rµ egle de responsabilit¶ e ne perd
aucune information pertinente, ce que d¶ emontre la proposition.10
Avec la sanction t(X) d¶ e¯nie en (6), l'agent choisit a de fa» con µ a minimiser
C(a) + p(a)F(a;x)min[D;L] (7)
Cette fonction de co^ ut est la m^ eme que celle de la responsabilit¶ e sans faute
lorsque x = 1 car l'agent est alors tenu de d¶ edommager les victimes dµ es
lors qu'un accident se produit. Par contre, lorsque x < 1, il est exon¶ er¶ e
de responsabilit¶ e en cas d'accident si X > x, ce qui se produit avec une
probabilit¶ e 1 ¡ F(x;a) d'autant plus ¶ elev¶ ee que son e®ort de pr¶ evention est
grand.
D¶ efinition: Le m¶ ecanisme d¶ e¯ni par t(X) µ a l'¶ equation (6) est une rµ egle
de responsabilit¶ e sans faute si x = 1; c'est une rµ egle de responsabilit¶ e pour
faute si x < 1, dont le critµ ere de responsabilit¶ e est X · x.
4 Critµ eres pour l'engagement de la respon-
sabilit¶ e
Lorsque l'agent est insolvable par rapport au dommage, sous quelles condi-
tions existe-t-il une rµ egle de responsabilit¶ e pour faute strictement pr¶ ef¶ erable µ a
la responsabilit¶ e sans faute? Comment se comparent les deux rµ egles lorsqu'il
n'y a pas de problµ eme d'insolvabilit¶ e? Par ailleurs, quel est le meilleur critµ ere
pour l'attribution de la responsabilit¶ e? Formellement, le problµ eme consiste
10On peut interpr¶ eter t(X) comme une statistique binaire. De fa» con ¶ equivalente, pour
appliquer cette sanction il su±t de pouvoir observer les ¶ ev¶ enements fX · xg et fX > xg.
Ce r¶ esultat s'apparente µ a celui de Demougin et Fluet (1998) qui montrent que, dans un
problµ eme principal-agent oµ u les deux parties sont neutres au risque et oµ u l'agent a une
limite de solvabilit¶ e, toute l'information pertinente du point de vue du principal peut ^ etre
r¶ esum¶ ee par une statistique binaire (cf. innes (1990), Park (1995) et Kim (1997) pour des
r¶ esultats similaires). La statistique que voudra utiliser le principal n'est cependant pas
n¶ ecessairement la m^ eme que celle qui est d¶ e¯nie par (6).
8µ a ¶ evaluer le co^ ut social C(b a) + p(b a)D de l'activit¶ e g¶ en¶ erant les risques pour
di®¶ erentes valeurs de x, ¶ etant donn¶ e la contrainte d'incitation
b a = argmin
a C(a) + p(a)F(a;x)min[D;L] (8)
La meilleure rµ egle correspond au choix de x qui, compte tenu de (8), minimise
le co^ ut social de l'activit¶ e.
Lemme 1: Pour tout a, l'expression ¡Fa(x;a)=(1 ¡ F(x;a)) est stricte-
ment croissante en x et varie de 0 µ a fa(1;a)=f(1;a) > 0 pour x variant de 0
µ a 1.
L'expression consid¶ er¶ ee dans le lemme est la r¶ eduction proportionnelle
de la probabilit¶ e d'^ etre reconnu responsable, avec le critµ ere de faute X · x,
pour une augmentation marginale de l'e®ort de pr¶ evention. Cette expres-
sion mesure la sensibilit¶ e de la probabilit¶ e d'avoir µ a payer des dommages-
int¶ er^ ets par rapport µ a l'e®ort de pr¶ evention (en divisant par a on obtient une
¶ elasticit¶ e).
Proposition 2: Soit aS > 0 le niveau de pr¶ evention d'¶ equilibre en
responsabilit¶ e sans faute et aF l'¶ equilibre avec le critµ ere de faute X · x.
Alors







Corollaire 1: Supposons L < D et aS > 0. Il existe un critµ ere de
faute strictement pr¶ ef¶ erable µ a la responsabilit¶ e sans faute si, et seulement si,







Lorsque L < D, le niveau de pr¶ ecaution aS en responsabilit¶ e sans faute
est inf¶ erieur au niveau socialement optimal. La responsabilit¶ e pour faute est
alors pr¶ ef¶ erable seulement si elle permet d'augmenter l'e®ort de pr¶ evention.
Dans l'in¶ egalit¶ e (10), le membre de droite est la r¶ eduction proportionnelle
dans la probabilit¶ e d'accident pour une augmentation marginale de l'e®ort,
µ a partir de l'¶ equilibre en responsabilit¶ e sans faute. Le membre de gauche
est l'augmentation proportionnelle de la probabilit¶ e d'^ etre exon¶ er¶ e de toute
responsabilit¶ e, compte tenu du critµ ere de faute. La responsabilit¶ e pour faute
est donc strictement pr¶ ef¶ erable quand la probabilit¶ e d'^ etre exon¶ er¶ e de re-
sponsabilit¶ e en cas d'accident, sur la base de l'information a posteriori, est
plus sensible µ a l'e®ort de pr¶ evention de l'agent que ne l'est la probabilit¶ e
d'accident elle-m^ eme.
9Figure 1 µ a peu prµ es ici
Deux situations possibles sont repr¶ esent¶ ees µ a la ¯gure 1. Avec la statis-
tique X1, dont la fonction de r¶ epartition est F1, on peut trouver un critµ ere
de faute permettant d'augmenter l'e®ort par rapport µ a l'¶ equilibre en respons-
abilit¶ e sans faute (par exemple X · x). Comme aS < a¤ et qu'il est toujours
possible de choisir x de maniµ ere µ a n'augmenter l'e®ort que marginalement,
la faute permet de faire mieux qu'en responsabilit¶ e sans faute. Notons qu'on
incite ici µ a un e®ort plus grand, tout en \punissant" moins souvent. En e®et,
l'important n'est pas la fr¶ equence de sanction mais la sensibilit¶ e de la pro-
babilit¶ e de sanction par rapport µ a l'e®ort de l'agent. Avec la statistique X2,
il n'existe aucun critµ ere de faute permettant de faire aussi bien qu'avec la re-
sponsabilit¶ e sans faute. La di®¶ erence entre les deux situations s'explique par
la qualit¶ e de l'information a posteriori. Le contenu informationnel de X2 est
faible en ce sens que cette statistique fournit peu d'indications sur l'e®ort de
l'agent (sa fonction de r¶ epartition n'est pas su±samment sensible µ a l'e®ort),
en comparaison de l'information fournie directement par la survenance d'un
accident.
Corollaire 2: Lorsque L ¸ D, le niveau de pr¶ evention optimal a¤ est
r¶ ealisable en responsabilit¶ e pour faute si, et seulement si,






Si la condition (A) n'est pas satisfaite, tout critµ ere de faute se traduit par un
niveau de pr¶ ecaution inf¶ erieur µ a a¤.
La condition (A) est repr¶ esent¶ ee µ a la ¯gure 2. Lorsque L ¸ D et que
par cons¶ equent aS = a¤, on obtient la m^ eme incitation µ a la pr¶ evention qu'en
responsabilit¶ e sans faute avec le critµ ere de faute X · x0. Dans ce cas, la
probabilit¶ e d'^ etre exon¶ er¶ e de responsabilit¶ e en cas d'accident est ni plus ni
moins sensible µ a l'e®ort que la probabilit¶ e d'accident. Lorsque la condition
(A) n'est pas satisfaite, l'optimum de premier rang n'est pas r¶ ealisable en
responsabilit¶ e pour faute. Si L ¸ D, la responsabilit¶ e sans faute sera donc
pr¶ ef¶ erable.
La condition (A) est n¶ ecessaireet su±sante pour obtenir l'optimum lorsque
L ¸ D. J'examine maintenant sous quelles conditions on peut r¶ ealiser
l'optimum m^ eme si l'agent est insolvable.
Lemme 2: La condition (A) est ¶ equivalente µ a






10Proposition 3 (Optimum de premier rang): Supposons que (A) est
satisfaite et soient x0 et x1 tels que d¶ e¯nis en (A) et (B). L'optimum a¤ est





Le critµ ere de faute X · x r¶ ealisant l'optimum est d¶ e¯ni par
¡Fa(x;a¤)









Pour L ¸ D, on a x = x0; pour L 2 [L1;D), on a x 2 (x0;x1] et x
strictement d¶ ecroissant en L .
La proposition est illustr¶ ee µ a la ¯gure 2. Consid¶ erons le critµ ere de faute
d¶ e¯ni par (12). Lorsque L ¸ D, l'¶ equation implique x = x0, ce qui corre-
spond au corollaire 2. Lorsque L < D; on a x > x0 puisque x augmente
quand L diminue. En augmentant x dans l'intervalle [x0;x1], on augmente
la sensibilit¶ e de la probabilit¶ e de sanction par rapport µ a l'e®ort, ce qui per-
met de compenser la baisse du montant de la sanction. Tant que L ¸ L1,
l'¶ equation (12) possµ ede une solution dans l'intervalle [x0;x1] et le niveau de
pr¶ ecaution optimal est r¶ ealisable. Lorsque L < L1, cette ¶ equation n'a pas de
solution et la responsabilit¶ e pour faute, m^ eme si elle peut ^ etre pr¶ ef¶ erable µ a la
responsabilit¶ e sans faute, ne pourra r¶ ealiser qu'un optimum de second rang.
Figure 2 µ a peu prµ es ici
5 Test statistique et pr¶ epond¶ erance de preuve
La section pr¶ ec¶ edente a pr¶ esent¶ e les conditions pour que l'information a pos-
teriori soit utile dans la r¶ egulation des risques par un m¶ ecanisme de re-
sponsabilit¶ e civile. Dans cette section, je donne une interpr¶ etation statis-
tique de ces conditions et je compare le critµ ere du \test d'hypothµ ese" pour
l'engagement de la responsabilit¶ e sur la base de la faute avec la pratique
juridique de la \pr¶ epond¶ erance de preuve".
11On a d¶ ejµ a soulign¶ e que la responsabilit¶ e sans faute s'apparente µ a un
m¶ ecanisme dont la base informationnelle se limite µ a la seule observation de
la survenance ou non survenance d'un accident. Formellement, cela peut
se repr¶ esenter par l'observation d'une statistique Y , oµ u Y = 1 si un acci-
dent se produit et Y = 0 en l'absence d'accident. En responsabilit¶ e pour
faute, on observe Y et X sachant que Y = 1. Comme fa(x;a) n'est pas
identiquement nul, il est clair que Y ne constitue pas pour le \paramµ etre"
a une statistique exhaustive du couple (Y;X). Il y a donc des problµ emes
de d¶ ecision statistique portant sur a (estimation ou tests d'hypothµ ese) pour
lesquels l'observation de (Y;X) est strictement pr¶ ef¶ erable µ a la seule observa-
tion de Y , ind¶ ependamment des conditions donn¶ ees µ a la section pr¶ ec¶ edente.
Consid¶ erons cependant le problµ eme standard de l'estimation de a par la
m¶ ethode du maximum de vraisemblance, en supposant que a 2 [0;a] oµ u a est
une borne sup¶ erieure su±samment ¶ elev¶ ee. Lorsque le statisticien n'observe
que Y , on v¶ eri¯e facilement que la valeur b a de cet estimateur est soit b a = a
s'il n'y a pas d'accident soit b a = 0 s'il y a un accident. Lorsqu'il y a un





Pour ce type de d¶ ecision statistique, l'information fournie par X ne peut
donc ^ etre pertinente que si la solution du problµ eme pr¶ ec¶ edent est b a > 0
pour certaines r¶ ealisations x. En d'autres termes, il faut que l'observation
de X puisse conduire µ a une estimation di®¶ erente de ce qu'on obtiendrait en
l'absence de l'information en question, c'est-µ a-dire en ne tenant compte que
du fait qu'un accident s'est produit. Formellement, il faut que pour certains
a et x on ait:
p
0(a)f(x;a) + p(a)fa(x;a) > 0






ce qui s'apparente ¶ evidemment aux conditions de la section pr¶ ec¶ edente. Dans
ce qui suit, j'exploite ce r¶ esultat pour reformuler la condition n¶ ecessaire µ a
l'existence d'un critµ ere de faute r¶ ealisant le niveau de pr¶ evention socialement
optimal. Cette reformulation suppose que le problµ eme de la maximisation de
la vraisemblance satisfait certaines conditions de r¶ egularit¶ e.11






et elle est satisfaite si par exemple p(a) et f(x;a) sont logconcaves, l'une des deux fonctions
12Condition 3: p(a)f(x;a) est strictement logconcave en a.
Lemme 3: Le problµ eme maxa2[0;a] p(a)f(x;a) possµ edeune solution unique








L'expression b a(x) est l'estimateur du maximum de vraisemblance lorsqu'il
y a eu un accident et qu'on a observ¶ e X = x. Quelle que soit la qualit¶ e de
l'information, pour x su±samment petit l'¶ equation (13) n'a pas de solution
et on a b a(x) = 0. Par ailleurs, si X est insu±samment informative, l'¶ equation
(13) ne poss¶ edera aucune solution quel que soit x et on aura alors b a(x) = 0
pour tout x.
Proposition 4: La condition (A) pour la r¶ ealisation du niveau de
pr¶ evention socialement optimal est ¶ equivalente aux conditions suivantes:
(C) Il existe x < 1 tel que b a(x) ¸ a¤.







Selon la condition (C), l'information a posteriori doit ^ etre telle que pour
certaines r¶ ealisations l'estimateur du maximum de vraisemblance donne une
valeur au moins ¶ egale au standard juridique de comportement raisonnable.
L'expression r(x) dans la condition (D) est le ratio de vraisemblance qu'utilise-
rait un statisticien pour un test entre les hypothµ eses composites:
H : a ¸ a
¤
K : a < a
¤
Le statisticien rejettera K et acceptera H si le ratio de vraisemblance r(x)
est inf¶ erieur µ a une certaine valeur critique qu'il aura d¶ etermin¶ ee (on v¶ eri¯e
facilement que r(x) est d¶ ecroissant en x). Si X est peu informative, toutes
les r¶ ealisations r(x) seront sup¶ erieures µ a l'unit¶ e, bien que cela n'emp^ eche
pas d'utiliser X pour trancher entre les hypothµ eses H et K. Cependant,
¶ etant strictement logconcave.
13selon la condition (D), X ne sera utile dans la d¶ etermination d'un critµ ere de
faute incitatif que si cette statistique est su±samment informative pour que
certaines r¶ ealisations satisfassent r(x) < 1. Autrement dit, il faut qu'en cas
d'accident l'hypothµ ese d'un comportement conforme au standard (a ¸ a¤)
puisse ^ etre jug¶ ee plus vraisemblable, ¶ etant donn¶ e l'information a posteriori,
que celle d'un comportement fautif (a < a¤).
Comme je l'ai soulign¶ e dans l'introduction, aussi bien dans la common
law que dans la tradition civiliste, le plaignant a la charge de la preuve:
il doit ¶ etablir qu'il y a eu faute (il n'y a g¶ en¶ eralement pas pr¶ esomption de
faute) et il n'obtiendra gain de cause que s'il y a pr¶ epond¶ erance de preuve en
sa faveur. On peut interpr¶ eter cette rµ egle de preuve comme la n¶ ecessit¶ e de
d¶ emontrer que l'hypothµ ese K est \signi¯cativement" plus vraisemblable que
l'hypothµ ese H. Le niveau d'exigence quant µ a la marge de pr¶ epond¶ erance est
laiss¶ ee µ a la discr¶ etion de la cour et il d¶ ependra en g¶ en¶ eral du genre de cause
sur laquelle elle doit se prononcer.12 La derniµ ere proposition montre que le
critµ ere de faute optimal d¶ etermin¶ e dans la section pr¶ ec¶ edente satisfait une
condition de pr¶ epond¶ erance de preuve.
Proposition 5 (Pr¶ epond¶ erancede preuve): Soit r(X) le ratio devraisem-
blance du comportement fautif par rapport au comportement non fautif, tel
que d¶ e¯ni µ a la proposition 4. Si la condition (A) est satisfaite et si L ¸ L1,
le critµ ere de faute optimal pour la r¶ ealisation de a¤ est de la forme
r(X) ¸ k (15)
oµ u la valeur critique k ¸ 1 est strictement croissante en L lorsque L1 · L <
D et oµ u k = r(x0) > 1 si L ¸ D.
Sauf dans le cas limite L = L1, le critµ ere de faute optimal est tel que la re-
sponsabilit¶ e de l'auteur du dommage ne sera engag¶ ee que si l'hypothµ ese d'un
comportement fautif est strictement plus vraisemblable que celle d'un com-
portement conforme au standard. Il n'est peut-^ etre pas inutile de mettre ce
r¶ esultat en parallµ ele avec la condition (D). Premiµ erement, un critµ ere de faute
ne permet de r¶ ealiser le niveau de pr¶ evention optimal que si l'information
a posteriori permet, dans certaines circonstances, de consid¶ erer qu'un com-
portement non fautif est plus vraisemblable qu'un comportement fautif, m^ eme
s'il y a eu accident. Cette condition porte sur la qualit¶ e de l'information a
posteriori et elle est sp¶ eci¯¶ ee par la condition (D). Deuxiµ emement, ¶ etant
donn¶ e un ensemble d'information de qualit¶ e su±sante, le critµ ere de faute
12En matiµ eres criminelles, les rµ egles de preuve sont di®¶ erentes et on doit d¶ emontrer
la culpabilit¶ e hors de tout doute raisonnable, ce qui repr¶ esente un critµ ere beaucoup plus
rigoureux que la pr¶ epond¶ erance de preuve.
14optimal doit satisfaire une condition de pr¶ epond¶ erance de preuve, la victime
n'obtenant gain de cause que si la faute appara^ ³t comme strictement plus
vraisemblable que l'absence de faute.
6 Conclusion
L'analyse pr¶ esent¶ ee ici a abord¶ e le r^ ole de la faute en responsabilit¶ e civile en
deux ¶ etapes. Premiµ erement, ¶ etant donn¶ e la qualit¶ e de l'information a posteri-
ori, est-il possible de faire mieux en responsabilit¶ e pour faute qu'en respons-
abilit¶ e sans faute? Et s'il n'y a pas de problµ eme d'insolvabilit¶ e, est-il possible
de faire aussi bien? Deuxiµ emement, si l'information a posteriori est de qualit¶ e
su±sante, quel est le critµ ere e±cace pour l'engagement de la responsabilit¶ e,
c'est-µ a-dire quel doit ^ etre le standard de la preuve? Cette approche clari-
¯e les r¶ esultats obtenus jusqu'ici dans la litt¶ erature sur le m¶ ecanisme de la
responsabilit¶ e pour faute en information imparfaite.13
Dans l'analyse standard, on suppose que la cour observe le niveau de
pr¶ ecaution de l'agent avec une marge d'erreur, c'est-µ a-dire qu'elle observe
une statistique X = a+ e " oµ u e " est une variable al¶ eatoire de moyenne nulle.14
Puisque le niveau de pr¶ evention optimal est a¤, par analogie avec l'analyse
en information parfaite on suppose ensuite que la cour utilise comme critµ ere
de faute X · a¤. Sur cette base on trouve que la rµ egle de la faute peut
aussi bien sous-inciter µ a la pr¶ evention que sur-inciter comparativement µ a
l'optimum a¤. µ A partir des r¶ esultats pr¶ esent¶ es ici, il est clair cependant que
le critµ ere X · a¤ est parfaitement arbitraire. En fait, si X est insu±samment
informative (par exemple si la variance de e " est trop grande), la responsabilit¶ e
pour faute sera toujours sous-incitative quel que soit le critµ ere de faute, c'est-
µ a-dire quel que soit ac tel que l'agent est reconnu responsable si X · ac. Par
ailleurs, si X est su±samment informative, cela signi¯e qu'il existe ac tel que
le critµ ere de faute X · ac incitera l'agent µ a choisir le niveau de pr¶ evention
a¤. Cependant, dans ce cas, ac ne doit pas ^ etre interpr¶ et¶ e comme le standard
juridique de comportement non fautif, mais plut^ ot comme une valeur critique
pour un standard de preuve en information imparfaite. En d'autres termes,
par rapport au cas qui lui est soumis, la cour peut ¶ evaluer que le standard de
comportement raisonnable est a¤. Elle statuera ensuite entre les hypothµ eses
a < a¤ et a ¸ a¤ selon qu'elle observe X · ac ou X > ac, c'est-µ a-dire en
fonction du standard de preuve d¶ e¯ni par ac.
13Voir les r¶ ef¶ erences dans l'introduction.
14On suppose ici que le support de X n'est pas born¶ e.
15Appendice
Proposition 1: Supposons que ¿(x) r¶ ealise a0 > 0, sinon le r¶ esultat va















dx = 0 (16)
Avec le m¶ ecanisme t(X) l'agent minimise
C(a) + p(a)F(x;a)min[D;L]


























































Le second terme du membre de droite est n¶ egatif par la condition (16), de



























µ Apartir dela condition 1, on peut montrer que pour a quelconquel'expression
p
0(a)f(x;a) + p(a)fa(x;a)
est soit n¶ egative pour tout x, soit n¶ egative pour x < x et positive pour x > x









































dx · 0 (21)
Comme G(0) > 0, par continuit¶ e il existe donc x0 tel que G(x0) = 0. En com-
parant (16) et (17), on voit facilement qu'il s'agit du x0 recherch¶ e. C.Q.F.D.
Lemme 1: Soit '(x;a) = ¡Fa(x;a)=(1 ¡ F(x;a)). Le support de X ¶ etant
[0;1], on a Fa(0;a) = 0, donc '(0;a) = 0 et par la rµ egle de l'H^ opital '(x;a) !


































ce qui est incompatibleavec '(x;a) ! fa(1;a)=f(1;a) quand x ! 1. C.Q.F.D.
Proposition 2: aS > 0 implique
C
0(aS) + p
0(aS)min[D;L] = 0 (26)
aF minimise la fonction strictement convexe
C(a) + p(a)F(x;a)min[D;L]
17On a donc
aF ¸ aS ssi C
0(aS) + [p
0(aS)F(x;a) + p(aS)Fa(x;aS)]min[D;L] 0 · 0
(27)
L'¶ enonc¶ e est d¶ emontr¶ e en substituant pour C0(aS) dans (27) µ a partir de (26).
C.Q.F.D.
Corollaire 1: Si L < D, aS < a¤ oµ u a¤ minimise C(a)+p(a)D, une fonc-
tion strictement convexe. aF est donc strictement pr¶ ef¶ erable µ a aS seulement
si aF > aS. Par la proposition 2, ceci ¶ etablit la n¶ ecessit¶ e de la condition.
Pour d¶ emontrer que cette condition est su±sante, il su±t de montrer qu'elle
permet d'obtenir aF satisfaisant aS < aF · a¤. aF est solution de
C
0(aF) + [p
0(aF)F(x;aF) + p(aF)Fa(x;aF)]min[D;L] = 0 (28)
Pour x = 1, cette ¶ equation est la condition d¶ e¯nissant aS > 0 de sorte que
aF = aS si x = 1. Il su±t donc de montrer que aF > aS pour x proche de 1
ou de fa» con ¶ equivalente que daF=dx < 0 dans ce voisinage. µ A partir de (28)
et des conditions de convexit¶ e, on v¶ eri¯e facilement que daF=dx < 0 si
p
0(aF)f(x;aF) + p(aF)fa(x;aF) > 0 (29)







Par continuit¶ e, comme aF = aS en x = 1, la condition (29) est donc v¶ eri¯¶ ee
pour x proche de 1. C.Q.F.D.
Corollaire 2: Sachant que aS = a¤ lorsque L ¸ D, la premiµ ere partie
de l'¶ enonc¶ e d¶ ecoule directement de la proposition 2. Par le lemme 1, si la






; pour tout x < 1: (31)
Pour x donn¶ e, aF minimise la fonction strictement convexe
C(a) + p(a)F(x;a)D












¤)D = 0 (32)
18on a n¶ ecessairement aF < a¤. C.Q.F.D.







Par ailleurs, fa(0;a¤)=f(0;a¤) < 0 et il suit que (33) est ¶ equivalent µ a (B).






pour tout x < 1
C.Q.F.D.
Proposition 3: Si L ¸ D, le r¶ esultat d¶ ecoule du corollaire 2 en prenant
x = x0. Supposons donc L < D. µ A partir de la condition de premier ordre










Il su±t de v¶ eri¯er pour quelles valeurs de L cette condition peut ^ etre satis-
faite. L'expression multipliant L atteint un extremum en x = x1, c'est-µ a-dire






¤) = 0 (35)
Puisque fa=f est strictement croissant, cet extremum est un maximum strict.
La plus petite valeur L satisfaisant la condition est donc L1 telle que d¶ e¯nie
dans la proposition et dans ce cas x = x1. µ A partir de (34), on v¶ eri¯e
facilement que dL=dx < 0 pour x 2 (x0;x1). Comme L = D satisfait (34)
pour x = x0 et que x1 > x0, ceci implique L1 < D. En¯n, ces r¶ esultats
impliquent dx=dL < 0 pour x 2 (x0;x1). C.Q.F.D.
Lemme 3: Soit Ã(x;a) = p(a)f(x;a). L'¶ equation de l'¶ enonc¶ e est ¶ equivalente
µ a Ãa = 0. Les conditions de logconcavit¶ e impliquent ÃÃaa ¡ (Ãa)2 < 0, d'oµ u
il suit que pour tout a et x satisfaisant Ãa = 0 on a Ãaa < 0. On montre
alors facilement que, pour x donn¶ e,
Ãa(x;a) = 0 (36)
19possµ ede au plus une solution a 2 [0;1] et que, si une telle solution existe, elle
satisfait a = b a(x); inversement, si b a(x) est une solution int¶ erieure, (36) doit















Proposition 4: b a(x) n'est pas d¶ ecroissant et on v¶ eri¯e facilement que
b a(0) = 0. On a donc (C) si, et seulement si, il existe x0 < 1 tel que b a(x0) = a¤.
Par le lemme 3, ce x0 ne peut ^ etre que x1 tel que d¶ e¯ni dans la condition
(B), de sorte que (B) et (C) sont ¶ equivalents. En¯n, (D) est v¶ eri¯¶ e si, et
seulement si, il existe x < 1 tel que b a(x) > a¤. Par un argument analogue au
pr¶ ec¶ edent, ceci signi¯e qu'il existe x1 < 1 tel que b a(x) ¸ 1 pour tout x ¸ x1,
d'oµ u il suit que (D) est ¶ equivalent µ a (C). C.Q.F.D.
Proposition 5: Soit x(L) 2 [x0;x1] le critµ ere d¶ e¯ni µ a la proposition 3. On
v¶ eri¯e facilement que r0(x) < 0. Le critµ ere X · x(L) est donc ¶ equivalent
µ a r(X) ¸ k = r [x(L)] et il suit que k est croissant en L pour L 2 [L1;D].
En¯n, b a(x1) = a¤ et donc r(x1) = 1. Pour L ¸ D, on a k = r(x0) > 1.
C.Q.F.D.
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