Abstract. The upper and lower bounds of the sequence of sums
Introduction
Let (Ω, F , P ) be a probability space, and let {F n , n ∈ N} be an increasing sequence of sub-σ−fields of F , and suppose that {X n , F n , n ∈ N} be a stochastic sequence defined on this probability space, with the joint distribution densities
and p k (x k ), k ∈ N be the marginal density functions of them, let
(1.2) Definition 1. Let {X n , n ∈ N} be a sequence of random variables. Furthermore, suppose that {a n , n ∈ N} be a sequence of positive reals increasing to ↑ ∞, and set
The random variable
is called the limit logarithmic likelihood ratio, relative to the product of onedimensional marginals of {X n , n ∈ N}, where log is the natural logarithm, ω is the sample point, and X k stands for X k (ω).
Definition 2.
Let { X n , n ∈ N} be a sequence of nonnegative random variables, and is said to be : 1) stochastically dominated by a nonnegative random variable X(we write {X n , n ∈ N} ≺ X) if there exists a constant C > 0 such that
(1.5)
2) stochastically dominated in Cesàro sense by a nonnegative random variable X(we write {X n , n ∈ N} ≺ X(C)) if there exists a constant C > 0 such that
If ρ = 0 the function is slowly varying at infinity; u ∈ SV.
The basis for proving the Strong Deviation Theorems is the "convergence of likelihood ratio" which we, however, quote because of its central role in this paper.
2. Main Results and Proofs Theorem 1. Let {X n , n ∈ N} be a sequence of random variables with {X n , n ∈ N} ≺ X and γ(ω) be defined as above. Further, let, for
where I [·] denotes the indicator function.
and hence
We define the likelihood ratio as below
The lemma can be rewrite as
Thus we have lim sup
(1.4) and (2.5) imply
From the inequality 0 ≤ e
} are uniformly bounded(by 2) random variables, we have
which converges as n → ∞. The convergence is justified, since we are faced with a weighted average of quantities that convergence; the weights are j (2/ρ)−2 ( (j)) 2 , the sum of which behave (although O is enough) like
(2.7) together with the inequality 0 ≤ log Noting that 
