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像から自動的に犯人を特定することが望ましい．カナダで 2011年 6月 16日に発生した
バンクーバースタンレーカップの暴動では，容疑者の特定に累計 1390万枚に及ぶ画像



































































顔特徴点検出では，1990年代前半にActive shape model(ASM) [23]，1990年代後半























Methods FPS Oblique face Occlusion Time-series
Active shape model ～30   |
Active appearance model ～30   |
Particle lter ～100 X  X
Constrained local model ～30 X X |
Shape regression model ～300 X X |


























Methods Normalized error FPS
Cao et al. [41] 0.0758 120
Xhiong et al. [42] 0.0752 70
Burgos-Artizzu et al. [43] 0.0812 |
Zhang et al. [44] 0.0697 |



























Methods Number of samples Motion model Unexpected motion
Sugano et al. [47] 1000 Linear uniform 
Mikami et al. [48] 2000 History-based 4
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2    x>N
i>
(2.1)
で表現できる (xiは画像中の i番目の顔特徴点の 2次元座標を表す)．CLMに基づく手
法では，顔特徴点 xは次式でモデル化される．
x = sRm+ t (2.2)
m =m0 +W (2.3)
ここで，sは顔の大きさ，Rは顔の回転を表現する行列，tは顔の平行移動に関する



















Di(xi; I) +R(p) (2.4)
ここで，Di(xi; I)は i番目の特徴点 xiの入力画像 I に対する非適合度を表す関数，
R(p)は非剛体変化に関する制約を表す．
CLMの適合度を確率モデルとして扱う場合，Di(xi; I) =   lnP (li = 1jxi; I)，およ






P (li = 1jxi; I) (2.5)
li 2 f1; 1gは i番目の特徴点が正しく検出されていれば 1，そうでなければ 1をと





(1) 特徴点周辺における P (li = 1jxi; I)の計算
(2) (1)の結果を用いた (2.5)式による顔特徴点の更新
を顔特徴点が収束するまで繰り返すことで顔特徴点検出が行われる．
CLMを用いた顔特徴点検出では，P (p)やP (li = 1jxi; I)をどのような確率モデルで



















入力画像 Iが与えられたときの特徴点xの (非)適合度は，ローカルエキスパート [60]
と呼ばれる特徴点ごとに作成される関数によって計算される．また，ローカルエキス
パートは各特徴点の周辺領域内で網羅的に計算され，特徴点ごとにローカルエキスパー








































ローカルモデルP (li = 1jxi; I)は，入力画像 Iに対して特徴点xが正しいか否かを確
率で表現している．このため，正しい特徴点位置から抽出された特徴量か否かを分類す
るクラス分類手法をローカルエキスパートに利用することができる．現在では，Scale-
invariant feature transform(SIFT)特徴量 [74]やHistogram of oriented gradients(HOG)
特徴量 [75]を入力とするサポートベクタマシン [76]やBoosting [21]を用いたローカル
エキスパートが一般的に使用されている．近年提案されたローカルエキスパートとし





























├ Improvement of shape model
│ ├ Gaussian model [51{53]
│ ├ Polynomial model [54]
│ ├ Kernel principal component analysis [55]
│ ├ Gaussian mixture model [56{58]
│ └ 3D model [59]
├ Improvement of local model
│ ├ Improvement of probabilistic model
│ │ ├ Gaussian model [60]
│ │ ├ Gaussian mixture model [60{62]
│ │ └ Kernel density estimation [60,63]
│ └ Improvement of occlusion robustness
│ ├ RANSAC [66]
│ ├ Maximum a posteriori [67,68]
│ ├ Non-parametric Bayes [36, 69]
│ └ Principal component model [70]
└ Improvement of local expert
├ Multiple response maps [72]
├ 2D response map [73]



















































































































├ Improvement of computational cost
│ ├ Low resolution approach [83]
│ ├ Machine learning approach [86{88]
│ └ Gauss-Newton(LK) method [82]
│ └ IC method [85]
│ └ Improvement of illumination robustness
│ ├ Correlation-based AAM [89]
│ ├ Improvement of formulation [90]
│ └ Adaptive AAM [91]
└ Improvement of illumination and occlusion robustness
└ Special case of AAM
├ Fourier AAM [92{94]















































ド構造の段数をT，予測器を ff1;    ; fTgとすると，顔特徴点検出は次式で与えられる．
xt = xt 1 +xt (2.9)
xt = ft((I;xt 1)) (2.10)




































Renら [45]は，Local binary features(LBF)と呼ばれる手法を提案している．2点間の

























Shape regression model-based method
└ Shape regression machine [97]
└ CPR [29]
├ Binary feature-based method
│ ├ ESR [41]
│ │ ├ RCPR [43]
│ │ ├ Conditional regression forest [102]
│ │ └ Generalized gradient boosted ferns [44]
│ └ LBF [45]
└ Real value feature-based method
├ SIFT feature (SDM) [42]
│ └ Proposed method (Chapter 3)
├ HOG feature/Sparse auto-encoder [103]
└ LBP feature [107]
図 2.6 形状回帰モデルに基づく顔特徴点検出手法の経緯
Fengら [103]は，複数の実数値特徴量の比較を行っている．彼らは，2種類のHOG














































































xt = ft(xt 1) + !t (2.12)
yt = gt(xt) + t (2.13)





















状態ベクトル xtに関する事後分布 P (xtjYt)を推定し，その期待値 x^tを求める問題に
等しい．


















と変形できる．したがって，事後分布 P (xtjYt)は，P (ytjxt;Yt 1)，P (xtjYt 1)，およ
び P (ytjYt 1)の 3つの確率分布を用いて表現される．
まず，P (ytjxt;Yt 1)について考える．(2.13)式の観測モデルで示されるように，観
測値 ytは状態ベクトルxtのみに依存している．したがって，観測値 ytと時刻 t  1ま
での観測値の集合Yt 1は独立であるため，
P (ytjxt;Yt 1) = P (ytjxt) (2.17)
が成り立つ．ここで，P (ytjxt)は，状態ベクトルxtに対する観測値 ytの尤もらしさを
表すモデルであり，尤度と呼ばれる．
次に，P (xtjYt 1)について考える．P (xtjYt 1)は時刻 tにおけるxtの事前分布と呼ば
れる．これは，時刻 t 1までの観測値の集合Yt 1だけを用いて (ytを観測していない状









































であることを利用すると，時刻 tの事前分布は状態遷移確率と時刻 t  1の事後分布の
積の積分によって表現される．
最後に，P (ytjYt 1)について考える．P (ytjYt 1)は状態ベクトル xtと独立な確率分







P (xtjxt 1)P (xt 1jYt 1) (2.22)
P (xtjYt) = 1
Zt
P (ytjxt)P (xtjYt 1) (2.23)












xt = Ftxt 1 + !t (2.24)
yt = Gtxt + t (2.25)
ここで，!tおよび tは，
!t  N (0;Wt) (2.26)
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t  N (0;Vt) (2.27)
を満たすガウシアンノイズとする．また，Wtと Vtは正則であり，!t，tは互いに独






































こで，任意の f(x)および P (x)に対して (2.28)式を直接解くことで期待値を解析的に
求めることは，非線形関数の積分演算を含むため一般的に困難である．














とも呼ばれる．事前分布 P (xtjYt 1)のサンプル集合を Stjt 1 = fs(1)tjt 1; : : : ; s(N)tjt 1g，事
後分布 P (xtjYt)のサンプル集合を Stjt = fs(1)tjt ; : : : ; s(N)tjt gとしたとき，各分布は次式に
よって近似される．




(xt   s(i)tjt 1)　 (2.30)



























t 1 + !t　 (2.32)







t 1 + vt 1t+ !t　 (2.33)
vt 1 = (x^t 1   x^t 2)=tは状態ベクトル xt 1の速度，tはフレーム間の時間であ





時系列フィルタにおける観測は，時刻 tまでの観測値 Ytから時刻 tの状態ベクトル


















P (ytjxt = s(i)tjt 1)PN










































































































Time series signal processing-based method
├ Particle lter-based tracking [29]
│ ├ Acceleration
│ │ └ GPGPU acceleration [116]
│ │ └ Facial expression modeling [121]
│ └ Improvement of tracking performance
│ ├ Noise modeling
│ │ └ Adaptive diusion control [119]
│ │ └ Facial expression modeling [120]
│ │ └ Monocularization [47]
│ ├ Multiple sampling algorithm
│ │ └ Coarse-to-ne particle lter [49]
│ └ Using history information
│ └ Memory-based particle lter [48]































































































































Initial facial shape x0 Ground truth x¤
図 3.1 初期顔形状と正解顔形状の例
デルは多段階構造を持つことが特徴である．このため，段数が T である形状回帰モデル
は T 個の回帰式 ff1; : : : ; fTgを持つ．特に，回帰式が線形モデルで表される場合には，
重み行列 fW1; : : : ;WTgを用いて (2.11)式で与えられる．本節では，重み行列Wtを用
いた更新式の導出，および更新式の持つ意味について記す．
形状回帰モデルでは，K個の顔特徴点で表現されるベクトルを [x1 y1    xK yK ]>と
し，これを顔形状xと呼ぶ．形状回帰モデルを用いた顔特徴点検出は，入力画像 Iおよ
び初期顔形状 x0が与えられたときに，正解顔形状 xを推定する問題と考えることが


















(I;x0 +x)  (I;x)2 (3.3)
これにより，初期値 x0からの更新量xを推定する問題と見做すことができる．ま
た，(3.3)式に対し，x = 0周りの 2次テイラー展開を適用することで，目的関数 gを
二次近似すると，次式が得られる．





















































































込むと，t = 1における (2.11)式の線形モデルを用いた更新式が導出される．同様に，


































xi   xi;j0  W(I i;xi;j0 )2 (3.13)
44
第 3章 静止画像における高速・高精度な顔特徴点検出
ここで，M は訓練用データあたりのサンプリング数であり，xi;j0 は i番目の訓練用
データの j回目のサンプルである．したがって，(3.13)式の最適化も最小二乗問題とし
て近似的に解くことができる．本論文では，先行研究 [42]と同様に，訓練用データセッ
トの正解顔形状 fxigの分布に等しい平均と共分散を持つガウス分布を事前分布 P (x0)
に用いた．








xi   xi;jt 1  W(I i;xi;jt 1)2 (3.14)



















xi   xi;jt 1  W(I i;xi;jt 1)2 + W2
F
(3.16)


































Histogram Gradient Local region 
図 3.3 SIFT記述子の計算過程
1 2 3 4 5 6 
7 8 9 10 11 12 
13 14 15 16 17 18 
19 20 21 22 23 24 
25 26 27 28 29 30 
31 32 33 34 35 36 
1 3 6 10 15 21 
8 18 30 44 60 78 
21 45 72 102 135 171 
40 84 132 184 240 300 
65 135 210 290 375 465 
96 198 306 420 540 666 
15+16+17+21+22+23+27+28+29=198 18¡60¡135+375=198




する画素の値を総和演算したものである．図 3.4の例では，3  3のグレーの領域の総




Xiong [42]らによって提案された SIFT記述子を用いた形状回帰モデルでは，NB = 4，


















































xi   xi;jt 1  Wt;1NB ;NC (I i;xi;jt 1)2 + Wt;12
F
(3.18)






xi   xi;jt 1  Wt;2NB ;NC (I i;xi;jt 1)2 + Wt;22
F
(3.19)









































































実験は，Windows 7 OS，intel i7-2600プロセッサ，16GBメモリで構成される汎用PC
により実行した．上記の実験環境ではRenらの手法 [45]と同じCPUを用いており，計
算時間に関する評価は同一条件となっている．形状回帰モデルのパラメータとして，段








NB 欄の 4(PCA)は，従来手法 [42]の設定パラメータとして，各段の SIFT記述子を
NB = 4，NC = 8に固定したときの結果である．また，累積寄与率 98%の主成分分析に
よって特徴量を次元削減した後，最小二乗推定することで形状回帰モデルを学習してい




































サイズの影響について検証するために，200 200，250 250，300 300の 3通りの画
























NB NC Full-set Common Challenging
4(PCA) [42] 8{8{8{8{8 0.0791 0.0601 0.1568
4(RIDGE) 8{8{8{8{8 0.0684 0.0502 0.1430
2 21{16{7{4{3 0.0667 0.0488 0:1400
3 16{12{5{3{3 0:0662 0.0481 0.1407
4 13{10{4{3{3 0.0665 0:0479 0.1431
表 3.2 全体構造の適応的設計による推定誤差の比較
NB NC Full-set Common Challenging
2 21{21{11{6{3 0.0653 0.0483 0:1352
3 16{16{11{5{3 0:0649 0:0473 0.1373
4 13{13{9{5{3 0.0659 0.0475 0.1414
表 3.3 学習条件の変化による推定誤差の比較
(左右反転画像追加，10分割交差検定，画像サイズ変更)
Image size NB NC Full-set Common Challenging FPS
2 17{17{9{5{3 0.0639 0.0481 0.1287 1350
200200 3 13{13{8{4{3 0.0628 0.0469 0.1280 885
4 10{10{6{4{3 0.0633 0.0470 0.1304 603
2 21{21{11{6{3 0.0632 0.0471 0.1289 1005
250250 3 16{16{11{5{3 0:0622 0.0462 0:1279 725
4 13{13{9{5{3 0.0624 0:0459 0.1303 525
2 25{24{11{6{3 0.0635 0.0470 0.1311 758
300300 3 17{17{11{5{3 0.0623 0.0460 0.1293 582
4 14{13{8{4{3 0.0625 0.0460 0.01304 446
表 3.4 他の手法との推定誤差の比較
Methods Full-set Common Challenging FPS
Zhang et al [44] 0.0697 0.0558 0.1383 |
Ren et al [45] 0.0632 0.0495 0:1198 320
Proposed(250250, NB = 3) 0:0622 0:0462 0.1279 725
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3rd stage 4th stage 5th stage 
1st stage 2nd stage 

















1st stage 2nd stage 3rd stage 4th stage 5th stage (6th stage)
Time [ms] 545 646 747 849 950 (1053)








また，図 3.9は，特に 1段目および 2段目の画像の中心付近で，同じ画素が何度も特
徴量計算に使用されていることが分かる．提案手法は特徴量の計算に SIFT記述子を
利用しているが，SIFT記述子は本来，計算速度が遅いという問題点を持つ．ここで，
提案手法は 250  250 = 62; 500画素であることに注目する．一般的な SIFT記述子は
32 32 = 1024画素から計算される．また，今回使用した顔特徴点の数K = 68，多段
































































World coordinate system 




























u = [u v]>と定義する．uは透視投影変換によってスクリーン上の座標u = [u v]>
に写像される．
次に，透視投影変換について考える．テンプレート画像 I中の座標uを世界座標系
に変換した同次座標表現を xw = [xw yw zw 1]>とする．ただし，図 4.1に示すように，
テンプレート画像がXwYw平面上に配置される場合，zwは 0となる．したがって，u
の要素に zwと 1を付加したベクトルが世界座標系の同次座標表現となる．また，uを






264f 0 u0 00 f v0 0















R11 R12 R13 tx
R21 R22 R23 ty
R31 R32 R33 tz









および v0は定数である．また，(4.2)式におけるRijは 3次元回転行列Rの i行 j列の
要素，t = [tx ty tz]>は平行移動に関するパラメータである．ただし，3次元回転行列は




264 cos p 0 sin p0 1 0
  sin p 0 cos p
375
2641 0 00 cos y   sin y
0 sin y cos y
375




















ここで，これら二つのパラメータを合わせて p = [t> >]>とする．したがって，行列
に変数は 12個存在するが，自由度は 6である．このとき，(4.1)式と (4.2)式を用いた
透視投影変換を，新たにパラメータ pを用いて次式で表現する．
u =W(u;p) (4.4)




























































































































264R11 R12 R13 R11zw  R13xw R13yw  R12zw R12xw  R11ywR21 R22 R23 R21zw  R23xw R23yw  R22zw R22xw  R21yw
















































































































































ラメータの推定値をそれぞれ I 0，p0とする．また，テンプレート画像 IにK個の特徴




る．K = 5における例を図 4.3に示す．
このとき，前の時刻の入力画像 I 0の特徴点 fa0kgKk=1が，現時刻の入力画像 Iにおいて
どの位置に対応するかを考える．時系列で連続した画像間において，前の時刻の画像中
の特徴点をその次の時刻の画像から検出する処理は，特徴点追跡と呼ばれる．したがっ
て，前の時刻の入力画像 I 0および特徴点 fa0kgKk=1が与えられたとき，現時刻の入力画
像 Iに対して特徴点追跡を行うことで，現時刻の特徴点 fakgKk=1が求められる．
特徴点追跡では，オプティカルフロー [127]と呼ばれる手法が最も一般的に採用され




















前の時刻の入力画像 I と特徴点 fa0kgKk=1を用いて，現時刻の入力画像 I に対するオ
プティカルフローを求めることで，現時刻の特徴点 fakgKk=1が得られたとする．次に，
K個の特徴点を用いて，平面画像追跡のパラメータ pを求めることを考える．この問














W(ak;p0 +p)  ak2 (4.25)













































Test image (Lena) 
Template image 
図 4.5 テスト用画像 (Lena)とテンプレート画像
第 2ステップ




















選んだ．テスト用画像は 512 512画素，テンプレート画像は 50 50画素の解像度を
持ち，両者とも 8ビット量子化によりグレースケール化されている．







tx(t) = 50 sin(0:055t+ 11)
ty(t) = 50 sin(0:050t+ 10)
tz(t) = 50 sin(0:045t+ 9) + 100
p(t) = 0:25 sin(0:040t+ 8)
y(t) = 0:25 sin(0:035t+ 7)
r(t) = 0:25 sin(0:030t+ 6)
(4.31)
また，シミュレーション用のチャープ信号として次式の関数を使用した．
tx(t) = 50 sin(0:00055t
2)
ty(t) = 50 sin(0:00050t
2)
tz(t) = 50 sin(0:00045t
2) + 100
p(t) = 0:25 sin(0:00040t
2)
y(t) = 0:25 sin(0:00035t
2)






























































































































































































































































































































































































































































































































































































































図 4.9 平面画像追跡シミュレーションの結果 (チャープ信号・従来手法)
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図 4.10 平面画像追跡結果の例 (正弦波信号・提案手法)
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表 4.1 二乗平均平方根誤差 (正弦波信号)
Method tx[pix.] ty[pix.] tz[pix.] y[rad] p[rad] r[rad]
Proposed 0.04 0.04 0.31 0.007 0.006 0.001
Conventional 0.04 0.04 0.29 0.008 0.012 0.004
表 4.2 二乗平均平方根誤差 (チャープ信号)
Method tx[pix.] ty[pix.] tz[pix.] y[rad] p[rad] r[rad]
Proposed 0.05 0.05 0.32 0.009 0.005 0.001























表 4.3 1フレームあたりの平均計算時間 (正弦波信号)
Method Proposed Conventional
Time[ms] 1.520.59 3.411.61
表 4.4 収束までに必要な解の平均更新回数 (正弦波信号)
Method Proposed Conventional





































































































































論文で用いるK = 10の簡易頭部モデルの例を示す．簡易頭部モデルは，顔の 3次元形
状を円柱モデルによって近似している．また，このモデルはユーザの無表情正面画像で






Reference image Input image 
Extracted patches Reference patches 
II¤




同時に基準パッチ画像 fT k gKk=1も生成される．ここで，パッチ画像の画素数はM であ
り，これらはすべてグレースケール画像として与えられる．また，基準顔画像 Iと基準
パッチ画像 fT k gKk=1は，事前に作成される．







Reference image Reference point detection Reference patch detection 
I¤ I¤ I¤
図 5.3 簡易頭部モデルの初期化

















点のXm方向の移動量を d1，口角の特徴点の Ym方向の移動量を d2，眉の特徴点の Ym













簡易頭部モデルのパラメータは，並進 t = [tx ty]>，スケール s，3次元回転角  =
[y p r]
























Tk(p; I)  T k 2 (5.2)
この式は，入力画像 I，状態パラメータ pにおける抽出パッチ画像 fTk(p; I)gKk=1と
基準パッチ画像 fT k gKk=1の全輝度値の差分の二乗和を意味する．全輝度値の差分の二



















Z(T ;T ) =
PM
m=1(Tm   T )(T m   T )qPM


















Tmおよび T mはそれぞれ T および T のm番目の画素の輝度値である．ZNCCは，



























































プル集合 Stjt 1 = fs(1)tjt 1; : : : ; s(N)tjt 1gの重み (尤度)の計算に用いられる．以下に，Oka
ら [119]によって提案された適応的拡散制御に基づくパーティクルフィルタを用いた顔
特徴点追跡手法の流れをまとめる．













!(vt 1)  N (0; diag((vt 1))2)



































































= (1 + s)R0()(mk +kd) + t
(5.12)
ここで，R0()は (4.3)式の回転行列の一番下の行を削除した 2  3の行列，kは k
番目の特徴点の表情変化情報を保持する 3 3の定数行列である．kをK個連結させ
た行列 [>1    >K ]>は，2.2節で述べたPDMにおける行列W に対応している．写像
Pを用いた平行投影の例を図 5.4に示す．この例では，写像P10により，10番目の特徴





































































Pk(mk;p0 +p)  ak2 (5.14)
ただし，(5.14)式は非線形最適化問題であり，直接解を求めることはできない．した






























































= R0(0)(mk +kd0) (5.20)
@Pk
@y
= (1 + s0)R0(0)
264 0 0 10 0 0
 1 0 0
375 (mk +kd0) (5.21)
@Pk
@p
= (1 + s0)R0(0)
264 0 0 00 0  1
0 1 0
375 (mk +kd0) (5.22)
@Pk
@r
= (1 + s0)R0(0)
264 0  1 01 0 0
0 0 0
375 (mk +kd0) (5.23)
@Pk
@d1












































































Capture new frame image 
Compute optical flow 
and p^Ã ~p ¾ Ã ¾0
¾ Ã ´¾
Compute    by 
least squares method  
~p
fp(n)gNsn=1      Sampling       
     from 

















新する．したがって，サンプルの重みの算出回数は合計でN = Ns Ni回となる．ま
た，サンプリングの過程において，分散を減衰係数 で減衰させることで，粗密探索の
















から 10秒後および 15秒後に照明を切ることで輝度値が低下し，20秒後および 25秒後
に照明を点けることで輝度値が上昇している．これらのデータセットにおいて，15名





簡易頭部モデルのパラメータは，実験的に  = 0:1， = 10:0とした．基準パッチ画






だし，1は全要素が 1の 9次元ベクトル)，Ni = 100，Ns = 1000， = 0:51=Niを用いて
おり，簡易頭部モデルの初期化を最初の 1フレームで行っている．このとき，合計サン




0 =   SD( p  ~p) (5.32)
ただし，SD()は要素ごとに標準偏差を求める演算子，は定数パラメータである．







案分布の設計に基づく手法 [132]に倣い， = 2とした．
テスト用動画像データセットに用いるパラメータとして，合計サンプル数N は 1000
および 120の 2種類に設定した．表 1.3に示すように，N = 1000は一般的なパーティ
クルフィルタで用いられる値として設定した．また，合計サンプル数を極端に削減した
場合としてN = 120とした．さらに，両者においてNi 2 f1; 2; 3; 4; 5; 6; 8; 10; 11gとし，











処理ライブラリとしてOpenCV1.1，Playstation Eyeの SDKとしてCL Eye SDKを使


















表 5.1 粗密探索アルゴリズムにおけるパラメータの影響 (N = 1000)
Ni 1 2 3 4 5 6 8 10 11
Ns 1000 500 333 250 200 167 125 100 91
RMSE [deg.] 2.45 1.89 1.67 1.63 1.61 1.58 1:57 1.63 1.71
表 5.2 粗密探索アルゴリズムにおけるパラメータの影響 (N = 120)
Ni 1 2 3 4 5 6 8 10 11
Ns 120 60 40 30 24 20 15 12 11
RMSE [deg.] 2.95 2.68 2:67 2.80 2.91 3.03 3.30 3.54 3.77
ここで，E(p1;p2)は状態ベクトル p1および p2の回転角パラメータ 1および 2に
関する誤差であり，二つの回転行列間のスピン軸の回転角を意味する．したがって，理
論値の回転角と推定した回転角に関する二乗平均平方根誤差 (Root mean square error:
RMSE)を最小にするパラメータNs，Ni，および を求める．
粗密探索アルゴリズムのパラメータNiおよびNsの組み合わせを変更したときの全
被験者の顔特徴点追跡結果への影響を表 5.1および表 5.2に示す．表 5.1はN = 1000の
結果，表 5.2はN = 120の結果である．また，各結果において，はRMSEが最小とな
る値を選択した．ただし，顔特徴点追跡が失敗したフレームに関してはRMSEの計算
から除外している．また，Ni = 1は粗密探索を用いずに 1回の状態推定で推定値を求
めた結果を意味する．
これらの結果より，同じ合計サンプル数N の結果においても，NiとNsの組み合わ
せを変更させることでRMSEが変化することが示された．また，N = 1000とN = 120
の両者において，粗密探索によりサンプリングと推定値の更新を複数回繰り返すこと
で，RMSEが減少することを明らかにした．
N = 1000の場合において，最小のRMSEを示す結果はNi = 8，Ns = 125，および
 = 0:9のときであった．また，粗密探索を用いない場合のRMSEが 2.45 deg.であった
のに対し，最小のRMSEは 1.57 deg.であり，約 36%RMSEが減少した．一方，N = 120




































































































































































Optimal track Proposed (N=120)
































































































































Optimal track Conventional (N=1000)





























































































































































































































































































図 5.10 顔特徴点追跡実験の結果の例 (照明条件変化・従来手法)
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Methods # tracking failures Failure rate [%]
Conventional (N = 1000) 598 4.42
Proposed (N = 1000) 2 0.01
Proposed (N = 120) 12 0.09
表 5.4 照明条件の変化を含むデータセットにおける追跡失敗フレーム数の比較
Methods # tracking failures Failure rate [%]
Conventional (N = 1000) 0 0
Proposed (N = 1000) 239 1.17
Proposed (N = 120) 451 3.34
表 5.5 テスト用動画像データセットにおけるRMSEの比較
Methods tx[pix.] ty[pix.] s[%] y[deg.] p[deg.] r[deg.]
Conventional (N = 1000) 0.56 0.30 1.02 1.96 3.18 0.29
Proposed (N = 1000) 0.20 0.16 0.56 0.91 0.88 0.13
Proposed (N = 120) 0.33 0.25 0.98 1.53 1.67 0.18
法はこれらの動きに対しても頑健に顔特徴点追跡が可能であることが示された．
表 5.3および表 5.4に追跡失敗したフレーム数の比較，表 5.5にRMSEの比較を示す．
表 5.3より，予期せぬ動きを含むデータセットにおいて，提案手法は従来手法より顔特
徴点追跡の失敗が少ないことが分かる．これは，N = 1000だけでなくN = 120の場合
においても同様であり，提案手法は少ないサンプル数で従来のパーティクルフィルタよ
り失敗の少ない顔特徴点追跡を実現している．また，表 5.5のすべての平行移動および










図 5.12 手振れ中の顔特徴点追跡結果の例 (左:入力画像，右:結果)
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(linear uniform motion model) 
Low ------ Weight ------ High 





















表 5.6 パーティクルフィルタの予測値および第 1ステップの近似解のRMSE
Model tx[pix.] ty[pix.] s[%] y[deg.] p[deg.] r[deg.]
Random walk 7.26 3.39 1.38 1.89 2.32 2.93
Linear uniform 3.33 1.83 1.62 1.66 1.97 1.32
1st step (once) 0.24 0.17 1.31 1.23 1.54 0.57















特徴点追跡システムを構築した．本研究では，Windows 8 OS，Intel Atom Z2760 プロ
セッサ，2GBメモリによって構成されるタブレット機器を用いた．また，5.4節で述べ
た汎用 PCを計算時間の比較用に用いる．
汎用 PCを用いた時の提案手法による顔特徴点追跡の計算時間は，N = 1000の場合
で 13.5msであった．一方，モバイル機器を用いた場合の計算時間は 1フレームあたり
92.0msであった．このため，汎用PCでは 30fpsの実時間動作が可能であるが，モバイ
ル機器では実時間動作は困難である．また，N = 120の場合は汎用PCで 2.8ms，モバ
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