Abstract-In this paper, we develop for the first time a method of estimating the DOA parameters assuming noncircular and spatially and temporally correlated signals. The new approach is based on the two-sided IV-SSF method (instrumental variable signal with subspace fitting). It will be shown that our newly developed method outperforms the classical two-sided IV-SSF in terms of lower bias and error variance. Its performance improvement increases as the noncircularity rate increases. Moreover, this improvement is more prominent at low SNR values. We also derive for the first time an analytical expression for the stochastic Cramér-Rao bound (CRB) of the DOA estimates from spatially and temporally correlated signals generated from noncircular sources. The new CRB is compared to that of circular and temporally correlated signals. It will be shown that the CRB obtained assuming both noncircular sources and temporally correlated signals is lower than the CRB derived considering only the temporal correlation. This illustrates the potential gain that both the noncircularity and the temporal correlation provide when considered together.
I. INTRODUCTION
The problem of estimating the direction-of-arrival (DOA) for multiple plane waves impinging on an arbitrary array of sensors has received considerable attention in array signal processing over the last few decades. As a consequence of this research effort, many DOA estimators have been extensively studied, assuming different data models. Indeed, in a standard DOA estimation model, snapshots are assumed to be independent and identically distributed (iid). For this model, several methods have been intensively studied assuming the signals to be generated from circular sources. The well-known estimators derived in this case are the deterministic (or conditional) and the unconditional maximum likelihood (ML) estimators [1] , the MUltiple SIgnal Classification (MUSIC) estimator [2, 3] and the Method Of DOA Estimation (MODE) technique [4] .
Unfortunately, the iid assumption considered in the aforementioned estimators pauses a challenging limitation on the applicability of the results in the real world and results in some practical difficulties. Therefore, efforts have been directed to considering more realistic models assuming the signals to be temporally correlated and generated from circular sources. In this context, two methods based on an instrumental variable (IV) approach were developed assuming the signals to be temporally correlated and circular Gaussian distributed, in the situation of unknown noise spatial covariance matrix [5, 6 ].
Yet, noncircular complex signals, for example binary phase shift keying (BPSK) and offset-quadrature-phase-shift-keying (OQPSK) modulated signals, are frequently encountered in digital communications. Therefore, more recently, some works have dealt with the derivation of new algorithms that exploit the noncircularity property of the signals [7, 8] . These works show the potential benefit related to the noncircularity property. More recently, Haddadi, Nayebi and Aref have proposed in [9] a new algorithm which presents an improved version of the method developed in [6] , but still for circular signals. But to the best of our knowledge, no contributions have dealt so far with the problem of estimating the DOA assuming the signals to be both spatially and temporally correlated and also generated from noncircular sources. Therefore, the aim of this work is to show the potential benefit of both temporal correlation and noncircularity of the signals considered together that could be gained in DOA estimation.
In fact, we propose for the first time an algorithm that extends the recent method developed in [9] assuming circular signals to the case of noncircular signals. Furthermore, we derive for the first time an explicit expression for the CRB of the DOA estimates from spatially and temporally correlated Gaussian distributed signals generated from noncircular sources.
This paper is organized as follows. In section II, we introduce the system model and assumptions. In section III, we formulate the newly proposed algorithm and discuss its statistical properties. In section IV, an explicit expression of the DOA CRB assuming spatially and temporally correlated signals generated from noncircular sources will be derived. In section V, some simulation results will be presented and some concluding remarks will be drawn out. 
where
. Now, assume that the transmitted signals x(t) are generated from noncircular sources. This means that E{x(t)x T (t)} = 0 contrarily to circular signals (where only E{xx H } = 0). Otherwise, the transmitted signals {x(t)} t=1,2,...,N are supposed to be zero-mean complex noncircular, temporally and possibly spatially correlated with conjugated and unconjugated covariance matrices P NK×NK and P NK×NK , respectively defined as follows , th block of the block matrix P, P ik , represents the first space-time covariance matrix of the signals and is defined as
Moreover, the ik , th block of the block matrix P , P ik , represents the second unconjugated spatial covariance matrix of the transmitted signals and is defined as
The noise is assumed to be zero-mean Gaussian complex circular, possibly spatially correlated and temporally white with covariance matrix
where C(t) is defined by C(t) = E{w(t)w H (t)}. Moreover, I p is the (p × p) identity matrix. Consequently, the received signals are zero-mean complex noncircular, temporally and possibly spatially correlated with conjugated and unconjugated covariance matrices R NL×NL and R NL×NL , respectively, as follows
with
In this paper, we consider the same assumptions A1, A2 and A3 recently introduced in [6] as follows:
• A1) It is assumed that K < L and that for any set of distinct DOA parameters θ 1 , . . . , θ K , the vectors {a(θ 1 ), . . . , a(θ K )} are linearly independent. Furthermore, a(θ) is assumed to be differentiable with respect to θ and the true parameter vector θ 0 is an inner point of the set of parameter vectors of interest.
• A2) The transmitted signals {x(t)} t=1,2,...,N are assumed to be independent from the noise components {w(t)} t=1,2,...,N .
• A3) Define the first cross-covariance matrix of the transmitted signals at time lag k as follows:
and introduce the matrix of stacked first cross-covariances as follows
The signals are assumed to exhibit a "sufficient" temporal correlation so that no column of J is identically zero and so that the rank of J , denoted μ, satisfies μ > 2K − L.
III. DERIVATION OF THE NEW DOA ESTIMATION METHOD
In this section, we propose a significant extension of the IV-SSF method derived in [9] for circular signals to noncircular signals.
A. Extended IV-SSF method
Consider the two-sided instrumental variables vector defined in [9] by
where M is an even integer, superior to 2. In order to take advantage of the signal noncircularity, we define the extended two-sided instrumental variables vector as follows:
Now, we introduce the first cross-covariance matrix of the transmitted signals at time lag k as defined in (11) and the second cross-covariance matrix of the transmitted signals at time lag k as follows:
We also define the extended cross-covariance of the received data and the corresponding instrumental variable as follows:
where y(t) is the extended received vector defined as
The extended cross-covariance matrix can then be written as
where Σ = E φ(t)y H (t) and Σ = E φ(t)y T (t) . Otherwise, Σ and Σ can be shown to verify
where J is defined in (12) and A M and J are defined as follows
being defined in (14). Consequently, the extended cross covariance matrix of the received data and the corresponding instrumental variable can be simply written as:
where 0 p×q represents the (p × q) null matrix. Moreover, we define the extended instrumental variable covariance matrix as follows
where Φ = E φ(t)φ H (t) and Φ = E φ(t)φ T (t) . Consider here the assumption A3. We denote μ the rank of J . Then, we have μ ≤ μ ≤ 2μ. Moreover, we consider the assumption A1. The matrix A has a full rank. Therefore, the matrices A M and A M have full ranks. Consequently, we have rank( Σ) = rank( J ) = μ . The singular value decomposition (SVD) of the matrix Φ − 1 2 Σ yields the following result Φ
where rank( Δ s ) = rank( Σ) = μ . From (22) and (24), we show that the range space of V s is contained in the one of A. Consequently, there exists a full rank 2K × μ matrix T such that
Now, we define the sample estimates Σ and Φ as follows:
The SVD of the matrix Φ − 1 2 Σ yields the following result
where the matrix Δ s contains the μ largest singular values. Therefore, we obtain, similarly to the result obtained in [6] , the following separable least-squares problem
Minimizing (29) with respect to T yields the following criterion function:
This criterion is shown to be statistically equivalent to:
R 0 represents an estimate of R 0 = E{ y(t) y H (t)}.
B. Statistical properties
The minimizer of (31) converges with probability one (w.p.1) to the true parameter vector θ 0 . Moreover, from standard statistical theory, the asymptotic error covariance matrix is given by this following expression
with V (.) and V (.) being the gradient of V (.) previously defined in (32) with respect to θ and the Hessian matrix, respectively. After some algebraic manipulations (see appendices A and B), we obtain the following expressions for H and Q
Consequently, the asymptotic covariance matrix of θ is given by
.
(41)
For circular signals, we have J = 0 KM×K and Φ = 0 LM×LM . Therefore, (41) reduces to 
IV. NEW CRB FOR NONCIRCULAR GAUSSIAN DISTRIBUTED AND TEMPORALLY CORRELATED SIGNALS
To derive the CRB of the considered model, we assume that the noise is circular Gaussian distributed and the noise covariance matrix C is known (possibly up to a multiplicative scalar). Then, we define the parameter vector as follows
where θ, introduced in section II, represents the directions of the narrowband sources and β is defined by
We also define the vector y N as
Moreover, we introduce the following extended vector y N
with P and P being previously defined in (3) and (4), respectively, and
Following the same steps of [11] , we obtain the following expression of [CRB]
After tedious algebraic manipulations, we obtain the following expression of CRB(θ) for temporally correlated signals generated from noncircular sources
where A is defined in (10) and Btr K denotes the block trace defined by Btr
V. GRAPHICAL REPRESENTATIONS
In this section, we present some graphical representations to show the performance of our new extended version of the classical two-sided IV-SSF method and to illustrate the new CRB bounds for comparisons.
Throughout this section, we consider a complex noncircular Gaussian signal with noncircularity rate ρ and noncircularity phase φ = π/2. This signal impinges on a uniform linear array of 4 sensors separated by a half-wavelength. We consider a single source (for the sake of simplicity) located at θ = 0.2 radians with respect to the normal of the array broadside. The number of instrumental variables is set to M = 2. Moreover, 10000 independent simulation runs have been performed to obtain the empirical performance measures. The temporal correlation of the signal is simulated via filtering the complex noncircular Gaussian signal with an FIR filter with relative tap weights
which is then normalized to give a unit-energy filter. The estimates are calculated using a coarse search with grid size 0.001. In Fig. 1 , the bias and the standard deviation of the estimates of θ of our extended two-sided IV-SSF method are presented versus the SNR for N = 100 snapshots and compared to those of the two-sided IV-SSF method derived in [9] for circular sources (referred to as circular method). We see from this figure that the extended two-sided IV-SSF outperforms the circular method in terms of both lower bias and lower standard deviation. The improvement made by our extended two-sided IV-SSF is more pronounced at low SNR values.
We also see from Fig. 1 that the bias becomes negligible, especially at high SNR values for both versions. Therefore, it is still rewarding to compare the performance of the extended and the circular methods to the square root of the CRB noncir/cor and CRB cir/cor , respectively, which is depicted also in Fig.  1 . To represent these CRBs, we define the first and the second (unconjugated) signal space-time covariance matrices by P = P t P and P = P t P , respectively, where P and P are the covariance matrices of the noncircular complex Gaussian signal. Moreover, P t represents the temporal We also show that CRB noncir/cor < CRB cir/cor . This illustrates the potential gain that both the noncircularity and the temporal correlation offer when considered together. Now, in Fig. 2 , the bias and the standard deviations of the estimates of θ of the two methods are presented versus the number of snapshots N for SNR= 0 dB and ρ = 1. It can be seen from Fig. 2 that the extended two-sided figure that the improvement made by the extended two-sided IV-SSF method increases as the noncircularity rate increases. Moreover, this improvement is more prominent at low SNR values.
VI. CONCLUSION
In this paper, we developed for the first time a method for estimating the DOA parameters assuming noncircular and spatially and temporally correlated signals. The new proposed method extends the well known two-sided IV-SSF approach to noncircular and time-correlated signals. We proved that our newly proposed method outperforms the classical two-sided IV-SSF method in terms of lower bias and error variance. We also derived for the first time an explicit expression for the stochastic Cramér-Rao bound (CRB) of the DOA estimates for spatially and temporally correlated signals generated from noncircular sources. This CRB was compared to that of circular temporally correlated signals. We showed the potential gain that both the noncircularity and the temporal correlation provide when considered together.
APPENDIX A -DERIVATION OF H
Starting from (37), we obtain similarly to [6] 
