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Re´sume´
Les travaux re´alise´s en calcul de structure induisent une croissance constante du
nombre de mode`les et de me´thodes de conception a` conside´rer. L’architecture du logiciel
liant mode`les et optimiseurs est cruciale pour capitaliser ces connaissances et ne pas bri-
der la conception. Le logiciel LAMKIT fe´de`re un ensemble de mode`les semi-analytiques
d’analyse de stratifie´s composite et des me´thodes d’optimisations. Le mode`le d’interface
oriente´e objet entre la simulation et l’optimisation mis en œuvre dans LAMKIT est de´crit.
1 Introduction
Les progre`s re´alise´s dans les domaines de l’analyse de structures et de l’optimisation
accroissent en permanence la complexite´ de la conception qui, s’attachant a` re´soudre des
proble´matiques plus comple`tes (conception en pre´sence d’incertitudes, se´lection de mate´riaux
et dimensionnement simultane´s, . . .), doit a` la fois prendre en compte davantage de mode`les
physiques et davantage d’algorithmes d’optimisation. L’architecture du programme qui met
en œuvre les mode`les structuraux et les algorithmes d’optimisation devient aujourd’hui cru-
ciale pour capitaliser ces connaissances, sans que les possibilite´s de la conception ne soient
limite´es par le poids de la programmation. Dans le domaine des e´le´ments finis, la complexite´
logicielle a e´te´ reconnue comme une pierre d’achoppement il y a plus de 10 ans et des solu-
tions par programmation oriente´e objet (POO) propose´es (e.g., [2]). L’apport de la program-
mation oriente´e objet pour la conception est plus re´cent ([4]).
Le logiciel LAMKIT ([3]) est pre´sente´ ou` une attention particulie`re est porte´e a` l’interface
entre les modules d’analyse et les me´thodes d’optimisation. Ce logiciel fe´de`re un ensemble
de mode`les analytiques ou semi-analytiques de plaques composites et des optimiseurs per-
mettant des formulations diverses de proble`mes de conception. Un exemple de proble`me
couplant se´lection de mate´riaux et dimensionnement est donne´.
SIMULATION_ENV* env;
virtual void read(ASCII_FILE &  file);
virtual bool verification();
virtual void update_simulation_env() = 0;
OPT_VARIABLE
virtual void read(ASCII_FILE & file);
file) = 0;
SIMULATION_ENV* env;
double ref_value;
virtual bool verification();
virtual double calculate() = 0;
virtual void read(ASCII_FILE & file);
CRITERION
virtual double calculate_unnormed_crit();
LIST<CRITERION*> all_criteria;
LIST<int> index_of, index_constraints;
LIST<MECH_SYST*> mech_syst;
STRUC_TYPE* structure;
void execute_simulation();
VECTOR calculate_criteria(LIST<int> index, 
SIMULATION_ENV
      cont_variables, disc_variables;
SIMULATION_ENV*  env;
LIST<OPT_VARIABLE*> variables,
bool raw_criteria;
VECTOR run_simulation(LIST<int> act_criteria);
VECTOR of_monocriterion();
VECTOR of_multicriterion();
virtual bool verification();
virtual void read(ASCII_FILE & file);
virtual void read_convergence(ASCII_FILE & 
virtual void optimize() = 0;
OPTIMIZER
VECTOR contraints_monocriterion(); void update_model(STRING name, VECTOR  );
VECTOR get_result(STRING name);
bool unnormed_criteria);
FIG. 1 – Vue d’ensemble de l’interface simulation-optimisation.
2 Interface simulation-optimisation
2.1 Une interface interne
Un programme de mode´lisation peut eˆtre interface´ avec l’optimisation de manie`re interne
ou externe.
Dans le cas d’une interface externe, au moins deux programmes exe´cutables (la simula-
tion et l’optimiseur) dialoguent par fichiers ou par signaux. Une interface externe requiert
typiquement un sous-programme de traduction du vecteur des variables d’optimisation vers
le fichier de mise en donne´es de la simulation, et re´ciproquement, des fichiers re´sultats de
simulation vers les fonctions objectifs et contraintes de l’optimisation. L’interface externe
est utilise´e dans les projets ou` l’optimisation n’a pas e´te´ pre´vue au de´part. Ses inconve´nients
sont que le traducteur doit eˆtre re´-e´crit a` chaque nouveau mode`le et que la lecture des donne´es
doit eˆtre inte´gralement recommence´e a` chaque analyse, meˆme si les variables d’optimisation
affectent une faible portion de l’analyse, ce qui repre´sente une perte de ressources informa-
tiques. Il faut ne´anmoins signaler que des logiciels utilisant des interfaces externes proposent
des solutions ergonomiques pour le traducteur (les “templates” dans [8] et les classes utili-
taires IOFilter dans [4]).
D’autres programmes contenant des possibilite´s de simulation et d’optimisation (e.g., [7])
ont recours a` des interfaces internes permettant une gestion sur-mesure de la mise en me´moire
des donne´es. L’inconve´nient potentiel d’une interface interne est de trop brider les possibi-
lite´s de formulations de proble`mes de conception en de´finissant de manie`re non-e´volutive
variables et crite`res d’optimisation.
2.2 Style de programmation
Contrairement aux langages de programmation se´quentiels (FORTRAN, C, BASIC, PAS-
CAL, . . .), les langages oriente´s objet tels que le C++ ([9]) permettent de cre´er des types de
variables et leurs fonctionnalite´s (objets). L’utilisation d’objets spe´cifiques au proble`me traite´
re´sulte en des expressions plus directes que les langages se´quentiels.
Les descriptions de programme qui suivent utilisent des notions de programmation oriente´e
objet (POO), du pseudo-C++, mais de nombreux de´tails du langage sont omis. En effet, l’ar-
ticle vise a` de´crire un mode`le de programmation (ou “pattern”, cf. [5]), c’est a` dire comment
des objets interagissent, sans entrer dans le de´tail de comment chaque objet est programme´.
Le style de programmation de LAMKIT s’inspire des travaux pre´sente´s dans [2]. La com-
position d’objets (un objet contenant un pointeur vers un autre objet) constitue le mode`le le
plus souvent employe´ pour traduire une relation “l’objet A a un objet B”. La relation “est
un” est, classiquement, obtenue par he´ritage simple. Ces deux mode`les de programmation
permettent d’e´viter, dans la plupart des situations, l’he´ritage multiple, ce qui est souhaitable.
Une technique de “fabrique d’objets” (“object factory”, cf. [5]) vient s’ajouter a` la composi-
tion d’objets et rend l’installation des objets entie`rement dynamique dans le programme. Des
classes utilitaires telles que des conteneurs ge´ne´riques (LIST<>), des classes mathe´matiques
(VECTOR), . . ., sont employe´es par la suite sans autre forme de commentaires.
2.3 Un mode`le d’interface simulation-optimisation
Les ingre´dients de tout proble`me d’optimisation, a` savoir un algorithme d’optimisation,
des variables x et des crite`res (les fonctions objectifs f et les contraintes g) constituent les
classes de base de l’interface, OPTIMIZER, OPT VARIABLE et CRITERION, respective-
ment. Une classe supple´mentaire, SIMULATION ENV, contient l’environnement de simula-
tion. Une vue d’ensemble de l’interface est donne´e sur la figure 1.
OPTIMIZER a deux roˆles : il contient les algorithmes d’optimisation, et il fournit des va-
riables et fonctions utilise´es par la plupart des optimiseurs. OPTIMIZER est la classe de base
d’optimiseurs e´volutionnaire mono et multi-crite`res en variables mixtes ([1, 6]) ainsi que d’un
algorithme d’e´tude parame´trique. OPTIMIZER de´finit deux fonctions abstraites pures (qui
doivent eˆtre spe´cifie´es dans les classes de´rive´es), optimize() et read convergence().
OPTIMIZER permet donc de rendre le logiciel inde´pendant des algorithmes d’optimisation
particuliers. L’autre roˆle d’OPTIMIZER est de contenir et d’instancier les variables d’opti-
misation, et de fournir des fonctions pour calculer une ou plusieurs fonctions objectifs (cas
mono et multi-crite`res) et des contraintes.
OPT VARIABLE est la classe de base des variables d’optimisation discre`tes et continues.
Sa premie`re responsabilite´ est de factoriser les fonctions communes a` toutes les variables
de meˆme nature mathe´matique. Par exemple, toutes les variables continues ont une valeur
de re´fe´rence et des fonctions de normalisation et de´normalisation. La seconde responsabilite´
LAMINATE
LIST<LAYER*> its_layers
read(),write(),calc_ABD(),
calc_CTE(),change_orientations()
orientations
read(),write(),calc_macro_prop()
thickness, macro_prop
LIST<FAILURE_CRIT*> fc
LAYER
read(),write(),calculate()
FAILURE_CRIT FAIL_HILL
FAIL_HOFFMAN
FAIL_WU
...
MATRIXMAT
E,nu,G, ... E1,E2, ...
FIBER
FIBER* its_fiber
MATRIXMAT* its_matrix
MICROLAYER
homogenize()
MICROCHAMIS
MACROLAYER
STRUC_TYPE
read(),write(),execute()
LAMINATE thelaminate length,width
PLATEMECH_SYST
STRUC_TYPE* its_struc
read(),write(),execute()
CREEPBUCKLINGSTATICWET_AGEING
FIG. 2 – Vue d’ensemble des classes de la simulation.
d’OPT VARIABLE est de de´finir, dans la fonction abstraite pure update simulation-
env() comment une variable d’optimisation affecte un module de simulation. Les modules
de simulation sont accessibles par l’interme´diare d’un pointeur vers l’environnement de si-
mulation, env (cf. figure 1). En termes de POO, OPT VARIABLE est un adaptateur entre
OPTIMIZER et SIMULATION ENV car il joint ces deux classes dont les interfaces sont
a priori incompatibles. Des exemples typiques de classes de´rive´es d’OPT VARIABLE dans
LAMKIT, que nous reverrons en Section 3, sont les orientations de plis (discre`tes ou conti-
nues), les mate´riaux ou les nombres de plis (discrets).
CRITERION est la classe de base des crite`res d’optimisation, que ce soient les fonctions
objectifs, minx f(x) ou les contraintes, g(x) ≤ 0. Son roˆle est d’une part, d’aller chercher
des quantite´es dans le module de simulation (en ce sens, c’est aussi un adaptateur) et, d’autre
part, de re´aliser le calcul du crite`re dans la fonction calculate(). Par exemple, le crite`re
de de´formation longitudinale EPSX CRITERION, qui est de´finit comme |εx|/εrefx − 1, est
e´crit,
double EPSX_CRITERION::calculate()
{ VECTOR v = env->get_result("epsx");
return fabs( v[0]/ref_value-1. ; }
On note qu’un crite`re peut eˆtre calcule´ sous forme normalise´e ou non (fonction calculate -
unnormed crit()). Une cinquantaine de crite`res existent dans LAMKIT concernant les
coefficients de dilatations thermiques et hydriques, les rigidite´s, les crite`res de ruptures (de´formations
ou contraintes principales, Tsai-Wu, Hoffman, Tsai-Hill), le flambement, l’e´paisseur, ainsi
que les e´carts types des crite`res sus-cite´s.
SIMULATION ENV est une classe de l’interface assurant deux responsabilite´s. Tout d’abord,
elle tient lieu de “fac¸ade” a` la simulation, c’est a` dire qu’elle est une interface simple entre
****optimize
multievolution values 1 2 3 ... (de meˆme avec les
***variables init 2 2nd et 3ie`me plis)
**ranked matl *specific ***criteria
*discrete seq 1 thickness 0.005
name m1 lam type BS buckling 30.0
values GE CEHR CEHM **disc ply angle maxeto1 1.0
init CEHM *discrete maxeto2 1.0
*specific name t1 Ex 85.e+9
seq 1 values 0 45 90 Ey 45.e+9
lam type BS init 45 ***convergence
**nb ply *specific (parame`tres de l’algo.
*discrete seq 1 multievolution)
name n1 lam type BS
FIG. 3 – Fichier de mise en donne´es pour optimisation multi-crite`res.
les optimiseurs et les nombreux et changeants modules de simulation. Un acce`s parame´tre´ a`
toutes les classes constituant la simulation est donne´ par les fonctions get result
(STRING ) et update model(STRING, VECTOR ). Ces deux fonctions utilisent un
parame´trage de la simulation programme´ au moyen de classes comme, par exemple pour les
parame`tres re´els, IO DBL PARAMETER,
class IO_DBL_PARAMETER {
protected :
static LIST<STRING> all_names;
static LIST<IO_PARAMETER*> all_params;
STRING name;
double value; ...
public :
IO_DBL_PARAMETER(double );
operator double();
double get(STRING name_parameter);
void set(STRING name_parameter, double new_value);
... };
Les listes statiques de noms et de pointeurs vers des parame`tres permettent d’acce´der a` n’im-
porte quel parame`tre n’importe ou` dans le programme au moyen d’une instance de classe
cherchant son pointeur au moyen de son nom. Ces ope´rations sont re´alise´es dans les fonc-
tions set(STRING ) et get(STRING, double). Le constructeur a` partir de double
et l’ope´rateur double rendent un double et un IO DBL PARAMETER interchangeables.
Il suffit donc de remplacer un double dans la simulation par un IO DBL PARAMETER
pour qu’il soit accessible depuis SIMULATION ENV. SIMULATION ENV contient en outre
des pointeurs vers les classes principales de la simulation qui sont la structure (ge´ome´trie et
mate´riau, classe STRUC TYPE) et l’analyse me´canique re´alise´e sur la structure, MECH SYST.
La figure 2 sche´matise comment, a` partir de ces deux classes, les autres modules d’analyse
de stratifie´s de LAMKIT sont organise´s.
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FIG. 4 – Projection du front de Pareto approche´ pour le proble`me
de choix de mate´riaux. HN et λN sont les e´paisseurs
et charges critiques de flambement normalise´es, HN =
(e´paisseur/0.005− 1), λN = (1− λ/30).
En meˆme temps qu’elle est une fac¸ade, SIMULATION ENV ge`re la me´moire et les calculs
de simulation : lecture des donne´es (dans read(ASCII FILE)), mise a` jour de la simula-
tion pendant les ite´rations d’optimisation (fonction update model(STRING, VECTOR
)), exe´cution de la simulation puis calcul des crite`res au moyen de la liste de pointeurs
all criteria.
Graˆce a` ce mode`le d’interface, de nombreux proble`mes de conception peuvent eˆtre traite´s
car les variables sont continues, discre`tes ou mixtes et une grande varie´te´ de crite`res sont
disponibles. De plus, le style de programmation permet d’ajouter variables, crite`res et algo-
rithmes d’optimisation de manie`re non-intrusive pour le reste du logiciel.
3 Application a` la conception multi-crite`res de stratifie´s com-
posites
Lors des premie`res e´tapes d’un projet de conception, il est utile d’avoir un aperc¸u non
biaise´ des effets du choix des mate´riaux sur les crite`res. Une optimisation multi-crite`res est
alors indique´e car elle vise a` exhiber tous les compromis possibles entre les diffe´rents crite`res
(le front de Pareto). Un exemple de ce type d’analyse est maintenant re´alise´ avec LAMKIT.
La figure 3 montre le fichier de mise en donne´es optimisation. Les 9 variables, de´clare´es dans
la rubrique ***variables, sont le mate´riau (graphite-e´poxyde ou carbone-e´poxyde haute
re´sistance ou carbone-e´poxyde haut module), le nombre de plis (par type de plis) et l’orienta-
tion des fibres dans chaque pli. Le stratifie´ reste e´quilibre´ et syme´trique graˆce aux instructions
lam type BS. Les crite`res de conception sont de´clare´s dans la rubrique ***criteria :
il s’agit de minimiser l’e´paisseur, maximiser la charge critique de flambement, maximiser la
re´sistance a` la rupture pour des crite`res de |ε1| et |ε2| maximaux, et de maximiser les rigi-
dite´s longitudinales et transverses. L’algorithme d’optimisation multi-crite`res e´volutionnaire
(de type Niched-Pareto, [6]) est invoque´ par le mot cle´ multievolution. La plaque fait
35 cm de longueur et 20 cm de largeur et est soumise a` une charge compressive de 106 N
suivant x et extensive de 104 N suivant y.
L’exe´cution de l’optimisation multi-crite`res produit une approximation du front de Pa-
reto qui est une surface dans l’espace a` 6 dimensions des crite`res. Cette surface, ainsi que
de la population initiale (un ensemble de stratifie´s choisis au hasard), est projete´e dans le
plan (e´paisseur, flambement) sur la figure 4. On constate que l’optimisation multi-
crite`res ame´liore les solutions ale´atoires de la population initiale et, simultane´ment, pro-
pose des nouveaux stratifie´s e´pais, re´sistants au flambement. Le front de Pareto permet ici,
en pre´dimensionnement, d’estimer le nombre de plis souhaitables pour soutenir un charge-
ment donne´. On peut ensuite extraire du front de Pareto les solutions qui paraissent les plus
inte´ressantes. Par exemple, le stratifie´ suivant conjugue fibres a` haute re´sistance et a` haut mo-
dule : ((012)CEHR/(±45)CEHM9 /(020)CEHR)s. Il a une e´paisseur totale H = 1.25 cm, et
λflamb = 2.29, λmaxeto1 = 1.02, λmaxeto1 = 1.07,Ex = 81.69GPa,Ey = 25.75GPa.
On remarque comment les plis a` haut module, qui contribuent a` la rigidite´ de la structure, sont
de´saxe´s pour re´duire les de´formations principales.
4 Conclusions
Le logiciel LAMKIT c© EADS-CCR 2002 inte`gre l’interface oriente´e objet simulation-
optimisation de´crite a` des modules de simulation de plaques composites : calcul des rigidite´s,
des coefficients de dilatation thermique et hydrique, crite`res de rupture, flambement, calcul
probabiliste des proprie´te´s par la me´thode de Monte Carlo, analyse en fluage-relaxation, cal-
culs d’absorption d’humidite´. Il constitue la plate-forme logicielle du Centre de Recherche
d’EADS dans le domaine des mate´riaux composites et est constamment enrichi des avance´es
qui y sont effectue´es, tant en optimisation que dans le domaine du comportement des struc-
tures. Sous l’environnement Windows, LAMKIT dispose d’une interface graphique convi-
viale et intuitive, qui met ainsi a` porte´e des inge´nieurs un large spectre d’outils avance´s en
pre´-dimensionnement composite. Il est maintenu et distribue´ par EADS-CIMPA.
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