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Abstract
We analyze stochastic conditional gradient type methods for constrained optimization prob-
lems arising in over-parametrized machine learning. We show that one could leverage the
interpolation-like conditions satisfied by such models to obtain improved complexities for con-
ditional gradient type methods. For the aforementioned class of problem, when the objective
function is convex, we show that the conditional gradient method requires O(ǫ−2) calls to the
stochastic gradient oracle to find an ǫ-optimal solution. Furthermore, by including a gradient
sliding step, the number of calls reduces to O(ǫ−1.5). We also establish similar improved results
in the zeroth-order setting, where only noisy function evaluations are available. Notably, the
above results are achieved without any variance reduction techniques, thereby demonstrating the
improved performance of vanilla versions of conditional gradient methods for over-parametrized
machine learning problems.
1 Introduction
Consider the following constrained stochastic optimization problem:
min
x∈Ω
{f(x) := Eξ [F (x, ξ)]} , (1)
where f : Rd → R and Ω ⊂ Rd is a closed and convex set and ξ is a random vector characterizing
the stochasticity in the problem. In a machine learning setup, the function F could be interpreted
as the loss function associated with a sample ξ and the function f could represent the risk, which
is defined as the expected loss. Such constrained stochastic optimization problems arise frequently
in statistical machine learning applications. Conditional gradient algorithm, also called as Frank-
Wolfe algorithm, is an efficient method for solving constrained optimization problems of the form
in (1) due to their projection-free nature [Jag13, HJN15, FGM17, LPZZ17, BZK18, RDLS18]. In
each step of the conditional gradient method, it is only required to minimize a linear objective
over the set Ω. This operation could be implemented efficiently for a variety of sets arising in
statistical machine learning, compared to the operation of projecting on to the set Ω, which is
required for example by the projected gradient method. Hence, conditional gradient method has
regained popularity in the last decade in the optimization and machine learning community.
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Indeed, there has been extensive work in the past decade on analyzing stochastic conditional
gradient algorithm for optimization problems of the form in (1); see for example [GH13, HL16, LZ16,
RSPS16, Gha19] for an incomplete list. However, existing works do not take into account certain
favorable structures that are naturally available in modern machine learning problems. Specifically,
it has been noted that modern machine learning models are highly expressive and often times inter-
polate the training data [ZBH+16, HLVDMW17, LR18, MBB18, MRSY19, HMRT19]. Examples
include, logistic regression or support vector machine with squared-hinge loss that are trained with
linearly separable data [VBS19, VML+19, MVL+20] and deep neural networks [VBS19, BBM18].
From an optimization point of view, for the problem in (1) with Ω ≡ Rd, the above interpolation
condition means that at the optimal point, the gradient is not only zero (or close to zero) with
respect to function f , the risk function, but is also almost surely equal to zero for the random loss
function F . Such a scenario, helps to reduce the stochasticity in the gradient estimation process
which in turn results in improved complexity results for several stochastic optimization procedures.
Indeed in the recent past, several works have provided improved rates for algorithms like stochastic
gradient descent [NWS14, MBB18, BBM18, GLQ+19, VBS19, VML+19] and sub-sampled New-
ton’s method [MVL+20]. In particular, for several settings, the above works demonstrate that the
stochastic algorithm might perform as well as the corresponding deterministic counterpart. How-
ever, such works only study unconstrained optimization problems and do not have any consequences
for constrained stochastic optimization problems of the form in (1).
Hence, in this work we consider the following question: Can we obtain improvements in the
oracle complexity of algorithms used for projection-free constrained stochastic optimization problems
arising in the context of over-parametrized machine learning? We give a positive answer to the
above question by demonstrating that stochastic conditional gradient method, a projection-free
technique for solving constrained stochastic optimization problems, also enjoy improved oracle
complexities when they are used to solve constrained stochastic optimization problems of the form
in (1) under certain interpolation-like conditions. We elaborate on the specific form of improvement
observed, below. For stochastic conditional gradient algorithms, the oracle complexity is measured
in terms of number of calls to the Stochastic First-order Oracle (SFO) and the Linear Minimization
Oracle (LMO) used to the solve the subproblems arising in the algorithm. Under interpolation-like
assumptions (see Section 2 for the exact definitions) on the stochastic gradient, in this work we
make the following contributions to the literature on conditional gradient methods:
1. For the case of convex f in (1), we show that the number of calls to the SFO for the vanilla
stochastic conditional gradient method and stochastic conditional gradient sliding methods are
given respectively by O(ǫ−2) and O(ǫ−1.5). For comparison, without such assumptions, the
corresponding complexities are O(ǫ−3) and O(ǫ−2) respectively. The number of calls to the
linear minimization oracle (LMO) is of the order O(ǫ−1), in both cases.
2. We also demonstrate similar improvements in the context of zeroth-order conditional gradient
methods, where one only observes noisy evaluations of the function being optimized. Specif-
ically, the number of calls to the stochastic zeroth-order oracle for the vanilla stochastic con-
ditional gradient method and stochastic conditional gradient sliding methods are given respec-
tively by O(dǫ−2) and O(dǫ−1.5), with the same LMO complexity as the first-order setting.
We emphasize that, notably the above improvements are achieved without incorporating any double-
loop based variance reduction techniques, for example SVRF [RSPS16] or SPIDER-FW [YSC19].
However, in contrast to stochastic gradient methods for unconstrained optimization [VBS19, BBM18],
the above improved results still do not match the corresponding deterministic rates highlighting
the subtlety with projection-free optimization.
2
Extra Conditions
First-Order
SFO LMO
Vanilla-SFW – O(ǫ−3) O(ǫ−1)
SPIDER-SFW Mean-square gradient-smoothness O(ǫ−2) O(ǫ−1)
Vanilla-SFW Interpolation-like O(ǫ−2) O(ǫ−1)
Vanilla-SCGS – O(ǫ−2) O(ǫ−1)
SPIDER-SCGS Mean-square gradient-smoothness O(ǫ−2) O(ǫ−1)
Vanilla-SCGS Interpolation-like O(ǫ−1.5) O(ǫ−1)
Table 1: Comparison of the oracle complexities of conditional gradient methods under various
assumptions in the first-order setting. All methods require the gradient-smoothness condition:
‖∇f(x) − ∇f(y)‖2 ≤ L‖x − y‖. Mean-square gradient-smoothness refers to Eξ‖∇F (x, ξ) −
∇F (y, ξ)‖22 ≤ L‖x − y‖22 and is stronger than gradient-smoothness condition. SFO refers to num-
ber of calls to the stochastic first order oracle. LMO refers to the number of calls to the linear
minimization oracle. The results for vanilla-SFW are from [HL16] and [RSPS16]. The results for
vanilla-SCGS are from [LZ16]. The results for SPIDER-SFW and SPIDER-SCGS are from [YSC19].
The results highlighted in blue are our results. Finally, in this work, we also obtain complexities
under the zeroth-order setting which are not highlighted in this table, for simplicity.
1.1 Related Work
The conditional gradient method or the Frank-Wolfe method was proposed first by [FW56]. It
has obtained renewed interest in the machine learning and optimization communities due to their
projection-free nature. We refer the reader to [Jag13, HJN15, LJJ15, BS17, GSK18], for a partial
list of recent works predominantly in the deterministic setting. For the stochastic setting that
we consider, in each step of the conditional gradient method, the algorithm requires access to a
stochastic first-order oracle (SFO) and a linear minimization oracle (LMO). The complexity of
conditional gradient method is hence measured by the number of calls to both oracles.
Convex Setting. Considering the convex setup, [HL16] showed that to obtain an ǫ-optimal
point, the number of calls to SFO and LMO are given respectively by O(1/ǫ3) and O(1/ǫ1). Fur-
thermore, [LZ16] proposed Conditional Gradient Sliding (CGS), a modified Frank-Wolfe method by
Nesterov’s acceleration, that improves the number of calls to the SFO to O(1/ǫ3) while keeping the
number of calls to LMO the same. The above methods require an increasing batch size, in each step,
to obtain the above mentioned complexities. Recently, [MHK18, HKMS19, ZSM+19] addressed the
issue of increasing batch size. But these works require potentially restrictive assumptions and
in particular [MHK18] and [ZSM+19] also require an increased number of calls to the LMO. We
highlight that [YSC19] used the SPIDER technique, and showed that one could improve the SFO
complexity from O(1/ǫ3) to O(1/ǫ2) while mainting the number of calls to the LMO at O(1/ǫ).
However, to obtain this improved complexities, the SPIDER technique requires double-loop based
variance reduction techniques, and hence they are harder to implement in practice compared to the
vanilla methods. Furthermore, the SPIDER technique requires the stronger mean-square Lipschitz
gradient assumption.
Comparison to 1-sample SFW from [ZSM+19]. While above discussed methods require
increasing batch-size with the number of iterations, we highlight that recently [ZSM+19] proposed
1-sample SFW which does not require increasing batch size. The results in [ZSM+19] for the 1-
sample SFW method has an SFO complexity of O(1/ǫ2) for the convex setting, the same complexity
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we present in this work. However, the LMO complexity of 1-sample SFW is O(1/ǫ2), and they
require additional smoothness assumption on F . We emphasize that increasing batch size setting
is commonly used in the literature of conditional gradient methods and obtaining methods without
this requirement under milder assumptions are interesting future work. In this work, we leverage the
standard setting of SFW with increasing batch sizes, and focus on the improved oracle complexities
of vanilla SFW methods under certain favorable structures.
Interpolation. In the interpolation regime, [MBB18] recently showed that mini-batch stochas-
tic gradient descent (SGD) algorithm enjoys exponential rates of convergence for unconstrained
strongly-convex optimization problems; see also [SV09, NWS14] for related earlier work. For
the non-convex setting, [BBM18] analyze SGD for non-convex functions satisfying the Polyak-
Lojasiewicz (PL) inequality ([Pol63]) under the interpolation condition and show that SGD can
achieve a linear convergence rate. Very recently, [VBS19] introduced a more practical form of
interpolation condition, and prove that the constant step-size SGD can obtain the optimal conver-
gence rate for strongly-convex and smooth convex functions. They also show the first results in
the non-convex setting that the constant step-size SGD can obtain the deterministic rate O(1/t) in
the interpolation regime. Subsequently, [MVL+20] investigate the regularized subsampled Newton
method (R-SSN) and the stochastic BFGS algorithm under the interpolation-like conditions. We
emphasize that all the above works consider only unconstrained stochastic optimization problems,
while we consider the more challenging constrained stochastic optimization problems.
2 Preliminaries and Assumptions
We now list and discuss the set of assumptions made in our work. We first list some regularity
assumptions on the function f and the set Ω.
Assumption 1. The function f has L-Lipschitz gradient ∇f , i.e., for any pair of points x, y ∈ Ω,
we have ‖∇f(x)−∇f(y)‖ ≤ L ‖x− y‖, and the feasible set Ω ⊂ Rd is bounded, i.e.,max
x,y∈Ω
‖x− y‖ ≤
D.
The above set of assumptions are standard in the analysis of stochastic conditional gradient methods
and has been used in prior works in the literature; see for example [GL13]. We make the above
assumptions for both the first-order setting. We also require the following smoothness assumption
in the zeroth-order setting.
Assumption 2. The function F has Lipschitz continuous gradient with constant L, almost surely
for any ξ, i.e., for any x, y ∈ Ω, i.e., almost surely we have ‖∇F (x, ξ)−∇F (y, ξ)‖ ≤ L ‖x− y‖.
Note that the above assumption is stronger than the first condition in Assumption 1. However,
we only use it for the analysis of zeroth-order algorithms.
2.1 Growth Conditions in the Convex Constrained Setting
We now state the main interpolation-like assumptions that we make in our work when f is convex
and provide the main intuition behind such an assumption.
Assumption 3 (Moment-based Weak Growth Condition). Let x∗ be the minimum point of f . We
say that f satisfies the Moment-based Weak Growth Condition (WGC) with constant ρ, if for any
point x ∈ Ω, we have
Eξ ‖∇F (x, ξ)‖2 ≤ 2ρL [f(x)− f(x∗)] . (2)
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Assumption 4 (Variance-based Weak Growth Condition). Let x∗ be the minimum point of f . We
say that the function f satisfies the Variance-based Weak Growth Condition (WGC) with constant
ρ, if for any point x ∈ Ω, we have
Eξ ‖∇F (x, ξ)−∇f(x)‖2 ≤ 2ρL [f(x)− f(x∗)] . (3)
The above conditions are motivated by the so-called strong growth condition: E‖∇F (x, ξ)‖2 ≤
ρ‖∇f(x)‖2, used in [VBS19] for obtaining faster rates of convergence for stochastic gradient method
in the unconstrained setting. Notice that in the interpolation setting, when ∇f(x∗) = 0, we
have ∇F (x∗, ξ) = 0, almost surely. Thus, the strong growth condition is defined exactly to take
advantage of this situation. Furthermore, in the smooth convex setting, [VBS19] showed that the
strong-growth condition is equivalent to the moment-based weak growth condition in Assumption 3.
However, the moment-based weak growth condition as proposed in [VBS19] is not directly suited
for the constrained stochastic setting that we consider in this work. It is easy to construct examples
for which there exists stationary point at the boundary of Ω with non-zero (stochastic) gradient, i.e.,
E‖∇F (x, ξ)‖2 could remain positive while the right hand side goes to 0 and hence the assumption is
not satisfied. In order to resolve this issue, for the constrained setting, we relax the moment-based
growth conditions to the variance-based versions. Note that we have
E‖∇F (x, ξ)−∇f(x)‖2 = E‖∇F (x, ξ)‖2 − ‖∇f(x)‖2 ≤ E‖∇F (x, ξ)‖2.
Thus variance-based growth conditions naturally become the substitute for the moment-based ver-
sion in constrained problems and could hold even the moment-based conditions do not hold. As they
are also motivated by the interpolation assumption, we refer to these conditions as interpolation-
like conditions. Formally, under the variance-based growth conditions for a convex f , if we attain a
optimal point x∗ ∈ Ω, the variance of the stochastic first-order oracle will be almost surely zero, i.e.,
∇F (x∗, ξ) = ∇f(x∗) almost surely. This property eventually leads to the improvements in the query
complexity that we demonstrate. We emphasize that it is natural to construct counter-examples
that violate Assumption 4. In those cases, the improved query complexities that we demonstrate
are simply not applicable. Finally, we also have the following natural relationships between the two
conditions.
Proposition 1. The Weak Growth Conditions defined above have the following relations:
(a) If f satisfies the Moment-based WGC (3) with ρ, then f satisfies the Variance-based WGC (4)
with ρ and there exists x∗ ∈ Ω such that ∇f(x∗) = 0.
(b) If f satisfies the Variance-based WGC (4) with ρ and there exists x∗ ∈ Ω such that ∇f(x∗) = 0,
then f satisfies the Moment-based WGC (3) with ρ+ 1.
2.2 Growth Conditions in the Zeroth-Order Constrained Setting
In the zeroth-order setting, we only assume availability of the noisy function evaluations. This
oracle setting is motivated by several applications where only noisy function queries of problem
(1) is available, such as reinforcement learning [SHC+17, CRS+18a, CRS+18b], hyperparameter
tuning [SLA12], and black-box attacks to deep networks [CZS+17, SZK19]. Hence, we use the
Gaussian Stein’s identity based random gradient estimator, a standard gradient estimator in the
zeroth-order optimization literature [GL13, DJWW15, NS17, BG18]:
G¯ν(x) =
1
b
b∑
j=1
F (x+ νuj, ξj)− F (x, ξj)
ν
uj ,
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where u1, . . . , ub are i.i.d. samples from N(0, Id). The above gradient estimator is a biased estimator
of the true gradient∇f(x), and was also used in [BG18], to develop zeroth-order conditional gradient
descent algorithms.
While for the first-order setting, we use the relatively weaker variance-based conditions to obtain
the improved bounds, in the zeroth-order setting, it turns out the stronger moment-based conditions
are required. The reason is that the mean square error of the biased zeroth-order gradient estimator
is bounded above by E‖∇F (x, ξ)‖2. Hence, to obtain improved rates, it makes it necessary to make
assumptions on the moments of the stochastic gradient directly. We emphasize that this is required
only for the constrained problems, since the moment-based conditions are equivalent to the variance-
based conditions when there exists one zero-gradient point in the constraint set (see Proposition 1).
In particular, we show in Section D that a zeroth-order version of Theorem 3 from [VBS19], for
stochastic gradient descent, to bound the gradient size in the nonconvex setting could be proved
just under the variance-based growth conditions.
2.3 Motivating Examples
Before we present our main results in the next section, we briefly discuss some motivating examples
of constrained stochastic optimization problems that arise in modern machine learning. In the
convex setting, it is easy to see that kernel regression [LR18], squared-Hinge loss based linear SVM
classifier or logistic regression on linearly separable data could be considered as operating in the
over-parametrized regime and hence satisfy interpolation-like conditions [VBS19, MVL+20].
However, without any constraints, such predictors might be biased against certain sensitive
features like race or gender. One way to build fair predictors is to explicitly encode fairness con-
straints with respect to certain pre-defined sensitive features [DOBD+18, ABD+18]. Specifically, it
was shown in [ABD+18] that several standard and well-accepted notions of fairness in classification
setting, including equalized odds [HPS16], demographic parity [DIKL18], balance for the negative
class [KMR16], treatment equality [BHJ+18] could be formulated as empirical risk minimization
problems subjected linear inequality constraints. In this case, the problem is exactly of the form
in (1) with Ω being a polytope. Furthermore, [DOBD+18] also proposed a general approach for fair
empirical risk minimization. Similar to [ABD+18], the fundamental idea is to enforce constraints
such that the conditional risk of a predictor is not varying much with respect to the sensitive fea-
tures associated with the problem. Such formulations of fair empirical risk minimization in the
interpolation regime also fall under the class of problems in (1).
Squared hinge loss with linearly separable data. As a concrete example, we extend the
unconstrained examples presented in [VBS19] to the constrained setting we consider. Assuming a
finite support of features and the linearly separable data, it has been shown that the squared-hinge
loss satisfies SGC with ρ = c/τ2 where c is the cardinality of the support and τ is the margin
(Lemma 1 in [VBS19]). In the above regime, the optimal classifier that minimizes the loss and
achieves a stationary point with zero gradient is not always unique. In practice, to construct a fair
classifier, enforcing constraints is a natural approach. Note that if there exists an x∗ ∈ Ω, by the
convexity and the L-smoothness of f , we have
‖∇f(x)‖2 ≤ 2L(f(x)− f(x∗)). (4)
That is to say, for linearly separable data with margin τ and a finite support of size c, if there exists
one x∗ ∈ Ω, the squared-hinge loss satisfies Assumption 3 with ρ = c/τ2.
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Algorithm 1 Stochastic Frank-Wolfe
Input: x0 ∈ Ω, number of iterations T , γt ∈ [0, 1], minibatch size bt
for t = 1, 2, . . . , T do
Compute the gradient gt as follows:
Set gt = ∇˜t (for the first-order setting).
Set gt = G¯
t
ν (for the zeroth-order setting).
Compute dt = argmind∈Ω 〈d, gt〉
xt = xt−1 + γt(dt − xt−1)
end for
Output: xT
3 Improved Complexities for Stochastic Conditional Gradient Meth-
ods
We now provide improved complexities for stochastic conditional gradient methods under the
interpolation-like assumption in Section 2. For convenience, we first introduce the following mini-
batch stochastic gradients with first-order and zeroth-order oracle access: at t-th iteration, we
uniformly pick i.i.d. samples {ξt,1, . . . , ξt,bt} and estimate the gradient by
∇˜t := 1
bt
bt∑
i=1
∇F (xt−1, ξt,i),
G¯tν :=
1
bt
bt∑
j=1
F (xt−1 + νut,j, ξt,j)− F (xt−1, ξt,j)
ν
ut,j
where ut,1, . . . , ut.bt are i.i.d. samples from N(0, Id).
3.1 Stochastic Frank-Wolfe
In this section, we studied the oracle complexity of the vanilla stochastic Frank-Wolfe algorithm
under the weak interpolation-like conditions in Assumption 4 and 3.
Theorem 2. Consider solving problem (1), by Algorithm 1, under Assumption 1 with f being
convex.
(a) Assuming access to stochastic first-order oracle, under Assumption 4, setting
γt =
4
t+ 3
, bt = ⌈(t+ 3)/2⌉,
we have the following convergence rate:
E[f(xt)− f(x∗)] ≤ 2(f(x0)− f(x
∗)) + 8(ρ+ 1)LD2
t+ 3
.
Hence, the total number of calls to the stochastic first-order oracle and linear subproblems required
to be solved to find an ǫ-optimal point of problem (1) are, respectively, bounded by
O (1/ǫ2) , O (1/ǫ) .
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Algorithm 2 Stochastic Conditional Gradient Sliding
Input: x0 ∈ Ω, number of iterations T , βt ∈ R+, γt ∈ [0, 1], minibatch size bt, y0 = x0
for t = 1, 2, . . . , T do
Set zt = (1− γt)xt−1 + γtyt−1
Compute the gradient gt as follows:
Set gt = ∇˜t (for the first-order setting).
Set gt = G¯
t
ν (for the zeroth-order setting),
and solve yt = ICG(gt, yt−1, βt, ηt) by Algorithm 3
Set xt = (1− γt)xt−1 + γtyt
end for
Output: xT
(b) Assuming access to stochastic zeroth-order oracle, under Assumptions 3 and 2, setting
γt =
4
t+ 3
, bt = (t+ 3)(d + 4), ν =
D
(T + 3)(d + 6)3/2
we have
E[f(xt)− f(x∗)] ≤ 2(f(x0)− f(x
∗)) + 8(ρ+ ρ−1 + 1)LD2
t+ 3
.
Hence, the total number of calls to the stochastic zeroth-order oracle and linear subproblems re-
quired to be solved to find an ǫ-optimal point of problem (1) are, respectively, bounded by
O (d/ǫ2) , O (1/ǫ) .
The above oracle complexities in the first-order setting, match the results obtained by [YSC19,
ZSM+19]. However, the above works require double-loop based variance reduction techniques which
in turn require the stronger mean-square gradient-Lipschitz assumption. Furthermore, the use of
the variance reduction technique results in the increased wall-clock running time of the algorithm.
Our result here is applicable to the vanilla version of the stochastic conditional gradient method, as
long as the problem satisfies the interpolation-like conditions observed in modern machine learning
problems.
3.2 Stochastic Conditional Gradient Sliding
In this section, we analyze the complexity of the stochastic gradient sliding (SCGS) algorithm under
the weak growth condition. The SCGS was first proposed and thoroughly analyzed in [LZ16]. It
is a fundamental modification of the conditional gradient algorithm that achieved improved oracle
complexities without relying on any variance reduction techniques. Below, we show that under the
interpolation-like assumptions in Section 2, the oracle complexity of the SCGS could be further
improved compared in both the first-order and zeroth-order methods.
Theorem 3. Consider solving problem (1), by Algorithm 1, under Assumption 1 with f being
convex.
(a) Assuming access to stochastic first-order oracle, under Assumption 4, setting
βt =
4L
t+ 2
, γt =
3
t+ 2
, ηt =
LD2
t(t+ 1)
, bt =
⌈
3ρt(t+ 1)
⌉
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Algorithm 3 Inexact Conditional Gradient Method (ICG)
Input: g, u, β, η
1. Set u1 = u, k = 1
2. Let vk be an optimal solution for the subproblem
max
v∈Ω
{hk(v) = 〈g + β(uk − u), uk − v〉}. (5)
3. If hk(vk) ≤ η, terminate and output uk.
4. uk+1 = (1− αk)uk + αkvk with
αk = min
{
1,
〈β(u− uk)− g, vt − ut〉
β ‖vk − uk‖2
}
.
5. Set k ← k + 1 and go to step 2.
we have
E[f(xt)− f(x∗)] ≤ 6LD
2
(t+ 2)2
+
15LD2 + 3‖∇f(x∗)‖D
(t+ 1)(t+ 2)
.
Hence, the total number of calls to the stochastic first-order oracle and linear subproblems required
to be solved to find an ǫ-optimal point of problem (1) are, respectively, bounded by
O (1/ǫ1.5) , O (1/ǫ) .
(b) Assuming access to stochastic zeroth-order oracle, in addition, with Assumption 3, 2, setting
βt =
4L
t+ 2
, γt =
3
t+ 2
, ηt =
LD2
t(t+ 1)
,
bt =
⌈
6ρ(d+ 4)t(t+ 1)
⌉
, ν =
D
(T + 2)2(d+ 6)3/2
,
we have
E[f(xt)− f(x∗)] ≤ 8LD
2
(t+ 2)2
+
32LD2
(t+ 1)(t+ 2)
.
Hence, the total number of calls to the stochastic zeroth-order oracle and linear subproblems re-
quired to be solved to find an ǫ-optimal point of problem (1) are, respectively, bounded by
O (d/ǫ1.5) , O (1/ǫ) .
To the best of our knowledge, the above complexity of O(1/ǫ1.5) is not achieved for any variance
reduced versions of stochastic Frank-Wolfe methods. This improvement is solely obtained by the
SCGS algorithm of [LZ16] under the interpolation-like assumptions which are natural in modern
machine learning problems, without any variance reduction methods. We also highlight that, in
the unconstrained setting, the stochastic gradient method performs as well as its deterministic
counterpart. However, the above result still fall short of the corresponding deterministic complexity
of conditional gradient sliding, which is of the order O(ǫ−0.5) [LZ16]. This highlights the intrinsic
difficulty associated with projection-free methods for constrained stochastic optimization problems.
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4 Further Consequences
4.1 Consequences for Differential Privacy
We now consider the differentially private setting for stochastic conditional gradient methods. Dif-
ferent from prior works that consider the finite-sum setting [TTZ15, JTT18], we focus on the online
setting. Due to the increasing batch size of conditional gradient methods, it is interesting to check
whether one can anonymize the data to preserve the privacy while still enjoying the benefits of cer-
tain interpolation-like conditions. To start with, we present several preliminaries in the literature
of differential privacy. For details, we refer interested readers to [DR14].
Definition 4. A randomized algorithm M is (ǫ, δ)-differentially private if and only if for every pair
of adjacent datasets X1:n and X ′1:n, and for any set S, P(M(X1:n) ∈ S) ≤ eǫP(M(X ′1:n) ∈ S) + δ.
Here, adjacent datasets are datasets of size n, differing in only one observation.
The two parameters ǫ and δ in the above definition control the level of privacy against any
attempt to detect the presence of certain object in the dataset. To be specific, ǫ controls the upper
bound the amount of influence one certain observation has on the information released and δ is
the probability that this bound fails to hold. Generally speaking, the smaller ǫ and δ are the
more stringent the privacy constraint we enforce. In this section, following [SU16, CWZ19], we
consider the permissive setting where ǫ = O(1) and δ = o(1/n). An usual approach to developing
differentially private algorithms is perturbing the output of non-private algorithms by random noise.
While there are several different types of perturbations, we use the Gaussian mechanism to achieve
differential privacy. Specifically, for algorithms with finite L2-sensitivity, we have the following
lemma stating that the differential privacy guarantee can be attained by adding Gaussian noises to
algorithms. For any algorithm f mapping a dataset X to Rd, the Lp-sensitivity of f is defined as
∆p(f) = sup
X ,X ′ are adjacent
‖f(X )− f(X ′)‖p.
Lemma 5. [DR14] For any algorithm f mapping a dataset X to Rd with ∆2(f) <∞, the Gaussian
mechanism, given by
M2(X , f, ǫ) := f(X ) + (ζ1, ζ2, . . . , ζd)
achieves (ǫ, δ)-differential privacy where ζ1, ζ2, . . . , ζd are i.i.d. sampled from N(0, 2(∆2f/ǫ)
2 log(1.25/δ))
We now apply the Gaussian mechanism to obtain differentially private stochastic FW algo-
rithm. In this case, under the following additional assumption, to achieve (ǫt, δt)-differential privacy
for the batch dataset at iteration t, the perturbed stochastic gradient g˜t, at a point x, becomes
1/bt
∑bt
j=1∇F (x, ξj) + ζt. We also require the following boundedness assumption on the random
variable ξ.
Assumption 5. For any x ∈ Ω, ∇F (x, ξ) is L-Lipschitz continuous with respect to ξ. In addition,
for any ξi and ξj , we have ‖ξi − ξj‖2 ≤ Γ <∞ almost surely.
Following the previous analysis, we establish the convergence results for Algorithm 4 in Thoerem 6.
Proposition 6. Consider solving Problem 1 by Algorithm 4 with f being convex and ǫt = O(1), δt =
o(1/bt). Under Assumption 5, setting
γt = O(1/t), bt = O(t2), 1/δt = o(et),
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Algorithm 4 Stochastic Differentially Private Frank-Wolfe
Input: x0 ∈ Ω, number of iterations T , γt ∈ [0, 1], minibatch size bt
for t = 1, 2, . . . , T do
Compute the gradient gt =
1
bt
∑bt
j=1∇F (xt−1, ξj) + ζt where ζt = (ζ(1)t , . . . , ζ(d)t )⊤ are i.i.d.
sampled from N(0, 2(LΓ/btǫt)
2 log(1.25/δt))
Compute dt = argmind∈Ω 〈d, gt〉
xt = xt−1 + γt(dt − xt−1)
end for
Output: xT
we have
E[f(xt)− f(x∗)] ≤ O(d/t).
In addition, with Assumption 4, setting
γt = O(1/t), bt = O(t), 1/δt = o(et)
we have
E[f(xt)− f(x∗)] ≤ O
(
d log(1/δt)
t
)
Remark. We notice that, under the interpolation-like condition in Assumption 4, in order for
Algorithm 4 to achieve the prescribed utility bound, the SFO and LMO complexity is better than
without Assumption 4. This is due to the improved choice of batch size bt under Assumption 4. A
similar phenomenon also appears for stochastic conditional gradient sliding algorithm; we do not
present the details for simplicity.
4.2 Consequences for nonconvex optimization
It is natural to ask if one could extend the complexity improvements to the nonconvex settings. We
now define a potential candidate assumptions for the case of nonconvex objective functions captur-
ing interpolation properties. Our proposal is motivated by the notion of Frank-Wolfe gap [DR70,
Hea82], which is defined as:
Gf (x) = max
y∈Ω
〈∇f(x), x− y〉. (6)
Based on the above notion, one could define the following condition.
Assumption 6. (Variance-based Constrained Growth Condition) Let x∗ be a stationary point. The
function f satisfies the Variance-based Constrained Growth Condition (CGC) with constant ρ, if
for any point x ∈ Ω,
Eξ ‖∇F (x, ξ)−∇f(x)‖2 ≤ 2ρLGf (x). (7)
If f is convex, then Gf (x) ≥ f(x)−f(x∗). Hence, above conditions generalizes Assumption 4 for the
convex setting. Under Assumption 6, for the vanilla version of stochastic Frank-Wolfe algorithm,
considering nonconvex problems, it could be shown that the total number of calls to the stochastic
first-order oracle and linear subproblems required to be solved to find an ǫ-stationary point of
problem are, respectively, bounded by O (1/ǫ3) and O (1/ǫ2). However, although existence of
functions satisfying Asssumption 6 could be shown, it is not clear if practical nonconvex functions
appearing in machine learning context satisfy it. It is extremely interesting to examine this as
future work.
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5 Discussions
Considering convex constrained stochastic optimization problems, we show improved complexity
bounds for vanilla stochastic conditional gradient method under certain interpolation-like conditions
that occur naturally in over-parametrized models that are common in machine learning. Our
results do not require any double-loop based variance reduction techniques and is hence easily
implementable. Furthermore, except for the batch-size parameter for stochastic conditional gradient
sliding method (Algorithm 2), the tuning parameters of the algorithm are independent of the
parameter ρ characterizing the interpolation-like conditions. For future work, it is interesting to
obtain lower bounds for the obtained complexities.
A Proof for Theorem 2
In order to prove Theorem 2, we require the following result from [NS17] to handle the zeroth-order
case.
Lemma 7. [NS17] Let the function f has lipschitz continuous gradient with constant L. Consider
the smoothed function fν(x) = Eu[f(x+ νu)] where u ∼ N(0, Id). Then for any x ∈ Rd,
Eu
[
f(x+ νu)− f(x)
ν
u
]
= ∇fν(x) (8)
‖∇fν(x)−∇f(x)‖ ≤ ν
2
L(d+ 3)
3
2 (9)
1
ν2
Eu[{f(x+ νu)− f(x)}2 ‖u‖2] ≤ ν
2
2
L2(d+ 6)3 + 2(d+ 4) ‖∇f(x)‖2 . (10)
We now present the lemma below to bound the mean squared error for the zeroth-order gradient
estimator.
Lemma 8. Under Assumption 1, 2, 3, we have
E
∥∥G¯tν −∇fν(xt−1)∥∥2 ≤ 4ρL(d+ 4)(f(xt−1)− f(x∗))bt +
ν2L2(d+ 6)3
2bt
, (11)
E
∥∥G¯tν −∇f(xt−1)∥∥2 ≤ 4ρL(d+ 4)(f(xt−1)− f(x∗))bt + ν2L2(d+ 6)3. (12)
Proof. First note that by (8), we have
Eu,ξ[G¯
t
ν ] = Eu,ξ[Gt,j ] = Eu
[
f(xt−1 + νu)− f(xt−1)
ν
u
]
= ∇fν(xt−1),
Then by using (10) for F instead of f , under Assumption 2, 3, we can obtain
Eu,ξ
∥∥G¯tν −∇fν(xt−1)∥∥2 = 1btEu,ξ ‖Gt,j −∇fν(xt−1)‖2
≤ 1
bt
Eu,ξ ‖Gt,j‖2
≤ 2(d + 4)
bt
Eξ ‖∇F (xt−1, ξt,j)‖2 + ν
2L2(d+ 6)3
2bt
≤ 4ρL(d + 4)(f(xt−1)− f(x
∗))
bt
+
ν2L2(d+ 6)3
2bt
12
where the first inequality comes from the fact that the variance is less than the seocond moment.
To prove (12), we decompose the mean squared error into the bias and the variance by utilizing
the results (11) and (9), i.e.,
E
∥∥G¯tν −∇f(xt−1)∥∥2 = E ∥∥G¯tν −∇fν(xt−1)∥∥2 + ‖∇fν(xt−1)−∇f(xt−1)‖2
≤ 4ρL(d+ 4)(f(xt−1)− f(x
∗))
bt
+
ν2L2(d+ 6)3
2bt
+
ν2L2(d+ 3)3
4
≤ 4ρL(d+ 4)(f(xt−1)− f(x
∗))
bt
+ ν2L2(d+ 6)3.
We also need the following simple result in our proof.
Lemma 9. Assume that sequences {φt}t≥0 ≥ 0, {Bt}t≥1, {θt}t≥1 ∈ [0, 1] are given such that
φt ≤ (1− θt)φt−1 +Bt. (13)
Then, we have
φT ≤ ΘT
[
φ0 +
T∑
t=1
Bt
Θt
]
,
where, for any t ≥ 2,
Θt = Θ1
t∏
k=2
(1− θk), where Θ1 = 1− θ1 if θ1 < 1, Θ1 = 1 if θ1 = 1. (14)
Proof. Dividing both sides of (13) by Θt, summing them up from t = 1 to t = T , noting non-
negativity of φt and (14), we obtain the result.
Proof. [Proof for Theorem 2] For convenience, let gt be the gradient estimator at t step. Thus,
gt = ∇˜t for the first order method while in the zeroth order setting gt = G¯tν .
f(xt) ≤ f(xt−1) + 〈∇f(xt−1), xt − xt−1〉+ L
2
‖xt − xt−1‖2
= f(xt−1) + γt〈∇f(xt−1), dt − xt−1〉+ Lγ
2
t
2
‖dt − xt−1‖2
≤ f(xt−1) + γt〈gt, dt − xt−1〉+ γt〈∇f(xt−1)− gt, dt − xt−1〉+ LD
2γ2t
2
≤ f(xt−1) + γt〈gt, x∗ − xt−1〉+ γt〈∇f(xt−1)− gt, dt − xt−1〉+ LD
2γ2t
2
= f(xt−1) + γt〈∇f(xt−1), x∗ − xt−1〉+ γt〈∇f(xt−1)− gt, dt − x∗〉+ LD
2γ2t
2
≤ f(xt−1) + γt(f(x∗)− f(xt−1)) + γt〈∇f(xt−1)− gt, dt − x∗〉+ LD
2γ2t
2
≤ f(xt−1) + γt(f(x∗)− f(xt−1)) + γt
2β
‖∇f(xt−1)− gt‖2 + D
2γt(Lγt + β)
2
.
The last inequality comes from the Young’s inequality: for any β > 0,
〈∇f(xt−1)− gt, dt − x∗〉 ≤ 1
2β
‖∇f(xt−1)− gt‖2 + β
2
‖dt − x∗‖2
13
≤ 1
2β
‖∇f(xt−1)− gt‖2 + D
2β
2
.
Denote φt = f(xt)− f(x∗). Substracting f(x∗) from both sides of the inequality and taking the
conditional expectation E[·|Ft−1], we have
E[φt|Ft−1](1− γt)φt−1 + γt
2β
E[‖∇f(xt−1)− gt‖2 |Ft−1] + D
2γt(Lγt + β)
2
. (15)
We now prove part (a). For the first-order gradient estimator gt = ∇˜t, we have the following
bound for its variance under Assumption 4:
E[
∥∥∥∇f(xt−1)− ∇˜t∥∥∥2 |Ft−1] = 1
bt
E[‖∇f(xt−1)−∇F (xt−1, ξt,j)‖2 |Ft−1] ≤ 2ρLφt−1
bt
.
Then by (15), we can obtain
E[φt|Ft−1] ≤ (1− γt)φt−1 + γtρL
βbt
φt−1 +
D2γt(Lγt + β)
2
.
Let γt =
4
t+3 , β = ρLγt =
4ρL
t+3 > 0, bt = ⌈(t+ 3)/2⌉, then
E[φt|Ft−1] ≤
(
1− 2
t+ 3
)
φt−1 +
8(ρ+ 1)LD2
(t+ 3)2
. (16)
Now, letting θt =
2
t+3 , it is easy to check that Θt =
6
(t+2)(t+3) due to (14). Hence, in the view
of Lemma 9, we have
E[φt|Ft−1] ≤ 6φ0
(t+ 2)(t+ 3)
+
8(ρ+ 1)LD2
t+ 3
≤ 2[φ0 + 4(ρ+ 1)LD
2]
t+ 3
.
The above inequality implies that to attain an ǫ-optimal point, the total number of interations T
can be bounded by O(1/ǫ). Hence, the number of the gradient calls ∑Tt=1 bt can be bounded by
T 2+7T
4 = O(T 2), and the number of linear subproblems T immediately follows from this observation.
We now prove part (b). For the zeroth-order version, by (12) in Lemma 8 and (15), we can
obtain
E[φt|Ft−1] ≤ (1− γt)φt−1 + γt
2β
E[
∥∥∇f(xt−1)− G¯tν∥∥2 |Ft−1] + D2γt(Lγt + β)2
≤ (1− γt)φt−1 + 2γtρL(d+ 4)
βbt
φt−1 +
γtν
2L2(d+ 6)3
2β
+
D2γt(Lγt + β)
2
Let γt =
4
t+3 , β = γtρL, bt = (t + 3)(d + 4), ν = D(T + 3)
−1(d + 6)−3/2 ≤ D(t + 3)−1(d + 6)−3/2,
then we have
E[φt|Ft−1] ≤
(
1− 2
t+ 3
)
φt−1 +
8(ρ+ ρ−1 + 1)
(t+ 3)2LD2
Similarly, in the view of Lemma 9, we obtain
E[f(xt)− f(x∗)] ≤ 2[f(x0)− f(x
∗)] + 8(ρ+ ρ−1 + 1)LD2
t+ 3
.
The above inequality implies that to attain an ǫ-optimal point, the total number of interations T
can be bounded by O(1/ǫ). Hence, the number of calls to the zeroth-order oracles 2∑Tt=1 bt can
be bounded by (d+ 4)(T 2 + 7T ) = O(dT 2), and the number of linear subproblems T immediately
follows from this observation.
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B Proof of Theorem 3
Proof. [Proof of Theorem 3] For convenience, let gt be the gradient estimator at t step. Thus,
gt = ∇˜t for the first order method while in the zeroth order setting gt = G¯tν . First note that by the
updates in Algorithm 2, the convexity and the smoothness of f , we have
f(xt) ≤f(zt) + 〈∇f(zt), xt − zt〉+ L
2
‖xt − zt‖2
=(1− γt)[f(zt) + 〈∇f(zt), xt−1 − zt〉] + γt[f(zt) + 〈∇f(zt), yt − zt〉] + Lγ
2
t
2
‖yt − yt−1‖2
≤(1− γt)f(xt−1) + γt[f(zt) + 〈∇f(zt), yt − zt〉] + Lγ
2
t
2
‖yt − yt−1‖2
=(1− γt)f(xt−1) + γt[f(zt) + 〈∇f(zt), yt − zt〉] + βtγt
2
‖yt − yt−1‖2
− γt(βt − Lγt)
2
‖yt − yt−1‖2 . (17)
And by (5), we have
〈gt + βt(yt − yt−1), yt − x〉 ≤ ηt, ∀x ∈ Ω.
Let x = x∗ in the above inequality. Then we have
1
2
‖yt − yt−1‖2 = 1
2
‖yt−1 − x∗‖2 − 〈yt−1 − yt, yt − x∗〉 − 1
2
‖yt − x∗‖2
≤ 1
2
‖yt−1 − x∗‖2 + 1
βt
〈gt, x∗ − yt〉 − 1
2
‖yt − x∗‖2 + ηt
βt
. (18)
Denoting δt = gt −∇f(zt) and combining (17) and (18), we obtain
f(xt) ≤(1− γt)f(xt−1) + γtf(x∗) + γt〈δt, x∗ − yt〉
+
βtγt
2
(‖yt−1 − x∗‖2 − ‖yt − x∗‖2) + ηtγt − γt
2
(βt − Lγt) ‖yt − yt−1‖2
=(1− γt)f(xt−1) + γtf(x∗) + βtγt
2
(‖yt−1 − x∗‖2 − ‖yt − x∗‖2) + ηtγt
+ γt〈δt, x∗ − yt−1〉+ γt〈δt, yt−1 − yt〉 − γt
2
(βt − Lγt) ‖yt − yt−1‖2
≤(1− γt)f(xt−1) + γtf(x∗) + βtγt
2
(‖yt−1 − x∗‖2 − ‖yt − x∗‖2) + ηtγt
+ γt〈δt, x∗ − yt−1〉+ γt ‖δt‖
2
2(βt − Lγt) ,
where the last inequality comes from the fact that
γt〈δt, yt−1 − yt〉 ≤ γt
2(βt − Lγt) ‖δt‖
2 +
γt(βt − Lγt)
2
‖yt − yt−1‖2 .
Substracting f(x∗) from both sides of the above inequality, denoting φt = f(xt)−f(x∗), θt = γt,
and in the view of Lemma 9, we obtain
φt ≤ Θt
[
φ0 +
t∑
k=1
Bk
Θk
]
, (19)
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where
Bt =
βtγt
2
(‖yt−1 − x∗‖2 − ‖yt − x∗‖2) + ηtγt + γt〈δt, x∗ − yt−1〉+ γt ‖δt‖
2
2(βt − Lγt) .
Choosing γt = θt =
3
t+2 , we can easily check that Θt =
6
t(t+1)(t+2) due to (14). Moreover, letting
βt =
4L
t+2 , ηt =
LD2
t(t+1) , we have
∑t
k=1
ηkγk
Θk
≤ tLD22 and
t∑
k=1
βkγk
Θk
(‖yt−1 − x∗‖2 − ‖yt − x∗‖2)
≤ β1γ1
Θi
‖y0 − x∗‖2 +
t∑
k=2
(
βkγk
Θk
− βk−1γk−1
Θk−1
)
‖yt−1 − x∗‖2
≤ β1γ1
Θi
D2 +
t∑
k=2
(
βkγk
Θk
− βk−1γk−1
Θk−1
)
D2 =
βtγtD
2
Θt
=
2LD2t(t+ 1)
t+ 2
,
where the last inequality comes from the fact βkγkΘk >
βk−1γk−1
Θk−1
.
We now prove part (a). Let gt = ∇˜t. Taking expectation for both sides of (19), and noting that
E[〈δt, x∗ − yt−1〉] = 0 and
E[‖δt‖2 |Ft−1] ≤ 2ρL
bt
(f(zt)− f(x∗)) ⊲ by Assumption 4
≤ 2ρL
bt
(
(1− γt)φt−1 + γt(f(yt−1)− f(x∗))
)
⊲ zt = (1− γt)xt−1 + γtyt−1
≤ 2ρL
bt
(
(1− γt)φt−1 + γt(‖∇f(x∗)‖D + LD
2
2
)
)
⊲ by the smoothness
:=
2ρL
bt
(
(1− γt)φt−1 + γtKLD
2
2
)
, ⊲K =
‖∇f(x∗)‖
LD
+ 1
we can obtain
E[φt] ≤ 6LD
2
(t+ 2)2
+
3LD2
(t+ 1)(t+ 2)
+
3
t(t+ 1)(t+ 2)
t∑
k=1
ρk(k + 1)
(
(k − 1)E[φk−1] + 3KLD22
)
bk
We now prove
E[φt] ≤ 6LD
2
(t+ 2)2
+
(12 + 3K)LD2
(t+ 1)(t+ 2)
(20)
by induction. Set bk =
⌈
3ρk(k + 1)
⌉
. It is easy to check E[φ0] ≤ KLD22 by the smoothness of f
which satisfies (20). If (20) holds for all k ≤ t− 1, then with the above inequality we can obtain
E[φt] ≤ 6LD
2
(t+ 2)2
+
(3 + 3K2 )LD
2
(t+ 1)(t+ 2)
+
1
t(t+ 1)(t+ 2)
t∑
k=1
(k − 1)E[φk−1]
≤ 6LD
2
(t+ 2)2
+
(3 + 3K2 )LD
2
(t+ 1)(t+ 2)
+
1
t(t+ 1)(t+ 2)
t∑
k=1
(
6LD2(k − 1)
(k + 1)2
+
(12 + 3K)LD2(k − 1)
k(k + 1)
)
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≤ 6LD
2
(t+ 2)2
+
(3 + 3K2 )LD
2
(t+ 1)(t+ 2)
+
(18 + 3K)LD2
t(t+ 1)(t+ 2)
t∑
k=1
1
k + 1
≤ 6LD
2
(t+ 2)2
+
(12 + 3K)LD2
(t+ 1)(t+ 2)
,
i.e., (20) holds for k = t. Therefore, to achieve an ǫ-optimal point, the number of outer iterations T
can be bounded by O(1/√ǫ). Hence, the number of calls to the first order oracles can be bounded
by
T∑
t=1
bt ≤ 3ρ
T∑
t=1
t(t+ 1) = ρT (T + 1)(T + 2) = O(T 3).
Due to the fact that the inner iterations indeed solves a convex constrained optimization problem
by the classical Frank-Wolfe method with the exact line search, one can show that the number of
inner iterations Nt performed at the t-th out iteration can be bounded by
Nt ≤
⌈
6βtD
2
ηt
⌉
= O(t).
Thus, the number of linear subproblems can be bounded by
T∑
t=1
Nt ≤ O(T 2).
We now prove part (b). Let gt = G¯
t
ν . Notice that G¯
t
ν is a biased estimator of ∇f(zt). We can
obtain the following results by (9):
E[〈δt, x∗ − yt−1〉] = E[〈∇fν(zt)−∇f(zt), x∗ − yt−1〉] + E[〈G¯tν −∇fν(zt), x∗ − yt−1〉]
= E[〈∇fν(zt)−∇f(zt), x∗ − yt−1〉] ≤ νLD(d+ 3)
3/2
2
.
Besides, we can obtain a similar bound for E[‖δt‖2] by Lemma 8.
E[‖δt‖2 |Ft−1] ≤ 4ρL(d+ 4)(f(zt)− f(x
∗))
bt
+ ν2L2(d+ 6)3
≤ 4ρL(d+ 4)
(
(1− γt)φt−1 + LD
2γt
2
)
bt
+ ν2L2(d+ 6)3.
where the last inequality is slightly different from the one for the first-order setting due to ‖∇f(x∗)‖ =
0 for convex cases under the moment-based WGC.
By (19), we have the following simplified inequality:
E[φt] ≤ 6LD
2
(t+ 2)2
+
3LD2
(t+ 1)(t+ 2)
+
νLD(d+ 3)3/2
2
+
3ν2L(d+ 6)3
2
+
6
t(t+ 1)(t+ 2)
t∑
k=1
ρ(d+ 4)k(k + 1)
(
(k − 1)E[φk−1] + 3LD22
)
bk
.
Set bk = ⌈6ρk(k + 1)(d + 4)⌉, ν = D(T+2)2(d+6)3/2 ≤ D(t+2)2(d+6)3/2 . Then we have
E[φt] ≤ 8LD
2
(t+ 2)2
+
12LD2
(t+ 1)(t+ 2)
+
1
t(t+ 1)(t+ 2)
t∑
k=1
(k − 1)E[φk−1].
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Similar to the proof for part (a), we can finish the proof by induction and obtain the bounds for
complexity.
C Proof of Proposition 6
Proof. [Proof of Proposition 6] By Assumption 5, we can see that ∆2(gt) = LΓ/bt. Denote φt =
f(xt)− f(x∗). Following the same argument for SFW, we can obtain
E[φt] ≤ (1− γt)E[φt−1] + γt
2β
E[‖∇f(xt−1)− g˜t‖2] + D
2γt(Lγt + β)
2
.
For the DP-variant with ǫ = O(1), δt = o(1/bt), we can see that
E[‖∇f(xt−1)− g˜t‖2] ≤ E‖∇F (xt−1, ξj)−∇f(xt−1)‖
2
bt
+ 2d log(1.25/δt)
L2Γ2
ǫ2b2t
Then, without the variance-based WGC,
E[‖∇f(xt−1)− g˜t‖2] ≤ σ
2
bt
+ 2d log(1.25/δt)
L2Γ2
ǫ2b2t
.
d
bt
.
One can show that with bt = O(t2), E[φt] ≤ O(d/t), which is equivalent to the vanilla SFW.
However, with the variance-based WGC ,
E[‖∇f(xt−1)− g˜t‖2] ≤ 2ρLφt−1
bt
+ 2d log(1.25/δt)
L2Γ2
ǫ2b2t
.
Let γt =
4
t+3 , β = ρLγt =
4ρL
t+3 > 0, bt = ⌈(t+ 3)/2⌉, then
E[φt] ≤
(
1− 2
t+ 3
)
E[φt−1] +
8d log(1.25/δt)LΓ
2
ρǫ2t (t+ 3)
2
+
8(ρ+ 1)LD2
(t+ 3)2
.
=
(
1− 2
t+ 3
)
φt−1 +
8d log(1.25/δt)LΓ
2/ρǫ2t + 8(ρ+ 1)LD
2
(t+ 3)2
One can show by induction that E[φt] ≤ O(d log(1/δt)t )
D Zeroth-order SGD under Growth Conditions
In this section, we highlight that one can extend the results in [VBS19] only assuming access
to stochastic zeroth-order oracle with corresponding variance-based growth conditions. Notice
that both SGC and WGC are defined in the format of the relative shrinkage of E‖∇F (x, ξ)‖2.
However, in the unconstrained setting, the corresponding variance-based versions are equivalent to
the moment-based growth conditions (see Proposition 1 for WGC; for SGC, note that E‖∇F (x, ξ)−
∇f(x)‖2 = E‖∇F (x, ξ)‖2 − ‖∇f(x)‖2 = (ρ− 1)‖∇f(x)‖2).
We present the following result for the zeroth-order setting which directly follows the proofs in
[VBS19]. We highlight that it is the zeroth-order version of Theorem 3 in [VBS19]. Similar results
for other setups considered in [VBS19] can also be obtained for the zeroth-order setting.
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Algorithm 5 Non-convex Zeroth-order SGD (ZO-SGD)
Input: x0 ∈ Ω, number of iterations T , η
for t = 1, 2, . . . , T do
Randomly pick ξt and compute
xt = xt−1 − ηF (xt−1 + νut, ξt)− F (xt−1, ξt)
ν
ut := xt−1 − ηGt.
where ut is generated from N(0, Id).
end for
Output: xR where R is uniformly distributed over 0, . . . , T − 1
Theorem 10. Consider solving the non-convex unconstrained L-smooth problem by Algorithm 5
with some appropriate constant step size η, if f satistifies SGC with constant ρ, then
E‖∇f(xR)‖2 ≤ O
(
1
T
)
Proof Idea The zeroth-order SGD update is given by
xt = xt−1 − ηF (xt−1 + νut, ξt)− F (xt−1, ξt)
ν
ut := xt−1 − ηGt.
By the smoothness of f , we have
f(xt)− f(xt−1) ≤ 〈∇f(xt−1, xt − xt−1) + L
2
‖xt − xt−1‖2
= −η〈∇f(xt−1), Gt〉+ Lη
2
2
‖Gt‖2
Consider the term 〈∇f(xt−1), Gt〉. Taking expectation with respect to ξt, ut, we have
E[〈∇f(xt−1), Gt〉] = 〈∇f(xt−1),∇fν(xt−1)〉
= 〈∇f(xt−1),∇f(xt−1) +∇fν(xt−1)−∇f(xt−1)〉
≥ ‖∇f(xt−1)‖2 − νL(d+ 3)
3/2
2
‖∇f(xt−1)‖
Consider the term ‖Gt‖2. Taking expectation with respect to ξt, ut, we have
E‖Gt‖2 ≤ ν
2
2
L2(d+ 6)3 + 2(d+ 4)E‖∇F (xt−1, ξt)‖2
≤ ν
2
2
L2(d+ 6)3 + 2ρ(d+ 4)‖∇f(xt−1)‖2
Then, by the above inequalities, we can obtain
E[f(xt)− f(xt−1)]
≤ −η‖∇f(xt−1)‖2 + ηνL(d+ 3)
3/2
2
‖∇f(xt−1)‖+ η2Lρ(d+ 4)‖∇f(xt−1)‖2 + η2 ν
2
4
L3(d+ 6)2
≤ −η‖∇f(xt−1)‖2 + η2L(d+ 3)‖∇f(xt−1)‖2 + ν
2L(d+ 3)2
16
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+ η2Lρ(d+ 4)‖∇f(xt−1)‖2 + η2 ν
2
4
L3(d+ 6)2
≤ −η‖∇f(xt−1)‖2 + η2L(ρ+ 1)(d + 4)‖∇f(xt−1)‖2 + η2 ν
2
4
L3(d+ 6)2 +
ν2L(d+ 3)2
16
.
If η = 12L(ρ+1)(d+4) , then we have
E[f(xt)− f(xt−1)] ≤ −η
2
‖∇f(xt−1)‖2 + η2 ν
2
4
L3(d+ 6)2 +
ν2L(d+ 3)2
16
⇒ ‖∇f(xt−1)‖2 ≤ 2
η
E[f(xt−1)− f(xt)] + ην
2
2
L3(d+ 6)2 +
ν2L(d+ 3)2
8η
Setting ν = O(1/
√
dT ) and taking a telescoping sum of the above inequality, we can get the same
O(1/T ) rate for the non-convex setting.
In the above proof, we did not pay careful attention to the exact constants of the tuning parameter,
as our main point is to simply highlight it is possible to obtain a zeroth-order version of the results
in [VBS19] under variance-based growth conditions and the logic of the proof is the same as [VBS19].
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