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Abstract. Fundoscopic images are often investigated by ophthalmolo-
gists to spot abnormal lesions to make diagnoses. Recent successes of
convolutional neural networks are confined to diagnoses of few diseases
without proper localization of lesion. In this paper, we propose an effi-
cient annotation method for localizing lesions and a CNN architecture
that can classify an individual finding and localize the lesions at the same
time. Also, we introduce a new loss function to guide the network to learn
meaningful patterns with the guidance of the regional annotations. In ex-
periments, we demonstrate that our network performed better than the
widely used network and the guidance loss helps achieve higher AUROC
up to 4.1% and superior localization capability.
1 Introduction
Fundoscopic images provide comprehensive visual clues about the condition of
the eyes. For the analysis, ophthalmologists search for abnormal visual features
called findings from the images and make decisions on diagnoses based on the
findings discovered. For instance, the severity of diabetic retinopathy (DR) is
clinically judged by the existence and the extent of relevant findings (microa-
neurysm, hemorrhage, hard exudate and cotton wool patch, etc) [14].
In recent years, Convolutional Neural Networks (CNN) have achieved the
level of professional ophthalmologists in diagnosing DR and diabetic macular
edema (DME) [5,13]. However, CNNs in the literature are trained to make
decisions on the diagnoses directly without localizing lesions. There exist sev-
eral studies that visualize the lesions that contribute to the decision on diag-
noses [3,12], though, types of findings were not identified for the lesions.
In the past, segmentation methods with hand-crafted feature-extractors had
been proposed for the detection of hemorrhage [1], hard Exudate [11], drusen
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deposits [9] and cotton wool patch [8]. However, since the heuristic feature-
extractors embed biases of the human designer regarding visual properties of the
target findings, unexpected patterns are not well detected severely constraining
the performance in real world applications. CNN for segmentation [2] or detec-
tion [10] would improve the performance, however, manual annotation of lesions
is labor-intensive especially when they are spread in the images, thus, renders
the process of data collection highly expensive.
In this paper, we demonstrate an inexpensive and efficient approach to col-
lecting regional annotation of findings and propose a CNN architecture that
classifies the existence of a target finding and localizes the lesions. We show that
training with the guidance of regional cues not only helps localize the lesions
of findings more precisely but also improves classification performance in some
cases. This is possible because the regional guidance encourages the network to
learn right patterns of findings instead of biases in the images.
2 Proposed Methods
2.1 Data Collection
Fig. 1: Data collection system developed to retrieve regional annotations of find-
ings in fundoscopic images.
We collected regional annotations of findings for macular-centered images
obtained at health screening centers and outpatient clinics in Seoul National
University Bundang Hospital using a data collection system (Fig. 1). Annotators
chose a type of finding on the right panel and selected the corresponding regions
on the left panel. When the eye was normal, no finding was annotated to the
image.
We divided an image into 8 regions in a way that each region reflects the
anatomical structure of the eyes and the regional characteristics of findings.
When the distance between the optic disc and fovea is D, circles are drawn at
the centers of the optic disc and fovea with the radius of 25D and
2
3D and the
intersections of the two circles are connected with a line segment. Then, a half-
line passing through the optic disc and fovea (L) cuts the circle of the optic disc
in half and two half-lines parallel to L and tangent to the circle of fovea are
drawn in a direction away from the optic disc. Finally, a line perpendicular to L
is drawn to pass through the center of the optic disc.
We also separated annotations into training and test sets based on the ex-
pertise of the annotators. Training set was annotated by 27 board-certified oph-
thalmologists and the test set was annotated by 16 certified retina specialists
and 9 certified glaucoma specialist. Each fundoscopic image was annotated by
3 ophthalmologists in total. Training and test set amount to 66,473 and 15,451
images respectively. This study was approved by the institutional review board
at Seoul National Bundang Hospital (IRB No. B-1508-312-107) and conducted
in accordance with the tenets of the Declaration of Helsinki.
2.2 Network Architecture
Residual Layer
Reduction Layer
Average Pooling Layer
Atrous Pyramid Pooling Layer
Guidance Loss
1x1 Conv (depth=1) Layer
(maxpool)
GAP
Sigmoid
(0,1) {0,1}
Classification Loss
512x512x3
256x256x32
128x128x64
64x64x128
32x32x256
32x32x480 32x32x(1024|1536|2045) 16x16x512 16x16x1
16x16x1
Fig. 2: Proposed network architecture for localization and classification of a spe-
cific finding.
As shown in Fig. 2, our network architecture consists of residual layer (feature
maps after residual unit [6]), reduction layer (feature maps after 3 × 3 conv
with stride 2, batch-norm, ReLU), average pooling layer, atrous pyramid pooling
layer [2] and 1× 1 conv (depth=1) layer.
The depth of layers doubles when the height and width halve. First four
reduction layers with different sizes are concatenated after average pooling to
exploit both low level and high level features. The concatenated feature maps
are atrous-pyramid-pooled with the dilation rates of 1,2,4,8 (findings with large
size), or the rates of 1,2,4 (findings with medium size) or the rates of 1,2 (findings
with small size). We employed atrous pyramid pooling to aggregate features with
various size of receptive fields [2].
Note that the 1× 1 conv layer is a linear combination of the previous feature
maps as in class activation map(CAM) [15]. With a sigmoid function, values in
the layer are normalized to (0,1), thus, the consequent layer can be considered
as normalized activation map. Our activation map differs from CAM in that
additional loss function guides the activation to appear only in desirable areas.
Also, the 1×1 conv layer is globally average-pooled and normalized with sigmoid
function to yield the prediction regarding the existence. Therefore, the activation
map is directly related to the prediction in our network architecture and does not
require external operations for visualization. In case of findings with small lesions
(hemorrhage, hard exudate, cotton wool patch, drusen and retinal pigmentary
change), max-pooling layer is inserted before the GAP layer to compensate for
the low GAP values to compensate for low GAP values.
2.3 Objective Function
For a fundoscopic image (I ∈ RWI×HI ), the existence of a target finding in
the image I is encoded to ytrue ∈ {0, 1} and the probability of the existence
ypred ∈ (0, 1) is the output from the network. When k images are given as a
mini-batch, binary cross entropy for classification loss in Fig. 2 is given by
Lclass(ytrue,ypred) =
1
k
k∑
i=1
[− yitrue log yipred − (1− yitrue) log(1− yipred)] (1)
where ytrue = {y1true, ..., yktrue} and ypred = {y1pred, ..., ykpred}.
When the last feature maps are size of WF × HF , a region mask for a
target finding (M ∈ {0, 1}WF×HF ) is given as label and the activation map
(A ∈ (0, 1)WF×HF ) is generated from the network. With a mini-batch of size k,
guidance loss in Fig. 2 is given by
Lguide(A,M) =
1
kWFHF
k∑
i=1
WFHF∑
l=1
(1−mil) log(max(ail, )) (2)
where A = {A1, ..., Ak} and M = {M1, ...,Mk} and mil and ail are values at
lth pixel in M i and Ai for l = 1, ...,WFHF . Note that  > 0 is added inside
the logarithm for numerical stability when ail ≈ 0. In a nutshell, the guidance
loss suppresses any activation (ail) in regions where the value of the mask is 0
(mil = 0) and has no effect for activation inside the mask (m
i
l = 1).
Then, total loss is given by combining the classification loss and the guidance
loss,
Ltotal = Lclass(ytrue,ypred) + λLguide(A,M) (3)
where λ balances two objective functions.
3 Experiments
3.1 Experimental Setup
We selectively show results of clinically important findings - findings associated
with DR and DME [14] (hemorrhage, hard exudate, drusen, cotton wool patch
(CWP)), macular hole, membrane and retinal nerve fiber layer defect (RNFL
defect). The training set is split into derivation set (90%) and validation set
(10%). Model was optimized with the derivation set until the validation loss
stagnates and exacerbates. The model with the lowest validation loss is tested
on the test set which we regard as gold standards. We defined that a target
finding is absent when no ophthalmologists annotated and present when more
than 2 out of 3 ophthalmologists annotated. The union of annotated regions is
provided as regional cues during training.
We aim to measure the effectiveness of the guidance loss by experimenting
with our CNN architecture (Fig. 2) with/without the regional guidance and
comparing the results in terms of Area Under Receiver Operating Characteris-
tic curve (AUROC), specificity, sensitivity and activations in the regional cues
(AIR). AIR is defined as the summation of activations inside the regional cues
divided by the summation of all activations. AIR is measured for both true pos-
itive and false negative in classification where the regional cues are available.
We used the same network architecture (Fig. 2) to implement the networks with
or without the regional guidance by changing λ in Eq.3 (λ = 0 without the
guidance).
Original color fundoscopic images are cropped to remove black background
and resized to 512×512 for the network input. The resized images are randomly
augmented by affine transformation (flip, scaling, rotation, translation, shear)
and random re-scaling of the intensity. An image is normalized to [0, 1] by divid-
ing by 255. Weights and biases are initialized with Xavier initialization [4]. As
an optimizer, we used SGD with nesterov momentum 0.9 and decaying learning
rate. Batch size is set to 32 following the recommendation that small batch size
leads to better generalization [7]. We set  = 10−3 in Eq.2 to obtain numerical
stability and λ = 1 in Eq.3 to treat classification loss and guidance loss equally.
3.2 Experimental Results
Comparison of the performance between inception-v3 [5] and our two models
(with/without guidance loss) is summarized in Table 1. We can observe positive
effects of the guidance loss to AIR for TP and FN throughout all findings. This
is desirable, since it means that the network attends inside the regional cues for
classification, thus the network is less likely to learn biases of datasets. Also,
difference in AIR is larger in the cases of TP between the two models than those
of FN. This is reasonable since FN consists of hard cases for the networks to
classify, while TP is relatively easy to be classified with high confidence.
When it comes to AUROC, only macular hole and RNFL defect showed sig-
nificant improvements. It is interesting to notice that these findings are observed
Table 1: Comparison of inception-v3 and our two models (with/without the
guidance) on the test set with respect to AUROC. Activations in the regional
cues (AIR) on true positive (TP) and false negative (FN) in classification. Among
multiple operating points, specificity and sensitivity that yield the best harmonic
mean are chosen.
Findings
AUROC AIR (TP) AIR (FN)
Inception-v3 With Without With Without With Without
Macular Hole 0.9592 0.9870 0.9676 0.9999 0.3156 0.9999 0.2611
Hard Exudate 0.9889 0.9938 0.9910 0.8089 0.5999 0.5750 0.4614
Hemorrhage 0.9760 0.9862 0.9895 0.8890 0.6388 0.4899 0.3857
Membrane 0.9654 0.9831 0.9795 0.9699 0.3696 0.8446 0.2499
Drusen 0.9746 0.9811 0.9786 0.8292 0.5611 0.5931 0.4012
Cotton Wool Patch 0.9633 0.9792 0.9741 0.8058 0.5450 0.4672 0.4538
RNFL Defect 0.9037 0.9263 0.8870 0.7233 0.4024 0.4801 0.2838
in specific regions. This can be explained by the fact that learning becomes eas-
ier as the network is guided to attend to important regions for classification.
On the other hand, findings that spread over the extensive areas such as hem-
orrhage, hard exudate and drusen took less or no advantage of regional cues for
classification. We suspect that this happens because these findings would have
wide regional cues that the guidance is marginal and the lesions are small that
guidance would be more difficult. It is observed that when AUROC is higher,
sensitivity is also higher and specificity is lower. However, significant difference
is seen only for macular hole and RNFL defect.
In Fig 3, we qualitatively compare activation maps of networks with/without
the guidance loss. Before superimposed onto the original image, activation maps
are upscaled through bilinear interpolation and blurred with 32 × 32 Gaussian
filter for natural visualization and normalized to [0, 1]. As obvious in the figure,
the network generates much more precise activation maps when trained with the
regional cues. Though it is not as salient as is segmented pixelwise and includes
few false positives in some cases, our activation maps provide meaningful infor-
mation about the location of the findings which would be beneficial to clinicians.
Without the guidance loss, activation maps span far more than the surroundings
of lesions and sometimes highlight irrelevant areas.
4 Conclusion and Discussion
In this paper, we introduced an approach to exploiting regional information of
findings in fundoscopic images for localization and classification. We developed
an efficient labeling tool to collect regional annotations of findings and proposed
a network architecture that classifies findings with localization of the lesions.
When trained with the guidance loss that makes use of the regional cues, our
network generates more precise activation maps with better attention to the
relevant areas for classification. Also, the proposed regional guide also improves
the classification performance of findings that occur only at specific regions.
Fig. 3: (From left to right) original fundus image, mask, activation map with
and without guidance loss. (From top to bottom) Macular Hole, Hard Exu-
date, Hemorrhage, Membrane, Drusen, Cotton Wool Patch, RNFL Defect.
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