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 1. Introduction 
The stability analysis of the solution of differential equations with time delay is often used in different fields of science,
such as biology, where time delays are considered e.g., in predator-prey systems [1] and neural networks [2] or in engi-
neering problems such as delay control loops [3] , traffic dynamics [4] or machine tool vibrations [5] . When constructing
the mathematical models describing the investigated phenomenon, the parameters have to be identified. Usually, the mean
value of the measured parameters is used for the modeling, while the measured variance is considered to originate from
measurement noise [6] , however, it can be an inherent property of the modeled process. In case of modeling stochastic
effects, a first approach is to consider them as external additive noise exciting the system, although the parameters can also
change stochastically. 
These variations may take the form of a stochastically changing delay [7] , which can be considered as a system stochas-
tically switching between fundamentally deterministic dynamics. There are also systems, where the parameters can be con-
sidered to behave according to a stochastic process [8] . A combination of these effects can also occur, namely, the Markovian
switchings are also accompanied by noise excitation or even [9,10] . These stochastic effects are essential to include in the
models since they can change the stability properties and cause unwanted oscillations, such as stochastic coherence reso-
nance [11] , that deterministic models cannot predict. ∗ Corresponding author. 
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 For example, in manufacturing science, machine tool vibrations can cause many problems, especially during roughing
processes, where large material removal rate is required. There are two main categories of machine tool vibrations: the
so-called chatter and forced vibrations [5] . Chatter is an instability phenomenon due to self-induced oscillations, which can
lead to poor surface quality and damages the tool. This is caused by the surface regeneration effect and can be described
by models with time-delay. The forced vibrations are the result of the time-varying cutting force, which can occur due to
the changing size and shape of the chip, but also can be caused by high-frequency processes such as chip formation and
segmentation, shockwaves, local inhomogeneities in the material properties, shear plane oscillation, rough surface of the
workpiece, etc. However, these variations are usually not considered [12,13] in the constant parameters of the force charac-
teristics describing the relationship between the chip size and the cutting force, although these excitations may significantly
influence the behavior of these systems. Since these high-speed phenomena are very complex processes, thus a stochastic
noise excitation is used to take the effect of these unmodeled dynamics into account [14–16] . 
To model machining processes, such as milling or turning operations with spindle speed variation, the use of periodic
delay differential equations is necessary [17] . To decide the stability of deterministic linear periodic differential equations
and to calculate the stationary periodic solution, there are well-established methods utilizing Floquet theory [18,19] . 
However, if the stochastic effects are also considered, the range of tools used to analyze stability and stationary solutions
is far more limited than the available tools for systems described by deterministic delay differential equations (DDE’s). For
some special, linear stochastic delay differential equations (SDDE’s) with constant parameters, stochastic calculus can be
utilized to study first and second moment stability [20] . Another approach is to use small perturbation of a critical parameter
to investigate the stationary properties of the selected solution of the SDDE [14,21] . In case of small delay, an alternative
method is to approximate the system as a non-delayed stochastic differential equation (SDE) [22] . It is also possible to
estimate the stationary probability density function (sPDF) of the phase angle in the polar-coordinate representation of
the SDDE using Fokker-Planck equation [23] . This approach leads to a nonlinear deterministic system of equations for the
dominant characteristic exponent, the average phase angle velocity, and the sPDF of the phase angle, which can be solved in
an iterative way or by using the multidimensional bisection method [24] . There are also methods to decide, if the necessary
and sufficient conditions for exponential and second moment stability are satisfied, by utilizing Lyapunov functionals [25,26] .
However, the above-listed methods have the weaknesses of not only being problem-specific but usually applicable only for
small degree-of-freedom dynamical systems with constant parameters. 
The most general method to investigate SDDE’s (including linear SDDE’s with time-periodic parameters) is to numerically
simulate them in the time domain using e.g., the Euler-Maruyama method [27] or the Milstein method [28,29] generalized
to SDDE’s, and statistically analyze the calculated trajectories to determine stability and stationary behavior. These integrated
realizations then can be used to study their mean square (or in a more general case the p -th moment) to determine moment
stability [30,31] and stationary behavior. A further application of these numerically obtained paths is based on data analysis,
namely, the topological behavior of the high-dimensional point cloud generated from the trajectories is investigated to detect
instability near the boundaries of the stable parameter domain [15,32] . Since these methods are based on Monte-Carlo
simulations, they require high computational resources to provide the statistically reliable results. 
In this work a different, highly efficient, general approach, that can be used for the stability analysis of a wide class of
delay stochastic equations, is taken; the solution of the linearized periodic stochastic delay system is approximated with
the help of the stochastic semidiscretization method [33] , which results in a discrete-time periodic stochastic map. From
this periodic stochastic map, the first and second moment dynamics are derived in the form of linear periodic deterministic
maps: the first moment defines the mean dynamics, the second moment provides information about the average deviations
around the mean dynamics. These moment mappings then are utilized to determine moment stability, which is sufficient
to determine if the linear system has stationary solutions [34] . In the case of stable mappings, the stationary first and
second moments are also approximated with the fixed-points of these mappings. The higher-order moment dynamics are
not investigated since they do not contain additional information regarding stability [34] . 
This paper is organized in the following way. In Section 2 , the class of the stochastic equations in question is introduced,
then the discrete-time periodic map is also built up in this section. The derivation of the moment mappings of the dis-
cretized system along with the computation of the moment stability and stationary moments are discussed in Section 3 .
The performance and utility of this method are shown in Section 4 , which is split into two main parts. In the first part, the
use of periodic stochastic semidiscretization is demonstrated, and some remarks are given on its convergence properties.
In the second part, the method is utilized to investigate the effect of spindle speed variation on stability and the resulting
surface quality of a turning operation. Finally, conclusions are drawn in Section 5 . 
2. Stochastic semidiscretization of linear periodic stochastic systems 
Consider the linear periodic stochastic delay differential equations (SDDE) in the incremental form: 
d x t = 
(
A (t) x t + B (t) x t −τ (t ) + c ( t) 
)
d t + 
(
α(t) x t + β(t) x t −τ (t ) + σ( t) 
)
d W t , (1) 
where t → x t ∈ R d is the d -dimensional state variable. A ( t ), B ( t ), α( t ) and β(t) ∈ R d×d are periodic coefficient matrices, while
c ( t ) and σ(t) ∈ R d are periodic vectors and τ (t) ∈ R is a periodic time delay, all with with period T , namely: (t) = (t + T ) .
To differentiate the stochastic and deterministic variables, the time dependence is denoted with a subscript t (e.g.: x t or W t ),
or using parentheses (e.g.: A ( t )), respectively, as introduced by Arnold [34] . 
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Fig. 1. Discretization of the stochastic process, where A : x [ t n −τ,t n ] → x [ t n + T−τ,t n + T ] represents the operator which maps the function x t forward by a principal 
period T . On the right side A¯ : y n → y n + p represents the discretized approximation of the operator A , which maps the discretized function x t stored in the 
vector y with the same time period T . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 To model the stochastic excitation the Wiener process t → W t is used. The Wiener increments d W t follow a Gaussian
distribution with expected value E ( d W t ) = 0 and variation E ( d W s d W t ) = d t ·  ( t = s ) , where the indicator function  (. )
gives 1 or 0 if the argument is true or false, respectively. The integration of Eq. (1) is considered in the Itô sense, however,
the Stratonovich definition can also be applied, since the transformation from one to the other is well defined. 
In order to numerically investigate the stationary solution of the SDDE (1) , the state space of the continuous functions
are reduced to a discrete one (see the sketch in Fig. 1 ). First, the SDDE (1) is approximated by considering the delayed term
constant for a sufficiently short period of time t : 
d x t = 
(
A¯ (n ) x t + B (t) x t n −r(n ) + c (t) 
)
d t + 
(
α(t) e A¯ (n ) ( t−t n ) x t n + β(t) x t n −r(n ) + σ(t) 
)
d W t (2)
where t ∈ [ t n , t n +1 ] and n = 0 , 1 , 2 , . . . similarly as done in [33] . The terminology semidiscretization is used here to indicate
that the present state x t in the drift term is not discretized [35] . Note, that the discretized time t n here denotes the in-
cremented time t with the constant t for each n (which is not stochastic in this case, despite of the subscript notation),
resulting t n = n t, and T = pt, where p ∈ N + is the period resolution. Furthermore, the periodic coefficient matrix A ( t ) and
the time dependent delay τ ( t ) of the original SDDE (1) has to be approximated for each discretization interval t ∈ [ t n , t n +1 ]
by their time average over the discretization intervals: 
A¯ (n ) = 1 
t 
∫ t n +1 
t n 
A (t )d t , (3)
τ ( n ) = 1 
t 
∫ t n +1 
t n 
τ ( t ) d t and r ( n ) = 
⌊
τ ( n ) 
t 
⌋
, (4)
so A¯ (n ) and τ¯ (n ) are constant for each interval [ t n , t n +1 ] . Moreover, the multiplicative present state in the diffusion term has
to be approximated since there exists no explicit analytic solution for the general linear SDE since the matrices A ( t ) and α( t )
are generally not exchangeable (see details in the work of Arnold [34] ). However, the approximation of the multiplicative
diffusion term at the present time can be improved, if it is considered to behave similarly to the expected value of the
non-delayed equation (as shown in [33] ). This approach results in the linear SDE (2) , where the delay and the noise from
the original SDDE (1) are discretized to behave as an external excitation, dependent only on the states x t n and x t n −τ (n ) at
the beginning of each interval t ∈ [ t n , t n +1 ] . This way the solution of the linear SDE (2) can be written explicitly for the end
of each time interval [ t n , t n +1 ] as: 
x t n +1 = ( P (n ) + Q n ) x t n + ( R (n ) + S n ) x t n −r(n ) + ( v (n ) + w n ) , (5)
where 
P (n ) = e A¯ (n )t , Q n = 
∫ t n +1 
t n 
e A¯ (n ) ( t n +1 −t ) α(t) e A¯ (n ) ( t−t n ) d W t , (6)
R (n ) = 
∫ t n +1 
t n 
e A¯ (n ) ( t n +1 −t ) B (t)d t , S n = 
∫ t n +1 
t n 
e A¯ (n ) ( t n +1 −t ) β(t)d W t , (7)
v (n ) = 
∫ t n +1 
t 
e A¯ (n ) ( t n +1 −t ) c (t)d t , w n = 
∫ t n +1 
t 
e A¯ (n ) ( t n +1 −t ) σ(t)d W t . (8)
n n 
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 In order to numerically investigate the stationary solution of the SDDE (1) the discretized state space vector y n at time
t n = n t is introduced (see Fig. 1 ): 
y n = 
(
x  
n t x 
 
( n −1 ) t . . . x 
 
( n −r ) t 
) 
, r = max 
n =0 , 1 , ... ,p−1 
r(n ) . (9) 
This allows the solution of Eq. (5) to be written as a stochastic mapping in the form [33] 
y n +1 = ( F (n ) + G n ) y n + ( f (n ) + g n ) , (10) 
where 
F (n ) = 
1 2 ··· r(n )+1 ··· r r+1 ⎛ 
⎜ ⎝ 
⎞ 
⎟ ⎠ 
P (n ) 0 · · · R (n ) · · · 0 0 
I 0 . . . 0 · · · 0 0 
. . . 
. . . 
. . . 
. . . · · · . . . 
. . . 
0 0 · · · · · · · · · I 0 
, (11) 
G n = 
1 2 ··· r(n )+1 ··· r r+1 ⎛ 
⎜ ⎝ 
⎞ 
⎟ ⎠ 
Q n 0 · · · S n · · · 0 0 
0 0 . . . 0 · · · 0 0 
. . . 
. . . 
. . . 
. . . · · · . . . 
. . . 
0 0 · · · · · · · · · 0 0 
, (12) 
while 
f (n ) = 
(
v (n )  0  . . . 0  
) 
, g n = 
(
w  n 0 
 . . . 0  
) 
. (13) 
Due to the periodic nature of the coefficients in Eq. (1) the deterministic part of mapping (10) itself is also periodic with
the discrete period p : 
F ( n ) = F ( n + p ) and f ( n ) = f ( n + p ) , (14) 
while the stochastic coefficients G n and g n are periodic in distribution: 
G n 
dist = G n + p and g n dist = g n + p . (15) 
This originates from their periodic statistical properties, since their elements are constructed by stochastic integrals contain-
ing the periodic functions α( t ), β( t ) and σ( t ). 
To obtain a stochastic mapping for a whole time period, a whole mapping period p is considered by substituting
Eq. (10) for p steps. This leads to the one-period-mapping 
y n + p = 
⎛ 
⎝ 
 
p−1 ∏ 
m =0 
( F ( n + m ) + G n + m ) 
⎞ 
⎠ y n + p−1 ∑ 
m =0 
(
f red n + m + g red n + m 
)
, (16) 
where reduced additive vectors f red n + m and g red n + m are 
f red n + m = 
⎛ 
⎝ 
 
p−1 ∏ 
m 0 = m +1 
( F (n + m 0 ) + G n + m 0 ) 
⎞ 
⎠ f (n + m ) , g red n + m = 
⎛ 
⎝ 
 
p−1 ∏ 
m 0 = m +1 
( F (n + m 0 ) + G n + m 0 ) 
⎞ 
⎠ g n + m . (18) 
Note, that the one-period-mapping (16) has constant deterministic and independent and identically distributed stochastic
coefficient matrices and additive vectors, furthermore, f red n + m also becomes stochastic. In case of m = p − 1 the products in
Eqs. (17) and (18) become empty products (since m 0 cannot take values), so the product is interpreted as an identity matrix
I . The symbol  is used to emphasize that the matrices in the products are multiplied from the left as the index increases.
There are multiple ways to utilize the stochastic one-period-mapping (16) . Since the elements of the coefficient matrices
are defined using stochastic Itô integrals, their joint distribution can be determined, using the fact that they form a multi-
variate normal distribution with zero mean and computable covariance matrix. Then this joint distribution can be used to
generate random matrices for direct simulation of the trajectories or to calculate, e.g., the expected value of different quan-
tities determined with the help of these coefficient matrices and vectors. In this paper, a different approach is taken: first,
the mappings describing the first and second moment dynamics are derived, then the stability and the fixed points of these
mappings are investigated. This is important in engineering applications since this gives a conservative stability criterion
and ensures stationary behavior. 
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 3. Moment stability and stationary solution of the discrete mapping 
Since the one-period-mapping (16) contains the discrete approximate solution of Eq. (1) it can be utilized for an approx-
imate moment stability investigation. To give a sufficient condition for the stochastic stability of linear stochastic differential
equations, the first and second moment can be studied [34] . Furthermore, the fixed point of the moment mappings can be
used to approximate the stationary first and second moment of the process defined by (1) , which characterize the region
where the solutions are located. 
3.1. First moment of the one-period-mapping 
To investigate the behavior of the first and second moment of the approximating one-period-mapping (16) the expected
value operator 〈 . 〉 is used, which refers to the ensemble average of a process (in contrast with the time average, such as in
Eqs. (3) and (4) ). The first moment vector of the discretized state space is: 
y (n ) := 〈 y n 〉 = 
(〈 x n t 〉  〈 x ( n −1 ) t 〉  . . . 〈 x ( n −r ) t 〉  ) . (19)
The first moment mapping over a discrete period p can be obtained by taking the expected value of the stochastic one-
period-mapping (16) : 
y (n + p) = F (n,p) y (n ) + f (n,p) , (20)
where 
F (n,p) = 
 
p−1 ∏ 
m =0 
F (n + m ) , (21)
f (n,p) = 
p−1 ∑ 
m =0 
⎛ 
⎝ 
 
p−1 ∏ 
m 0 = m +1 
F (n + m 0 ) 
⎞ 
⎠ f (n + m ) . (22)
Note, that the matrix G n + m and vector g n + m are not present in Eqs. (20) –(22) . Since the elements of the matrix G n + m and
vector g n + m are constructed using stochastic Itô integrals on the interval [ t n + m , t n + m +1 ] , they are independent of the values
in y n , which contains the states up to t n as well as from the Itô integrals on other intervals contained in G n + m 0 and g n + m 0 : 
〈 G n 〉 = 0 , 〈 g n 〉 = 0 , ∀ n, (23)
〈 G n + m y n 〉 = 〈 G n + m 〉〈 y n 〉 = 0 , ∀ m ≥ 0 , (24)
〈 G n + m G n 〉 = 〈 G n + m 〉〈 G n 〉 = 0 , ∀ m  = 0 , (25)
〈 G n + m 0 g n + m 〉 = 〈 G n + m 0 〉〈 g n + m 〉 = 0 , ∀ m 0  = m. (26)
Another approach to obtain the first moment mapping (20) is to take the expected value of a single mapping step described
in Eq. (10) , and then applying the resultant deterministic mapping over a discrete period p . This results in the same mapping
as in Eq. (20) due to the linear nature of both the original stochastic mapping and the underlying SDDE (1) . Note, that the
mapping matrix F ( n,p ) is the approximation of the monodromy matrix (or principal matrix of Floquet transition matrix ) (t n , T )
as in [35,36] for the first moment of SDDE (1) , for which the convergence properties are analyzed [42] . 
The first moment stability can be characterized by the spectral radius (maximum magnitude of the eigenvalues) of the
mapping matrix F ( n,p ) : 
ρ
(
F (n,p) 
)
= max 
z 
{
abs ( z ) , z ∈ C : det 
(
F (n,p) − zI 
)
= 0 
}
, (27)
namely if ρ( F ( n,p ) ) < 1 the mapping is first moment stable, if ρ( F ( n,p ) ) > 1 it is first moment unstable. Furthermore, if the
mapping (20) is stable, the periodic stationary first moment ( y st (n ) = y st (n + p)) can be obtained by 
y st (n ) = 
(
I − F (n,p) 
)−1 
f (n,p) , (28)
which is the discrete approximation of the stationary periodic mean solution, on which the stochastic motion is superim-
posed. Note, that due to linearity, if the stochastic effects in Eq. (1) (the coefficients of d W t ) are neglected, then the behavior
and stability properties of the obtained deterministic system is identical to the behavior of the above described first mo-
ment. 
To study the effects of stochastic perturbations on the stability of the system, the second moment stability has to be
considered. 
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 3.2. Second moment of the periodic mapping 
To investigate the behavior of the second moment the symmetric second moment matrix can be defined by 
Y (n ) := 〈 y n y  n 〉 = 
⎛ 
⎜ ⎜ ⎜ ⎝ 
Y 11 (n ) Y 12 (n ) . . . Y 1 , (r+1) d (n ) 
Y 12 (n ) Y 22 (n ) . . . Y 2 , (r+1) d (n ) 
. . . 
. . . 
. . . 
. . . 
Y 1 , (r+1) d (n ) Y 2 , (r+1) d (n ) . . . Y (r+1) d, (r+1) d (n ) 
⎞ 
⎟ ⎟ ⎟ ⎠ , (29) 
where 
Y i j (n ) = Y ji (n ) := 〈 y n,i y n, j 〉 . (30) 
To investigate the second moment matrix evolution, the outer product of both sides of the stochastic mapping (10) is taken 
y n +1 y  n +1 = (F (n ) + G n ) y n y  n (F (n ) + G n )  + (F (n ) + G n ) y n (f (n ) + g n )  
+ (f (n ) + g n ) y  n (F (n ) + G n )  + (f (n ) + g n )(f (n ) + g n )  , (31) 
Performing the multiplications in (31) and using the properties of the stochastic integrals [37] generating the elements of
G n and g n , the expected value of the squared process mapping can be written, utilizing Einstein’s notation along with (30) ,
in the form [33] 
Y i j (n + 1) = 
(
F il (n ) F jk (n ) + 〈 G n,il G n, jk 〉 
)
Y lk (n ) + 
((
F ik (n ) f j (n ) + F jk (n ) f i (n ) 
)
+ 〈 G n,ik g n, j + G n, jk g n,i 〉 
)
y k (n ) + 
(
f i (n ) f j (n ) + 〈 g n,i g n, j 〉 
)
. (32) 
The expected values in (32) can be computed using the Itô isometry [33,37] . Instead of the matrix-to-matrix mapping rep-
resentation of the second moment mapping (32) , the more convenient vector-to-vector mapping is used. An efficient vector-
representation of the independent elements of the second moment matrix is 
y (n ) := 
[ 
Y 11 ( n ) , Y 22 ( n ) , . . . , Y 12 ( n ) , Y 23 ( n ) , . . . , Y 1 , ( r+1 ) d ( n ) 
]  
, (33) 
where the symmetric elements of the matrix Y (n ) are only considered once. Using the above vector notation, the second
moment mapping (32) can be written as 
y (n + 1) = H (n ) y (n ) + h (n ) y (n ) + 
(
f (n ) + g (n ) 
)
, (34)
where the coefficient matrices H ( n ), h ( n ) and vectors f (n ) and g (n ) are calculated using the rules defined by Eq. (32) (for
further details see [33] ). Due to the independence of the discrete time intervals, the periodic second moment mapping can
be derived from Eq. (34) as 
y (n + p) = H (n,p) y (n ) + h ¯y (n,p) + fg (n,p) , (35) 
where 
H (n,p) = 
 
p−1 ∏ 
m =0 
H (n + m ) , (36) 
h ¯y (n,p) = 
p−1 ∑ 
m =0 
⎛ 
⎝ 
 
p−1 ∏ 
m 0 = m +1 
H (n + m 0 ) 
⎞ 
⎠ h (n + m ) ¯y (n + m ) , (37) 
fg (n,p) = 
p−1 ∑ 
m =0 
⎛ 
⎝ 
 
p−1 ∏ 
m 0 = m +1 
H (n + m 0 ) 
⎞ 
⎠ (f (n + m ) + g (n + m ) ). (38) 
Similarly to the first moment mapping, the matrix H ( n,p ) behaves as a monodromy matrix (t n , T ) for the second moment
process, therefore, the stability of the second moment process can be investigated using the spectral radius ρ( H ( n,p ) ): if
ρ( H ( n,p ) ) > 1 then the mapping is unstable, if ρ( H ( n,p ) ) < 1 then it is stable and and has a bounded stationary solution. This
periodic stationary second moment vector ( y st (n ) = y st (n + p)) can be determined as 
y st (n ) = 
(
I −H (n,p) 
)−1 (
h ¯y (n,p) st + fg (n,p) 
)
, (39) 
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 where 
h ¯y (n,p) st = 
p−1 ∑ 
m =0 
⎛ 
⎝ 
 
p−1 ∏ 
m 0 = m +1 
H (n + m 0 ) 
⎞ 
⎠ h (n + m ) ¯y st (n + m ) . (40)
Note, that the first moment process y (n ) has to be stable ( ρ( F ( n,p ) ) < 1), in order to have a bounded stationary first mo-
ment y st (n ) , which is necessary for the existence of a stationary second moment y st (n ) . However, the condition ρ( H ( n,p ) ) < 1
for the stability of the second moment process y (n ) already implies that the first moment is stable and ρ( F ( n,p ) ) < 1 is sat-
isfied. In case of a sufficiently large period resolution p , the stability of the first two moments of the discretized form of
Eq. (1) provides enough information to decide if it has a stationary solution, and the process x t stays in a bounded re-
gion of the stationary mean described by y st (n ) . For this purpose, the investigation of higher-order moment stability is not
necessary, since it does not provide any additional information despite the complexity of its calculation. 
The described method allows the moment stability investigation of the periodic SDDE (1) . The effects of the different
parameters on the stability properties can be approximated using the spectral radius of the coefficient matrix H ( n,p ) , and
stability charts can be constructed in the space of the investigated parameters. In addition, the stationary behavior can be
approximately described with the use of the stationary moment vectors y st (n ) and y st (n ) in the stable domain. 
Note, that when creating the approximating SDE such as (2) , instead of using only a constant x t n −r(n ) , the Lagrange-
polynomials can be utilized [33,35] as well (as described in Appendix A ) to approximate the delayed state more accurately.
This leads to potentially higher-order convergence for the spectral radii of the moment mapping matrices F ( n,p ) , H ( n,p ) and
the stationary first and second moments y st (n ) , y st (n ) . The use of semidiscretization method with higher-order polynomials
results in the same mapping as in (10) , only the elements of the mapping matrices F ( n ), G n are changed. This approach leads
to the same stochastic and moment mappings as described in Eqs. (10) –(40) . The details of the generation of the individual
mapping matrices and their convergence properties are described in [33] . 
Due to the complexity of the general stochastic semidiscretization method, the above described moment mappings have
been implemented as an open-source Julia package StochasticSemiDiscretizationMethod.jl [38] . In this package, not only the
stability and stationary moment calculations with zeroth-order semidiscretization are implemented, but also the higher-
order semidiscretizations can be used, and it can handle multiple delays and noise sources. This package is used to demon-
strate the capabilities of the proposed method by means of the examples in the following section. 
4. Case studies 
In this section, the application of the stochastic semidiscretization is shown for two second-order systems. Second-order
differential equations are used to describe mechanical systems, due to the first derivative being the velocity and the second-
order derivative being the acceleration of the coordinate describing the motion. The first example is the stochastic extension
of the delay Mathieu equation, which was used for benchmarking the deterministic semidiscretization method in [36] . A
simple version of the stochastic delay Mathieu equation was introduced and tested in [32] , where it was used to find
topological structures in the trajectories near the critical parameters. This example contains periodic coefficient matrices,
however, the delay stays constant. The second example shows how the proposed method can be utilized in manufacturing
science: the effect of spindle speed variation on the surface quality is investigated during turning operations. This problem
leads to an SDDE with both time-periodic delay and coefficient matrices, for which both a stability and stationary second
moment investigation is provided. 
4.1. Stochastic delay Mathieu equation 
In this section, the moment stability and stationary moments of the stochastic delay Mathieu equation are investigated,
which contains multiplicative noise in both the present and past position and present velocity along with a constant additive
term. Consider the stochastic delay differential equation in the Itô sense: 
x¨ t + a 1 (1 + α1 t ) ˙ xt + ( δ + ε cos ( ωt ) ) (1 + α0 t ) x t = b 0 (1 + β0 t ) x t−2 π + σt , (41)
where the principal period is T = 2 π/ω, while the delay τ ( t ) ≡ 2 π can be set without the loss of generality. The Gaussian
white noise process is described with the help of the Langevin force t : 
W t 1 −W t 0 = 
∫ t 1 
t 0 
s d s. (42)
The first order incremental form of the stochastic delay Mathieu Eq. (41) can be written as 
d x t = ( A (t) x t + B (t) x t−2 π ) d t + 
(
α(t) x t + β(t) x t−2 π + σ
)
d W t , (43)
where 
A (t) = 
(
0 1 
−(δ + ε cos ( ωt ) ) −a 1 
)
, B (t) ≡
(
0 0 
b 0 0 
)
, (44)
940 H.T. Sykora and D. Bachrathy / Applied Mathematical Modelling 88 (2020) 933–950 
Fig. 2. Convergence properties of the spectral radius ρ( H ) with numerical parameters a 1 = 0 . 2 , δ = 3 . 25 , b 0 = −0 . 2 , σ0 = 0 . 2 , ω = 0 . 5 , ε = 2 , σ0 = 0 . 2 : 
relative error  ρ of the spectral radius with respect to the (a) period resolution p and (b) the computational time needed, where the reference spectral 
radius is obtained using semidiscretization with q = 7 and p ref = 200 . In panels (c) and (d) the relative computation time and memory usage is shown, 
respectively, with reference median computation time 808.094ms and reference median memory requirement 808.59 KiB. These values correspond to q = 0 
and p = 10 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 α(t) = 
(
0 0 
−α0 (δ + ε cos ( ωt ) ) −α1 a 1 
)
, β(t) = β0 B (t) , σ = 
(
0 
σ
)
. (45) 
To reduce the number of the parameters during the moment stability investigation the values of α1 , α0 , β0 are set to a
common value σ 0 : 
α1 ≡ α0 ≡ β0 ≡ σ0 . (46) 
To conduct numerical experiments to investigate the convergence properties of the approximation of the stability prop-
erties, the error measure  ρ is introduced: 
 ρ ( ˆ  p) = 
∣∣∣∣ρ(H (n,p) | p= ˆ p) − ρ(H (n,p) | p= p ref ) ρ(H (n,p) | p= p ref ) 
∣∣∣∣. (47) 
In Fig. 2 the convergence and some computational properties of the spectral radius ρ( H ( n,p ) ) is shown through the error
measure  ρ for the numerical parameters a 1 = 0 . 2 , δ = 3 . 25 , b 0 = −0 . 2 , σ0 = 0 . 2 , ω = 0 . 5 , ε = 2 , σ0 = 0 . 2 and for different
q Lagrange polynomial orders. The reference solution ρ( H ( n,p ) ) is calculated with period resolution p ref = 200 and q = 7th
order Lagrange polynomial was used to approximate the delay term. In Fig. 2 a the error measure  ρ is shown. To give
an approximation of the convergence of  ρ , black lines are given with slopes corresponding to 1st, 2nd and 3rd order
convergences. It can be observed, that the results computed with q = 0 th order converge approximately with order 1, the
results obtained using q = 1st, 2nd and 3rd order semidiscretization converge approximately with order 2, while the results
computed with q = 4th and 5th order semidiscretization converge approximately with order 3 to the reference solution. 
Furthermore, to benchmark the computational costs of the spectral radius calculation 50 sample calculations were con-
ducted for each p and q parameter pairs and the required computational time, and the memory usage was recorded for ev-
ery sample. During a benchmark sample, the whole process of the construction of the deterministic and stochastic mapping
matrices, the multiplications over a mapping period, and the largest eigenvalue computation was included. The benchmarks
were conducted on a workstation computer with dual Intel Xeon Gold 6154 processors and 192 GB RAM. In Fig. 2 b, the
error measure  ρ is shown with respect to the median of the computation time. It can be observed that if the Lagrange
polynomial order q of the semidiscretization is increased, significantly higher accuracy can be achieved for the same com-
putational time. In Fig. 2 c and d, the relative time and memory required for the calculations are shown, where the reference
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Fig. 3. Convergence of the second moment stability boundary with parameters a 1 = 0 . 1 , ω = 1 , ε = 1 , σ0 = 0 . 275 . The reference stability boundary is de- 
noted with the dashed lines, obtained using a q = 7 th order semidiscretization with period resolution p = 80 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 median computation time is 808.094ms and reference median memory requirement is 808.59 KiB, which occurs at p = 10
and q = 0 . Here it can be seen that the additional computation required by the higher q order semidiscretization is only
significant for small p period resolutions. However, for large period resolutions p the eigenvalue computation of the sparse
matrix describing H ( n,p ) is the dominant source of the computational cost. Since the complexity of the eigenvalue decompo-
sition for a matrix A ∈ R n ×n is approximately O(n 2 . 376 ) [39,40] , and the size n H of matrix H (n,p) ∈ R n H ×n H can be calculated
as n H = 
∑ p 
i =1 i = (p 2 + p) / 2 , thus the complexity of the spectral radius calculation becomes O(p 4 . 752 ) . In Fig. 2 c and d, this
complexity can be observed in both the computational time and the memory usage for all Lagrange polynomial order q . 
In Fig. 3 the convergence of the second moment stability chart is shown for the semidiscretization for different period
resolutions p and Lagrange polynomial order q with parameters a 1 = 0 . 1 , ω = 1 , ε = 1 , σ0 = 0 . 275 . Since in this example
the principal period T = 2 π/ω is equal to the time delay τ = 2 π (the frequency of the periodic term ω = 1 ), for Lagrange
polynomial order q = 0 and q = 1 the delay resolution r and period resolution p are equal, namely r =  τ/ t + q/ 2  = p.
The diagrams were constructed using a multi-dimensional bisection method [24,41] with an initial 25 × 16 grid for the
parameters δ and b 0 , respectively, followed by 5 halving iteration (the final grid is of size 800 × 512). As the analytical
stability boundaries for this particular periodic SDDE are not known, a reference stability chart is created for the convergence
analysis with p = 80 , q = 7 . The figure shows how the boundaries for the different approximations approach the reference
boundaries denoted with the thick blue lines. It can be seen that the stability curves obtained with higher q values converge
significantly better than q = 0 even for small period resolution p . 
In Fig. 4 second moment stability charts for different parameter combinations are shown. During the calculations of
these diagrams a fifth-order (q = 5) Lagrange polynomial was used to approximate the delay state during semidiscretization
along with a sufficiently large period resolution p = 80 . Similarly to Fig. 3 the stability boundaries were found using a multi-
dimensional bisection method with an initial 25 × 16 grid for the parameter plane ( δ, b 0 ) followed by 5 halving iteration. It
is important to emphasize, that for cases where the time delay τ is not equal to the principal period T , the period resolution
p is not equal to the delay resolution r , even in cases q = 0 and 1 . It can be observed, that in the undamped (a 1 = 0) and
deterministic cases (first row, blue lines for σ0 = 0 ) the stability regions have a special structure, namely there are stable
islands bounded by straight lines [36] . As the intensity of the stochastic terms is increased, these islands are decreasing,
first only slowly near the corners, and then the stable regions completely disappear in an accelerating manner. However,
if damping is added (a 1 = 0 . 2) these islands are joined, and the system described by (41) becomes much more robust
against the noise. For the cases in which the ratio τ / T is not an integer (e.g., in the last row where τ/T = 0 . 5 ), due to the
interaction of the time-delayed term and the parametric excitation the stability charts become complex and intricate, which
gets simplified as the increasing noise intensity decreases the significance of this interaction. 
Note, that these robust stability boundaries are in terms of second moment stability, meaning if there is no additive noise
(σ = 0) exciting the system (41) , then it gives only a sufficient condition for stochastic stability (the process can be stable
outside of the calculated stable domain). However, if one has to consider additive noise ( σ  = 0), then the parameters taken
from the stable region calculated with this approach guarantees that the trajectories describing the solution will stay in a
finitely bounded region and there exist a stationary second moment. 
Next, the stationary periodic second moment determined using Eq. (39) derived from the stochastic semidiscretization
method, and it is compared to results obtained with statistical evaluation of direct Monte-Carlo simulations of (41) . The
comparisons were conducted using the parameters a 1 = 0 . 2 , ε = 2 , δ = 3 . 25 , b 0 = −0 . 2 , σ0 = 0 . 2 , additive noise intensity
σ = 1 and three different parametric excitation frequencies: ω = 2 , 1 and 0.5 (denoted by black × -s in Fig. 4 ). The Monte-
Carlo simulations were conducted using the Euler-Maruyama method for SDDE-s with time step relative to the principal
period of the system t MC = T / 16384 = 2 π/ 16384 ω. The system (41) was integrated for 1100 periods, while 200 individual
trajectories were calculated. In order to ensure that the initial conditions are not influencing the results, the first 100 pe-
riods were dropped from each trajectory, leaving 10 0 0 × 200 = 200 000 periods altogether, providing statistically sufficient
number of periods to average over. 
The comparison is shown in Fig. 5 : since the stationary first moment is zero (no additive determinist excitation is
present), the convergence of the stationary periodic standard deviation is presented only. In general this is derived utilizing
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Fig. 4. Second moment stability charts for Eq. (41) for different values of ε, ω and a 1 . The period resolution is p = 80 and the delayed state is approximated 
with a q = 5 order polynomial for all cases. 
 
 
 
 
 
 the first and second moment: 
StD (x (t)) = 
√ 
〈 x (t) 2 〉 − 〈 x (t) 〉 2 . (48) 
Furthermore, for a more compact notation is introduced for the periodic stationary standard deviation: 
StD st x ( s ) = lim 
k →∞ 
StD ( x ( kT + s ) ) where s ∈ [ −T , 0 ] . (49) 
In the figure the red × -s denote the reference solution obtained via Monte-Carlo simulations, plotted with time density
being t MC 
plot 
= T / 20 . The convergence w.r.t. the period resolution p and w.r.t. the order of the Lagrange polynomial approxi-
mating the delay state q is shown in the left and right columns, respectively. When the convergence w.r.t. the period reso-
lution p is shown, the polynomial order is fixed to q = 0 , while when the convergence is investigated w.r.t. the order q the
resolution is fixed to p = 20 . It can be seen that the zeroth-order stochastic semidiscretization method converges to the ref-
erence solution even for smaller period resolutions ( p = 20 ). However, the accuracy can be further improved if higher-order
stochastic semidiscretizations are applied as it can be seen in the right column. 
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Fig. 5. Comparison of the stationary periodic standard deviations obtained with the stochastic semidiscretization method (denoted by lines) with the 
results obtained through Monte-Carlo simulations (denoted by the red × -s). The stationary standard deviations are calculated for different values of ω 
and for a 1 = 0 . 2 , δ = 3 . 25 , b 0 = −0 . 2 , σ0 = 0 . 2 and ε = 2 (black × -s in Fig. 4 ) (For interpretation of the references to color in this figure legend, the reader 
is referred to the web version of this article.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Next, to further demonstrate the convergence of the introduced stochastic semidiscretization method the mean-square
error of the stationary second moment compared to a reference solution is investigated, namely 
 2 (p) = 
√ 
1 
p 
∑ 
t∈ (p) 
( StD st x,p (t) − StD st x, ref (t)) 2 , (50)
where (p) = {−T , . . . , −2 T /p, −T /p} . 
In Fig. 6 a-c the  2 ( p ) error is shown for period resolutions p = 2 , 4 , 8 , . . . , 128 and for q = 0 , 1 , . . . , 5 . The reference peri-
odic stationary standard deviation was computed using a higher-order semidiscretization with q = 7 and p = 256 . 
To give an approximation of the convergence of the  2 error in the presented p -range black lines are given with slopes
corresponding to 1st, 2nd order convergences. It can be observed that the results computed with q = 0 th order converge
approximately with order 1, the results obtained using higher-order semidiscretization converge approximately with order 2
to the reference solution. One reason for the limited convergence rate can be caused by the averaged constant A¯ (n ) term in
the approximating SDE (2) , as similar behavior is shown for the deterministic semidiscretization in [42] . Another factor is
the approximation of the multiplicative present state, which lowers the convergence rate that can be achieved even for one
mapping step, as shown in [33] . 
Furthermore, to analyise the performance of the method to determine the stationary second moment, 50 samples of
benchmark runs were conducted for each point of p and q of the stationary second moment calculation, where the required
computational time and the memory usage was recorded for every sample. During a benchmark run, the whole process
of the construction of the deterministic and stochastic mapping matrices and vectors, the multiplications over a mapping
period, and the LU decomposition needed to solve Eq. (40) is included. In Fig. 6 d and e the relative time and memory
required for the calculations are shown, where the reference median computation time is 0.328 ms, and reference median
memory requirement is 403.95 KiB, which occurs at p = 10 and q = 0 . Here it can be seen that for large period resolutions
p the matrix operations are the dominant source of the computational costs, similarly as in the case of the spectral radius
calculations, demonstrated in Fig. 2 c-d. Based on [43] the complexity of the LU decomposition on a parallel processor is
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Fig. 6. Panels (a)-(c) show the  2 ( p ) error defined by (50) computed utilising the stationary second moment of the stochastic delay Mathieu Eq. (41) with 
numerical parameters a 1 = 0 . 2 , δ = 3 . 25 , b 0 = −0 . 2 , σ0 = 0 . 2 , ε = 2 and σ = 1 (black × -s in Fig. 4 ) and reference solution computed using q = 7 and p = 
256 . Panels d) and e) show the median relative computation time and median memory usage of the computations, respectively, based on 50 benchmarking 
runs for each point. The reference median computation time is 0.328 ms, while the reference median memory requirement for the calculations is 403.95 
KiB. These values correspond to q = 0 and p = 2 . 
Fig. 7. The  2 error defined by (50) for the stochastic delay Mathieu equation with numerical parameters a 1 = 0 . 2 , δ = 3 . 25 , b 0 = −0 . 2 , σ0 = 0 . 2 , ε = 2 
and σ = 1 (black × -s in Fig. 4 ) with respect to the required median computation time. The reference solution was computed using the stochastic 
semidiscretization method with q = 7 and p = 256 . The results are compared to the the Monte-Carlo simulations denoted with black lines. The numbers 
on the black lines are corresponding to the number of the averaged periods used when statisticially evaluating the Monte-Carlo simulations. 
 
 
 
 
 
 
 
 
 
 
 
 
 between O(n 2 ) and O(n 3 ) for a problem of size n , so in our case it should be between O(p 4 ) and O(p 6 ) . The trends
observable in Fig. 6 d and e coincide with this prediction. The additional computation requirements by the higher q order
semidiscretization are not significant even for small p period resolutions. Note that for higher p values, the computation of
stationary quantities is challenging due to the high memory demand of the stochastic semidiscretization method ( ~ p 4 ) [33] .
To compare the performance of the stochastic semidiscretization method to the Monte-Carlo simulations, the computa-
tional time required for the Monte-Carlo simulations was also measured, and compared to the median computational time
requirements of the stochastic semidiscretization method. In Fig. 7 the  2 error measure is shown with respect to the com-
putational time for the stochastic semidiscretization method and for the Monte-Carlo simulations with different number of
averaged periods, denoted with the numbers on the black lines and different time size t MC ∈ { T / 2 8 , T / 2 9 , . . . , T / 2 14 } . The
reference solution was calculated with stochastic semidiscretization with q = 7 and p = 256 . In this figure, it can be ob-
served that the error in the Monte-Carlo simulation is slightly influenced by the number of the averaged periods, however,
the effect of the time step MC of the Euler-Maruyama method is the dominant factor. More importantly, it is also appar-
ent that stochastic semidiscretization can provide the same accuracy as the Monte-Carlo simulations orders of magnitudes
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Fig. 8. One degree of freedom mechanical model of turning with periodic (sinusoidal) spindle speed variation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 faster; e.g., the stochastic semidiscretization can lead to  2 = 10 −3 error using 4 magnitudes less computational resource
then the applied Monte-Carlo method. 
4.2. Stochastic model of turning with spindle speed variation 
To demonstrate the application of the stochastic semidiscretization to a practical problem, the stability and stationary
behavior of a turning operation are investigated. To improve the stability properties of the cutting process, that is to increase
the domain from where stable machining parameters can be selected, and the so-called chatter [5] phenomena can be
avoided, one possibility is to vary the spindle speed in a sinusoidal manner [17] . The usual mechanical model of the turning
process [5] is shown in Fig. 8 , while the corresponding governing equation of motion describing the dynamics is 
m ¨z (t) + c ˙ z(t) + kz(t) = F (t) , (51)
where 
F ( t ) = K w h q c ( t ) while h ( t ) = h 0 ( t ) + z ( t − τ ( t ) ) − z ( t ) . (52)
The system (51) models the cutting tool as a linear oscillator, which is excited by the cutting force F ( t ) described in by
the cutting force characteristics in Eq. (52) [44] . In Eq. (51) the parameters m, c and k denote the modal mass, damping and
stiffness of the cutting tool, respectively, while in (52) K and q c are parameters of the cutting force model, w is the chip
width, h ( t ) is the time varying chip thickness and h 0 ( t ) is the nominal chip thickness. The time delay τ ( t ) originates from
the regenerative nature of turning; namely, the position of the tool is copied to the machined surface during vibration, and
it affects the cutting force one revolution later through the chip thickness. The time dependence of the delay τ ( t ) comes
from the variable spindle speed described by: 
( t ) = 0 + 1 cos ( ω τ t ) , where ω τ = RVF · 0 (53)
and the parameter RVF is the ratio of the modulation frequency ω τ and the mean spindle speed 0 . In [35] it is shown,
that the corresponding time delay τ ( t ) can be approximated as 
τ ( t ) ≈ τ0 + τ1 cos ( ω τ t ) , where τ0 = 2 π
0 
and τ1 = τ0 · RVA . (54)
Here the notation RVA := 1 / 0 represents the ratio of the amplitude 1 and the mean value 0 . Due to the varying
spindle speed the nominal chip thickness h 0 ( t ) varies in time, and it can be described with the help of the feed rate v f and
the varying time delay τ ( t ): 
h 0 (t) = v f τ (t) , (55)
leading to 
F (t) = K w 
(
v f τ (t) + z(t − τ (t)) − z(t) 
)q 
. (56)
Linearizing the cutting force around z(t − τ (t)) − z(t) = 0 and dividing by the modal mass m gives 
1 
m 
F (t) ≈ ω 2 n 
( 
H 1 
(
τ (t) 
τ0 
)q −1 
(z(t − τ (t)) − z(t)) + H 0 
(
τ (t) 
τ0 
)q ) 
, (57)
where 
H 1 = K w q 
mω 2 n 
(
v f τ0 
)q −1 
, H 0 = K w 
mω 2 n 
(
v f τ0 
)q 
(58)
and ω n = 
√ 
k/m is the natural frequency. 
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 To approximate the stochastic and high frequency effects in the cutting force [16] , such as chip fragmentation, shock-
waves and inhomogeneous material properties, a Gaussian white noise with relative intensity σ K is introduced (described
by the Wiener process) into the cutting force coefficient: 
K t := K ( 1 + σK t ) . (59) 
When substituting it into the linearized cutting force model (57) the equation of motion becomes a SDDE: 
z¨ t + 2 ζω n ˙ zt + ω 2 n z t = 
= ω 2 n 
( 
H 1 
(
τ (t) 
τ0 
)q −1 
(z t −τ (t ) − z t ) + H 0 
(
τ (t) 
τ0 
)q ) 
+ σK ω 2 n 
( 
H 1 
(
τ (t) 
τ0 
)q −1 
(z t −τ (t ) − z t ) + H 0 
(
τ (t) 
τ0 
)q ) 
t , (60) 
where ζ = c/ (2 mω n ) is the damping coefficient. 
To reduce the parameters of the system the dimensionless time ˆ t = ω n t and displacement are x ˆ t = z ˆ t/ v f τ0 are introduced.
Substituting these dimensionless variables into Eq. (60) leads to 
x ′′ ˆ t + 2 ζ x ′ ˆ t + x ˆ t = 
= 
( 
H 1 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q −1 
(x ˆ t− ˆ τ ( ˆ t) − x ˆ t ) + 
H 1 
q 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q ) 
+ ˆ σK 
( 
H 1 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q −1 
(x ˆ t− ˆ τ ( ˆ t) − x ˆ t ) + 
H 1 
q 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q ) 
ˆ t , (61) 
where 
ˆ τ (t) = ˆ τ0 
(
1 + RVA cos ( RVF ˆ 0 ˆ  t) 
)
, with ˆ 0 = 0 
ω n 
, ˆ τ0 = ω n τ0 (62) 
and ′ denotes the derivative w.r.t. the dimensionless time ˆ t . Furthermore the coefficent ˆ σK := σK /ω 5 / 2 n is the relative inten-
sity of the rescaled Gaussian white noise process ˆ t . For the dimensionless equation of motion (61) the coefficient matrices
of the first order form (1) are given by: 
A ( ˆ t) = 
( 
0 1 
−1 − H 1 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q −1 
−2 ζ
) 
, (63) 
[6 pt] B ( ˆ t) = 
( 
0 0 
H 1 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q −1 
0 
) 
, c ( ˆ t) = 
( 
0 
H 1 
q 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q ) , (64) 
[6 pt] α( ˆ t) = 
( 
0 0 
− ˆ σK H 1 
(
ˆ τ ( ˆ t) 
ˆ τ0 
)q −1 
0 
) 
, (65) 
[6 pt] β( ˆ t) = ˆ σK B ( ˆ t) , σ( ˆ t) = ˆ σK c ( ˆ t) , (66)
and the state space vector is 
x ˆ t = [ x ˆ t , x ′ ˆ t ]  . (67) 
To apply the dimensionless parameters in the Eq. (61) to investigate the effect of the spindle speed variation on the sta-
bility and the surface quality, a small number of realistic machining parameters are introduced to connect the mathematical
model to the application. First, the damping ratio was set to ζ = 0 . 02 , then a cutting force model, the three-quarter rule
is used, with q c = 3 / 4 [5] . Furthermore, it is a safe assumption to consider the noise intensity in the cutting force coeffi-
cient to be ˆ σK = 0 . 1 [16] . Another important parameter is the mean nominal chip thickness h¯ 0 = v f τ0 , since this scales the
dimensionless tool position x ˆ t . In this analysis a realistic value, h 0 = 100 μm is used. 
To guarantee acceptable surface quality, the roughness profile parameter Ra is the commonly used metric, which de-
scribes the arithmetic mean value of the magnitude of the measured surface profile ordinates [45] . However, this value
cannot be directly calculated using the theorem described in this paper, so the roughness parameter Rq is used, which
refers to the root mean square of the surface profile ordinates. For a roughing operation it is sufficient to choose Rq 13.75,
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Fig. 9. Second moment stability and Rq 13.75 limiting charts for turning process with sinusoidal spindle speed modulation with RVA = 1 / 0 = 0 . 1 . The 
dashed lines indicate the corresponding boundaries associated with constant spindle speed turning. Under the curves denoted with ρ(H (n,p) ) = 1 and Rq 
13.75 the process is second moment stable and the maximum of the stationary standard deviation is smaller then the limit 13.75 μm, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 referring to the standard deviation of the surface roughness profile peaks being at maximum 13.75 μm, which approximately
corresponds to a Ra 12.5 value [46] . If h 0 = 100 μm is chosen, then the Rq 13.75 translates to 
max 
s ∈ [ − ˆ T , 0] 
StD st x (s ) = 0 . 1375 where ˆ T = 
2 π
RVF ˆ 0 
= ˆ τ0 
RVF 
. (68)
To evaluate (68) one needs to calculate both the stationary first and second moments. However, the variation of the first
moment is only considered in the stationary standard deviation and is not considered separately, since it does not describe
the surface quality, only the final exact shape, which is not investigated in this study. 
In Fig. 9 the second moment stability and the surface quality charts (where the stationary second moment is limited
by the condition of Rq 13.75) are shown for modulation frequencies RVF = ω τ / 1 = 0 . 5 and 0.1, while the corresponding
curves for the traditional constant spindle speed turning are given with the dashed lines. The diagrams were determined
using q = 5 order stochastic semidiscretization with period resolution p = 50 for all cases. The boundaries were found using
a multi-dimensional bisection method with an initial 21 × 11 grid for the parameter plane of the dimensionless spindle
speed ˆ 0 and the dimensionless effective cutting force coefficient H 1 followed by four halving iterations, resulting in a final
grid of 336 × 176. 
From this analysis, it can be deduced, that the application of spindle speed variation with a relatively fast modulation
frequency RVF = 0 . 5 (left panel of Fig. 9 ) significantly increases the stable parameter domain even for the high-speed range.
This stabilizing effect is more pronounced for lower spindle speeds, where the stable “spikes” merge, creating a domain
robust against uncertainty in the mean spindle speed 0 . This second moment stability chart is almost identical to the
traditional (deterministic) stability chart [35,47] , due to the relatively small noise intensity. This effect can also be observed
in Fig. 4 . The surface quality chart behaves similarly, the Rq 13.75 limiting curve follows the change of the stability chart for
lower spindle speeds, however, higher speeds, the application of spindle speed variation with RVF = 0 . 5 does not provide
any advantage. 
For a more realistic frequency ratio RVF = 0 . 1 the improvement in stability is only significant in the lower spindle speed
domains, as it can be observed on the right panel of Fig. 9 . However, if the surface quality is also considered, the effect is
not so obviously positive. Although the bottom of the “instability lobes” rise, causing increased robustness, the peak of the
“spikes”, inside which the preferable high material removal rates can be achieved, become significantly lower. 
5. Conclusions 
In this work, an efficient approach is given to determine the mean square stability and stationary second moment of
stochastic delay differential equations with periodic coefficients and periodic delay. First, the stochastic semidiscretization
method is extended to periodic systems subjected to additive and multiplicative noise acting both on the present and on
the delayed states of the system. This allowed us to derive the periodic first and second moment mappings, then both
utilized to investigate the stationary behavior of the original stochastic problem without requiring stochastic simulations.
From the resulting periodic map, it is shown how the first and second moment evolution can be calculated, as well as how
the stability of these moments is approximated. The periodic nature of the stationary behavior is also highlighted. 
To benchmark the convergence and performance of the stochastic semidisretization on systems with periodic parameters,
the method was applied for the stochastic extension of the time-periodic delay Mathieu equation. It was shown through
numerical experiments that the spectral radius of the coefficient matrix H ( n,p ) converges to a particular solution, either
when the period resolution p or the order q of the Lagrange polynomial approximating the delayed state is increased. To
elaborate, the convergence of the error  ρ of the spectral radius calculation is of order 1, 2 and 3 for the q = 0 th order, for
the q = 1 st , 2 nd , 3 rd order and for the q = 4 th , 5 th order Lagrangian polynomials, respectively. 
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 Furthermore, it was demonstrated, that it is beneficial to use a higher-order Lagrange polynomial to generate the ap-
proximating map and decrease the period resolution p to reach the same  ρ error level since the performance bottleneck
of the stability calculations is the corresponding eigenvalue computation, which has the complexity ∼ O(p 4 . 752 ) . Moreover,
the effect of the intensity of the multiplicative noise on the second moment stability is explored, and it was shown that a
small white noise excitation does not influence stability properties significantly, however, larger intensity noise can eliminate
stable parameter regions. 
Next, the convergence and the performance of the stochastic semidiscretization with respect to the stationary second
moment calculation were studied through the numerical computation of the error measure  2 . Similarly, to the stability
calculations, both the increase of the period resolution p and the order q decreased the error  2 of the stationary second
moment. Here it can also be observed that the bottleneck of the computation is the LU decomposition needed to determine
the stationary behavior, thus the increased accuracy provided by the stochastic semidisretization is exceptionally beneficial.
The results obtained with stochastic semidiscretization were compared to results computed with the statistical evaluation of
Monte-Carlo simulations. The performance and accuracy comparison of the two methods is presented in Fig. 7 , which shows
the superiority of the stochastic semidiscretization method. Namely, it produced results with the same accuracy under 3-4
order of magnitudes faster than the Monte-Carlo simulations, e.g., a computation resulting in an error  2 = 10 −3 for ω = 2 . 0
is conducted ~ 0.1 s with the help of the stochastic semidiscretization. In contrast, the same accuracy is achieved under
~ 20 0 0 s when using the Monte-Carlo approach. 
Note that the error of the Monte-Carlo method is stochastic, namely, it fluctuates around a given value when repeating
the calculations, while the error of the stability properties and the stationary moments computed with the help of the
stochastic semidiscretization method is deterministic. Due to this deterministic property, the stability and second moment
charts have smooth boundaries obtained utilizing the stochastic semidiscretization method, in contrast to the noisy and
uncertain stability borders obtained with Monte-Carlo simulations [23] . 
Finally, the established mathematical tools were used on a practical test case: the effect of spindle speed variation on the
stability of turning processes was investigated. The proposed stochastic semidiscretization allowed the efficient exploration 
of the stability properties of the cutting process and the resulting surface quality of the manufactured product through the
stationary second moment. This analysis showed that the increased stable parameter domain does not necessarily predict
a positive change in all the required quantities: in the resulting surface roughness, one can experience disadvantageous
changes. This analysis emphasizes the significance of methods, which not only provide tools to analyze the stability proper-
ties of a system but also allow the evaluation of the stable stationary behavior. 
Due to the complexity of the general implementation of the stochastic semidiscretization method, an open-source Ju-
lia [48] package is implemented under the name StochasticSemiDiscretizationMethod.jl [38] . This package allows the analysis
of the first and second moment stability and the stationary periodic first and second moments of linear periodic SDDEs, by
only supplying the periodic parameters of the SDDE describing the investigated problem, the period resolution p and the
order q of the approximating Lagrange polynomial of the semidiscretization. Hopefully, this software package allows other
researchers and practicing engineers to apply the stochastic semidiscretization in the field of stochastic delay systems. 
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Appendix A. Higher-order semidiscretization 
To improve the accuracy and convergence of the approximation of the stochastic mapping (10) , q th order Lagrange poly-
nomials are utilized [33,35] . The term higher-order refers to the order of the Lagrange polynomial used to approximate
the delayed terms. This leads to additional terms in both the deterministic and the stochastic mapping matrices. The delay
resolution r is corrected with the order q of the Lagrange polynomial as 
r(n ) = 
⌊
τ (n ) 
t 
+ q 
2 
⌋
, r = max 
n ∈{ 0 , 1 , ... ,p−1 } 
r(n ) . (A.1) 
In this case, the Lagrange polynomial is used to approximate the delay terms, and has the following form: 
L ( 
q ) 
t = 
q ∑ 
k =0 
L (q,k ) (t) x t−( n −r(n )+ k ) t , (A.2) 
and 
L ( q,k ) ( t ) = 
( 
q ∏ 
l =0 ,l = k 
t − τ ( n ) − ( n + l − r ( n ) ) t 
( k − l ) t 
) 
where t ∈ [ t n , t n +1 ) . (A.3) 
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 Using this, the approximation of Eq. (1) leads to 
d x t = 
(
A¯ (n ) x t + B (t) L (q ) t + c (t) 
)
d t + 
(
α(t) e A¯ (n ) s x t n + β(t) L (q ) t + σ(t) 
)
d W t , 
where t ∈ [ t n , t n +1 ) , (A.4)
with the discretized form 
x t n +1 = ( P (n ) + Q n ) x t n + v (n ) + 
q ∑ 
k =0 
(
R k (n ) + S k , n 
)
x t n −r(n )+ k + w n . (A.5)
The discretized mapping matrices F ( n ) and G n will have the structure 
F (n ) = 
1 2 ··· r(n )+ q +1 ··· r(n )+1 ··· r r+1 ⎛ 
⎜ ⎝ 
⎞ 
⎟ ⎠ 
P (n ) 0 · · · R q (n ) · · · R 0 (n ) · · · 0 0 
I 0 · · · · · · · · · 0 · · · 0 0 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . · · ·
. . . 
. . . 
0 0 · · · · · · · · · · · · · · · I 0 
, (A.6)
G n = 
1 2 ··· r(n )+ q +1 ··· r(n )+1 ··· r r+1 ⎛ 
⎜ ⎝ 
⎞ 
⎟ ⎠ 
Q n 0 · · · S q,n · · · S 0 ,n · · · 0 0 
0 0 · · · · · · · · · 0 · · · 0 0 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . · · ·
. . . 
. . . 
0 0 · · · · · · · · · · · · · · · 0 0 
, (A.7)
where 
R k,n = 
∫ t n +1 
t n 
e A¯ (n ) ( t n +1 −t ) L ( q,k ) t B (s )d t, k = 0 , 1 , . . . , q, (A.8)
S k,n = 
∫ t n +1 
t n 
e A¯ (n ) ( t n +1 −t ) L ( q,k ) t β(t)d W t , k = 0 , 1 , . . . , q. (A.9)
Note that using the above-described approach, using a q = 0 th order Lagrange polynomial to approximate the delayed
term, the same discretization is obtained that is described in Section 2 can also be derived. 
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