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Introduction
The financial crisis has reminded us that the quality of statistical models for risk management is often lower than expected (Daníelsson, 2008) . While the models typically work well for small shocks, they often fail in crisis times characterized by extreme events.
Therefore, the adoption of the appropriate risk management model to assess the expected financial losses in stock markets remains a challenge (Rossignolo et al., 2012) .
Generalized autoregressive conditional heteroskedasticity (GARCH) models have become the most popular models (Engle, 2001 ) of the conditional variance of stock returns for many purposes, ranging from portfolio optimization and day-to-day risk management to regulatory reporting under the Basel framework. Despite many variations, the application of simple Gaussian GARCH models is most common (Hansen and Lunde, 1997) . These models are established to successfully capture key stylized facts about stock returns: volatility clustering and fat-tailed return distributions.
The aim of this paper is to examine precisely how different GARCH models are able to capture/model the tail behavior of various equity stock prices using extreme value theory (EVT) as a basis for our simulation study. Correct modeling of tail behavior is key to properly managing risks (e.g., calculating capital requirements), optimizing portfolios, designing stress testing scenarios and generally improving understandings of stock market dynamics. A related discussion on the assessment of the unconditional distributions of financial time series using EVT is available in Daníelsson and de Vries (1997b, 2000) , Daníelsson et al. (1998) , Embrechts et al. (1998) and Longin (2000) .
We analyze whether there is a particular GARCH model that outperforms other GARCH models in terms of correctly assessing the shape of the tail distributions. Underestimation of fat tails in the loss distribution leads to systematic undervaluation of the risk hidden in stock returns. In fact, the increased Value at Risk (VaR) 1 buffers imposed by Basel III are the result of undervaluation of the fatness of the tails of the loss distributions (Basel II, 2007; Basel III, 2011) . The importance of tail fatness for capital reporting and Value at Risk calculations is emphasized in Huisman et al. (1998) and, more recently, for VaR estimation using EVT in Karmakar (2013) .
In this study, we quantify the magnitude with which various GARCH models capture and reproduce the tail fatness of the unconditional loss distribution based on a large data set. The analysis starts by assessing the tail behavior of all series by calculating the tail indexes using the Hill method (Hill, 1975) modified by Huisman et al. (2001) . The tail index is a characteristic of the tail behavior of a given distribution. For example, in case of the Student's t distribution, its reciprocal coincides with the degrees of freedom; intuitively, the smaller the value, the lighter tails of the distribution. Specifically, depending on the value of the tail index, the distribution has one of the following characteristics: a short tail with a finite terminal value, a light tail with no terminal value, or a fat tail with no terminal value that slowly approaches infinity. Needless to say, asymmetric distributions may have different tail indexes for each tail. We focus on the minima of the returns or, in other words, on the maxima of the loss distributions.
We estimate 8 different GARCH-family models (with various distributional assumptions and lag structures) for stocks currently listed on the S&P 500 stock market index with data ranging from 1995-2014 and estimate tail indexes for the individual series of this stock market index. Thus, we perform Monte Carlo simulations of all the models to replicate the return series. For each simulated series, we calculate the tail index, and thus, we assess the model-implied tail index. Consequently, we are able to compare the tail behavior of the actual time series to the tail behavior implied by the model. We motivate our analysis by the fact that there is a non-trivial analytical expression to calculate the model-implied tail index for a simple GARCH (1, 1) model (Groenendij et al., 1995) , but an analytical solution does not exist for more complicated specifications of GARCH models. Hence, we perform a Monte Carlo simulation study of tail indexes. A similar analysis has been conducted by Mikosch and Stȃricȃ (2000) , who find that, although GARCH-family models generally reproduce fat-tailed return series, the tails captured by some models are lighter then the data show. By contrast, our paper employs different methods to evaluate the tail shape, and we use a large data set accompanied by an extensive simulation study.
We find that, although the GARCH models that assume a conditional normal distribution imply fat-tailed unconditional distributions, the left tails of the actual stock return distributions are much fatter than these models can capture. Our results suggest that using such models to calculate regulatory capital leads to an underestimation of over 12%. Moreover, models based on the normal assumption fail to capture the correct tail shape for up to two-thirds of examined stock returns series. The models assuming a Student's t distribution better capture tail shape, failing to capture the tail shape for approximately 15% of stock return series. Therefore, according to our results, models with a Student's t distribution are preferable for modeling tail risk more accurately.
The paper is organized as follows: Section 2 introduces some GARCH-family models and the EVT methodology; Section 3 presents the empirical results; and Section 4 concludes.
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GARCH models
To examine tail risk, we estimate simple GARCH as well as more complex EGARCH and GJR-GARCH models. We choose these models because they are all commonly used to model financial time series data. To overcome the shortcomings of the simplest GARCH specifications, such as not allowing for negative correlations between returns of stocks and volatility non-negativity constraints on estimated parameters, we also employ the more complex models. This section briefly summarizes all the models and presents the motivation for the more complex models.
GARCH
The GARCH model was introduced by Bollerslev (1986) as a direct extension of the ARCH model developed by Engle (1982) . The extension allows for past conditional variance in the current conditional variance equation:
where t = r t − µ is the mean-corrected strictly stationary time series, z t is an independent identically distributed random variable, Ω t−1 is an information set (σ-field) of all information through time t-1, parameters p, q determine the lag structure of the model, ω > 0 is a constant and α i 0 is a coefficient measuring the short-term impact of t on conditional variance, while β j 0 is a coefficient measuring the long-term impact on conditional variance. Nelson (1991) proposed the exponential GARCH to overcome some simplifications of GARCH models. We use the EGARCH(p,q) formulation in which equation (3) is replaced by:
EGARCH
where ω is a constant parameter, α j represents a symmetric effect, β i measures the persistence in conditional volatility, parameter γ j allows for asymmetries, which is known as a leverage effect, and γ < 0 indicates that negative innovation create more volatility than does positive and vice versa. As the variance is in logarithmic form, coefficients ω, α j , β i or γ j may reach negative values and not affect σ 2 t , which will be positive. Glosten et. al (1993) proposed another extension of the GARCH model, which is a simplification of the EGARCH model that still allows the estimation of the asymmetry effect. The conditional variance in Glosten-Jagannathan-Runkle GARCH(p,q) (GJR-GARCH) is defined as:
GJR-GARCH
where
is an indicator function (6) and the coefficients α j , β i and t are interpreted as in the GARCH model. However, coefficient γ j denotes the asymmetric effect. The GRJ-GARCH model constraints are:
An asymmetric effect is present whenever γ i is positive, whereas γ i equals zero indicates a symmetric reaction of volatility change to the returns.
Model selection
This sub-section presents the models and their respective specifications, which are further used in the analysis below. We selected a few models from each of the presented categories-GARCH, E-GARCH, and GJR-GARCH-and for each, we consider both normal and Student's t distributions for the unconditional distribution of t . Moreover, a lag structure has been selected based on the Akaike information criterion (AIC) for each model and distributional assumption.
Denoting the respective lag as p, q, we estimate the model parameters and calculate the AIC for all combinations of p and q ∈ [1, 5] , yielding 25 combinations for each return series. For each model and returns series, the optimal lag structure was chosen based on the AIC. We also include an analysis of the standard GARCH(1,1) specification with both normal and Student's t distributions. Table 1 summarizes our models. 
Although one may argue that we could use more models and various specifications, we settle on the above models predominantly to be able to analyze all individual return series underlying the S&P 500 and retain a manageable number of models.
Extreme value theory
To assess the degree to which a GARCH model captures tail behavior, we employ EVT methods. There are two approaches: the block maxima method (BMM) and peak over threshold (POT) approach (McNeil et al., 2005) . The former discards a larger amount of data, as it works only with extreme observations over different periods, whereas the latter uses all the data in tail of the distribution. The tractability and easy application of the latter method has made it common practice (Wagner and Marsh (2005), Huisman et al. (2001) or McNeil and Frey (2000) ). The POT approach essentially sets a threshold high enough in the tail of the distribution (McNeil et al. (2005) suggest using less than 5% of the dataset), but it still uses all the data above the threshold. The aim is to estimate the parameters of a generalized Pareto distribution (GPD). These parameters then describe the nature of the tail. Maximum likelihood or similar methods are typically used for estimation.
The distribution function of the generalized Pareto distribution is given by:
where β > 0 and x 0 when ξ 0, and 0 x −β/ξ when ξ 0. The parameters ξ and β are referred to as shape and scale parameters, respectively.
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The aim of our analysis is to work with ξ, which is generally referred to as the tail index, which characterizes the tail shape of the distribution. For ξ < 0, we have shorttailed distributions with finite right end points, such as uniform or beta distributions;
for ξ = 0, we have light-tailed distributions, such as normal, exponential, gamma or lognormal distributions; and for ξ > 0, we obtain heavy-tailed distributions, such as Pareto, Student's t, Cauchy, Burr, loggamma and Fréchet distributions (McNeil and Frey, 2000) .
We focus on estimating ξ with a method based on Hill (1975) , which estimates as reciprocal value of ξ = (α H ) −1 , as modified by Huisman et al. (2001) . Note that Hill (1975) denotes his estimator as α, which is usually referred to as Hill α H , and it is completely unrelated to the α that we use to denote the coefficients of GARCH models.
We choose this method because it is widely used, straightforward and asymptotically unbiased (Hill (1975) , Resnick and Stȃricȃ (1997) observations, yet Resnick and Stȃricȃ (1997) argue that this assumption may be relaxed and that, even for financial time series, Hill estimates are consistent.
Results
We conduct the empirical study using the S&P 500, which includes 502 stocks. 3 Due to our focus on tail behavior and extreme losses, we consider stocks listed more than 5 years.
As a result, we include 477 stocks 4 . The maximum span of the data is 1995-2014. The complete list of studied stocks is available in the Appendix along with the descriptive statistics and respective stock sectors. For clarity, we outline the computation steps in detail:
1. Log-return series calculation as r t = log( 
Case Study -Exxon Mobile
To clarify our approach, we perform a step-by-step analysis of a selected stock. We consider the stock with largest composite weight-Exxon Mobile. The return series is slightly skewed to the right (skewness is 0.029) and has very high kurtosis of 11.76.
The tail indexξ = 0.2869 and reciprocalα H = 3.4858 suggest that the unconditional distribution of the returns has no more than 3 finite moments. This result is consistent with various studies. Among others, Huisman et al. (2001) find similar tail indexes for exchange rates, Sun and Zhou (2014) arrive at similar results for both simulated data using GARCH(1,1) model and, more importantly, actual stock return series data from the S&P 500 and 12 various US stock indices. Finally, Ibragimov et al. (2013) analyze exchange rates and report Hillα H in range of 2.88 to 4.28 for threshold k = 170. Table 2 presents the estimates of the GARCH models with different types of innovations. The coefficients of the models are consistent with expectations, i.e., high (over 0.9) coefficients β 1 on lagged conditional variance, which suggest a high degree of persistence in volatility. The only exceptions are two models-Normal GARCH(p,q) and GJR-GARCH(p,q)-whose coefficients β 1 are not significantly different from 0. None of the models needed 5 lags for its lagged condition variance, so we do display the results for β 5 . Interestingly, the parsimonious GARCH(1,1) with the Student's t assumption for the conditional distribution outperformed possibly longer lag structures (p,q) of the same model. For comparison, Table A1 in the Appendix shows the average lag structure across all time series.
According to Table 2 , the GARCH models with Student's t conditional distributions seem to outperform those with normal assumption in terms of parsimony. An exception
is an E-GARCH model, which apparently requires the longest lag structure, despite the Akaike selection criterion penalty for extra parameters. Table 3 shows the tail index estimates and Hill'sα H for the Exxon Mobile return series. We present the tail index estimated from actual Exxon Mobile return series with relevant standard errors, but then we proceed to work with reciprocal Hill'sα H , which can be directly linked to the maximum number of existing moments.
In addition, we examine whether the Hillα H calculated on the replicated data by various models is significantly different from that estimated based on the actual data series. The results are available in Figure 1 . The GARCH models that assume a Student's t conditional distribution seem to perform better, i.e., the actual Hillα H is more consistent with the simulated Hillα H values. 
Results for the S&P 500
In this subsection, we present the estimated tail indexes using the modified Hill method for individual series underlying the S&P 500 index. The average estimatedα H of the whole sample is 3.62, which suggests very heavy tailed unconditional loss distributions of returns and implies that, on average, no more than 3 moments exist. Table 4 presents the results by sectors.
The results are consistent with common sense, the sectors generally perceived as more stable produce larger estimates ofα H and thus lighter tails: the materials, energy, industrials sectors. The healthcare sector had the lowest average estimate ofα H and thus the fattest tail. In addition, the financial sector has the second lowest estimate, confirming its heavy fat tails, which is also consistent with expectations. Turning to the analysis of the whole sample of 477 stock returns, we estimate 8
GARCH-family models for each stock return series, simulate all models and calculate the tail indexes for the simulated paths. We simulate 500 replications of 5000 observation long paths for all 8 models and 477 stocks.
The scatter plots in Figures 2, 3 and 4 show the estimates ofα H based on actual data on the x-axis and the GARCH-family model simulation-impliedα H on the y-axis.
Ideally, the data should be on or near the x = y line. The area above the x = y line suggests underestimation of the tail index by the respective model, i.e., the model produces lighter tails than it should. As we can see in the Figure, this is common to the models with a normal distribution assumption. By contrast, the area below the x = y line shows the opposite, i.e., the simulated time series have fatter tails than the original data. Although, generally, this is also an inaccurate outcome, for risk management purposes, we are at least on the "safe side".
We denote models with normal distributions by red × and models with Student's t distributions by blue +. As shown in Table 4 , the models with the normal distribution assumption generally fail to reproduce sufficiently fat tails and have the estimate ofα H substantially higher than those with the Student's t assumption. Similarly to Figures 2, 3 and 4, we can see this graphically in Figure 5 ; the majority of the observations fall above the x = y line. By contrast, the models assuming Student's t distribution are closer to the x=y line and outperform their normal counterparts.
To illustrate the economic significance of our results, we compare VaR calculations (McNeil et al., 2005) . Assume that the unconditional loss distribution follows a Student's t distribution (not scaled and with 0 mean), the percentile for 95% VaR is 2.198 with 3.62 degrees of freedom and only 1.929 with 6.25 degrees of freedom. The degrees of freedom are based on Table 4 and represent the average values ofα H of the overall estimate and the lightest tail model-Normal E-GARCH. The relative difference is large: 12.2%. The x-axis shows the actual time series estimates of tail indexesα H ; the y-axis shows GARCH model simulation-based estimates of the tail indexesξ. Red × denotes GARCH models with normal conditional distributions; blue + denotes GARCH models with Student's t conditional distributions. The x-axis shows the actual time series estimates of tail indexesα H ; the y-axis shows the GARCH model simulation based estimates of tail indexesξ. Red × denotes GARCH models with normal conditional distributions; blue + denotes GARCH models with Student's t conditional distributions.
In case of the widely used normal GARCH(1,1) model, the percentile for 95% VaR with 5.29 degrees of freedom is 1.991 and the relative difference is 9.4%, which is still quite large. These relative differences multiplied by the portfolio value directly yield the relevant capital requirement impact. However, taking the model replicating the fattest tail, we arrive at a percentile of 2.335, which leads to relative difference of -6.2%, i.e., effectively overestimating the VaR capital requirement by over 6%. Hence, by using these models, one remain on the "safe side" in terms of risk management. This is again a strong argument supporting the usage of models that assume Student's t conditional distributions.
To quantify performance in a more rigorous way, we perform t-tests to consider the accuracy of the simulatedα H . Formally, we test H 0 :α H = α H actualdata against two sides alternative. Table 5 presents the percentages of H 0 rejections by sector for all models.
We call this the "fail percentage". Clearly, the Student's t models fail to reproduce less often than those with normal conditional distributions. Somewhat surprisingly, the ordinary GARCH(1,1) with a Student's t assumption provides the lowest fail percentages, which is closely followed by the GJR-GARCH specification.
The results across sectors follow those of the whole sample. There are some variations, which are usually caused by the lower number of stocks in a given sector, i.e., the Student E-GARCH model has a fail percentage of 0, which means that it did not fail to reproduce a single tail shape, yet there are only 5 stocks in the telecommunication services sector. In case of the two most populated sectors (Consumer Discretionary with 77 and Financial with 85 stocks), we see the Student GARCH(1,1) outperforming others with only a 7.23% fail percentage for the former and, surprisingly, the Normal GJR-GARCH with 15.12% for the latter.
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We analyze the extent to which the extensively used GARCH models capture the tail behavior of financial time series. We perform a large scale simulation study comparing actual and model-implied tail behavior using individual S&P 500 stock return series for the period 1995-2014. For each of the series, we estimate a reciprocal of the tail index Hill α H using a modified Hill method (Huisman et al., 2001 ). Next, we estimate 8 different GARCH models (such as GARCH, EGARCH and GJR-GARCH) with both normal and Student's t assumptions for the conditional distributions. We simulate all the models to replicate 500 paths of individual S&P 500 stock return series. We estimate the tail indexes for all stocks and all considered models to obtain implied tail indexes.
Finally, we compare the simulatedα H with those originally estimated on the actual S&P 500 stock return series. Having simulated each model 500 times, we obtain a simulation distribution of theα H . Thus, we are able to see how the originally estimatedα H using actual data correspond to the simulation. Formally, we use t-tests, and models that are not statistically close were considered fails. We use these fail percentages to compare the actual and simulated values formally.
Our results are as follows. First, we confirm that models that assume a Student's t unconditional distribution outperform those that assume normal distributions. The extent to which models with innovations that are normally distributed underestimate the fatness of the tails is rather large, suggesting that its applications for practical purposes is risky. We show that in the worst case scenario, regulatory capital can be undervalued by over 12%. Second, we find that a GARCH(1,1) model with Student's t innovations captures the fatness of tail of the unconditional distribution relatively well. Generally speaking, models assuming a Student's t conditional distribution have much lower fail percentages of 14-15% compared to 25-65% using a normal distribution assumption.
In addition, this paper provides a large scale analysis of S&P 500 stocks and indicates the Hill α H values that we can expect in further analyses. The Hillα H values suggest that the unconditional distribution of the analyzed stock returns has very fat left tails and that no more than 3 moments exist.
In terms of future research, we believe it would be worthwhile to examine less liquid stock markets to investigate the extent to which our results hold. We expect that the results from less liquid markets would provide even stronger support for the use of Student's t models. The results might lean towards GJR-GARCH models allowing for asymmetrical tails. 
