Rule base identification in fuzzy networks by Boolean matrix equations by Gegov, Alexander et al.
AU
TH
OR
 C
OP
Y
Journal of Intelligent & Fuzzy Systems 26 (2014) 405–419
DOI:10.3233/IFS-130786
IOS Press
405
Rule base identification in fuzzy networks
by Boolean matrix equations
Alexander Gegova,∗, Nedyalko Petrova and Emil Gegovb
aSchool of Computing Buckingham Building, University of Portsmouth, Portsmouth, UK
bSchool of Engineering and Design Kingston Lane, Brunel University, Uxbridge, UK
Abstract. This paper proposes a novel approach for modelling complex interconnected systems by means of fuzzy networks. The
nodes in these networks are interconnected rule bases whereby the outputs from some rule bases are fed as inputs to other rule
bases. The approach allows any fuzzy network of this type to be presented as an equivalent fuzzy system by linguistic composition
of its nodes. The composition process makes use of formal models for fuzzy networks and basic operations in such networks.
These models and operations are used for defining several node identification cases in fuzzy networks. In this case, the unknown
nodes are derived by solving Boolean matrix equations in a way that guarantees a pre-specified overall performance of the network.
The main advantage of the proposed approach over other approaches is that it has better transparency and facilitates not only the
analysis but also the design of complex interconnected systems.
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1. Introduction
Complexity is a versatile feature of existing systems
that cannot be described by a single definition. In this
context, complexity is usually associated with a num-
ber of attributes such as uncertainty, dimensionality and
structure, which make the modelling of systems with
these attributes more difficult. Therefore, the complex-
ity of a given system can be accounted for by identifying
the complexity related attributes that are to be found in
this system.
Fuzzy logic has proved itself as a powerful tool
for dealing with uncertainty as an attribute of sys-
temic complexity. In this context, fuzziness is quite
suitable for reflecting non-probabilistic uncertainty
such as imprecision, incompleteness and ambiguity
[1, 14, 15, 18].
More recently, fuzzy logic has also become more
effective in dealing with dimensionality as a systemic
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complexity attribute by means of rule base reduction
and compression. Dimensionality in rule base reduc-
tion is associated with the number of rules, which is
an exponential function of the number of system inputs
and the number of linguistic terms per input [6, 7, 35,
36]. In rule base compression, dimensionality is asso-
ciated with the amount of on-line operations required
during fuzzification, inference and defuzzification [3].
However, as far as structure is concerned, fuzzy
logic is still unable to reflect adequately any interact-
ing modules within a modelled process. This is due to
the black-box nature of most fuzzy models that can-
not take into account explicitly any interactions among
sub-processes [9, 16, 20, 33]. In this respect, the follow-
ing paragraphs discuss some of the main approaches in
fuzzy modelling and their ability to deal with structure
as a systemic complexity attribute.
The most common type of fuzzy system is with a
single rule base [5, 17, 34]. This type of system is
referred to here as Standard Fuzzy System (SFS). The
latter is characterised by a black-box nature whereby
the inputs are mapped directly to the outputs without
1064-1246/14/$27.50 © 2014 – IOS Press and the authors. All rights reserved
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the consideration of any internal connections. The
operation of SFS is based on a single Fuzzification-
Inference-Defuzzification (FID) sequence and it is
usually quite accurate for output modelling as it reflects
the simultaneous influence of all inputs on the out-
put. However, the efficiency and transparency of SFS
deteriorate with the increase of the number of rules.
Therefore, as the number of rules increases, it not only
takes longer to simulate the model output but it is also
less clear how this output is affected by the model
inputs.
Another type of fuzzy system is with multiple rule
bases [10, 19, 39, 40]. This type of system is usually
described by cascaded rule bases and referred to as
Chained Fuzzy System (CFS) or Hierarchical Fuzzy
System (HFS). Both CFS and HFS are characterised by
a white-box nature whereby the inputs are mapped to
the outputs by means of some internal variables in the
form of connections. The operation of CFS and HFS
is based on multiple FID sequences whereby each con-
nection links the FID sequences for two adjacent rule
bases.
CFS has an arbitrary structure in terms of subsystems
and the connections among them [8, 21, 22]. In this
case, each subsystem represents an individual rule base
whereas each interaction is represented by a connection
linking a pair of adjacent rule bases. This connection
is identical with an output from the first rule base and
an input to the second rule base in the pair. CFS is
usually used as a detailed presentation of SFS for the
purpose of improving transparency by explicitly tak-
ing into account all subsystems and the interactions
among them. Also, efficiency is improved because of
the smaller number of inputs to the individual rule bases.
However, accuracy may be lost due to the accumulation
of errors as a result of the multiple FID sequences.
HFS is a special type of CFS that has a specific struc-
ture [11, 23, 26, 30, 37]. Each subsystem in HFS has
two inputs and one output. Some connections repre-
sent identical mappings, which may propagate across
parts of the system. HFS is often used as an alterna-
tive presentation of SFS for the purpose of improving
transparency by explicitly taking into account all sub-
systems and the interactions among them. Efficiency
is also improved by the reduction of the overall num-
ber of rules, which is a linear function of the number
of inputs to the subsystems and the number of lin-
guistic terms per input. However, these improvements
usually lead to loss of accuracy due to the accu-
mulation of errors as a result of the multiple FID
sequences.
A third type of fuzzy system is with networked rule
bases and it is referred to here as Networked Fuzzy Sys-
tem (NFS). This type of system has been introduced
recently in [4]. NFS is characterised by a white-box
nature whereby the inputs are mapped to the outputs by
means of connections. Subsystems in NFS are repre-
sented by nodes and the interactions among subsystems
are the connections among these nodes. NFS is a hybrid
between SFS and CFS/HFS. On one hand, the structure
of NFS is similar to the structure of CFS/HFS due to
the explicit presentation of subsystems and the inter-
actions among them. On the other hand, the operation
of NFS resembles the operation of SFS as the multiple
rule bases are simplified to a linguistically equivalent
single rule base. This simplification is based on the lin-
guistic composition approach that is the main focus of
this work. As a hybrid concept, NFS has the potential
of combining the advantages of SFS and CFS/HFS.
Properties of fuzzy systems such as accuracy, effi-
ciency and transparency are directly related to attributes
of systemic complexity such as uncertainty, dimen-
sionality and structure. In this respect, uncertainty is
an obstacle to accuracy as it is harder to build an
accurate model from uncertain data [12, 13, 27, 38].
Furthermore, dimensionality represents an obstacle to
efficiency because it is more difficult to reduce the
amount of computations in a FID sequence for a large
number of rules [24, 28, 29]. Finally, structure is an
obstacle to transparency as it is harder to understand the
behaviour of a black-box model that does not reflect the
interactions among subsystems [2, 25, 31, 32].
This paper introduces a theoretical framework for
NFS as a novel type of fuzzy system. It also demon-
strates the capabilities of NFS as a modelling and design
tool for complex systems. For clarity and simplicity,
NFS is referred to as Fuzzy Network (FN). The paper
addresses mainly structure as a systemic complexity
attribute and the associated property of transparency.
The main reason for this choice is that transparency
has always been given less attention in complex sys-
tems modelling as opposed to accuracy and efficiency.
Besides this, transparency has recently turned out to be
almost as important for complex systems modelling as
accuracy and efficiency.
The remaining part of this paper is structured as fol-
lows. Section 2 introduces formal models for fuzzy
networks. Sections 3 presents basic operations in fuzzy
networks. Section 4 discusses the theoretical funda-
mentals of several node identification cases in fuzzy
networks. Section 5 illustrates the application of these
theoretical fundamentals to several examples. Section
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6 summarises the main advantages of the approach and
highlights future research directions.
2. Formal models for fuzzy networks
A fuzzy system with r rules, m inputs x1 . . . xm
taking linguistic terms from the input sets
{A11, . . . , A1r}, . . . , {Am1, . . . , Amr} and n out-
puts y1 . . . yn taking linguistic terms from the output
sets {B11, . . . , B1r}, . . . , {Bn1, . . . , Bnr} can be
described by the following if-then rules:
Rule 1 : If x1 is A11 and . . . and xm is Am1,
then y1 is B11 and . . . and yn is Bn1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Rule r : If x1 is A1r and . . . and xm is Amr,
then y1 is B1r and . . . and yn is Bnr (1)
As a fuzzy network represents an extension of a fuzzy
system, i.e. it can be viewed as a system of fuzzy sys-
tems or a network whose nodes are fuzzy systems, some
of the general formal models for fuzzy systems can be
used also for fuzzy networks. However, other formal
models that are specific to fuzzy networks are required
for the simplification of a fuzzy network to a linguis-
tically equivalent fuzzy system. Most of these formal
models contain compressed information about nodes in
fuzzy networks and they are discussed further below.
If-then rules as the ones from Equation (1) are
established formal models for fuzzy systems that can
represent nodes in a FN without the connections. They
are used here as a bridge between fuzzy systems and
FNs. For example, a FN with four nodes N11, N12 ,
N21 , N22 can be described by the if-then rules given
in Equations (2)–(13).
Rule 1 for N11 : If x11 is small, then y11 is low (2)
Rule 2 for N11 : If x11 is medium, then y11 is high
(3)
Rule 3 for N11 : If x11 is big, then y11 is average
(4)
Rule 1 for N12 : If x12 is low, then y12 is moderate
(5)
Rule 2 for N12 : If x12 is average, then y12 is heavy
(6)
Rule 3 for N12 : If x12 is high, then y12 is light (7)
Rule 1 for N21 : If x21 is small, then y21 is average
(8)
Rule 2 for N21 : If x21 is medium, then y21 is low
(9)
Rule 3 for N21 : If x21 is big, then y21 is high (10)
Rule 1 for N22 : If x22 is low, then y22 is heavy
(11)
Rule 2 for N22 : If x22 is average, then y22 is light
(12)
Rule 3 for N22 : If x22 is high, then y22 is moderate
(13)
For compactness, the linguistic terms of the inputs
and the outputs for the four nodes above can also be rep-
resented by positive integers. In this case, ‘small’, ‘low’,
‘light’ can be represented by ‘1’, ‘medium’, ‘average’,
‘moderate’ can be represented by ‘2’ and ‘big’, ‘high’,
‘heavy’ can represented by ‘3’.
If-then rules as the ones presented above are very
suitable for formal modelling of fuzzy systems with a
single rule base such as SFSs. However, they are not
quite suitable for formal modelling of fuzzy systems
with multiple or networked rule bases. This is due to the
fact that if-then rules cannot take into account any con-
nections among nodes in networked rule bases. Also,
if-then rules do not lend themselves easily to manipula-
tion for the purpose of simplifying networked rule bases
to a linguistically equivalent single rule base using the
linguistic composition approach.
Boolean matrices are novel formal models for fuzzy
systems that can represent nodes in a FN. Similarly to
if-then rules, these models can represent nodes without
the connections.
A Boolean matrix compresses the information from
a rule base that is represented by a node. In this case,
the row and column labels of the Boolean matrix are all
possible permutations of the positive integers represent-
ing the linguistic terms of the inputs and the outputs for
this rule base. The elements of the Boolean matrix are
either zeros or ones whereby each one and zero reflects
an existing and missing rule, respectively.
The if-then rules for the fuzzy network nodes N11,
N12 , N21 , N22 from Equations (2)–(13) can be described
by the Boolean matrices in Equations (14)–(17).
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N11 : y11 1 2 3
x11
1 1 0 0
2 0 0 1
3 0 1 0
(14)
N12 : y12 1 2 3
x12
1 0 1 0
2 0 0 1
3 1 0 0
(15)
N21 : y21 1 2 3
x21
1 0 1 0
2 1 0 0
3 0 0 1
(16)
N22 : y22 1 2 3
x22
1 0 0 1
2 1 0 0
3 0 1 0
(17)
Boolean matrices as the ones presented above are
very suitable for formal modelling of fuzzy systems
with multiple or networked rule bases. In particular,
they are well suited for formal modelling of FNs at
a lower level of abstraction whereby detailed input-
output mappings are specified for isolated individual
nodes. Besides this, Boolean matrices work well with
other formal models which can take into account con-
nections among nodes in FNs.
Location and connection structures are other novel
formal models that are like compressed images of
a FN. These models describe the location of nodes
and the connections among them, respectively. For
example, the four nodes N11, N12 , N21 , N22 from Equa-
tions (2)–(13) can be described by the location structure
with two levels and two layers in Equation (18).
Layer1 Layer2
Level1 N11(x11, y11) N12(x12, y12)
Level2 N21(x21, y21) N22(x22, y22)
(18)
The location structure above is a formal model
for a FN with a node set {N11, N12, N11, N22},
an input set {x11, x12, x21, x22} and an output set
{y11, y12, y21, y22}. This structure specifies the loca-
tion of nodes as well as their inputs and outputs.
If the nodes N11, N12, N21, N22 from Equations
(2)–(13) are connected, their connections can be
described by the connection set {z11,12, z21,22}. In this
case, the first connection is identical with the output
from N11 and the input to N12 whereas the second con-
nection is identical with the output from N21 and the
input to N22 . These connections can be described by
the connection structure with two levels and one layer
in Equation (19).
Layer1
Level1 z11,12 = y11 = x12
Level2 z21,22 = y21 = x22
(19)
Location and connection structures as the ones
presented above are also quite suitable for formal mod-
elling of fuzzy systems with multiple or networked rule
bases. In particular, these structures are well suited for
formal modelling of FNs at a higher level of abstraction
whereby only locations, inputs, outputs and connec-
tions for individual nodes are specified.
Location and connection structures describe FNs at
overall network level. They work well with Boolean
matrices which describe FNs at individual node level.
However, these structures do not lend themselves easily
to manipulation for the purpose of simplifying net-
worked rule bases to a linguistically equivalent single
rule base using the linguistic composition approach.
Block schemes and topological expressions are also
novel formal models that are like compressed images of
a FN. Similarly to location and connection structures,
these models describe the location of nodes and the
connections among them. In this case, the subscripts of
each node specify its location in the network whereby
the first subscript gives the level number and the second
subscript gives the layer number. Besides this, block
schemes and topological expressions specify all inputs,
outputs and connections with respect to the nodes. For
example, the four-node FN from Equations (2)–(13) and
Equations (18) and (19) can be described by the block
scheme in Fig. 1.
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Fig. 1. Block scheme for a four-node fuzzy network.
The arrows in the block scheme above designate the
input set {x11, x21} for the nodes in the first layer and
the output set {y12, y22} for the nodes in the second
layer. Also, the arrows designate the connection set
{z11,12, z21,22} for connected pairs of nodes whereby
for each pair of nodes the first node is in the first layer
and the second node is in the second layer.
The FN from the four-node FN from Equations
(2)–(13) and Equations (18) and (19) can also be
described by the topological expression in Equa-
tion (20).
{[N11](x11|z11,12)H[N12](z11,12|y12)}V
{[N21](x21|z21,22)H[N22](z21,22|y22)}
(20)
Each node in the topological expression above is
placed within a pair of square brackets ‘[ ]’. The inputs
and the outputs for each node are placed within a pair
of simple brackets ‘( )’ right after the node. In this case,
the inputs are separated from the outputs by a vertical
slash ‘|’. Nodes in sequence are designated by the sym-
bol ‘H’ for horizontal relative location whereas nodes
in parallel are designated by the symbol ‘V’ for vertical
relative location. In this case, the higher priority of hor-
izontal relative location with respect to vertical relative
location in Equation (20) is specified by pairs of curly
brackets ‘{ }’.
Block schemes and topological expressions as the
ones presented above are very suitable for formal mod-
elling of fuzzy systems with multiple or networked rule
bases. In particular, they are well suited for formal mod-
elling of FNs at a higher level of abstraction whereby
only locations, inputs, outputs and connections for indi-
vidual nodes are specified.
Like location and connection structures, block
schemes and topological expressions describe FNs at
overall network level. They work well with Boolean
matrices which describe FNs at individual node level.
Besides this, block schemes and topological expres-
sions lend themselves easily to manipulation for the
purpose of simplifying networked rule bases to a
linguistically equivalent single rule base using the lin-
guistic composition approach.
This work focuses on Boolean matrices for formal
modelling of nodes. As far as formal modelling of con-
nections is concerned, the focus is on block schemes
and topological expressions. The choice of these formal
models is justified by their better suitability for the use
of the linguistic composition approach in comparison
to if-then rules, location and connection structures
3. Basic operations in fuzzy networks
The process of simplifying networked rule bases to
a linguistically equivalent single rule base is central to
the linguistic composition approach used in this work.
This approach is based on three basic operations on
nodes –horizontal, vertical and output merging. These
operations are binary in that they can be applied to a pair
of nodes, i.e. they are like elementary building blocks
in the process of simplifying a FN to a fuzzy system.
For simplicity, all basic operations are illustrated below
by theoretical examples of nodes with scalar inputs,
outputs and connections but their extension to the vector
case is straightforward.
3.1. Horizontal merging operation
Horizontal merging is a binary operation that can be
applied to a pair of sequential nodes, i.e. nodes located
in the same level of a FN. This operation merges the
operand nodes from the pair into a single product node.
The operation can be applied when the output from the
first node is fed forward as an input to the second node
in the form of an intermediate variable. In this case, the
product node has the same input as the input to the first
operand node and the same output as the output from
the second operand node whereas the connection does
not appear in the product node.
When Boolean matrices are used as formal models
for the operand nodes, the horizontal merging operation
is identical with Boolean matrix multiplication. The
latter is similar to conventional matrix multiplication
whereby each arithmetic multiplication is replaced by
a ‘minimum’ operation and each arithmetic addition
is replaced by a ‘maximum’ operation. In this case,
the row labels of the product matrix are the same as
the row labels of the first operand matrix whereas the
column labels of the product matrix are the same as
the column labels of the second operand matrix.
This example considers the sequential operand nodes
N11 and N12 located in the first level of the four-node
FN from Fig. 1. These nodes are described there by
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Fig. 2. Two-node fuzzy network with operand nodes N11 and N12 .
Fig. 3. One-node fuzzy network with product node N11*12 .
the Boolean matrices in Equations (14) and (15). The
connections among these nodes are given by the con-
nection structure in Equation (19). In this context, nodes
N11 and N12 represent a two-node FN that is a sub-
network of the four-node FN. This two-node FN can
be described by the block-scheme in Fig. 2 and the
topological expression in Equation (21).
[N11](x11|z11,12) ∗ [N12](z11,12|y12) (21)
The use of the symbol ‘*’ in Fig. 2 and Equation (21)
implies that the horizontal merging operation can be
applied to the operand nodes N11 and N12 . This oper-
ation results into a single product node N11*12 which
represents a simplified image of the two-node FN in the
form of a one-node FN. The latter can be described by
the block scheme in Fig. 3 and the topological expres-
sion in Equation (22).
[N11∗12](x11|y12) (22)
The use of the symbol ‘*’ in Fig. 3 and Equation
(22) implies that the application of the horizontal merg-
ing operation has resulted in the product node N11*12 .
This node can be described by the Boolean matrix in
Equation (23).
N11∗12 : y12 1 2 3
x11
1 0 1 0
2 1 0 0
3 0 0 1
(23)
3.2. Vertical merging operation
Vertical merging is a binary operation that can be
applied to a pair of parallel nodes, i.e. nodes located
in the same layer of a FN. This operation merges the
operand nodes from the pair into a single product node.
In this case, the inputs to the product node represent the
union of the inputs to the operand nodes whereas the
Fig. 4. Two-node fuzzy network with operand nodes N11 and N21 .
outputs from the product node represent the union of
the outputs from the operand nodes. The operation of
vertical merging can always be applied due to the ability
to concatenate the inputs and the outputs of any pair of
parallel nodes with independent inputs and outputs.
When Boolean matrices are used as formal models
for the operand nodes, the vertical merging operation is
like an expansion of the first operand matrix along its
rows and columns. In particular, the product matrix is
obtained by expanding each non-zero element from the
first operand matrix to a block that is the same as the
second operand matrix and by expanding each zero ele-
ment from the first operand matrix to a zero block of the
same dimension as the second operand matrix. In this
case, the row labels of the product matrix are all possi-
ble permutations of row labels of the operand matrices
whereas the column labels of the product matrix are all
permutations of column labels of the operand matrices.
This example considers the parallel operand nodes
N11 and N21 located in the first layer of the four-node
FN from Fig. 1. These nodes are described there by
the Boolean matrices in Equations (14) and (16). The
connections of these nodes with the nodes in the second
layer of this FN are given by the connection structure
in Equation (19). In this context, nodes N11 and N21
represent a two-node subnetwork of this FN. This two-
node FN can be described by the block-scheme in Fig. 4
and the topological expression in Equation (24).
[N11](x11|y11) + [N21](x21|y21) (24)
The use of the symbol ‘+’ in Fig. 4 and Equation
(24) implies that the vertical merging operation can be
applied to the operand nodes N11 and N21 . This oper-
ation results into a single product node N11+21 which
represents a simplified image of the two-node FN in the
form of a one-node FN. The latter can be described by
the block scheme in Fig. 5 and the topological expres-
sion in Equation (25).
[N11+12](x11, x21|y11, y21) (25)
The use of the symbol ‘+’ in Fig. 5 and Equation
(25) implies that the application of the vertical merging
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Fig. 5. One-node fuzzy network with product node N11+21 .
operation has resulted in the product node N11+12 .
This node can be described by the Boolean matrix in
Equation (26).
N11+12 :
y11, y21 11 12 13 21 22 23 31 32 33
x11, x21
11 0 1 0 0 0 0 0 0 0
12 1 0 0 0 0 0 0 0 0
13 0 0 1 0 0 0 0 0 0
21 0 0 0 0 0 0 0 1 0
22 0 0 0 0 0 0 1 0 0
23 0 0 0 0 0 0 0 0 1
31 0 0 0 0 1 0 0 0 0
32 0 0 0 1 0 0 0 0 0
33 0 0 0 0 0 1 0 0 0
(26)
3.3. Output merging operation
Output merging is a binary operation that can be
applied to a pair of parallel nodes with common inputs.
This operation merges the operand nodes from the pair
into a single product node. In this case, the inputs to
the product node are the same as the common inputs to
the operand nodes whereas the outputs from the product
node represent the union of the outputs from the operand
nodes. The operation of output merging can always be
applied due to the ability to concatenate the outputs of
any pair of parallel nodes with common inputs.
When Boolean matrices are used as formal models
for the operand nodes, the output merging operation is
like an expansion of the first operand matrix along its
columns. In particular, the product matrix is obtained by
expanding each non-zero element from the first operand
matrix to a row-block that is the same as the correspond-
ing row of the second operand matrix and by expanding
each zero element from the first operand matrix to a
zero row-block of the same dimension as the rows of the
Fig. 6. Two-node fuzzy network with operand nodes N11 , N21 and
common input.
Fig. 7. One-node fuzzy network with product node N11;21 .
second product matrix. In this case, the row labels of the
product matrix are the same as the identical row labels of
the operand matrices whereas the column labels of the
product matrix are all possible permutations of column
labels of the operand matrices.
This example considers the parallel operand nodes
N11 and N21 located in the first layer of the four-node
FN from Fig. 1 in a modified context. In particular,
the two independent inputs x11 and x21 to these nodes
are replaced by a common input x11,21 . The nodes are
described by the Boolean matrices in Equations (14)
and (16). The connections of these nodes with the nodes
in the second layer of this FN are given by the connec-
tion structure in Equation (19). In this context, the nodes
N11 and N21 represent a modified two-node subnetwork
of this FN. This two-node FN can be described by the
block-scheme in Fig. 6 and the topological expression
in Equation (27).
[N11](x11,21|y11); [N21](x11,21|y21) (27)
The use of the symbol ‘;’ in Fig. 6 and Equation
(27) implies that the output merging operation can be
applied to the operand nodes N11 and N21 . This oper-
ation results into a single product node N11;21 which
represents a simplified image of the two-node FN in the
form of a one-node FN. The latter can be described by
the block scheme in Fig. 7 and the topological expres-
sion in Equation (28).
[N11;12](x11,21|y11, y21) (28)
The use of the symbol ‘;’ in Fig. 7 and Equation (28)
implies that the application of the output merging oper-
ation has resulted in the product node N11;12 . This node
can be described by the Boolean matrix in Equation
(29).
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N11;12 :
y11, y21 11 12 13 21 22 23 31 32 33
x11, x21
1 0 1 0 0 0 0 0 0 0
2 0 0 0 0 0 0 1 0 0
3 0 0 0 0 0 1 0 0 0
(29)
4. Theoretical fundamentals
The assumption for all basic operations is that the two
operand nodes are known and the result of the opera-
tion applied to them is the product node. This is typical
for network analysis where the task is to see how the
network behaves as a whole with all nodes given. How-
ever, in the case of network design some nodes are not
known and the task is to identify them such that the
overall network behaves in a pre-specified way. In this
context, the remaining paragraphs of this section con-
sider the theoretical fundamentals of this type of rule
base identification in the cases of horizontal, vertical
and output merging whereby the first operand node and
the product node are known but the second operand
node is unknown.
4.1. Horizontal merging case
Node identification is usually applied in horizontal
merging when one or more nodes in the same level of a
FN are unknown but the node for the equivalent fuzzy
system for this level is known. In this case, it is neces-
sary to find the unknown nodes from the other nodes
in this level and the node for the equivalent fuzzy sys-
tem. The purpose of this type of node identification is to
ensure that once the unknown nodes have been identi-
fied and horizontally merged with the known nodes, the
resultant node is identical with the node for the equiva-
lent fuzzy system. In this context, node identification in
horizontal merging can not always be applied as there is
no guarantee for a solution to exist in accordance with
the above requirement. However, when a solution can
be found it may not be unique and this allows the node
identification process to be optimised with respect to
the performance of the equivalent fuzzy system.
When Boolean matrices are used as formal mod-
els during node identification in horizontal merging,
this process is based on solving systems of Boolean
equations. In this case, the known coefficients in these
systems of equations are the elements of the Boolean
matrices for the known individual nodes in the associ-
ated level of the FN and the elements of the Boolean
matrix for the known node of the equivalent fuzzy sys-
tem whereas the unknown variables are the elements of
the Boolean matrices for the unknown nodes.
Here, node identification is considered in the con-
text of horizontal merging of two nodes A and U into
a node C whereby only A and C are given. Therefore,
it is necessary to identify the unknown node U on the
basis of the known nodes A and C. This problem can
be described in a general form by the Boolean matrix
equation in Equation (30) where A, U and C repre-
sent the Boolean matrices for the above three nodes.
The dimensions and the detailed descriptions of these
Boolean matrices are given in Equations (31)–(33).
A ∗ U = C (30)
a11 . . . . . . a1q (31)
Ap×q = . . . . . . . . . . . .
ap1 . . . . . . apq
u11 . . . . . . u1r (32)
Uq×r = . . . . . . . . . . . .
uq1 . . . . . . uqr
c11 . . . . . . c1r (33)
Cp×r = . . . . . . . . . . . .
cp1 . . . . . . cpr
The Boolean matrix equation in Equation (30) can
be represented as a set of r systems of Boolean equa-
tions whereby each system consists of p equations and
q unknowns. This set of systems of Boolean equations
is given by Equation (34).
max[min(a11, u11), . . . , min(a1q, uq1)] = c11 (34)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
max[min(ap1, u11), . . . , min(apq, uq1)] = cp1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
max[min(a11, u1r), . . . , min(a1q, uqr)] = c1r
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
max[min(ap1, u1r), . . . , min(apq, uqr)] = cpr
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The solution for each system of Boolean equations
in Equation (34) represents a column in the unknown
Boolean matrix U from the Boolean matrix equation
in Equation (30). The most trivial way of solving each
system of Boolean equations is to generate all possible
permutations of 0 s and 1 s for the unknowns. In this
case, a multiple solution is very likely to exist, espe-
cially if some columns in the Boolean matrix A contain
only zero elements. These zero elements will have an
overriding effect on the elements in the corresponding
rows of the Boolean matrix U, i.e. the latter can be taken
as either 0 s or 1 s in the solution. In particular, the varia-
tion V in the number of solutions for the Boolean matrix
equation in Equation (30) is given by the general for-
mula in Equation (35) where r is the number of columns
in U and s is the number of zero columns in A.
V = rs + 1 (35)
4.2. Vertical merging case
Node identification is usually applied in vertical
merging when one or more nodes in the same layer of a
FN are unknown but the node for the equivalent fuzzy
system for this layer is known. In this case, it is nec-
essary to find the unknown nodes from the other nodes
in this layer and the node for the equivalent fuzzy sys-
tem. The purpose of this type of node identification is
to ensure that once the unknown nodes have been iden-
tified and vertically merged with the known nodes, the
resultant node is identical with the node for the equiva-
lent fuzzy system. In this context, node identification in
vertical merging can not always be applied as there is
no guarantee for a solution to exist in accordance with
the above requirement. However, when a solution can
be found, it is usually unique.
When Boolean matrices are used as formal models
during node identification in vertical merging, this pro-
cess is based on examining the structure of the known
matrices. In this case, a location based correspondence
is sought between the non-zero elements of the known
Boolean matrices for the individual nodes and any iden-
tical non-zero blocks of the known Boolean matrix for
the equivalent fuzzy system. If such a correspondence
is to be found, then the unknown Boolean matrix is
equal to these non-zero blocks or to a compressed image
of this Boolean matrix whereby all non-zero and zero
blocks are represented by 1 s and 0 s, respectively.
Here, node identification is considered in the context
of vertical merging of two nodes A and U into a node C
whereby only A and C are given. Therefore, it is neces-
sary to identify the unknown node U on the basis of the
known nodes A and C. This problem can be described
in a general form by the Boolean matrix equation in
Equation (36) where A, U and C represent the Boolean
matrices for the above three nodes. The dimensions and
the detailed descriptions of these Boolean matrices are
given in Equations (37)–(39).
A + U = C (36)
a11 . . . . . . a1q (37)
Ap × q = . . . . . . . . . . . .
ap1 . . . . . . apq
u11 . . . . . . u1s (38)
Ur × s = . . . . . . . . . . . .
ur1 . . . . . . urs
c11 . . . . . . c1,r.s (39)
Cp.r × q.s = . . . . . . . . . . . .
cp.r,1 . . . . . . cp.r,q.s
If the Boolean matrix C in Equation (36) contains
only one set of not more thanp identical non-zero blocks
Ck, 1 ≤ k ≤ p whereby there is not more than one such
block in any block row of this matrix, the elements with
a location inA corresponding to the location of non-zero
blocks Ck in C are all equal to 1 and all other elements
with a location in A corresponding to the location of
zero blocks C0 in C are equal to 0, then the Boolean
matrix U is equal to Ck . In this case, the location of
the elements of the non-zero identical blocks Ck in C
can be described by Equation (40) which also shows
the admissible initial values for the subscripts i and j
of the elements of Ck . As far as the zero blocks C0 are
concerned, they are with the same number of rows and
columns as the non-zero blocks Ck .
ckij . . . . . . .c
k
i,j+s−1 (40)
Ck = . . . . . . . . . . . . . . . . . . . . . . ... , i = 1, 1+r, . . . , 1+(p−1).r,
cki+r−1,j . . . . . . c
k
i+r−1,j+s−1 , j = 1, 1+s, . . . , 1+(q−1).s
4.3. Output merging case
Node identification is usually applied in output merg-
ing when one or more nodes with common inputs in the
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same layer of a FN are unknown but the node for the
equivalent fuzzy system for this layer is known. In this
case, it is necessary to find the unknown nodes from
the other nodes in this layer and the node for the equiv-
alent fuzzy system. The purpose of this type of node
identification is to ensure that once the unknown nodes
have been identified and output merged with the known
nodes, the resultant node is identical with the node for
the equivalent fuzzy system. In this context, node iden-
tification in output merging can not always be applied
as there is no guarantee for a solution to exist in accor-
dance with the above requirement. However, when a
solution can be found, it is usually unique.
When Boolean matrices are used as formal models
during node identification in output merging, this pro-
cess is based on examining the structure of the known
matrices. In this case, a location based correspondence
is sought between the non-zero elements of the known
Boolean matrices for the individual nodes and any non-
zero row blocks of the known Boolean matrix for the
equivalent fuzzy system. If such a correspondence is
to be found, then the rows of the unknown Boolean
matrix are equal to the non-zero row blocks or to a
compressed image of this Boolean matrix whereby all
non-zero and zero row blocks are represented by 1 s and
0 s, respectively.
Here, node identification is considered in the context
of output merging of two nodes A and U with common
inputs into a node C whereby only A and C are given.
Therefore, it is necessary to identify the unknown node
U on the basis of the known nodes A and C. This prob-
lem can be described in a general form by the Boolean
matrix equation in Equation (41) where A, U and C rep-
resent the Boolean matrices for the above three nodes.
The dimensions and the detailed descriptions of these
Boolean matrices are given in Equations (42)–(44).
A;U = C (41)
a11 . . . . . . a1q (42)
Ap×q = . . . . . . . . . . . . . . .
ap1 . . . . . . apq
u11 . . . . . . u1r (43)
Up×r = . . . . . . . . . . . . . . .
up1 . . . . . . upr
c11 . . . . . . ..c1,q (44)
Cp×q.r = . . . . . . . . . . . . . . .
cp,1 . . . . . . ..cp,q.r
If the Boolean matrix C in Equation (41) contains
only one set of not more than p non-zero row blocks
Ck, 1 ≤ k ≤ p whereby there is not more than one such
block in any row of this matrix, the elements with a loca-
tion in A corresponding to the location of non-zero row
blocks Ck in C are all equal to 1 and all other elements
with a location inA corresponding to the location of zero
row blocks C0 in C are equal to 0, then the rows of the
Boolean matrix U are equal to Ck . In this case, the loca-
tion of the elements of the non-zero row blocks Ck in
C can be described by Equation (45) which also shows
the admissible initial values for the subscripts i and j of
the elements of Ck . As far as the zero row blocks C0 are
concerned, they are with the same number of elements
as the non-zero row blocks Ck .
Ck = ckij . . . cki+r−1,j, i = 1, p,
j = 1, 1 + r, . . . , 1 + (q − 1).r (45)
5. Application examples
The theoretical fundamentals from the three cases in
the previous section are illustrated below by application
examples. In particular, one example is shown for each
case.
5.1. Horizontal merging example
This example considers a FN with two sequential
nodes A and U whereby {xA1, xA2} is the input set for
A, zA,U is the intermediate variable and {yU1, yU2} is the
output set for U. These nodes are horizontally merged
into node C that represents the equivalent fuzzy system
for this FN, as shown by the block-scheme in Fig. 8 and
the topological expression in Equation (46). The known
nodes A and C are described by the Boolean matrices
in Equations (47) and (48).
Fig. 8. Fuzzy network with nodes A and U horizontally merged into
node C.
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[A](xA1,xA2|zA,U ) ∗ [U](zA,U |yU1, yU2)
= [C](xA1, xA2|yU1, yU2) (46)
A : zA,U 1 2 3
xA1, xA2
11 1 0 0
12 1 0 0
21 0 0 1
22 0 0 1
(47)
C : yU1, yU2 11 12 21 22
xA1, xA2
11 0 0 0 1
12 0 0 0 1
21 1 0 0 0
22 1 0 0 0
(48)
The columns of the Boolean matrix for the unknown
node U can be found from Equation (34) which is pre-
sented in a detailed form for this example by Equations
(49)–(52).
max[min(1, u11),min(0, u21),min(0, u31)] = 0
max[min(1, u11),min(0, u21),min(0, u31)] = 0
max[min(0, u11),min(0, u21),min(1, u31)] = 1
max[min(0, u11),min(0, u21),min(1, u31)] = 1
(49)
max[min(1, u12),min(0, u22),min(0, u32)] = 0
max[min(1, u12),min(0, u22),min(0, u32)] = 0
max[min(0, u12),min(0, u22),min(1, u32)] = 0
max[min(0, u12),min(0, u22),min(1, u32)] = 0
(50)
max[min(1, u13),min(0, u23),min(0, u33)] = 0
max[min(1, u13),min(0, u23),min(0, u33)] = 0
max[min(0, u13),min(0, u23),min(1, u33)] = 0
max[min(0, u13),min(0, u23),min(1, u33)] = 0
(51)
max[min(1, u14),min(0, u24),min(0, u34)] = 1
max[min(1, u14),min(0, u24),min(0, u34)] = 1
max[min(0, u14),min(0, u24),min(1, u34)] = 0
max[min(0, u14),min(0, u24),min(1, u34)] = 0
(52)
The variation in the number of solutions for the set of
4 systems of Boolean equations in Equations (49)–(52)
with 4 equations and 3 unknowns each can be found
from Equation (35) which is presented in a specific form
for this example by Equation (53).
41 + 1 = 5 (53)
The solution for node U is given by the Boolean
matrices in Equations (54)–(58). In this case, each sub-
script i = 1, 5 for U represents an individual solution
from the solution set. Each individual solution rep-
resents a consistent rule base, i.e. a rule base whose
Boolean matrix has not more than one non-zero element
in each row.
U1 : yU1, yU2 11 12 21 22
zA,U
1 0 0 0 1
2 0 0 0 0
3 1 0 0 0
(54)
U2 : yU1, yU2 11 12 21 22
zA,U
1 0 0 0 1
2 1 0 0 0
3 1 0 0 0
(55)
U3 : yU1, yU2 11 12 21 22
zA,U
1 0 0 0 1
2 0 1 0 0
3 1 0 0 0
(56)
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U4 : yU1, yU2 11 12 21 22
zA,U
1 0 0 0 1
2 0 0 1 0
3 1 0 0 0
(57)
U5 : yU1, yU2 11 12 21 22
zA,U
1 0 0 0 1
2 0 0 0 1
3 1 0 0 0
(58)
5.2. Vertical merging example
This example considers a FN with two parallel nodes
A and U whereby xA is the input to A, yA is the output
from A, xU is the input to U and yU is the output from
U. These nodes are vertically merged into node C that
represents the equivalent fuzzy system for this FN, as
shown by the block-scheme in Fig. 9 and the topological
expression in Equation (59). The known nodes A and
C are described by the Boolean matrices in Equations
(60) and (61).
[A](xA|yA) + [U](xU |yU )
= [C](xA, xU |yA, yU ) (59)
A : yA 1 2 3
xA
1 0 1 0
2 1 0 0
3 0 0 1
(60)
Fig. 9. Fuzzy network with nodes A and U vertically merged into
node C.
C : yA, yU 11 12 13 21 22 23 31 32 33
xA, xU
11 0 0 0 1 0 0 0 0 0
12 0 0 0 0 0 1 0 0 0
13 0 0 0 0 1 0 0 0 0
21 1 0 0 0 0 0 0 0 0
22 0 0 1 0 0 0 0 0 0
23 0 1 0 0 0 0 0 0 0
31 0 0 0 0 0 0 1 0 0
32 0 0 0 0 0 0 0 0 1
33 0 0 0 0 0 0 0 1 0
(61)
The Boolean matrix C in Equation (61) contains only
one set of 3 identical non-zero blocks Ck whereby there
is not more than one such block in any block row of this
matrix. Also, the elements with a location in A corre-
sponding to the location of non-zero blocks Ck in C are
all equal to 1 and all other elements with a location in
A corresponding to the location of zero blocks C0 in C
are equal to 0.
Therefore, the Boolean matrix U is equal to Ck , as
shown by the Boolean matrix in Equation (62). In this
case, the location of the elements of Ck, k = 1, 2, 3 in C
is given by Equations (63)–(65).
U : yU 1 2 3
xU
1 1 0 0
2 0 0 1
3 0 1 0
(62)
c114c
1
15c
1
16 (63)
C1 = c124c125c126
c134c
1
35c
1
36
c241c
2
42c
2
43 (64)
C2 = c251c252c253
c261c
2
62c
2
63
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Fig. 10. Fuzzy network with nodes A and U output merged into
node C.
c377c
3
78c
3
79 (65)
C3 = c387c388c389
c397c
3
98c
3
99
5.3. Output merging example
This example considers a FN with two nodes A and U
with common input xA,U whereby yA is the output from
A and yU is the output from U. These nodes are output
merged into node C that represents the equivalent fuzzy
system for this FN, as shown by the block-scheme in
Fig. 10 and the topological expression in Equation (66).
The known nodes A and C are described by the Boolean
matrices in Equations (67) and (68).
[A](xA,U |yA); [U](xA,U |yU )
= [C](xA,U |yA, yU ) (66)
A : yA 1 2 3
xA,U
1 0 1 0
2 1 0 0
3 0 0 1
(67)
C : yA, yU 11 12 13 21 22 23 31 32 33
xA,U
1 0 0 0 1 0 0 0 0 0
2 0 0 1 0 0 0 0 0 0
3 0 0 0 0 0 0 0 1 0
(68)
The Boolean matrix C in Equation (68) contains
only 3 non-zero row blocks Ck whereby there is
not more than one such block in any row of this
matrix. Also, the elements with a location in A
corresponding to the location of non-zero row blocks
Ck in C are all equal to 1 and all other elements with a
location in A corresponding to the location of zero row
blocks C0 in C are equal to 0.
Therefore, the rows of the Boolean matrixU are equal
to Ck , as shown by the Boolean matrix in Equation (69).
In this case, the location of the elements of Ck, k = 1, 2, 3
in C is given by Equations (70)–(72).
U : yU 1 2 3
xA,U
1 1 0 0
2 0 0 1
3 0 1 0
(69)
C1 = c114 c115 c116 (70)
C2 = c221 c222 c223 (71)
C3 = c337 c338 c339 (72)
6. Conclusion
The proposed approach for complex systems mod-
elling by fuzzy networks with interconnected rule bases
improves the transparency of the models used. This
allows the structure of a fairly complex interconnected
process to be reflected explicitly in the model. As a
result, any complex process can be modelled by a fuzzy
network in a more transparent way than by a fuzzy sys-
tem due to the better visibility inside the process. This
facilitates not only the analysis but also the design of
the modelled process.
The proposed approach is based on formal models
for fuzzy networks and basic operations in such net-
works. The formal models used are Boolean matrices,
block-schemes and topological expressions. The basic
operations are binary and they include horizontal, ver-
tical and output merging of rule bases.
The basic operations are used for defining several
node identification cases in fuzzy networks by means
of Boolean matrix equations. The solution to some of
these equations always exists. The exceptions are node
identification cases that may not have a solution. In
this context, when a solution exists, node identification
in horizontal merging is likely to have multiple solu-
tions whereas node identification in vertical and output
merging usually has a unique solution.
The proposed approach is illustrated for fuzzy net-
works with a fairly small number of inputs, outputs
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and connections. However, it can be easily extended
to fuzzy networks with an arbitrarily large number of
inputs, outputs and connections. In this case, as all
binary merging operations are associative, they can be
applied repetitively in a flexible way.
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