Abstract: This paper addresses the problem of assessing and optimizing acoustic positioning 1 system for underwater target localization with range measurements only. We present a new 2 three-dimensional assessment model to assess the optimal geometric beacon formation whether 3 meet user needs. For the sake of mathematical tractability, it is assumed that the measurements of 4 the range between the target and beacons are corrupted with white Gaussian noise with variance 5 is distance-dependent. Then by adopting dilution of precision (DOP) parameters in the assessment 6 model, the relationship between DOP parameters and positioning accuracy is derived. In addition, the 7 optimal geometric beacon formation that will yield the best performance is achieved by minimizing 
where D i is actual measurement of range from the ith beacon to the target with noise interference, ω i is 81 the measurement error taken to be a zero mean Gaussian process N(0, σ 2 ) with covariance is σ 2 .
82
Assuming that the target's position is approximately estimated as (x e , y e , z e ) when the 83 measurements are corrupted by noise. However, we still use Equation (1) to estimate the position of 84 target, thus we get the expression as follows: 85 D i = f (x e , y e , z e ) = (x i − x e ) 2 + (y i − y e ) 2 + (z i − z e ) 2
We can denote the offset of the actual position (x, y, z) from the approximate position by a 86 displacement (∆x, ∆y, ∆z) described as: 87 x = x e + ∆x y = y e + ∆y z = z e + ∆z
Substituting (4) into (1), we can get the expression:
88
f (x, y, z) = f (x e + ∆x, y e + ∆y, z e + ∆z)
This latter function can be expanded about the approximate target's position using a Taylor series:
89
f (x e + ∆x, y e + ∆y, z e + ∆z) = f (x e , y e , z e )+ ∂ f (x e , y e , z e ) ∂x e ∆x + ∂ f (x e , y e , z e ) ∂y e ∆y + ∂ f (x e , y e , z e ) ∂z e ∆z + · · ·
The expansion has been truncated after the first-order partial derivatives and the partial 
Substituting (7) into (6) yields:
For convenience, we will simplify Equation (8) by introducing new variables where:
By substituting (9) into (8), ω i can be determined:
Now we have three unknowns composing the vector ∆u = (∆x, ∆y, ∆z) T and the unknown 95 quantities can be determined by solving the matrix shown as:
where T donates the transpose of matrix; the matrix ∆d and observation matrix H are described by 97 making the definitions: 
If vectors (a xi , a yi , a zi ) do not all lie in a plane, the weighting matrix (H T H) will be invertible.
99
Thus the method of least squares can be used to solve Equation (11) for ∆u:
In fact, the ideal positioning accuracy is decided by ∆u, then the covariance of ∆u is obtained by
101
forming the product ∆u∆u T and computing an expected value:
The usual assumption is that ω i is distributed and independent, with zero mean Gaussian process whose variance is σ 2 . The covariance of ∆d is a scalar multiple of the identity: σ 2 I n×n , where I n×n is the n × n identity matrix.Then the result of Equation (15) is derived as:
Under the stated assumptions, the covariance of the errors of the position is just a scalar multiple 103 of the weighting matrix (H T H) −1 . The covariance of ∆u is a 3 × 3 matrix and has an expanded 104 representation:
The components of the weighting matrix (H T H) −1 quantify how measurement errors translate 106 into components of the covariance of ∆u. Express the weighting matrix (H T H) −1 in component form:
unlike other work which only use GDOP to optimize the formation and cannot assess the 108 performance of any specified dimensions, more DOP parameters are presented in this paper, we use GDOP, HDOP and VDOP to assess the optimal geometric beacon formation in each dimension for 110 any point in three-dimensional space:
To assess the acoustic positioning system, the sampling points over interesting region are adopted 112 to take place of the approximate target's position. Then the observation matrix H is achieved by the 113 Equation (20):
where Equation (20) is valid provided that the range measurement errors are sufficiently small so that 118 the error between sample point's actual position and approximately estimated position can be ignored.
119
The minimum of σ is c/2 f in theory, where c is the speed of propagation of sound in the water, f is the 120 frequency of sound in the water. However, σ in practice is always far larger than c/2 f . Multiply σ by
121
GDOP, HDOP and VDOP, respectively, then the GPA, HPA and VPA will be obtained, correspondingly. simplicity, and without loss of generality, the sampling point is considered to be located at the origin 146 of the inertial coordinate frame hereinafter. It is assumed that the position of the ith beacon is located 147 on the point whose radius is r i and the polar angle is α i , so the polar coordinates of the ith beacon is 148 (r i cos α i , r i sin α i ), then the matrix H can be simplified as H 1 :
At this point, we introduce the vectors, X and Y, defined as:
It's obvious that the analytical relationship of the determinant of X and Y is as follows:
As a consequence, define φ is the angle formed by vectors X and Y , then the weighting matrix
is parameterized by two vectors X and Y:
The determinant of H 1 T H 1 yields:
Obviously, cos 2 φ = 0 is the only feasible solution to make the det(H 
One obtains, finally:
We will now make sure the beacon configurations. Define the sampling point at the center of
Then the matrix H 1 can be described as:
Using the Fourier summation formulas:
Substituting Equation (31) into Equation (25) yields:
We now can draw the conclusion that in two-dimensional scenarios, it is clear that the beacon Then the coordinate of the ith beacon can be defined as (r i cos α i , r i cos β i , r i cos γ i ). 
It is convenient to introduce the vectors X, Y and Z defined as:
The relationship of the determinant of X, Y and Z is shown as follows:
Computations show that Equation (18) can be rewritten as:
where ϕ , θ and ω are the angles formed by vectors X and Y, Y and Z , Y and Z, respectively.
186
From Equation (37) it follows that:
The determinant of (H T H) yields:
We suppose a procedure inspired in the two-dimensional problem, the optimal solution is:
In this situation, it follows that: 190 1 − cos 2 ω 1 + 2 cos ω cos θ cos ϕ − cos 2 θ − cos 2 ω − cos 2 ϕ = 1 1 − cos 2 θ 1 + 2 cos ω cos θ cos ϕ − cos 2 θ − cos 2 ω − cos 2 ϕ = 1 1 − cos 2 ϕ 1 + 2 cos ω cos θ cos ϕ − cos 2 θ − cos 2 ω − cos 2 ϕ = 1
We now show that 1 is their minimum possible values. 
In these circumstances, GDOP is computed as:
Construct the binary function f (a, b) as follows:
The Hessian matrix of Equation (48) is:
where it is easy to proof that the Hessian matrix of Equation (48) 
From which follows that:
Substituting this result in Equation (36), we obtain:
Now we determine the geometric configuration in three-dimensional scenarios. To simplify the . It then follows that:
With the conclusion in Equation (31), we can get:
Therefore, we can obtain the formula as follows:
Then Equation (37) yields:
Once the optimal beacon placement on a unit sphere in three-dimensional scenarios is found With the condition shown in Equations (36) and (40), HDOP and VDOP are described as:
It's shown that the vertical distance z between beacons and sampling point becomes larger, HDOP 229 will be larger, and VDOP will be smaller. In many practical applications of interest, however, the The simulation results of HPA are presented in Figure 1 and 2. In Figure 1 , the values of HPA in Table 1 . For each case in three-dimensional scenarios, the minimum and maximum GPA, HPA as well as
273
VPA are computed with the optimal beacon placement. The results are shown in Table 1 . 
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