Introduction {#Sec1}
============

Air pollution is a growing issue, now recognized as one of the major contributors to the global burden of disease, with particulate matter (PM) as one of the central concerns^[@CR1]^. Particles are released from a wide range of both natural and anthropogenic sources, where especially the transport sector is a major contributor in the urban environment^[@CR2]^. The main indoor sources include cooking, smoking, and cleaning with sprays or vacuum cleaners^[@CR3]^. In industrial settings examples of particle sources with high exposures include powder handling, sanding, spray painting, welding, and combustion processes^[@CR4],[@CR5]^. Additionally the use of nano materials in every day products is increasing rapidly and nanosized particles are now common constituents in for example pharmaceuticals, cosmetics, electronics, and food packaging^[@CR6]--[@CR8]^, leading to new exposure scenarios during production, use, and disposal^[@CR9]^. Exposure to particles for workers, users, and the general public is therefore evident; however the risks associated with exposure from the different sources are not trivial to evaluate, due to the complex nature of aerosols as well as their adverse health effects.

Risk is related to exposure, and the main exposure route for particulate matter is via the respiratory system; with the aerodynamic size governing where in the respiratory system the particles are most likely to deposit^[@CR10]^. Particles larger than 1 *μ*m deposit mainly in the upper airways, whereas ultrafine, sub 1 *μ*m particles, and nanoparticles are more likely to reach the deep parts of the lungs, depositing in the tracheobronchial and alveolar regions^[@CR11]^.

Current exposure limits in legislation are mass based, which in the past has proven a useful and simple metric for associating particle levels with a wide range of health outcomes; however, there are also many cases where mass has been found insufficient for assessing risk. These cases include situations where a low PM mass results in high risk, for example if particles consist of biologically potent materials e.g. transition metals, or if the particle population is dominated by a large number of nanoparticles with a limited contribution to the overall mass^[@CR12]^. Cases also occur where the PM mass is dominated by low-toxicity components such as solvable salts or crustal dust posing little risk to human health^[@CR13]^. It is therefore well accepted that mass is not an ideal metric for risk assessments, and at best is only a rough indicator of risk. In fact, studies have shown that the particle number or total particle surface area, which is not necessarily related to mass, can be better descriptors for e.g. inflammatory and oxidative stress responses^[@CR14],[@CR15]^. It has furthermore been recognized that particle shape, especially in the case of fibres, is an important parameter for determining toxicological effects upon inhalation^[@CR16],[@CR17]^. Assessing risk of PM hence requires detailed information of the particle size distribution (PSD).

There are currently many instruments available to characterize PSDs. Some of the most common include Electric Low Pressure Impactors (ELPI), Diffusion Chargers (DC), Scanning Mobility Particle Sizers (SMPS), Nanoparticle Surface Area Monitors (NSAM), Condensation Particle Counters (CPC), and Optical particles Sizers (OPS)^[@CR18],[@CR19]^. These instruments measure either or both the number and diameter of particles, with a high resolution in both size and time, giving real-time data within a few seconds or minutes. All the instruments operate in specific size regimes within the nanometre to micrometer range. Some instruments give additional information e.g. estimates of total particle surface area, lung deposited surface area (LDSA), or mass concentration, assuming spherical particles with a fixed density. The mass of an aerosol may also be determined by weighing a filter or a stage in a controlled environment both before and after pulling air through the filter. Here larger particles can be removed prior to sampling using an impactor or a cyclone. By combining the different measurement techniques it is therefore possible to characterize a PSD in terms of size, number, and mass, as well as to obtain estimates of surface area and LDSA. However, none of the mentioned instruments give information on particle morphology or composition. It is therefore not possible to distinguish between different types of particles as fibres/agglomerates or between particles from different sources. New and additional measurement techniques are therefore needed to give a more detailed description of aerosol populations in terms of size, number, shape, composition, and surface area. This will enable establishment of standard procedures for quantifying and regulating particulate exposure and the associated health risks. Such individual particle statistics will help discriminate between particle origins and hence facilitate a better understating of the sources and their health risks, bringing crucial knowledge for the development of preventive strategies.

Electron microscopy (EM) is an analysis technique, which allows visualization of particles down to the nanometre scale, thereby providing physical information on the single particle level e.g. geometric size, agglomeration state, and shape^[@CR20],[@CR21]^. EM can furthermore measure the elemental composition of individual particles when combined with energy dispersive x-ray spectroscopy (EDS or EDX), enabling a more detailed description of aerosol populations^[@CR22],[@CR23]^ than the real time instruments.

The most common EM techniques are Transmission Electron Microscopy (TEM) and Scanning Electron Microscopy (SEM), where TEM allows for the highest resolution, down to Angstrom scales. Transmission electron microscopy analysis is however a time consuming process for obtaining statistically robust data on shape, composition, and size distributions of aerosol populations. Furthermore the high TEM resolution is often not required for aerosol particles larger than a few tens of nanometres. Scanning electron microscopes provides a lower resolutions, but recent advances have made it possible to automatically scan large areas of a sample, process the acquired images, locate particles, and perform subsequent EDS analysis without user intervention except for the initial setup^[@CR24],[@CR25]^. As a result, automated SEM/EDS analysis makes it possible to obtain sufficient data on the single particle level to allow for a meaningful statistical analysis of an aerosol population, including both physical and elemental composition data^[@CR26]^. Electron microscopy is however, an offline measurement technique and therefore only provides detailed information some time after sampling. It should therefore be used in combination with real time instruments, enabling online number and size data along with a more detailed characterization from automated SEM/EDS. Real time instruments are furthermore useful to estimate sampling times for achieving reasonable particle densities on collected samples, and are necessary to identify crucial processes, where sampling is relevant, e.g. peak emissions of industrial processes, or at relevant times of day in the ambient environment.

In order to use SEM it is necessary to collect the airborne particles onto a surface. There are currently many collection methods e.g. thermophoretic precipitation^[@CR27]^, filtering, electrostatic collection, and impaction^[@CR28],[@CR29]^. Each method collects the particles onto a surface, where common choices include aluminum foil, silver foil^[@CR30]^, polyurethane foams, Teflon filters, quartz fibre filters^[@CR31]^, and TEM grids of different design and substrate type. The samples can then either be inserted directly into the electron microscope or may need additional steps before analysis. For some filters the preparatory steps involve dissolving the particles in a liquid and transferring them to a different surface, which is better suited for imaging^[@CR32]^. The steps may also include drying or freezing to stabilize or maintain specific particle characteristics in the vacuum of the microscope^[@CR33]^, or applying a conductive coating to avoid charging under the electron beam^[@CR34]^. However, it is generally undesirable to have preparatory steps, since they may alter the state or appearance of the particles before analysis^[@CR35]^. An additional consideration is the sampling time, since it governs the particle load on the sample. If the sampling time is too short, it will not be possible to conduct a statistical analysis on the few particles, while sampling too long results in particle co-deposition making it difficult to distinguish individual particles and assess if they were airborne as agglomerates or single primary particles. In literature, the broad range of collection techniques, substrates, and filters make it difficult to compare samples and results, as there are currently no available standard operating procedures ensuring a representative and reproducible description of a sampled aerosol population.

The aim of this work is to develop a standard operating procedure for collecting airborne particles directly onto Formvar/carbon coated TEM grids using a three stage cascade impactor^[@CR36]^. The impaction technique allows for short sampling times, typically 5--30 seconds, while the TEM grids provide a conductive, thin, and uniform substrate. This eases the image processing, minimizes charge effects under the electron beam, and allows for direct analysis by both SEM and TEM without any preparatory steps. In this work we focus on the impactor stage that samples the smallest diameter particles from approximately 50 to 600 nm, which is in the size regime that pose the greatest challenge for current legislation due to their low contribution to the overall particle mass. The impactor stage cut-off diameter (D~50~) and an expression for the collection efficiency (C~eff~) curve are determined using spherical polystyrene particles with unit density. The collected aerosol samples are investigated by SEM in order to visualize the impaction patterns, which are compared to published computational and experimental studies of particle deposition patterns in tapered circular jets of impactors^[@CR37],[@CR38]^. Using the knowledge of the impaction pattern an imaging routine is established. The PSD resulting from the imaging routine is compared to SMPS measurements, ensuring a reproducible and representative sample description. Tests are furthermore conducted to estimate an optimal sampling time as a function of particle number concentration by minimizing co-deposition. Finally the method is overall compared to data obtainable with other standard methods.

Materials and Methods {#Sec2}
=====================

Impactor {#Sec3}
--------

Particles were collected with the Micro INertial Impactor (MINI)^[@CR36]^, which consists of three stages that can each be equipped with TEM grids. Drawings of one of the stages equipped with a TEM grid is shown in Fig. [1](#Fig1){ref-type="fig"}. The impactor has tapered round nozzles with diameters 1, 0.6, and 0.29 mm, and jet-to-plate distance ratios (S/W) of 1.3, which fulfills the design criteria described by^[@CR39]^ and^[@CR40]^. A cross sectional view of the impactor design and the design parameters can be found in the [SI](#MOESM1){ref-type="media"}.Figure 1Drawings of a stage and jet of the MINI impactor. Views are presented as assembled and exploded for easy visualization.

A diaphragm gas pump model NMP 830 (KNF Neuberger, Germany) was used for sampling, resulting in a flow rate of 0.76 L min^−1^ through the impactor, measured with a Gilian Gilibrator-2 (Sensidyne, USA). At ambient conditions this yields theoretical D~50~ of 1.36, 0.59, and 0.055 *μ*m^[@CR41]^ and Reynold numbers of 1030, 1710, and 3320 for the three stages, respectively. The Reynolds numbers are therefore within or close to the 500--3000 range ensuring sharp collection efficiency curves at the cut-off sizes^[@CR42]^. In this work only the final stage of the impactor was studied, equipped with 400 mesh nickel TEM grids coated with a 25--50 nm Formvar film with 1 nm carbon deposited on top (Electron Microscopy Sciences (EMS), USA). Thinner Formvar options were tested but these often resulted in large areas with broken film and are therefore not recommended. The 400 mesh option was chosen as it offered the smallest areas of unsupported film and was thought to stabilize the substrate most efficiently, while the thin carbon layer was found sufficient to avoid charging effects under the electron beam. In this study London finder grids were used, which offer unique markings on the grids for easy orientation; however, these marking were often found to interfere with the patterns in the impact areas, and it is therefore recommended to use grids with a simple and regular design instead. Nickel grids were chosen as they are magnetic and can be held in place with magnets, which were inserted into the impactor stages from the bottom. This ensures minimal movement of the grid during sampling.

Electron microscopy and image analysis {#Sec4}
--------------------------------------

Electron microscopy samples were analyzed with a Nova NanoSEM 600 (FEI, The Netherlands), equipped with an OPTIMUS TKD detector (Bruker, Germany), functioning as a scanning transmission electron microscopy (STEM) detector. The STEM detector gives a high contrast between substrate and particles, and was found more efficient than the traditional secondary electron (SE) detector for visualizing the small low contrast particles. Since this eases the image segmentation, only images from the STEM detector were used for analysis. The microscope was operated in high vacuum mode with acceleration voltages of 10--20 keV and a probe current of 12 nA. Overview images were acquired at magnifications of 500--1000, while image sequences were all performed at 20 k magnification, corresponding to a resolution of 3.7 nm/pixel. The Esprit software (Bruker, Germany) was used for automated image acquisition procedures.

Images were analyzed using a Python script with the OpenCV package^[@CR43]^, where a manually set global or mean adaptive threshold was used for segmentation. A more detailed description of the segmentation procedure and the determination of a particle detection limit from the images are described in the [SI](#MOESM1){ref-type="media"}.

Setup for measuring collection efficiency {#Sec5}
-----------------------------------------

A setup was designed to experimentally determine the C~eff~ curve and D~50~ for the lowest stage of the MINI impactor. The D~50~ value for the stage was theoretically determined to 55 nm, meaning that it would collect the majority of particles in the ultrafine and nano regimes, since the D~50~ of the middle stage was determined to 590 nm. The experimental setup is shown in Fig. [2](#Fig2){ref-type="fig"}.Figure 2Schematic of the experimental setup for determining impactor collection efficiency.

The setup consisted of a constant output atomizer model 3076 (TSI, USA), operated at a back pressure of 2 bars. The atomizer generated aerosols of spherical polystyrene latex beads (PSL) from a solution made by mixing 2 drops of 1 wt% solutions (Bangs Laboratoriets inc., USA) of 42 ± 0.5 nm, 75.8 ± 1, 102.7 ± 1.3, 150 ± 1.9, and 207 ± 2.6 nm into 100 ml of nanopure water with a resistivity of 18 MΩ.cm. The solution was sonicated for 5 minutes prior to use, in order to minimize agglomeration. From the atomizer, the aerosol was passed through two silica dryers, decreasing the relative humidity from 100% to 16%, which slowly increased to 20% during experiments. A differential mobility analyzer (DMA) model 3082 (TSI, USA) was operated statically to generate a monodisperse aerosol from the dried aerosol flow, at a sample flow rate of 1.79 l/min with a sheath flow of 17.9 l/min. To measure the collection efficiency as function of size, a series of experiments were conducted where the DMA produced monodisperse aerosols from 20 to 200 nm in steps of 10 nm. The number concentration of the monodisperse aerosol was determined after the DMA with a CPC model 3772 (TSI, USA), while another part of the aerosol was sampled with the impactor, followed by a CPC model 3776 (TSI, USA) operated at low flow mode (0.3 l/min). Polyvinyl chloride (Tygon™) tubing (ID = 4.8 mm) was used for all connections to minimize electrostatic losses^[@CR44]^. Tube lengths from the DMA to the CPC and MINI impactor were kept as short as possible with lengths of 25 and 27 cm respectively. Prior to experiments the two CPCs were tested in parallel, where they showed similar readings allowing direct comparison between them. Excess air after the impactor was led to an exhaust. At each DMA setting the CPCs measured for a minimum of two minutes. The fraction of particles removed was determined from the ratio between the number concentration before and after the impactor. The impactor was operated both with and without a TEM grid collection plate. The configuration without a collection plate was used to investigate the overall number of particles lost due to wall deposition in the flow path, impactor, and inside the KNF pump. It was not possible to separate the three loss contributions, and therefore only the overall loss of particles was determined. The configuration with a collection plate was used to determine the number of particles impacting on the TEM grid. It was assumed that losses to walls, the orifice, and the pump were the same for both configurations, making it possible to calculate C~eff~ as the difference between the fractional removals. A test was also performed with a TEM grid stage installed under the 0.6 mm orifice followed by the critical 0.25 mm orifice, which was installed to maintain the same flow conditions. The test was performed to investigate if the sub 590 nm size distribution was affected by the higher stages. The results were similar to the case without a collection plate installed, showing minimal influence from the higher stages.

Setup for aerosol characterization {#Sec6}
----------------------------------

A rearranged version of the previous setup was used for determining the optimal sampling time and for investigating the impaction pattern on the TEM grids. A schematic of the setup is shown in Fig. [3](#Fig3){ref-type="fig"}.Figure 3Schematic of the experimental setup used to generate a poly disperse aerosol for investigating impaction patterns and optimal sampling times.

The aerosol was diluted with HEPA filtered room air. The degree of dilution was regulated with a needle valve, controlling the flow from the original aerosol, with excess going to an exhaust. Part of the diluted aerosol was led to the DMA and CPC model 3776, which was operated as a SMPS with a sample flow of 0.3 l/min and a sheath flow of 3.0 l/min. These settings allowed for scans ranging from 17.5 to 532.8 nm. The rest of the diluted aerosol was led to the impactor for particle collection. To visualize the impaction patterns for a broad range of particle sizes, an aerosol consisting of PSL beads was made from one drop of 42 ± 0.5, two drops of 102.7 ± 1.3, three drops of 207 ± 2.6, and six drops of 505 ± 6.4 nm 1 wt% PSL solutions (Bangs Laboratoriets inc., USA) into 100 ml of nanopure water. The solution was sonicated for 5 minutes before use.

Results and Discussion {#Sec7}
======================

Collection efficiency and cut-off diameter {#Sec8}
------------------------------------------

The particle number concentrations measured before and after the impactor for all selected particle sizes, both with and without collection plate, are shown in the [SI](#MOESM1){ref-type="media"}. The fraction of particles removed by the impactor (C~eff~) was calculated as the ratio between 2 minute average concentrations measured before and after the impactor for each DMA selected size, as depicted in Fig. [4](#Fig4){ref-type="fig"}. Uncertainties in removal efficiency are determined from the standard deviations of the CPC measurements during the 2 minute intervals, while uncertainties in particle size are determined as the half width of the DMA transfer function^[@CR45]^.Figure 4Experimentally determined collection efficiency curves for the 0.29 mm orifice both with (blue) and without (green) impaction plate installed. The difference between the two impactor configurations is plotted in red along with a fitted collection efficiency curve (black). The marked D~50~ value of 73 nm was determined from the fitted curve.

From Fig. [4](#Fig4){ref-type="fig"} it is seen that a fraction of all sizes of particles are removed while going through the impactor both with and without a collection plate installed. For the case without a collection plate the removal is decreasing with increasing particle size. The highest removal is seen at 20 nm where 92 ± 20% of the particles disappear when going through the impactor. A lower limit of removal is reached for particles larger than approximately 120 nm, from which 10--20% of the particles disappear when going through the impactor. Since these losses occur without a collection plate installed they must be attributed to removal processes other than impaction, which are most likely wall losses, evaporation or fractioning in the jet, or losses within the KNF pump. It was not possible to separate these individual processes, while maintaining the 0.76 l/min flow through the impactor and their relative contributions are therefore not known. For the case with a collection plate installed, the highest removal is seen at 20 nm as for the case without a collection plate, indicating that similar processes are governing the removal for particles of this size. However, a significantly higher removal is observed for particles above 50 nm, which must be due to particles impacting onto the collection plate. From 70 nm and up the collection efficiency starts to increase before levelling to approximately 65% for particles larger than 120 nm. Ideally the removal should rise to 100% with all particles impacting on the collection plate, but since these are hard and relatively dry spheres (RH% = 16--20%), a significant particle bounce effect was expected^[@CR46],[@CR47]^. Assuming that the losses to walls, the orifice, and the pump are equivalent for both impactor configurations, it is possible to obtain the $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{\exp }$$\end{document}$ curve describing the fraction of particles impacted onto the TEM grid by subtracting the two data sets, as seen in Fig. [4](#Fig4){ref-type="fig"}. The resulting data points give a s-shaped curve, which can be fitted with the Sigmoid function shown in Equation ([1](#Equ1){ref-type=""}) ^[@CR48]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{{\rm{Fit}}}=\frac{{{\rm{c}}}_{{\rm{\max }}}}{1+{\frac{{D}_{50}}{d}}^{2s}}$$\end{document}$$where d is a given particle diameter, s is a fitted steepness parameter, and c~mac~ is the asymptotic collection efficiency reached at particle sizes much larger than D~50~, which theoretically is 1, but may be lower for non-ideal conditions due to e.g. particle bounce. It was assumed that the c~max~ value was reached at 120 nm, from where the first decrease in removal efficiency was observed. The c~max~ parameter was determined to 0.53 ± 0.1, which was found as the average removal of particles larger than 120 nm. The fit resulted in a steepness parameter of 2.29 ± 0.8 and a D~50~ value of 73 ± 8 nm, which is close to the theoretical D~50~ value of 55 nm. The determined collection efficiency curve for the MINI impactor is compared to commercially available impactors in the [SI](#MOESM1){ref-type="media"}.

Deposition pattern {#Sec9}
------------------

The PSL aerosol was measured via SMPS in order to obtain a rough estimate of the total number concentration, which was determined to approximately 500.000 cm^−3^. The aerosol was sampled for 10 seconds with the impactor. An additional sample was collected for 10 seconds after diluting the aerosol to a total number concentration of approximately 100.000 cm^−3^. The grids were analyzed by SEM at 10--20 keV and varying magnifications. The grids were found to have localized areas with significantly higher number densities (*μ*m^−2^) than the rest, covering an area of approximately 6 × 6 squares on the TEM grid (approximately 0.1 mm^2^). These areas were concluded to be the parts of the grids situated directly under the impactor orifice during sampling, and will be referred to as impaction spots. The size of the impaction spots were found to fit well with the orifice size, which has a diameter of ca. 0.29 mm. For easy visualization, an example of an overloaded and a sufficiently loaded impaction spot are shown in Fig. [5](#Fig5){ref-type="fig"}. The estimated position and size of the impactor orifice are marked with green circles, while two of the imaged areas used for further analysis are marked in red and blue on the right image of Fig. [5](#Fig5){ref-type="fig"}.Figure 5Two examples of impaction spots: Left image depicts an overloaded impaction spot, while the right is sufficiently loaded. Estimated positions of the impactor nozzle are marked in green. The Impaction spot on the right image was investigated further by acquiring two series of images. Imaged areas marked in red and blue.

The particle number densities far from the impact centers were typically an order of magnitude lower than within the impaction spots. However some areas near the very edge of the grids, displayed varying number densities, with some approaching the same level as within the impact areas, while others remained an order of magnitude lower. This indicates that streamlines vary locally near the edge of the grid, making it difficult to define a standard imaging routine in this area, while number densities between the edge and the impact area contain too few particles to allow for a statistical analysis without having to acquire hundreds of images. Furthermore particles outside the impact area were typically sub 100 nm, with only few in the 100--200 nm regime, and none above. It was therefore concluded that the larger particles were almost exclusively collected within the impact area, while particles near the impactor cut-off were collected both within and outside. As a result focus was put on analyzing the impact areas, since the analysis should capture the full range of particle sizes.

Within the impact areas, local particle size distributions were found to vary with distance from the center of impaction. To investigate, a series of images were acquired in a straight line, passing through the center of impaction, covering a distance of up to 1.5 times the orifice radius on either side. The imaging routine was performed once on the grid from the diluted aerosol, while two parallel routines were performed on the undiluted sample, marked in red and blue on Fig. [5](#Fig5){ref-type="fig"}. The two parallel measurements were made to determine the variation between PSDs measured from different areas of the same sample, while the diluted sample was included to investigate variations between different samples of the same but diluted aerosol. The routines were all performed at 20 keV and at 20 k magnification with a pixel size of 3.7 nm. This resulted in 39, 27, and 28 images from the red area, blue area, and diluted sample, respectively. The distance from each of the acquired images to the estimated center of impaction was calculated based microscope coordinates. Each image was analyzed using a manually set global or mean adaptive threshold to distinguish particles from substrate. A total of 1195, 938, and 365 particles were recognized from the three image sequences, which were further divided into four size bins based on their equivalent circular diameter (ECD): 0--80, 80--160, 160--240, and \>240 nm. The limits of the size bins were chosen to separate the expected PSL sizes of approximately 40, 100, 200, and 500 nm. To visualize the impaction pattern the number density within each image for each of the four size bins were plotted against the normalized radial distance from the impact center in units of orifice radius. The resulting plots for the image sequence marked in red on Fig. [5](#Fig5){ref-type="fig"} are shown in the left side of Fig. [6](#Fig6){ref-type="fig"}. Since the STEM detector is unable to produce images when the electron beam is situated on the nickel grid these images were discarded prior to analysis, and are therefore represented as grey areas in the plot. As a result the red bars are arranged in clusters of 5--6 bars, with each cluster representing images within the same grid square. From the plots on the left hand side of Fig. [6](#Fig6){ref-type="fig"} it is seen that particles below 80 nm (top left plot), which include particles close to and below the impactor D~50~ at 73 nm, were found within the entire area underneath the impactor nozzle as well as in the periphery area. The particles were found almost homogeneously distributed within the imaged area, with a slight increase near the impact center. Particles between 80 and 160 nm (second plot on the left), representing particles just above D~50~, were observed within the entire area directly underneath the nozzle, but showed lower number densities in the periphery area. The highest number densities were observed at approximately one orifice radius from the center. Particles with ECD between 160 and 240 nm (third plot on the left) were also observed within the entire area underneath the nozzle, but had much lower densities in the periphery area. Furthermore the highest number densities were found closer to the impact center than for the smaller bins. Particles with ECD larger than 240 nm (bottom left plot), were concentrated in a small area close to the impact center and were rarely found further than half an orifice radius from the impact center.Figure 6Left side: Particle deposition pattern found from the image sequence marked in red on Fig. [5](#Fig5){ref-type="fig"}, visualized as particle number density from each acquired image for each size bin, plotted against the normalized radial distance from the impact center. Grey areas represent discarded images acquired on the Ni grid. Right side: Comparison of the three samples, plotted as fraction of particles from each size bin within each grid square for the three different image data sets plotted against the absolute normalized radial distance from the impact centre. The red and blue data sets are from the areas marked in Fig. [5](#Fig5){ref-type="fig"}, while green is from the diluted aerosol. A Gaussian distribution was fitted to the data points (black dashed line) for easy visualization of the impact trend.

It is worth noting that the number densities from different locations within the same grid square can vary significantly, which is most likely due to local flow conditions. This effect can be seen in Fig. [5](#Fig5){ref-type="fig"}, where the suspended film appears to deflect between the grid bars under the jet pressure, leading to a limited impaction in one side of the squares and an enhanced deposition in the other. To even out this effect the average number of particles for each size bin within each grid square was determined. From this the overall fraction of particles within each grid square for each size bin was calculated, for each of the three data sets. The fractions are plotted against the absolute normalized radial distance, since the impact pattern is expected to be symmetrical around the impact centre. The resulting plots are shown in the right side of Fig. [6](#Fig6){ref-type="fig"}, where each color represents a different data set, with the imaged area for the red and blue data points marked in Fig. [5](#Fig5){ref-type="fig"}, while the green data set was obtained from the diluted aerosol sample. A Gaussian distribution was fitted to the data points for easy visualization of the impact trend. The particles below 80 nm show a homogeneous deposition trend, indicating deposition is governed by diffusion rather than impaction as expected near the impactor cut-off. Furthermore these particles are on or close to the limit of detection for the microscope. For the three larger size bins clearer deposition peaks are observed, which shifts according to particle size. This clearly illustrates that an increase in particle size, shifts the highest probability of deposition towards the impact center, while narrowing the area in which the particles are impacted. Neglecting particles smaller than the impactor cut-off, the broadest peak is observed for the size bin just above the impactor cut-off, where a deposition fraction close to zero is reached at approximately 1.5 times the orifice radius. It is therefore necessary to include images up to a distance of 1.5 times the orifice radius to capture all particle sizes above the cut-off.

The observed pattern can be compared to computational studies by^[@CR37]^ and experimental studies by^[@CR38]^, where the deposition probability was described as a function of distance to the impact center and particle size. Both studies found that particles larger than the impactor D~50~, are governed by their inertia and will deposit mainly in the area directly under the nozzle. Both studies furthermore show that tapered nozzles generate an aerodynamic focusing effect due to the converging flow in the jet, which changes the size of the impacted area as a function of particle size. Particles much larger than D~50~, impact in a localized area smaller than the nozzle close to the impact center, while particles near D~50~ impact within the entire area underneath the nozzle and up to a distance of 1.5 times the orifice radius. The computational study of ^[@CR37]^ furthermore found that the number density of particles with a given size sharply increase near the edge of their impact area, due to the focusing effect. This trend was however less obvious in the experimental study of ^[@CR38]^, where only minor increases were observed at the edges. Particles smaller than D~50~ were in both studies found to be governed mainly by the jet streamlines, resulting in a more homogeneous diffusion based deposition within and outside the impacted area, with only a small fraction of the particles being collected.

These findings fit very well with the impaction pattern observed in this study, where particles close to and below D~50~ were observed in the entire imaged area, while particles larger than D~50~ were concentrated underneath the nozzle. Additionally, the same correlation between particle size and impact area was observed, where an increase in particle size result in a decrease in impact area, with the highest number densities found close to the edge of the impacted area rather than near the center. However we did not observe the sharp increase in number density near the very edge of the impact area as described by^[@CR37]^, but rather found trends similar to those described by^[@CR38]^.

Based on the observed impaction patterns it was concluded that the PSD observed from individual images was highly dependent on the distance from the impact center. As a result it is necessary to acquire a series of images, representing all distances from the center of impaction to a distance of 1.5 times the orifice radius, in order to include particles from D~50~ and up. Beyond 1.5 times orifice radius, mainly particles near and below D~50~ are deposited with number densities typically an order of magnitude lower than within the impaction spot.

Comparison to SMPS measurements {#Sec10}
-------------------------------

The total PSD obtained from EM analysis was found as the average of the PSDs from each of the individual images in the imaging sequence presented in the previous section. The data set used in this section is the imaged area marked in red on Fig. [5](#Fig5){ref-type="fig"} with 1195 particles recognized after segmentation.

In order to determine if the imaging pattern yielded a representative PSD, a comparison was made to the PSD measured via SMPS, which was found as an average of 5 runs prior to sampling with the impactor. Since spherical latex beads were used with a density of approximately 1, the assumptions of the SMPS hold for the primary particles, allowing direct comparison between the mobility diameter of the SMPS and the ECD from the SEM analysis when taking the impactor collection efficiency into account. This was done by multiplying each of the number concentrations in the SMPS size bins with the corresponding impactor $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{{\rm{Fit}}}$$\end{document}$ for that given particle size determined from the fitted function shown in Fig. [4](#Fig4){ref-type="fig"}. Furthermore the size bins of the SMPS were converted from log scale to the linear scale used in the SEM analysis, to allow a direct comparison between the relative shapes of the two PSDs, as plotted in Fig. [7](#Fig7){ref-type="fig"}. The SMPS log normal PSD can be found in the [SI](#MOESM1){ref-type="media"}, along with the linear converted PSD and the $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{{\rm{Fit}}}$$\end{document}$ corrected PSD for comparison. The Error bars on the SMPS PSD in Fig. [7](#Fig7){ref-type="fig"} are found as the standard deviation of the 5 SMPS scans along with the uncertainty of the $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{\exp }$$\end{document}$). Error bars of the SEM PSD were found from counting statistics as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sqrt{N}$$\end{document}$.Figure 7PSD obtained from SEM analysis (blue) plotted with the linear translated and $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{{\rm{Fit}}}$$\end{document}$ adjusted PSD from the SMPS (red). Error bars on the SEM data are given as $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{{\rm{N}}}$$\end{document}$, while the red shaded area indicates the standard deviation of the five SMPS scans and the experimental uncertainty of the $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{{\rm{Fit}}}$$\end{document}$ expression in Fig. [4](#Fig4){ref-type="fig"}. The blue shaded area indicates the size detection limit of the SEM, meaning that number concentrations in this area are highly uncertain.

It is seen that the SEM PSD has clearly distinguishable modes at approximately 50, 140, and 210 nm. The SMPS PSD has a peak at 120 nm with shoulders at 150 and 210 nm, showing reasonable agreement with the 140 and 210 nm peaks of the SEM PSD. Despite the circularity of particles in the 140 and 210 nm size bins (Fig. [10](#MOESM1){ref-type="media"} in the [SI](#MOESM1){ref-type="media"}), we cannot exclude a possible aggregation of finer particles that could explain some of the differences between the SMPS and SEM particle size distributions. The SEM mode at 50 nm is below the impactor cut-off and is therefore not present in the SMPS PSD, as the number concentration below D~50~ are reduced by the $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{{\rm{eff}}}^{{\rm{Fit}}}$$\end{document}$ correction. Furthermore, the detection limit of the SEM, with the settings used here, is between 20 and 90 nm depending on image quality, and the exact number concentration and size of particles in this range is therefore highly uncertain, as described in the [SI](#MOESM1){ref-type="media"}. However, the 50 nm peak does show that particles below the impactor cut-off can be collected on the lowest stage of the MINI impactor, but it is not possible to relate their number concentration to that of the larger sizes. If sub D~50~ particles are of interest it is recommended to investigate the sample using TEM rather than SEM to overcome the resolution issues. It should be noted that the limit of detection and size uncertainty will be lower for particles consisting of higher Z elements than carbon, as they provide a better contrast on the SEM images. Particles close to 100 nm are slightly underestimated in the SEM PSD compared to the SMPS PSD. This can be partly explained by the uncertainties in the determined D~50~ and collection efficiency expression, where a small shift to a larger D~50~ could explain why fewer 100 nm particles are found within the impact area, which could be the case if D~50~ is dependent on bounce effects. Alternatively the difference may arise from particles depositing outside the impacted area as they are close to the impactor D~50~, making them under represented within the imaged area. This could furthermore explain why the ratio between the 210 and 140 nm peaks is slightly higher for the SEM PSD compared to the SMPS.

In order to investigate the reproducibility and uncertainty using the proposed image sequence, a comparison was made between the PSDs resulting from the two parallel image sequences (marked in red and blue in Fig. [5](#Fig5){ref-type="fig"}). An additional comparison was made between two perpendicular imaging routines, acquired from the diluted aerosol sample, giving a total of four different image sequences. The resulting PSDs are shown in the [SI](#MOESM1){ref-type="media"}, along with the SMPS measurements for comparison. In general a good agreement was found between the shapes of the PSDs for particles larger than D~50~. All four PSDs displayed the main modes at approximately 140 and 210 nm with only minor shifts, which were most likely caused by uncertainties from the image quality or the manual image segmentation process. Furthermore the ratios between the two peaks were similar for all four samples. However, for particles close to or below D~50~, a significant variation was observed between the samples, again related to the limit of detection for the microscope. A mode below D~50~ was however evident in all SEM PSDs, but it shifted up to 30 nm between samples. Above the impactor cut-off the imaging routine was able to give reproducible PSDs both for data sets acquired from the same sample and from different samples of the same aerosol before and after dilution.

The total number concentration of the sampled aerosol is highly relevant for cases where most online measurement techniques are known to struggle e.g. in cases with fibers or complex mixed aerosols with varying composition and density. Based on the agreement with SMPS, the number concentration can be estimated from SEM for particles larger than D50 as the uncertainty below that size becomes to large. In order to link the measured impactor number densities (N~*Imp*,*dp*~) to the measured total aerosol concentrations (C~SMPS~) the following equation was used:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$tQ{C}_{{\rm{SMPS}}}=A\,\sum _{dp=73}^{\infty }\,\frac{{N}_{{Imp},dp}}{{C}_{eff,dp}^{Fit}}$$\end{document}$$where *t* is the sampling time, *Q* is the flow rate through the impactor, $\documentclass[12pt]{minimal}
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                \begin{document}$${{\rm{C}}}_{eff,dp}^{Fit}$$\end{document}$ is the impactor collection efficiency for size *dp*, and *A* is assumed to be a constant to be determined. Apart from A, all parameters in Equation [2](#Equ2){ref-type=""} are known for the four image sequences described earlier. The *A* parameter was found to be $\documentclass[12pt]{minimal}
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                \begin{document}$$1.12\ast {10}^{6}\pm 0.60\ast {10}^{6}$$\end{document}$, showing that the estimate has an uncertainty of approximately 50% for these samples. In cases where aerosols consist of particles rather similar in composition and shape, it would therefore be possible to estimate a total particle number concentration from impactor samples alone. Impaction can then be used as a stand alone method if a series of samples are collected with varying sampling times to achieve a range of coverages. It should however be noted that the *A* parameter may be affected by bounce effects or if larger/smaller particles are investigated than here.

Sampling time {#Sec11}
-------------

A series of samples were collected with the impactor to estimate the optimal sampling time, since the particle loading on a TEM grid is essential for its use in EM analysis. Three aerosols were generated with the setup described previously; yielding total SMPS number concentrations of approximately 10.000, 100.000, and 500.000 cm^−3^, which were dominated by particles between 100 and 200 nm. Each of the three aerosols were sampled 3--4 times with the impactor, collecting between 5 and 60 seconds, yielding a total of 10 samples, displaying a broad range of particle coverages on the grids. To assess if the samples were overloaded they were analyzed by SEM, where the highest populated areas were assessed manually and imaged. These areas were typically at a distance of 100 *μ*m from the impact center, corresponding to a distance of 0.7 times the orifice radius. The particle loading was assessed by determining the percentage of the imaged area recognized as particles. Examples of segmented images are shown in the [SI](#MOESM1){ref-type="media"}, along with a table containing the total number concentration measured by SMPS, the sampling times, and the determined coverages. The total number of particles going through the impactor (*S*~*p*~) during each sampling was calculated using: $\documentclass[12pt]{minimal}
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                \begin{document}$${S}_{p}=tQ{C}_{SMPS}$$\end{document}$. The impactor C~eff~ was not used here. Based on the observations it was concluded that a higher than optimal coverage would lead to significant agglomerate formation from co-depositing particles on top of each other. It was furthermore concluded that a lower boundary of particle coverage also exists where a meaningful statistical analysis is no longer possible. The upper and lower limits for *S*~*p*~ were determined to be 6.7$\documentclass[12pt]{minimal}
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                \begin{document}$$3.9\ast {10}^{6}$$\end{document}$ particles, as samples within this range contained sufficient particles for analysis, without significant co-deposition. Based on these limits and by rearranging the equation to $\documentclass[12pt]{minimal}
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                \begin{document}$$(Q{C}_{SMPS})$$\end{document}$, the total particle number concentration can be linked to sampling time. The expressions are plotted in Fig. [8](#Fig8){ref-type="fig"}, which can be used to read the optimal sampling time based on a total particle number concentration measured by e.g. SMPS or CPC. The midpoint between the two sampling limits is marked with a red dashed line, and should be interpreted as the optimal sampling time.Figure 8Plot of $\documentclass[12pt]{minimal}
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                \begin{document}$$(QC)$$\end{document}$, where the determined upper and lower limits for number of sampled particles (*S*~*p*~) has been inserted. The plot links the total number concentration (*Q*) measured by e.g. SMPS to the sampling time (*t*), ensuring sufficient sample coverage. The hashed area is within the upper and lower limits, while the red dashed line marks the optimal sampling time.

Before using this graph to determine the optimal sampling time, it should be noted that it was determined from a PSD dominated by 100--200 nm particles, without taking into account the impactor collection efficiency. The optimal sampling time may therefore vary with other impactors or if other particle sizes are dominating. Furthermore the optimal sampling time may change depending on the collection efficiency of the particles, where a higher sticking coefficient (less bounce) would need shorter sampling times. It is therefore recommended to collect several samples both with higher and lower sampling time than the optimal found from Fig. [8](#Fig8){ref-type="fig"}, thereby obtaining TEM grids with a broad range of particle number densities.

Suitability for risk assessment {#Sec12}
-------------------------------

The developed method has unique features that will be valuable for the required characterization of aerosol particle populations. In terms of use, the impactor is small and easy to transport, making it possible to collect samples with minimal equipment. Sampling times are short, typically below a minute, allowing for sampling of peak emissions. The TEM grids in the impactor are easy to exchange and store, allowing for several samples to be collected during a field measurement. It can be advantageous to have an estimate of aerosol particle concentration prior to impactor collection, as it makes it possible to estimate a sampling time for optimal coverage on the TEM grids. Samples can also be collected without such an estimate, but then it is recommended to vary the sampling time significantly (e.g. 1,10,100 sec) to ensure a broad range of particle coverages, allowing total number of particles to be estimated based on calibrated *A* factors for the sampling system. An automated image acquisition routine, using the proposed image sequence, can analyze a sample in 30--180 minutes, depending on the particle coverage. The analysis will give up to 40 images at 20 k magnification, with a detection limit between 50 and 100 nm, as well as the elemental composition of each individual particle from the automated EDS analysis performed on all particles located by the segmentation procedure. Automated EDS analysis is not presented in detail in this work, as the elemental composition of the carbon based particles would not be distinguishable from the carbon based Formvar substrate. Some preliminary results from an ongoing study are presented in the [SI](#MOESM1){ref-type="media"} as an example of automated EDS analysis. Alternatively, many examples of automated EDS analysis can be found in the literature^[@CR49]--[@CR52]^.

Careful visual inspection should be performed to ensure the segmentation is trustworthy before extracting physical parameters for individual particles including area, ECD, circularity, and aspect ratio etc. Two different examples of circularity and aspect ratio distributions for the particles detected from the image sequence marked in red on Fig. [5](#MOESM1){ref-type="media"} are presented in the [SI](#MOESM1){ref-type="media"}. Here high circularities close to one and low aspect ratios are found for the 210 nm peak, indicating spherical particles, while the less clear 120--150 nm peak, indicate that this peak could contain a significant number of agglomerates. The circularity between the two peaks drop, while the aspect ratio increases, which suggests that intermediate sizes of the aerosolized particles are dominated by agglomerates rather than single spheres. This becomes even more obvious in the [SI](#MOESM1){ref-type="media"} plot, where PSDs are plotted for particles fulfilling specified shape criterias e.g. only high circularity particles (circularity \> 0.90).

The fiber paradigm is of high importance in toxicological assessments, but existing online aerosol analysis instruments are known to have difficulties with measurements of fiber samples. Fibers' pathway through the impactor system must be as particles of sizes somewhere between their smallest and largest dimension. The method will likely perform equally well for particles and fibers with dimensions in the tested range, given the uniform weighting of the different particle sizes from the images when taken across 1.5 times the impactor orifice diameter as discussed with Fig. [6](#Fig6){ref-type="fig"}. For fibers a lower deposition density will likely be preferable to avoid co-deposition.

Conclusion {#Sec13}
==========

This work has provided a reproducible quantification procedure for collecting, imaging, and analyzing aerosol populations using impaction onto TEM grids and automated SEM analysis. Transmission mode SEM images gave better contrast than secondary or backscatter detection for the carbon (low Z) dominated particles. A clear particle size dependent impact pattern was observed (Fig. [6](#Fig6){ref-type="fig"}), similar to what has been reported in the literature. Based on the observed pattern a simple and reproducible imaging routine was established, in order to ensure that all particle sizes were represented by the analysis. The PSD resulting from the imaging routine was compared to SMPS measurements (Fig. [7](#Fig7){ref-type="fig"}), showing good agreement between PSD shapes for particles with ECD larger than the impactor cut off diameter D~50~. The procedure can determine shape distributions for the sampled aerosol, as shown in the [SI](#MOESM1){ref-type="media"}, enabling a highly detailed individual particle analysis capable of distinguishing particle types e.g. fibers, agglomerates, and single particles if the recommendations to avoid co deposition of particles is followed (Fig. [8](#Fig8){ref-type="fig"}). The method can provide an estimate of the total particle number concentration of the sampled aerosol using the determined parameter *A* and Equation [2](#Equ2){ref-type=""}. The method is off-line and can be used alone but should preferably be coupled with fast response instruments to provide real-time data for assessing concentration fluctuations and to determine when, where, and possibly how long to collect samples. If coupled with EDS, elemental composition distributions can also be measured, to distinguish harmless particles e.g. sea salt or crustal dust from hazardous particles e.g. transition metals or soot, as exemplified in the [SI](#MOESM1){ref-type="media"}.

The method is therefore capable of giving a detailed aerosol characterization beyond what is achievable by the more common real-time instruments such as SMPS, ELPI, CPC, diffusion chargers, or FMPS, by providing both size, shape, and composition distributions of an aerosol population in time windows of a few minutes, and is expected to allow a reasonable fiber assessment as well (currently under investigation). The more precise statistical data on physical and elemental composition achievable by the proposed method will make it possible to distinguish different types of particles and their relative contribution to the aerosol population^[@CR53],[@CR54]^, and hence provide an improved foundation for risk assessments, exposure assessments for epidemiological studies, and the development of preventive strategies for e.g. aerosol pollution.
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