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Los algoritmos de estimación de datos usando machine learning cada vez son más 
precisos, sobre todo con el incremento de la capacidad de computo de las nuevas 
tecnologías, sin embargo, es común que se trabaje en una sola máquina, en vez de 
aprovechar el potencial de una red de computadores.  
En la actualidad los sistemas de control agrícola dependen mucho de la tecnología, aquí 
es donde nace la agricultura de precisión que de la mano de las tecnologías se encarga de 
cultivar exhaustivamente los cultivos abarcando todos los factores determinantes para una 
cosecha exitosa. (FAO, 2015) 
Este proyecto se inspira en crear un prototipo de un hardware y software capacitado para 
monitorear un cultivo interior en el cual se pueda confiar cualquier tipo de plantas 
alimenticias, medicinales u ornamentales. Con el fin de que en todo su proceso vegetativo 
y de floración se encuentre en las condiciones óptimas para su adecuado crecimiento. Con 
el objetivo de integrar tecnologías de machine learning al fitomonitoreo, el sistema de 
cultivo inteligente tiene una red neuronal, la que se encarga de analizar los datos del 
cultivo en su estado actual y predecir posibles estados futuros a partir de las entradas 
monitoreadas en la cual podría estar el cultivo.  
El proyecto se realiza empezando por su parte teórica, la cual describe, comenta y detalla 
todas las bases teóricas del proyecto; donde se pone énfasis en el comportamiento de la 
planta en su proceso de respiración el cual permite entregar un feedback sobre el estado 
de la planta sin intervenirla, así como la estructura de las redes backpropagation basadas 
en perceptrones de Mc Cullcoh-Pitts  
Para la implementación del prototipo se utiliza una tarjeta Raspberry pi 3, la cual usando 
el lenguaje Python 2.7 con la librería PyBrain donde se diseñó una red neuronal multicapa 
con 3 nodos en capa de entrada, 3 nodos en capa oculta y un nodo en capa de salida. Se 
utilizan sensores analógicos que permiten hacer lecturas de la humedad, temperatura, 
humedad del suelo y el co2 del entorno, para verificar el estado del cultivo.  
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Se validó el proyecto, primero utilizando tablas prefabricadas con reglas lógicas para las 
funciones AND,OR y XOR, para posteriormente probar con sensores de fitomonitoreo, 
graficando tanto el puntaje de acierto entre variable estimada y observada además del 
error. 
 




















The algorithms of data estimation using machine learning are becoming more precise, 
especially with the increase in computing capacity of new technologies, however, it is 
common to work on a single machine, instead of taking advantage of the potential of a 
network of computers. 
Nowadays, agricultural control systems depend a lot on technology, this is where precision 
agriculture is born, which at the hands of technologies is responsible for cultivating crops 
thoroughly, covering all the determining factors for a successful harvest. (FAO, 2015) 
This project is inspired to create a prototype of hardware and software capable of 
monitoring  an indoor crop in which any kind of food, medicinal or ornamental plants can 
be trusted. In order that in all its vegetative and flowering process is in the most optimal 
conditions for proper growth. With the aim of integrating machine learning technologies 
into phytomomonitoring, the intelligent farming system has a neural network, which is 
responsible for analyzing crop data in its current state and predicting possible future states 
from the monitored inputs in which could be the crop. 
The project is carried out starting from its theoretical part, which describes, comments and 
details all the theoretical bases of the project; where emphasis is placed on the behavior 
of the plant in its respiration process which allows feedback on the state of the plant 
without intervention, as well as the structure of the backpropagation networks based on 
perceptrons of Mc Cullcoh-Pitts 
For the prototype implementation a Raspberry Pi 3 card is used, which using the Python 
2.7 language with the PyBrain library where a multilayer neural network was designed 
with 3 nodes in the input layer, 3 nodes in the hidden layer and one node in the layer 
departure. Analog sensors are used to make readings of the humidity, temperature, 
humidity of the soil and the co2 of the environment, to verify the state of the crop. 
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The project was validated, first using prefabricated tables with logical rules for the AND, 
OR and XOR functions, to later test with phytomomonitoring sensors, plotting both the 
hit score between the estimated and observed variable as well as the error. 
 

























1. ANTECEDENTES GENERALES  
El ser humano desde el principio de los tiempos ha utilizado la agricultura para 
satisfacer su necesidad más básica que es su alimentación. Es así como las diferentes 
culturas del mundo a base de prueba y error han perfeccionado los métodos de cultivo 
basándose en los diferentes factores de su alrededor. (FAO, 2011) 
La tecnología siempre intervino en los cultivos, un claro ejemplo es el arado con 
animales utilizando herramientas creadas por el mismo agricultor basándose en su 
necesidad, así es como se introduce la tecnología en el mundo de la agricultura. A medida 
que fueron pasando las épocas, la humanidad y las culturas fueron evolucionando y con 
ellas también lo hizo la agricultura que fue adoptando todas las herramientas creadas por 
el hombre en sus distintas categorías como las ciencias físicas, biológicas y tecnológicas. 
1.1. INTRODUCCIÓN 
El prototipo creado con componentes de fácil acceso en el mercado y de costos 
bajos, este proyecto soluciona la problemática del difícil acceso a un sistema de control y 
supervisión de cultivos para granjeros que no están tan familiarizados en la última 
tecnología de la agricultura inteligente. 
Diseñado para un fácil manejo de control y supervisión, amigable para cualquier tipo de 
persona independiente de sus conocimientos en esta tecnología. 
Con el propósito de aportar a estas tecnologías de la agricultura, este prototipo integra 
en sus funciones un monitor y controlador basado en Redes Neuronales usando PyBrain, 
la biblioteca de Python en su versión 2.7 y una serie de bibliotecas y herramientas que 
hacen posible la programación del prototipo. El proyecto integra en su sistema 
componentes de control y adquisición de datos como sensores para la correcta adquisición 
de datos en el cultivo y actuadores que controlan el estado del cultivo. Teniendo como 
feedback el CO2 consumido por la planta, este sistema de cultivo se basa en un sistema 
de lazo cerrado el cual siempre actuará dependiendo totalmente del estado en que se 
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encuentre la planta, esto será la validación del proyecto, como resultado del trabajo que 
hace el prototipo de cultivo.     
1.2. OBJETIVOS 
1.2.1. OBJETIVO GENERAL  
• Diseñar un prototipo de sistema de redes neuronales backpropagation usando 
sockets TCP/IP multicliente, tal de poder predecir una determinada variable de 
salida en función de un conjunto de variables de entrada, considerando etapas de 
entrenamiento y evaluación, tomando como ejemplo el fitomonitoreo.  
1.2.2. OBJETIVOS ESPECIFICOS  
• Diseñar un protocolo de comunicación basado en TCP/IP que use tramas que 
permitan la evaluación y entrenamiento de una red neuronal. 
• Desarrollar un prototipo de datalogger basado en conversor ADS1115 y 
RaspberryPi3 utilizando I2C 
• Entrenar y evaluar el sistema con una entrada basada en compuertas lógicas AND, 
OR, XOR que permita sustentar un autoaprendizaje básico. 
• Hacer una puesta en marcha utilizando sensores de fitomonitoreo. 
• Evaluar prototipo según cantidad de aciertos y errores analizando los gráficos. 
1.3. FUNDAMENTACIÓN DEL TEMA 
Este prototipo de invernadero inteligente está pensado para cultivadores urbanos, 
haciendo un aporte y avance tecnológico a aquellos sistemas ya creados para el control y 




1.4. CARTA GANTT 
 
Figura 1: Carta Gantt 
 
1.5. ORGANIZACIÓN Y PRESENTACIÓN DEL TRABAJO 
Este trabajo se organizó y desarrollo en fases distribuidas de la siguiente manera: 
• Fase 1: Se introduce al tema sobre la agricultura inteligente, se presenta el proyecto 
y sus tiempos de realización. Se definen sus objetivos generales y específicos, se 
comentan sus fortalezas y limitaciones del proyecto como prototipo.  
• Fase 2: Esta fase se basa en la metodología y las bases teóricas en las cuales se 
inspiró este proyecto, hablando desde las partes de una planta hasta las 
herramientas utilizadas y sus diagramas de control.   
• Fase 3: Se explica el desarrollo del proyecto, como fue creado y confeccionado en 
sus partes de software y hardware. Explicando la programación del proyecto y el 
diseño que tiene el prototipo para que pueda realizar el cultivo de la planta. 
• Fase 4: Se muestran los análisis y las conclusiones del proyecto, se comenta los 
resultados proyectados y los que se esperaban llegando así a una conclusión para 




2. MARCO TEORICO 
2.1.  ESTADO DEL ARTE 
El mercado de la agricultura siempre está buscando las últimas tecnologías aplicadas 
a la agricultura automatizada, buscando cada vez más el cultivo perfecto, reduciendo sus 
márgenes de errores y alivianando el trabajo al granjero el cual desea que su cultivo este 
siempre monitoreado y en las condiciones óptimas para obtener los mejores resultados en 
su cosecha. 
Es por esto que varias empresas de automatización se dedican a la creación de 
proyectos de agricultura automatizada ya sea en un invernadero, hidropónica, a campo 
abierto o simplemente en un cultivo interior más reducido, pero con el mismo propósito. 
A continuación, se mostrarán los proyectos de algunas empresas que ofrecen al mercado 
de la agricultura automatizada. 
También es señala una investigación realizada con redes neuronales artificiales, la cual 
infiere directamente con esta investigación tomándola como ejemplo de trabajo, 
investigación, innovación y desarrollo, la cual aplica una base semejante a la de este 
prototipo, pero con otra orientación de investigación.   
2.1.1. SEEDO  
La empresa Seedo Lab de Denver Colorado, presenta su dispositivo de auto cultivo 
100% automatizado e independiente, al punto de casi no tener contacto con la planta hasta 
su época de cosecha. Este moderno dispositivo con forma de un pequeño refrigerador tiene 
características de funcionamiento realmente sorprendente, dando un salto en la agricultura 
inteligente, el cual propone que cada persona en su hogar pueda cultivar las hortalizas que 
desee de forma automática y con la supervisión desde su propio celular. Seedo puedo 
cultivar vegetales, hierbas y flores, entre otras plantas, el control que tiene del espacio del 
cultivo es casi perfecto, ya que monitorea casi todas las variables más influyentes para un 
cultivo como, por ejemplo: EC (electroconductividad), PH, temperatura del aire, 
humedad, temperatura del agua y CO2.  
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Integra cámara y WI-FI para conectarse y monitorear desde dispositivos inteligentes, 
ya que cuenta con aplicación en sistemas operativos IOS y Android. El Seedo es un 
proyecto vanguardista en los cultivos personales para aquel granjero urbano, dentro del 
mercado tiene un valor de 2000 dólares su pre-orden.   
 
Figura 2: Dispositivo Seedo con su aplicación móvil. 
2.1.2. ESTUDIO UNIVERSIDAD AUTÓNOMA DE QUERETARO  
 Esta investigación utiliza redes neuronales artificiales (ANN, Artificial Neural 
Networks) para simular la tasa de fotosíntesis de plantas de jitomate, usando como 
variables de entrada: temperatura, humedad relativa, déficit de presión de vapor (DPV), 
concentración de dióxido de carbono (CO2) del aire y la radiación fotosintética activa. El 
experimento se desarrolló en un invernadero experimental de la Universidad Autónoma 
de Queretaro, Mexico. El experimento consistió en medir el intercambio de dióxido de 
carbono (CO2) de las hojas de plantas de jitomate bien desarrolladas. Se utilizó la 
programación Matlab con su herramienta Neural Network Toolbox, para la generación, 
prueba y validación de la red, el mejor desempeño de redes que tiene el experimento es 
una red neural de 4 capas, 10 neuronas en la primera capa oculta, 15 en la segunda y 10 
más en la tercera.  
Con esta investigación llegaron a la conclusión de que es posible tener una mejor 
comprensión de la interacción entre las condiciones climáticas dentro de los invernaderos 
y la tasa de fotosíntesis foliar del cultivo del jitomate, Es decir, con base en las funciones 
con que se generaron las superficies, se pueden ver las rutas que deben seguir las variables 
climáticas, de tal forma de que el control ambiental de los invernaderos siempre esté 
 22 
 
enfocado hacia el máximo de la función. (VARGAS SALLAGO & LOPEZ CRUZ, 2012)
   
 
Figura 3: Regresión lineal entre fotosíntesis medida y simulada con la ANN 
 








2.2. BASES TEORICAS  
 Para realizar el proyecto se investigaron bases teóricas con respecto a al tema que 
integra este prototipo de cultivo inteligente, estudiando primeramente sobre las redes 
neuronales artificiales (ANN) y sus aportes en investigaciones y proyectos; conociendo 
sus bases y similitudes con el comportamiento biológico de las propias neuronas, y su 
arquitectura de trabajo que inspira esta tecnología de las redes neuronales artificiales. Por 
congruente, se investiga sobre las plantas y sus procesos, entendiendo sobre las partes de 
una planta, sus funciones y los procesos que lleva a cabo para vivir, conociendo también, 
y entendiendo de mejor manera las condiciones ideales que debe tener una planta en un 
cultivo.   
2.2.1. REDES NEURONALES 
 Para comprender las redes neuronales se debe entender la neurona como tal, ¿Que 
es una neurona?, ¿Cuál es la estructura de una neurona? Y ¿Cómo funciona una neurona? 
A continuación, se responderán las preguntas para luego relacionar su funcionamiento con 
las redes neuronales utilizadas. 
  




 La neurona es una célula del sistema nervioso con la capacidad de captar los 
estímulos provenientes del ambiente y, transportar y transmitir cargas eléctricas mediante 
impulsos eléctricos (mensajes) de una neurona a otra para llegar a un punto específico. La 
neurona es la unidad nerviosa básica, tanto como funcional como estructural del sistema 
nervioso. Las neuronas no se reproducen ni se dividen, la cantidad de ellas es fijo desde 
el nacimiento y desde cierta edad se van perdiendo gran cantidad de ellas. Tienen diversos 
tamaños y formas, pero todas tienen la misma función de transmitir impulsos nerviosos.  
2.2.1.2. ESTRUCTURA DE UNA NEURONA  
    Una neurona está constituida por un soma, es la parte más ancha de ésta y 
contiene un núcleo rodeado de citoplasma. Están también unas fibras conocidas como 
dendritas y axón. Las dendritas son ramificaciones cortas y numerosas que conducen el 
impulso hacia el cuerpo celular; y el axón es una ramificación larga que transmite dicho 
impulso desde el cuerpo celular hasta la próxima neurona como se puede observar en la 
Figura 3. Las partes principales de una neurona son:  
• Soma: Es la parte principal. Tiene todos los componentes necesarios de la célula, 
como el núcleo (Tiene el ADN), los ribosomas (para construir proteínas), la 
mitocondria (para crear energía) y el retículo endoplásmico. 
• Axón: Es la parte más larga de la neurona, comienza en la célula y transmite el 
mensaje electroquímico (el impulso eléctrico) que contiene la información  
• Dendritas: Son las conexiones de las neuronas, permitiendo que se comunique 
con otras células o reconozca su ambiente. Están localizadas en uno o ambos lados 





2.2.1.3. ¿CÓMO FUNCIONA UNA NEURONA?  
   Las neuronas forman una extensa red en el cuerpo por donde circula el impulso 
nervioso en forma de mensaje químico y eléctrico. Este impulso eléctrico viaja siempre 
en el mismo sentido, primero llega a la neurona a través de las dendritas, se procesa en el 
soma y luego se transmite al axón, el cual se comunica con las dendritas de la neurona 
continua y consecutivamente formando una red neuronal. 
 Las neuronas no están en contacto entre sí, existe un espacio entre ellas llamado 
sinapsis o espacio sináptico. Cuando el mensaje o impulso nervioso llega al extremo del 
axón se liberan neurotransmisores al espacio sináptico transformando la señal eléctrica en 
otra química que penetra en la dendrita de la neurona contigua. La neurona receptora 
vuelve a desencadenar un impulso eléctrico y el proceso se vuelve a repetirse con la 
neurona contigua. 
2.2.1.4. ARTIFICIAL NEURAL NETWORK (ANN) 
 La red neuronal artificial son sistemas de procesamiento de la información cuya 
estructura y funcionamiento están inspirados en las redes neuronales biológicas (Hilera y 
Martinez, 1995). Son un gran número de elementos simples de procesamientos llamados 
nodos o neuronas que están organizados en capas. Cada neurona está conectada con otras 
neuronas mediante enlaces de comunicación y cada una tiene un peso asociado, este peso 
es la información que será usada por la red neuronal para resolver un problema 
determinado. Las ANN son sistemas adaptativos que aprenden de la experiencia, es decir, 
aprenden a realizar tareas mediante entrenamientos de la red. Mediante el entrenamiento 
de la red las ANN crean su propia representación interna del problema que va a resolver, 
por lo tanto, son auto organizadas.  Responden adecuadamente a situaciones nuevas que 
no han sido expuestas, porque son capaces de generalizar de casos anteriores a casos 
nuevos. 
  Biológicamente, se suele aceptar que el conocimiento está más relacionado con las 
conexiones entre neuronas que con las propias neuronas (Alkon, 1989; Shepherd, 1990); 
es decir, el conocimiento se encuentra distribuido por las sinapsis de la red. De este modo 
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en el caso de las ANN se puede decir que el conocimiento se encuentra representado en 
los pesos de las conexiones entre neuronas o nodos.  
   El tipo de representación de la información que manejan las ANN tanto en los 
pesos de las conexiones como en las entradas y salidas de información es numérica, un 
dato de entrada puede ser un valor real continuo o un valor numérico discreto o binario. 
En síntesis, podemos decir que las ANN se inspiran en la estructura del sistema 
nervioso, con la intención de construir sistemas de procesamiento de la información 
paralelos, distribuidos y adaptativos que pueden presentar un cierto comportamiento 
inteligente (Martín del Brío y Sanz, 1997). 
2.2.1.5. PERCEPTRÓN  
Se entiende como perceptrón a una neurona artificial o unidad básica de inferencia 
en forma de discriminador lineal, a partir de esto se desarrolla un algoritmo capaz de 
generar un criterio para seleccionar un subgrupo a partir de un conjunto de componentes 
más grandes.  
El modelo más simple de una neurona es un perceptrón, en otras palabras, es el 
modelo matemático más simple de una neurona. La neurona se caracteriza por tener una 
cantidad indefinida de canales de entrada llamados Dendritas y un canal de salida llamado 
Axón. Las dendritas funcionan como sensores que captan información del lugar donde se 
hallan y la derivan hacia el cuerpo de una neurona que reacciona mediante una sinapsis 
que envía una respuesta hacia el cerebro. Una neurona sola y aislada carece de razón de 
ser. Su labor especializada se torna valiosa en la medida en que se asocia a otras neuronas, 
formando una red. 
El patrón de una neurona artificial imita el proceso de una neurona biológica. 
Donde los 𝑷𝑷𝑷𝑷 son las entradas (por las dendritas) a la neurona, estas se multiplican 𝑾𝑾𝑷𝑷  
(peso de relevancia) por la comunicación entre ellas en el núcleo de la neurona, donde se 
suman como en la siguiente ecuación:   
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𝑛𝑛 =  �(𝑊𝑊𝑊𝑊 × 𝑃𝑃𝑊𝑊)𝑖𝑖=𝑞𝑞
𝑖𝑖=1
 
Aunque hay varios tipos de neuronas diferentes, la más común es la de tipo 
McCulloch-Pitts. En la siguiente figura puede verse una representación de la misma: 
 
Figura 6: Neurona tipo McCulloch-Pitts. 
En la imagen se puede ver los elementos clave de una neurona artificial, se ve que 
las entradas reciben los datos de otras neuronas, esto en una neurona biológica seria las 
dendritas. Los pesos sinápticos  𝑊𝑊𝑊𝑊𝑊𝑊 como en una neurona biológica, se establecen 
sinapsis entre las dendritas y el axón de otra. En la neurona artificial a las entradas que 
vienen desde otras neuronas se les asigna un peso, factor de importancia, este peso es un 
número y se modifica durante el entrenamiento de la red neuronal, aquí es donde se guarda 
la información que hará que la red sirva para un propósito u otro.  
2.2.1.6. FEED-FORWARD   
El término Feed-forward o pre-alimentación en español, describe un tipo de 
sistema que reacciona a los cambios en su entorno, normalmente para mantener algún 
estado concreto del sistema. Un sistema que exhibe este tipo de comportamiento responde 
a las alteraciones de manera predefinida, en contraste con los sistemas retroalimentados. 
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El sistema feed-forward puede responder más rápidamente a los tipos de 
alteraciones medibles y conocidas, pero apenas lo consigue con aquellas de nueva 
aparición. Un sistema retroalimentado maneja cualquier alteración del comportamiento 
deseado, pero requiere que la variable medible del sistema (la salida) reaccione a las 
alteraciones para registrar así su aparición. En las Redes Neuronales el concepto feed-
forward normalmente hace referencia a redes del tipo perceptrón multicapa en las que las 
salidas de las neuronas van a las siguientes capas, pero no a las anteriores, de modo que 
no hay bucles de retroalimentación. 
 
Figura 7: Feedforward Redes Neuronales Artificiales multicapa 
2.2.1.7. BACKPROPAGATION  
Es un algoritmo de aprendizaje supervisado que se usa para entrenar redes 
neuronales artificiales. Cuando ingresa un dato en la entrada de la red este se propaga 
desde la primera capa a través de las capas siguientes de la red hasta que lograr generar 
una salida la cual se compara con la salida deseada y calcula una señal de error para cada 
una de las salidas.  
A medida que se entrena la red, las neuronas por si mismas se estructuran de tal 
forma que aprenden a reconocer diferentes caracteres del espacio total de entrada. Una 
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vez que se le presenta en la entrada un patrón arbitrario diferente o que este incompleto 
las neuronas de la capa oculta activaran una salida, si la nueva entrada tiene un patrón 
semejante a las características que las neuronas individuales hayan aprendido a reconocer 
en el entrenamiento. 
 
Figura 8: Backpropagation Redes Neuronales Artificiales multicapa 
2.2.1.8. FUNCIÓN SIGMOIDE 
Varios procesos naturales y curvas de aprendizaje de sistemas complejos muestran 
una progresión temporal desde unos niveles bajos al inicio, hasta acercarse a 
un clímax pasado un cierto tiempo, la transición se produce en una área caracterizada por 
una fuerte aceleración intermedia. La función sigmoide describe esta evolución. Su gráfica 
tiene una típica forma de “S”. A menudo la función sigmoide se refiere al caso particular 
de la función logística, cuya gráfica se muestra a la derecha y que viene definida por la 
siguiente fórmula: 




Figura 9: Grafica Función Sigmoide. 
2.2.1.9. TANGENTE HIPERBÓLICA 
La tangente hiperbólica de un número real 𝑥𝑥 se designa mediante tanh 𝑥𝑥 y se define 
como el cociente entre el seno hiperbólico y el coseno hiperbólico del número real 𝑥𝑥.La 
fórmula es: 
tanh𝑥𝑥 = sinh 𝑥𝑥cosh 𝑥𝑥 
Si se sustituye de acuerdo con las definiciones de seno hiperbólico y coseno 




Figura 10: Grafica Tangente Hiperbólica. 
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2.2.1.10. ESTRUCTURA DE UN PERCEPTRÓN  
 
Figura 11: Estructura de una Red Neuronal. 
Se observa que la estructura cuenta con diferentes entradas que ingresan por la 
capa de entrada y estas entran en la capa oculta la cual le da las entradas a la capa de salida. 
Cada capa puede tener diferentes tipos de neuronas y también distintas funciones de 
transferencia. 
2.2.1.11. PROBLEMA DE XOR 
A principios de los 60 Frank Rosenblatt propuso una técnica llamada Perceptron 
Convergence Procedure para entrenar una red neuronal capaz de resolver simples 
problemas de reconocimiento de patrones. 
El Perceptron era una red neuronal sin unidades ocultas, lo que no le permitía 
resolver ciertos problemas. Uno de los problemas más conocidos que no podía resolver el 
Perceptron era una función lógica llamada XOR. Las funciones lógicas tienen 
normalmente dos entradas y una salida que depende de los valores de las entradas. Las 




Figura 12: Tabla función XOR. 
El Perceptron puede resolver problemas que son linealmente separables, que 
separe grupos de entradas que tengan la misma salida. En el caso del XOR es imposible 
encontrar tal solución, como puede verse en el siguiente gráfico. 
 
Figura 13: Grafica función XOR. 
Las entradas que tienen el mismo resultado en la función XOR son 0,1 y 1,0 por un 
lado, y 0,0 y 1,1 por el otro. En el gráfico se puede notar que no es posible encontrar una 
línea que separe estas entradas en dos grupos. 
A principios de los 80 se descubre cómo entrenar redes neuronales multicapas capaces 
de resolver cualquier tipo de problemas, incluyendo el XOR. Resumiendo, una red 







2.2.2. AGRICULTURA CLIMATICA INTELIGENTE  
CSA en sus siglas en ingles llamada así por la FAO, contribuye a la consecución de 
los objetivos de desarrollo sostenible y que integra 3 dimensiones del desarrollo sostenible 
(económica, social y medioambiental) que aborda de forma conjunta la seguridad 
alimentaria y los retos climáticos. 
  La CSA es un enfoque para desarrollar las condiciones técnicas, de políticas e 
inversión con el fin de lograr el desarrollo agrícola sostenible para la seguridad alimentaria 
en el contexto del cambio climático. La magnitud, inmediatez y amplio alcance de los 
efectos del cambio climático sobre los sistemas agrícolas crean una necesidad imperiosa 
de asegurar una integración completa de tales efectos en los programas, inversiones y 
planificaciones agrícolas nacionales. El enfoque de CSA está diseñado para identificar y 
poner en marcha el desarrollo agrícola sostenible dentro de los parámetros explícitos del 
cambio climático. (FAO, 2011) 
El proyecto acoge el llamado que hace la FAO con las necesidades que integra la 
CSA, tratando de ser un aporte a la comunidad y a las nuevas tecnologías de la agricultura, 
sabiendo esto debemos saber sobre el organismo que le da origen a todo esto, el ser al cual 
se está trabajando y estudiando para que sus condiciones de crecimiento y floración sean 
las más optimas, nuestra reina planta y sus clasificaciones. 
2.2.3. LAS PLANTAS  
  Para comprender el ser que se quiere cultivar, se estudiaron las plantas en todos 
sus ámbitos, tanto como sus partes y las funciones de ellas, como también los procesos 
que realiza la planta para subsistir en el ambiente. Con esto se logró comprender la 
importancia de cada parte de la planta, cada proceso y como poder utilizarlo para a favor 
para darle ambiente ideal para su crecimiento y floración, aplicando el fitomonitoreo.  
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2.2.3.1. PARTES DE UNA PLANTA  
Todas las plantas tienen sus partes bien definidas y cada una cumple con una 
función específica que aporta en los procesos que hace la planta para la subsistencia de 
ella misma, a continuación, se detalla la función de cada una de ellas.  
 
Figura 14: Partes de una planta 
2.2.3.1.1. SEMILLA  
La semilla es el componente de un fruto que contiene un embrión que da origen a 
una nueva planta, es la estructura con la cual realizan la propagación las plantas las cuales 
son llamadas espermatofitas. Una semilla aparece cuando un ovulo de una angiosperma o 
una gimnosperma alcanza la maduración. Una semilla no solo contiene el embrión, si no 
también, alimento para este. La estructura de una semilla se compone de las siguientes 
partes fundamentales: Tegumento, cotiledones, hilo, plúmula, radícula. Respecto a la 
germinación es importante mencionar que depende de varios factores como la 
temperatura, la luz, el oxígeno y la humedad, una germinación exitosa da lugar a una 





La raíz es el órgano de la planta que se introduce en el lugar donde esté creciendo 
la plata y absorbe las sustancias necesarias para que el vegetal crezca y se desarrolle. La 
raíz también es el sostén de la planta, creciendo en sentido inverso al tallo. Toda raíz está 
conformada por una serie de elementos de gran importancia que le permiten realizar las 
funciones que debe llevar a cabo, los cuales son: La caliptra se encuentra junto al ápice y 
tiene como objetivo llevar a cabo la protección de las células 35onexión35ticas cuando se 
está produciendo la fase de crecimiento de la raíz. La rizodermis es la epidermis de la raíz, 
que contribuye a la mejor y mayor absorción de agua y nutrientes por parte de la planta, 
que después la conduce hacia el tallo. El córtex está encargado de almacenar sustancias 
de reserva para la planta. 
2.2.3.1.3. TALLO 
  El tallo es la parte central de la planta, crece de forma inversa a las raíces. Sus 
funciones son sostener las ramas, hojas y frutos de la planta; conducir la savia de la raíz a 
las hojas y flores. Sus partes son: El cuello donde se une con la raíz, los Nudos donde se 
insertan ramas y hojas, y la Yema que da origen a ramas cuello. El tallo se puede usar para 
varios tipos de procesos, todo dependiendo del tipo de planta. Una planta con un tallo 
fuerte y firme, es una planta saludable. 
2.2.3.1.4. HOJAS 
La hoja es una de las partes fundamentales de la planta la cual realiza las funciones 
de elaboración de alimentos, respiración y transpiración. Las hojas nacen en el tallo o las 
ramas, son generalmente de color verde. Se compone de 3 partes: Limbo es la parte plana 
de la hoja y tiene dos caras, la superior llamada haz y el reverso llamado envés. Pecíolo 
es el filamento que une la hoja al tallo o rama. Vaina es el ensanchamiento del limbo o 
peciolo que envuelve el tallo.  
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2.2.3.1.5. FLOR  
La flor es el órgano encargado de la reproducción de la planta, es la parte más 
vistosa de la planta, con formas y diseños propios de cada planta. Se compone de las 
siguientes partes: Cáliz, Corola, Estambres, Filamento, Pistilos. Cuando en la parte 
interior de la flor el ovario es fecundado por el polen, comienza a transformarse en fruto, 
los óvulos que contenía se transforman en semillas.   
2.2.3.1.6. FRUTO  
El fruto es el ovario fecundado y maduro, realizada la fecundación del ovulo, este 
se trasforma en semilla y el ovario empieza a crecer rápidamente para transformarse en 
fruto. Hay dos tipos de frutos, carnosos como por ejemplo la naranja y secos como el trigo. 
Hay muchas variedades de frutos, con diferentes características cada uno de ellos, todo 
dependiendo de la planta de cual vengan.  
2.2.3.2. PROCESOS DE UNA PLANTA   
Las plantas tienen procesos de vital importancia que le permiten realizar su ciclo 
de vida, los procesos que realizan las plantas son los siguientes:  
 
Figura 15: Procesos de una planta 
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2.2.3.2.1. FOTOSINTESIS   
Las partes verdes de las plantas pueden realizar únicamente este proceso, o sea, las 
hojas. Pueden llevar a cabo este proceso cuando están expuestas a la luz solar (o alguna 
luz que se le imite) y tienen dióxido de carbono y agua para producir el alimento. El agua 
es obtenida por las raíces de la planta y el dióxido de carbono es absorbido por las hojas. 
La fotosíntesis es realizada por la clorofila (pigmento verde contenido en los cloroplastos 
de la planta). 
  Los cloroplastos son los orgánelos celulares que en los organismos eucariotas 
fotosintetizadores se ocupan de la fotosíntesis. Están limitados por una envoltura formada 
por dos membranas concéntricas y contienen vesículas, los tilacoides, donde se encuentran 
organizados los pigmentos y demás moléculas que convierten la energía lumínica en 
energía química, como la clorofila. (Karp, 2011) 
Cuando en las hojas el CO2 se combina con el agua y las sales minerales 
procedentes de las raíces, forman azúcares que estos a su vez forman el almidón. Estas 
moléculas son inmensamente necesarias para el crecimiento de las plantas y la vida en 
general, sin la fotosíntesis no existiría la vida como tal. 
2.2.3.2.2. TRANSPIRACIÓN  
Las hojas necesitan agua para combinarlas con el CO2. Esto ocurre por procesos 
químicos. Mediante  la transpiración la planta pierde gran cantidad de agua, esto no es 
beneficioso para la planta pero si inmensamente necesario, ya que, cuando las hojas tienen 
demasiada agua no dejan espacio para que el CO2 penetre por los poros de la hoja 
(estomas), por este motivo, deben perder agua, esto es la transpiración.  
Cuando la planta no tiene el agua suficiente, comienza a marchitarse. Esto ocurre 
porque la planta no quiere perder el agua de reserva que contiene. Entonces cierra sus 
poros y esto con lleva a no poder absorber el CO2 y no poder producir su alimento, lo que 
resulta que la planta se marchite y muera. 
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2.2.3.2.3. RESPIRACIÓN  
Como todo ser vivo las plantas necesitar respirar, ocurre el intercambio de gases 
entre el oxígeno y el CO2. Durante el día, con el proceso de la fotosíntesis la planta 
absorbe CO2 y libera oxígeno. Por el contrario, en la noche, la planta absorbe oxígeno y 
libera CO2, aunque en menor proporción al oxigeno liberado. En el resto de la planta este 
intercambio gaseoso ocurre durante todo el día. 
2.2.3.2.4. DIGESTIÓN  
Como los animales, las plantas necesitan alimentos para obtener los energéticos 
que poseen. El alimento de las plantas está en forma de almidón, producido por la 
fotosíntesis. Este alimento se encuentra en las hojas pero debe ser degrado en sustancias 
más simples para poder ser absorbido por la planta. Las mismas células que contienen el 
almidón son las responsables de transformarlo en azucares mediante enzimas digestivas. 
Los azucares son sustancias solubles en agua, por lo que son absorbidos y asimilados por 
la planta, obteniendo así su alimento. Esto ocurre en cualquier célula de la planta, no 
solamente en la hoja. 
2.2.3.3. CONDICIONES PARA UN CULTIVO   
En los cultivos hortícolas bajo invernadero existen una serie de factores 
controlables e incontrolables que influyen decisivamente sobre el crecimiento y desarrollo 
de las plantas que hay en su interior.  El control de estos factores debe conducirnos a poder 
expresar todo el potencial productivo y de calidad de las plantas. Para ello deberemos 
crear un microclima en el invernadero que alcance en los parámetros ambientales valores 
próximos a las condiciones biológicas óptimas para la variedad cultivada, de ahí que el 





2.2.3.3.1. AGUA  
El agua afecta la forma química en la que los nutrientes se encuentran en el suelo 
y cuando ocurre un déficit de humedad se disminuye la disponibilidad de aquellos a pesar 
de que se encuentren en cantidades suficientes. Para que puedan ser absorbidos por la raíz 
y transportados a través de la planta hacia los lugares donde van a ser metabolizados, los 
nutrimentos deben estar disueltos en el agua presente en los poros que se forman entre las 
partículas de suelo, es decir, en la solución del suelo, en la cual el agua actúa como 
solvente y los nutrimentos actúan como soluto. 
Para lograr una absorción de agua efectiva debe existir un buen contacto entre la 
superficie de la raíz y el suelo. El área de contacto se maximiza a medida que crecen los 
pelos absorbentes, los cuales penetran entre las partículas de suelo. Los pelos absorbentes 
son extensiones de las células epidérmicas de la raíz que contribuyen a incrementar la 
superficie radicular y la capacidad para absorber iones y agua del suelo. Se ha encontrado 
que la superficie de los pelos absorbentes puede representar hasta el 60% del total del área 
de la superficie radicular. (Taiz & Zeiger, 2006). El agua entra en la planta principalmente 
por la zona más cercana al ápice de las raíces, donde todavía no se ha desarrollado la capa 
de células llamada exodermis que contiene materiales hidrofóbicos como la suberina, la 
cual se acumula en las regiones más viejas de la raíz y la hace relativamente impermeable. 
(Kramer & Boyer, 1995) 
Como se mencionó anteriormente, el agua es fundamental para el proceso de la 
fotosíntesis en las plantas, es de primera necesidad en ellas y es fundamental que el agua 
que se ocupe en el riego este purificada y con los niveles de PH adecuados para que la 





2.2.3.3.2. LUZ  
Las plantas necesitan luz para el desarrollo y crecimiento óptimo. Hay tres factores 
considerables al momento de hablar de luz, los cuales son: cantidad, calidad y duración. 
Las plantas bajo condiciones naturales reciben la luz del sol; la cantidad, la calidad y la 
duración van a depender de la estación del año, la hora del día, la ubicación geográfica y 
el clima.  
A continuación, se explica el efecto de cada factor en el crecimiento y desarrollo 
de las plantas: 
Cantidad de luz: Las plantas utilizan la luz como fuente de energía para la fotosíntesis, la 
velocidad de este proceso depende en gran medida de la cantidad de luz, la reacción de la 
fotosíntesis a medida que aumenta la radiación fotosintéticamente activa (RFA). Cada 
especie de planta comienza el proceso de fotosíntesis a distintos niveles de energía de luz, 
lo que se llama punto de compensación de la luz. Este punto comienza cuando la energía 
de la luz es suficiente para realizar el proceso fotosintético el cual producirá más oxigeno 
de lo que requiere la planta para la respiración. 
Calidad de la luz: La calidad de la luz se refiere al color o la longitud de onda. El sol 
emite longitudes de onda entre los 280 y los 2800 nm (97 % de la distribución total del 
espectro). Se dividen en tres regiones: Ultravioleta (100 a 380 nm), luz visible (380 a 780 
nm) e infrarroja (700 a 3000 nm). Las plantas fotosintetizan entre los 400 a 700 nm; este 
intervalo se conoce como radiación fotosintéticamente activa (RFA). La clorofila, el 
pigmento verde de las hojas que es responsable de absorber la energía de RFA, tiene dos 
puntos críticos de absorción: la luz azul y roja. Las hojas absorben poco verde y lo reflejan 
de vuelta; este es el motivo por el que vemos el color verde de las hojas. 
En general, los diferentes colores tienen diferentes efectos sobre las plantas: 
- Luz ultravioleta: La luz ultravioleta provoca daños en el ADN, reduce la velocidad 
de la fotosíntesis, disminuye el florecimiento y la polinización, y afecta el 
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desarrollo de las semillas. Ultravioleta A (una subcategoría de la luz ultravioleta) 
puede provocar la elongación de la planta. 
- Luz azul: Corresponde a uno de los puntos críticos de absorción; por lo tanto, el 
proceso fotosintético es más eficiente cuando hay luz azul. La luz azul es 
responsable del crecimiento vegetativo y de las hojas, y es importante para las 
semillas y las plantas jóvenes porque ayuda a reducir el estiramiento de la planta. 
- Luz roja: Este es el otro punto crítico de absorción de la luz para las hojas. El 
fitocromo (un foto receptor) dentro de las hojas es más sensible a la luz roja y 
responde a esta. La luz roja es importante en la regulación del florecimiento y la 
producción de frutos. Además, ayuda a aumentar el diámetro del tallo y estimula 
la ramificación. 
- Luz roja lejana: Esta luz puede provocar la elongación de la planta y desencadena 
el florecimiento en las plantas de días largos. 
- Proporción rojo (rojo lejano): Cuando la proporción es baja provoca la elongación 
de la planta. En otras palabras, las plantas están más expuestas al rojo lejano que 
al rojo. En la naturaleza, vemos este fenómeno cuando las plantas vecinas le dan 
sombra a las plantas; las plantas con sombra reciben una proporción mayor de luz 
roja lejana y tienden a crecer más altas para alcanzar más luz. Esto se puede 
convertir en un problema con los cultivos de invernadero que reciben la sombra 
de las cestas colgantes o que se plantan demasiado juntas. 
Las distintas fuentes de luz distribuyen la luz de manera diferente: 
- Lámpara incandescente: Genera casi una tendencia lineal con poca luz que 
proviene del espectro azul y con mucha luz que proviene del espectro rojo. 
- Lámparas fluorescentes: La mayor parte de su luz la generan en el espectro azul, 
verde y rojo; el nivel de luz más alto proviene del espectro azul. 
- Lámpara de sodio de alta presión: El punto crítico más alto es el verde, seguido de 
cerca por el rojo. 
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- Lámpara halógena: El punto crítico más alto está en el espectro verde; el espectro 
rojo tiene aproximadamente la mitad del punto crítico de energía, seguido por el 
azul. 
- Diodos emisores de luz (LED): Este tipo de luz emite una longitud de onda 
específica. El fabricante puede producir estos diodos en el color o longitud de onda 
específicos (monocromático) que un cliente necesite. 
Duración de la luz o fotoperiodo: La cantidad de horas de luz de día por día impacta 
directamente en el florecimiento. Las plantas se pueden dividir en tres categorías según la 
duración del día que se requiere para desencadenar el florecimiento: 
- Plantas de días cortos: Estas plantas solo florecen cuando la duración del día es 
más corta que la noche. Florecen al principio de la primavera o el otoño. Cuando 
la duración del día supera el tiempo crítico, las plantas detienen la floración y pasan 
al crecimiento vegetativo. Algunas por ejemplo son: crisantemos, cosmos, 
kalanchoes, flores de Pascua, zinias, etc. 
- Plantas de días largos: Estas plantas florecen cuando la duración del día es más 
largo que la noche. Florecen desde los últimos días de primavera hasta el principio 
del verano. Cuando la duración del día es más corto que el tiempo crítico, las 
plantas detienen la floración y pasan al crecimiento vegetativo. Algunos ejemplos 
incluyen: claveles, eneldos, petunias, boca de dragón, etc. 
- Plantas de días neutros: Estas plantas florecen sin importar la longitud del día. En 
vez de eso, generalmente florecen después de alcanzar cierta etapa de desarrollo: 
Entre los ejemplos se incluyen: apio, pepinos, hortensias, pensamientos, 
pimientos, tomates, etc. 
En resumen, el proceso más importante que desencadena la luz en las plantas es la 
fotosíntesis. La fotosíntesis es un proceso que usan las plantas para producir el alimento 
que les ayuda a acumular más material para la planta. Mientras más rápida sea la velocidad 
de la fotosíntesis, más rápido crecerá la planta. Principalmente, la intensidad y la calidad 
de la luz impactan la velocidad de la fotosíntesis. Cuando llega el florecimiento, es 
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importante conocer la duración del día, ya que impacta directamente el ritmo de 
florecimiento de muchos cultivos ornamentales. (Chen Lopez, 2012) 
2.2.3.3.3. TEMPERATURA   
La mayoría de los procesos biológicos se acelerarán con temperaturas altas, lo 
cuales pueden ser tanto positivos como negativos. Un rápido crecimiento o producción de 
frutos es un beneficio en la mayoría de los casos, sin embargo, la excesiva respiración que 
se produce es desfavorable porque implica que quedará menos energía disponible para el 
desarrollo de los frutos, resultando en unos frutos más pequeños.  
La temperatura de la planta y la del ambiente no son iguales porque las plantas son 
capaces de enfriarse por evaporación y de calentarse por irradiación. Las plantas buscan 
alcanzar su temperatura óptima, para lo que es muy importante que exista un equilibrio 
entre la temperatura ambiental, la humedad relativa y la luz. Si los niveles de luz son altos 
la planta se calentará demasiado, produciéndose una diferencia entre la temperatura 
ambiental y la de la planta. Para enfriarse, el índice de transpiración de la planta deberá 
aumentar. Al igual que ocurre con la temperatura, el índice de transpiración depende de 
condiciones medioambientales como la luz, el nivel de CO2 en la atmósfera y la humedad 
relativa, pero también de la especie de la planta.  
Las plantas constan de diferentes partes y cada una de ellas reacciona de un modo 
distinto a la temperatura. La temperatura de los frutos es similar a la del aire; cuando la 
temperatura del ambiente aumenta, lo hace también la de los frutos y viceversa. Sin 
embargo, la temperatura de los frutos fluctuará menos que la del ambiente y tardará más 
en hacerlo (hasta un par de horas más en algunos casos).  
La humedad relativa del ambiente depende de la temperatura y de la velocidad del 
viento. Temperaturas más altas suelen suponer una mayor transpiración. Esto ocurre, en 
parte, porque las moléculas se mueven más deprisa, pero el aire caliente también puede 
contener más vapor de agua. Cuando el aire no se mueve, el aire que rodea a las hojas se 
saturará de vapor de agua ralentizando el proceso de evaporación. Si el aire está saturado 
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de agua, se condensará una película de agua alrededor de las hojas dando lugar al medio 
idóneo para el desarrollo de patógenos, los cuales podrían atacar a la planta. 
La diferencia de contenido de vapor de agua entre el aire y el punto de saturación 
se conoce como Déficit de Presión de Vapor (DPV). Cuanto más alto sea el DPV, más 
agua podrá eliminar la planta por transpiración, sin embargo, si el DPV es demasiado alto, 
la planta se estresará por no poder reemplazar la cantidad de agua que está perdiendo por 
transpiración. Esto no supone un problema si ocurre durante periodos cortos, la planta 
absorberá suficiente agua a la noche siguiente para recuperarse, pero cuando el DPV 
permanece a niveles altos por un periodo largo, la planta no será capaz de recuperarse 
durante la noche y daños irreversibles tales como hojas o pétalos quemados pueden tener 
lugar. El grosor de las hojas nos da una idea del potencial de recuperación de una planta. 
Las hojas adelgazan durante el día porque pierden agua por transpiración, pero cuando 
una hoja es más delgada una noche que la noche anterior, significa que la planta no ha 
podido recuperarse, por lo que será aconsejable mantener unos niveles de DPV bajos para 
evitar daños. Sin embargo, en estas condiciones la planta no recibirá los estímulos 
necesarios para crecer y estar activa, lo que puede dar lugar a resultados negativos en el 
momento en que la planta tenga que enfrentarse a una situación que le provoque estrés. 
Procesos diferentes tienen lugar en la planta durante el día y noche, y la 
temperatura perfecta para la planta variará consecuentemente. El transporte de azúcares 
se produce principalmente durante la noche y, sobre todo, hacia las partes de mayor 
temperatura de la planta. Las hojas se enfrían más rápidamente que los frutos y las flores, 
por lo que la mayoría de la energía disponible se dirige a estos últimos para facilitar su 
crecimiento y desarrollo. La cantidad de azúcar que se transporta al tejido en crecimiento, 
donde la energía es más necesitada para permitir mayores niveles de respiración, puede 
ser limitada con temperaturas más altas durante la noche, lo que será sinónimo de una 
restricción del crecimiento. También se descubrió que el crecimiento del tallo se puede 
provocar combinando temperaturas altas durante el día y bajas durante la noche. Las 
temperaturas bajas durante la noche mejoran el equilibrio de agua en la planta, que es el 
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principal motivo de un aumento en el crecimiento del tallo. Como vemos, la temperatura 
puede ser utilizada como una herramienta reguladora de la altura de la planta; además, 
bajas temperaturas durante la noche también pueden significar un ahorro de energía. El 
término termomorfogénesis es utilizado para describir los efectos termoperiódicos en la 
morfología de una planta.  
La temperatura perfecta del ambiente depende también de la intensidad de la luz y 
de la cantidad de dióxido de carbono que haya en el aire. Las plantas funcionan de un 
modo similar a los animales de sangre fría, ya que su metabolismo y el ritmo de 
fotosíntesis aumentan a la vez que lo hace la temperatura del aire. Cuando la temperatura 
es muy baja (cómo de baja dependerá de la variedad de la planta) apenas se produce 
fotosíntesis, independientemente de la luz que haya, con lo que el índice de fotosíntesis 
aumentará con el aumento de temperatura ambiental. Cuando existe un equilibrio entre 
luz y temperatura, el nivel de CO2 en el ambiente será el factor limitador. Si hay suficiente 
CO2 disponible, el índice de fotosíntesis aumentará al ritmo de la temperatura. (CANNA, 
2014) 
2.2.3.3.4. HUMEDAD  
La humedad es la cantidad de vapor de agua en el aire. La cantidad máxima de 
vapor de agua que se mantiene en el aire depende de la temperatura del aire (el aire más 
caliente contiene más agua que el aire frío) y, en menor grado, de la presión atmosférica.  
Cuando se refiere a la humedad del aire, normalmente se expresa en términos de 
humedad relativa (HR). Esto se debe a que la cantidad absoluta de agua que contiene el 
aire que fluctúa constantemente con la temperatura. La humedad relativa se expresa como 
el porcentaje de vapor de agua en el aire, en comparación con la cantidad total de agua 
que podría contener el aire si estuviera saturado. Esta HR es la manera más común de 
expresar los niveles de humedad, pero no expresa la pérdida de agua de la planta. El déficit 
de presión de vapor (DPV) es más preciso para determinar la pérdida de agua de la planta. 
DPV simplemente es la diferencia entre la presión de vapor dentro de la hoja, en 
comparación con la presión de vapor del aire. Si el DPV es alto, significara que la presión 
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de vapor dentro de la planta es mayor que el aire exterior, entonces más vapor de agua 
escapa a través de las estomas (los poros en la parte inferior de las hojas). Este proceso de 
pérdida de agua a través de las hojas se llama transpiración. Si el DPV es bajo, las 
aberturas de las estomas se cierran y la planta consume poca agua y poco fertilizante del 
sustrato. Es importante conocer el DPV, ya que se usa para programar los riegos, para 
determinar si se necesitan intercambios de aire y si se debe aumentar la temperatura del 
aire para mantener más humedad. 
 
La función de la humedad en el crecimiento de la planta se debe a que las plantas 
siempre están ajustando las aberturas de las estomas de las hojas según el DPV y la 
humedad del aire. Como se explica anteriormente, la humedad alta es un problema, ya que 
el uso de agua de la planta es demasiado lento y compromete la calidad, incluso si las 
estomas están constantemente abiertas. Entonces, si la humedad es muy baja y la 
transpiración posterior es demasiado alta, la planta cierra las aberturas de las estomas para 
minimizar la pérdida de agua y el marchitamiento, esto también significa que la 
fotosíntesis es más lenta y, finalmente, también lo será el crecimiento de la planta. 
Como se menciona anteriormente, las dos funciones principales de la planta que 
están estrechamente relacionadas con la humedad en el aire y que afectan el rendimiento 
del cultivo son la transpiración y las fotosíntesis, explicadas en los procesos de la planta. 
Figura 16: Respuesta de la planta a la humedad. 
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Es importante mantener un cierto nivel de humedad en el invernadero, pero no 
hasta donde alcance el punto de condensación. Si la temperatura del invernadero está en 
o por debajo del punto de condensación, el aire no puede mantener la humedad que tiene 
y comienza a condensarse en el invernadero, cubriendo los vidrios/plásticos y las 
superficies de las hojas. El agua acumulada libremente en las hojas aumenta de 
sobremanera los problemas de enfermedades y minimiza la absorción de agua de la planta, 
lo que aumenta los problemas nutricionales. 
 
2.2.3.3.5. PH  
El pH (potencial de hidrógeno), o pondus hydrogenii, es el valor variable que 
indica la acidez de una solución. La reacción del pH se refiere al grado de acidez del suelo, 
la cual se manifiesta a través de un valor que va del 0 al 14 del sistema suelo-agua. Según 
el grado de este valor, el suelo puede ser ácido, neutro o alcalino y, según el tipo de suelo, 
se desarrollarán mejor un tipo u otro de plantas. La elección del cultivo en la agricultura 
depende del valor del pH del suelo y, por este motivo, es recomendable elegir los cultivos 
según el rango establecido y previamente analizado para cada planta. 
La importancia del pH para los cultivos se basa en que el pH de los nutrientes al 
contactar con las raíces puede llegar a afectar directamente al crecimiento de las plantas 
de dos formas diferentes: 
- Si los nutrientes no están bien disueltos en el suelo, la planta no podrá 
disponer como necesita, de ellos. 
- Si el pH del suelo no es el adecuado para el cultivo, las raíces de las plantas 
tendrán serias dificultades para poder realizar la absorción de nutrientes. 
El pH también afecta a los riegos porque la mayoría de las aguas de riego tienen 
un pH superior al necesario para el cultivo, ya que lleva una alta cantidad de ión 
bicarbonato que solo se puede neutralizar con ácido para lograr el grado óptimo. 
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2.2.3.3.6. CO2  
El CO2 es esencial para que se produzca la fotosíntesis. Las plantas toman CO2 
del aire y agua de las raíces y luego utilizan energía luminosa para transformar estos 
componentes en azúcar (carbohidratos) y oxígeno. Si no existe un suministro de CO2 
adecuado y disponible para las plantas, el ritmo de fotosíntesis se reduce. 
El punto de entrada del CO2 está formado por células especiales que se encuentran 
en el envés de las hojas. La apertura y el cierre de estas células depende de la concentración 
de CO2 en el exterior de las hojas, nivel de luminosidad, temperatura de la hoja y del 
ambiente, humedad relativa y estrés hídrico. Cuanto mayor sea la concentración de CO2 
en el exterior de las hojas, mayor será la toma de CO2 por las plantas. 
Una concentración óptima de CO2 tendrá un efecto positivo en desarrollo y vigor 
de la planta en general y en tamaño de fruto en particular. El uso de CO2 en el invernadero, 
dependiendo de la concentración, provoca una fuerte influencia generativa en las plantas, 
dando como resultado una floración prematura, desarrollo de flores más fuerte y 
rendimiento de frutos más alto en cuanto a tamaño y peso de frutos. En consecuencia, 
como en el caso de cualquier otro fertilizante, los productores deberían pensar en el CO2 
como un nutriente de plantas esencial. 
Cualquier incremento en la concentración atmosférica de CO2 en el invernadero 
aumenta la velocidad de la fotosíntesis y la cantidad total de azúcar producida por el 
cultivo. El enriquecimiento de CO2 agrega kilogramos al rendimiento. Sin importar el 
nivel de tecnología del invernadero, todos los productores podrían beneficiarse de la 
adición de CO2 para mejorar el desarrollo de las plantas y obtener rendimientos 
superiores. 
2.2.3.3.7. CO2 COMO INDICADOR DE SALUD EN LA PLANTA 
 El CO2 es vital para los cultivos ya que con él se produzca la fotosíntesis, las 
plantas toman CO2 del aire y agua de las raíces y luego utilizan energía luminosa para 
transformar estos componentes en azúcar (carbohidratos) y oxígeno.  Si no existe una 
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cantidad de CO2 adecuado en el ambiente, disponible para las plantas, el ritmo de 
fotosíntesis se reduce, lo cual baja la producción de Almidón, que es el alimento natural 
producido por las plantas, si la planta se ve expuesta varias horas a estas condiciones, ella 
misma comienza a marchitarse para salvar los frutos, luego viene su muerte completa en 
una exposición prolongada.  
El uso de CO2 en invernaderos es una fuerte influencia generativa en las plantas, 
que da como resultado una floración prematura, un desarrollo de flores más fuertes, 
rendimiento de frutos más altos y de peso en los frutos. Las plantas son más activas 
fotosintéticamente durante las primeras cuatro a cinco horas después del alba y cuando la 
temperatura del tejido es igual o superior a 19°C. En este punto es cuando es necesario 
mantener los niveles más altos de CO2 (800-900 ppm) en el invernadero. Sin embargo, a 
medida que se incrementa el estrés debido a temperatura, luminosidad, disponibilidad de 
agua (y/o alta humedad) hacia la mitad del día, las estomas comienzan a cerrarse en 
respuesta a dicho estrés y se reduce la toma de CO2. En consecuencia, cuando las plantas 
están estresadas se recomienda reducir o detener el enriquecimiento con CO2 y mantener 
un nivel de 350 ppm a través de ventilación natural (si las ventilas están completamente 
abiertas). Esto asegura que las plantas tengan la cantidad suficiente de CO2 para la 
fotosíntesis pero no a un nivel que cause más estrés a las plantas. Cuando el estrés por 
temperatura, luminosidad y agua desciende en el cultivo por la tarde, puede incrementarse 
la concentración de CO2 de nuevo hasta una hora antes del ocaso para tomar ventaja de 
la luz disponible.  
En síntesis, cualquier incremento en la concentración atmosférica de CO2 en el 
invernadero aumenta la velocidad de la fotosíntesis y la cantidad total de azúcar producida 
por el cultivo. Se considerará el CO2 como output del prototipo, ya que está asociado a si 




Figura 17: 24 horas vs Concentración de CO2 (ppm) 
2.3. HERRAMIENTAS DEL PROYECTO 
 En la creación del prototipo tanto hardware como en software se utilizan varios 
elementos que le dan vida a este proyecto. Se utilizan componentes de fácil acceso en el 
mercado, pero de gran precisión para el monitoreo y control del sistema. A continuación, 
se describe cada elemento utilizado en el proyecto, enfatizando su funcionalidad y sus 
características técnicas. También se muestra el diagrama base de programación y sus 
librerías y herramientas que utiliza para la realización de la medición y control, que son 
procesadas con las ANN.     
2.3.1. RASPBERRY PI 3 
Raspberry Pi 3 es un minicomputador de bajo coste desarrollado en Reino Unido 
por la Fundación Raspberry Pi. La cual posee en su circuito un chipset Broadcom 
BCM2387 con cuatro núcleos ARM Cortex-A53  a 1.2 GHz.  
La placa Raspberry Pi 3 usa mayoritariamente sistemas operativos GNU/Linux. 
Raspbian, una distribución derivada de Debian que está optimizada para el hardware de 
la Raspberry Pi. En resumen, es un minicomputador de bajo costo y de programación 
amigable con la cual se pueden hacer una vasta cantidad de proyectos, poco a poco la 
Raspberry Pi se adentra a la industria siendo una buena opción para un tener un 




Tabla 1: Características técnicas de Raspberry Pi 3 
Marca Raspberry
Procesador
chipset Broadcom BCM2387. 1,2 GHz de cuatro núcleos 
ARM Cortex-A53
802.11 b / g / n
LAN inalámbrica.
Bluetooth 4.1 (Classic Bluetooth y LE)
Dual Core VideoCore IV ® Multimedia Co-procesador.
Capaz de 1Gpixel / s, 1.5Gtexel / s o 24GFLOPs con el 
filtrado de texturas yinfraestructura DMA
Memoria 1 GB LPDDR2
Sistema Operativo
El sistema arranca desde la tarjeta micro SD, que ejecuta 
una versión del sistema operativo Linux o Windows 10 IO
Potencia Micro USB 5V1, 2.5A
Dimensiones 85 x 56 x 17 mm
Ethernet 10/100 BaseT
HDMI (rev 1.3 y 1.4)
RCA compuesto PAL y NTSC)
Jack de 3,5 mm
HDMI
USB 4 x Conector USB 2.0
40 pines 2,54 mm (100 mil) expansión: 2x20 strip
Proporciona 27 pines GPIO, así como 3,3 V, +5 V y 
GND líneas de suministro
Conector de cámara 15 pines cámara MIPI interfaz en serie (CSI-2)
Pantalla de visualización
Conector de la interfaz de serie (DSI) conector del cable 
flexible plano 15 vías con dos datos carriles y un carril de 
reloj



















Es un sensor digital que permite realizar mediciones de temperatura y humedad 
los cuales muestra mediante una señal digital en el pin de datos. Este sensor utiliza un 
sensor capacitivo de humedad y un termistor para medir el aire circundante. 
 
Tabla 2: Características técnicas del sensor DHT11 
 
 





Alimentación 3.3Vdc ≤ Vcc ≤ 6Vdc
Señal de Salida Digital
Rango de medida Temperatura De -40°C a 80 °C
Precisión Temperatura <±0.5 °C
Resolución Temperatura 0.1°C
Rango de medida Humedad De 0 a 100% RH
Precisión Humedad 2% RH
Resolución Humedad 0.1%RH
Tiempo de respuesta 2s
Tamaño 14 x 18 x 5.5mm
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2.3.3. HIGRÓMETRO FC-28 
El FC-28 es un sensor que mide la humedad del suelo por la variación de su 
conductividad. Tiene una placa de medición estándar que permite obtener la medición 
como valor analógico o como una salida digital, activada cuando la humedad supera un 
cierto punto. Los valores obtenidos van desde 0 sumergido en agua, a 1023 en el aire (o 
en un suelo muy seco). Un suelo ligeramente húmero daría valores típicos de 600-700. Un 
suelo seco tendrá valores de 800-1023. La salida digital da una señal cuando el valor de 
humedad supera un cierto punto determinado, que se ajusta mediante el potenciómetro. 
Por lo cual, se obtiene una señal LOW cuando el suelo no está húmedo, y HIGH cuando 
la humedad supera el valor de consigna. 
Es utilizado en sistemas automáticos de riego para detectar cuando es necesario 
activar el sistema de bombeo. No tiene la precisión suficiente para realizar una medición 
absoluta de la humedad del suelo, pero tampoco es necesario para controlar un sistema de 
riego. 
Este sensor de humedad es afectado por un problema de oxidación en las patas de 
conductividad que miden la humead, ya que, al utilizar electricidad para medir la cantidad 
de agua contenida, este proceso produce electrolisis, lo que provoca la oxidación, 
sulfatación y descomposición en una larga exposición, de las patas de medición. Una 
solución para este problema es utilizar un material inoxidable, para que no le afecte la 
electrolisis que es inevitable.   
 
Figura 20: Higrómetro FC-28 Pin Out. 
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2.3.4. FOTORESISTENCIA LDR  
 LDR (light-dependent resistor) es un dispositivo cuya resistencia varía en función 
de la luz recibida. Se usa esta variación para medir, a través de las entradas analógicas, 
una estimación del nivel de luz. 
Un LDR está formado por un semiconductor, generalmente sulfuro de cadmio 
CdS. Al incidir la luz sobre él algunos de los fotones son absorbidos, provocando que 
electrones pasen a la banda de conducción, por lo cual disminuye la resistencia del 
componente. Entonces, un LDR disminuye su resistencia a medida que aumenta la luz 
sobre él. Los valores típicos son de 1 Mohm en total oscuridad, a 50-100 Ohm bajo luz 
brillante. 
 
Figura 21: Sensor LDR 
Para monitorear la LDR será necesario utilizar un divisor de tensión. 
 
2.3.4.1. DIVISOR DE TENSION 
 
Figura 22: Esquema divisor de tensión 
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Un divisor de tensión o de potencial es un circuito lineal que produce un voltaje 
de salida (Vout) que es una fracción del voltaje de entrada (Vin) 
El divisor de voltaje más sencillo cuenta con dos resistencias puestas en serie, 
tomando el nodo del medio como el voltaje de salida. Suele ser usado para crear un voltaje 
de referencia, o para obtener una señal de bajo voltaje proporcional a un voltaje medido 
(atenuador de señal). 
La carga conectada a la salida produce un efecto carga. Es decir, al conectarla 
disminuye la tensión de salida. Por lo tanto, conviene que la corriente de entrada sea 
mucho mayor a la corriente de salida. La desventaja de hacer esto es que la mayor parte 
de la corriente de entrada se pierde en forma de calor en las resistencias. 
La impedancia o resistencia de salida del divisor tensión es igual a la resistencia 
cuando R1 y R2 están en paralelo, es decir:  
𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡 =  (𝑅𝑅1 ×𝑅𝑅2)(𝑅𝑅1+𝑅𝑅2)  [Ω] 
2.3.5. SENSOR MG-811 
 Este módulo tiene un MG-811 integrado como componente de sensor. Tiene un 
circuito integrado de acondicionamiento de señales para amplificar la señal de salida, 
también un circuito de calefacción para calentar el sensor y poder medir el CO2. El sensor 
MG-811 es altamente sensible al CO2 y no tanto para el Alcohol y CO. Se utiliza en el 
control de calidad de aire, en procesos de fermentación y monitoreo del aire para procesos 
que se estimen convenientes.       
 El funcionamiento de este sensor es análogo, la tensión de la salida del módulo 
disminuye  a medida que aumenta la concentración de CO2 en el ambiente. A base de las 
características de este sensor, se utiliza para validación del sistema,  se encarga de medir 




Tabla 3: Características técnicas sensor MG-811 
 
Figura 23: Sensor CO2 MG-811. 
 
Tabla 4: Pin Out Sensor CO2 MG-811 
Simbología Parámetros Valor Observaciones
Vh Voltaje de calentamiento  6.0±0.1V AC o DC
Rh Resistencia de calentamiento ~30.0 Ohm A temperatura ambiente
Ih Corriente de calentamiento ~200mA
Ph Poder de calentamiento ~1200mW
Tao Temperatura de operación -20 -50° C
Tas Temperatura de almacenamiento -20 -70° C
EMF OUTput 100-600mV 400-10000 ppm CO2
Nombre Descripción Observaciones
VCC Fuente de alimentación para el  acondicionamiento de señal < 5.5 V
VOUT Salida de señal del voltaje analógico
BOOL Comparador de salida Consumo abierto
HEAT Fuente de alimentación de calefacción 7.5 – 12 V




2.3.6. CONVERSOR ADS1115 16-BIT ADC- 4 CANALES  
 Este convertidor analógico ASD1115 de 16 bits a 800 muestras por segundo sobre 
el I2C es utilizado para el microcontrolador Raspberry Pi 3 que no posee convertidor 
analógico. Este ADC es de alta precisión, que se puede configurar con 4 canales de entrada 
analógicas, incluye un amplificador de ganancia programable hasta x16, para potenciar 
señales individuales más pequeñas.  
 Es utilizado para las señales analógicas de los sensores FC-28, LDR y MG-811 
que las convierte a digitales para que el microcontrolador RP3 pueda procesarlas.  
 
Tabla 5: Características técnicas ADS1115 16 Bit 
 
Figura 24: Pin Out ADS1115 16 Bit 
Resolución 16 Bits
Velocidad de muestreo programable: 8 a 860 muestras/segundo
PGA interna Hasta 16x
Interfaz I2C Direcciones seleccionables de 4 pines
Referencia de bajo voltaje derivado interno
Oscilador interno
Cuatro entradas individuales o dos diferenciales
Comparador programable




2.3.7. MODULO RELÉ DE DOS CANALES  
 Para accionar la salida del proceso se utiliza este módulo relé que acciona a la 
electroválvula, para controlar el riego del cultivo de forma automática y también controla 
la luz led que controla el fotoperiodo de la planta, la cual se define dependiendo del tipo 
de planta que se cultive. 
   Es un módulo que contiene 2 reles 250VAC con 10ª máximo por canal, es 
alimentado por 5VDC y es activado mediante un pin digital. 
 
Tabla 6: Características técnicas modulo relé 
 
Figura 25: Modulo Relé 2 canales 
Canal de salida 2
125VAC/250VAC
28VDC/30VDC
Corriente de operación 10A
Voltaje de la bobina (relé) 5V
Modo de disparo Alto nivel de disparo
Diodo de protección En cada bobina





2.3.8. PYTHON 2.7.0 
 Python es un lenguaje de programación interpretado cuya filosofía hace hincapié 
en una sintaxis que favorezca un código legible. 
Es un lenguaje de programación multiparadigma, ya que soporta orientación a 
objetos, programación imperativa y, en menor medida, programación funcional. Es un 
lenguaje interpretado, usa tipado dinámico y es multiplataforma. 
Es administrado por la Python Software Foundation. Posee una licencia de código 
abierto, denominada Python Software Foundation License. La versión 2.7.0. fue lanzada 
el 10 de julio de 2010.  
 
Figura 26: Logo Python. 
 
2.3.9. PYBRAIN 
 Es una biblioteca de aprendizaje de máquina modular para Python. Su objetivo es 
ofrecer algoritmos flexibles, fáciles de usar pero aún poderosos para tareas de aprendizaje 
automático y una variedad de entornos predefinidos para probar y comparar sus 
algoritmos. 
 PyBrain, como su nombre lo dice, contiene algoritmos para redes neuronales, para 
el aprendizaje de refuerzo, para el aprendizaje no supervisado y la evolución de esta. Dado 
que la mayoría de los problemas actuales se refieren a espacios continuos de estado y 
acción, las aproximaciones de funciones (como las redes neuronales) se deben usar para 
hacer frente a la gran magnitud. La biblioteca está construida alrededor de redes 
neuronales en el kernel y todos los métodos de capacitación aceptan una red neuronal 
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como instancia a ser entrenada. Esto convierte a PyBrain en una herramienta poderosa 
para las tareas de la vida real. 
PyBrain es de código abierto y de uso gratuito para todos (está licenciado bajo la 
Licencia de software BSD). (Schaul, y otros, 2010) 
 
Figura 27: Logo PyBrain. 
 Para crear una red de neuronas artificiales en la librería PyBrain para el lenguaje 
de programación Python 2.7 es necesario crear la siguiente estructura de programación:  
2.3.9.1. EL ACCESO DIRECTO A LA BUILDNETWORK  
Hay una forma simple de crear redes, que es el acceso directo buildNetwork: 
>>> from pybrain.tools.shortcuts import buildNetwork 
>>> net = buildNetwork(2, 3, 1) 
Esta llamada devuelve una red que tiene dos entradas, tres capas ocultas y una sola 
neurona de salida. En PyBrain, estas capas son objetos del Módulo y ya están conectadas 
con objetos de Conexión Completa. 
2.3.9.2. ACTIVANDO UNA RED 
La red ya está iniciada con valores aleatorios; ya se puede calcular su resultado: 
>>> net.activate([2, 1]) 
array([-0.98646726]) 




2.3.9.3. LA ELECCIÓN DEL DATASET 
El SupervisedDataSet se utiliza para el aprendizaje supervisado estándar. Admite 
valores de entrada y destino, cuyo tamaño debemos especificar en la creación de objetos: 
>>> from pybrain.datasets import SupervisedDataSet 
>>> ds = SupervisedDataSet(2, 1) 
Aquí se genera un conjunto de datos que admite entradas bidimensionales 
y objetivos unidimensionales. 
2.3.9.4. AGREGAR MUESTRAS (XOR) 
Un ejemplo clásico para el entrenamiento de redes neuronales es la función XOR, 
así que solo construyamos un conjunto de datos para esto. Es posible hacer esto 
simplemente agregando muestras al conjunto de datos, como: 
>>> ds.addSample((0, 0), (0,)) 
>>> ds.addSample((0, 1), (1,)) 
>>> ds.addSample((1, 0), (1,)) 
>>> ds.addSample((1, 1), (0,)) 
 
2.4.10. TCP/IP 
 Es un conjunto de protocolos que permiten la comunicación entre dispositivos 
pertenecientes a una red, ya sea de forma cableada o inalámbrica, en distintas áreas o 
localmente. Es el protocolo de comunicación más usado en internet actualmente y su 
nombre deriva de dos protocolos que son: TCP (Protocolo de control de transmisión) y de 
IP (Protocolo de internet). 
 En síntesis, se puede decir que el protocolo TCP/IP representa todas las reglas de 
comunicación para internet y se basa en la noción de dirección IP, es decir que brinda una 
dirección IP a cada equipo de la red para poder enrutar paquetes de datos. Está diseñado 
para cumplir con cierta cantidad de criterios, algunos de ellos son: dividir mensajes en 
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paquetes, usar sistema de direcciones, enrutar datos por la red y detectar errores en la 
transmisión de datos.  
 El stack de protocolos TCP/IP se ha dividido en diversos módulos, cada uno de 
estos realiza una tarea específica uno después del otro en un orden especifico, es decir un 
sistema estratificado. Es por esto que se le llama un modelo de capas. En el modelo TCP/IP 
los datos que viajan por la red atraviesan distintos niveles de protocolos, cada capa procesa 
sucesivamente los datos (paquetes de información) y le agrega un encabezado y los envía 
a la capa siguiente.  
 
Figura 28: Diagrama Protocolo TCP/IP 
2.4.10.1. MODELO TCP/IP 
El TCP/IP es muy similar al modelo OSI (modelo de 7 capas) el cual desarrollado 
por la Organización Internacional para la Estandarización (ISO). El modelo TCP/IP 
influenciado por el modelo OSI también utiliza un enfoque modular pero a diferencia de 
este último, el TCP/IP solo tiene cuatro módulos o capas: acceso a la red, Internet, 
transporte y aplicación.  
Las capas del modelo TCP/IP tienen tareas muy diversas, las cuales son:  
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• Capa de acceso a la red: Es la primera capa del modelo TCP/IP, brinda los 
recursos que se deben implementar para transmitir datos a través de la red, por lo 
tanto, contiene especificaciones relacionadas con la transmisión de datos por una 
red física, cuando es una red de área local como Ethernet, FDDI o red anillo 
conectada mediante línea telefónica u otro tipo de conexión a una red. La capa de 
acceso a la red abarca los siguientes conceptos: enrutamiento de datos por la 
conexión, coordinación de la transmisión de datos (sincronización), formato de 
datos, conversión de señal (análoga/digital), detección de errores a su llegada, etc. 
• Capa de Internet: Es la capa más importante, ya que define los datagramas y 
administra las nociones de direcciones IP. La capa de Internet contiene 5 
protocolos: IP, ARP, ICMP, IGMP y RARP. Los primeros tres protocolos son los 
más importantes para esta capa. Esta capa permite el enrutamiento de datagramas 
(paquetes de datos) a equipos remotos junto con la administración de su división 
y ensamblaje cuando se reciben. 
• Capa de transporte: La capa de transporte permite que las aplicaciones que se 
ejecutan en equipos remotos puedan comunicarse. La aplicación puede ser un 
programa un programa, una tarea, un proceso, etc. Debido a esto tiene un sistema 
de numeración para poder asociar un tipo de aplicación con un tipo de datos, estos 
identificadores se denominan puertos. Esta capa contiene dos protocolos que 
permiten que dos aplicaciones puedan intercambiar datos independientemente del 
tipo de red (independientemente de las capas inferiores). Los dos protocolos de la 
capa son el TCP y UDP, que se diferencian por el tipo de servicio que 
ofrecen. TCP, es un protocolo orientado a conexión que brinda detección de 
errores. En cambio, UDP es un protocolo no orientado a conexión en el que la 
detección de errores es obsoleta.     
• Capa de aplicación: Se encuentra en la parte superior de las capas del protocolo 
TCP/IP.  Contiene las aplicaciones de red que permiten la comunicación mediante 
las capas inferiores. Por lo tanto, el software en esta capa se comunica mediante 
uno o dos protocolos de la capa inferior (la capa de transporte), es decir, los 
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protocolos  TCP o UDP. Hay diferentes tipos de aplicaciones para esta capa, la 
mayoría son servicios de red o aplicaciones para proporcionar la interfaz con el 
sistema operativo.  
 
Figura 29: Capas del modelo TCP/IP y protocolos utilizados 
2.4.10.2. ENCAPSULAMIENTO DE DATOS 
 En una transmisión de datos cruzan cada una de las capas en el nivel de equipo 
remitente. En cada capa se le agrega información al paquete de datos, a esto se le llama 
encabezado, en otras palabras, es una recopilación de información que garantiza la 
transmisión. En el equipo receptor, cuando el paquete de datos atraviesa cada capa, el 
encabezado se lee y después se elimina, por lo tanto, cuando se recibe el mensaje se 
encuentra en su estado original.  
  En cada capa del protocolo, el paquete de datos cambia porque se le agrega un 
encabezado. Por lo tanto, las designaciones cambian según las capas: el paquete de datos 
se denomina mensaje en el nivel de la capa de aplicación. El mensaje después se encapsula 
en forma de segmento en la capa de transporte. Una vez que se encapsula el segmento en 
la capa de Internet, toma el nombre de datagrama. Finalmente, se habla de trama en el 




Figura 30: Encapsulamiento de datos del TCP/IP 
2.4.10.3. SOCKET 
 Socket es un concepto abstracto el cual se define como la conexión entre dos 
programas u equipos que intercambian paquetes de datos de forma fiable y ordenada, bajo 
un protocolo de comunicación. 
 Para que dos programas o equipos se puedan comunicar es necesario que se 
cumplan ciertos requisitos, como:  
• Que un programa o equipo sea capaz de localizar al otro. 
• Que ambos sean capaces de intercambiar cualquier secuencia de Byte, es decir, 
que logren intercambiar paquetes de datos relevantes s su finalidad.  
• Un par de direcciones del protocolo de red (Dirección IP) que identifica el equipo 
de origen remoto. 
• Números de puerto que identifica a un programa dentro de cada equipo para 
establecer la comunicación.  
   Los sockets permiten implementar una arquitectura cliente-servidor. La comunicación 
es iniciada por uno de los programas al cual se le denomina cliente y el segundo programa 




Figura 31: Ejemplo de conexión sockets 
2.4.10.4. DIRECCIONES IP   
 La dirección IP (Internet Protocol) es un número que identifica a un dispositivo en 
una red, es un número único e irrepetible, el que está compuesto por cuatro conjuntos de 
números del 0 al 255 divididos por un punto; un ejemplo es “192.167.1.67”. 
 Existen distintos tipos de direcciones IP, las cuales son:  
• IP Local: Este tipo de dirección IP se utiliza para identificar equipos en una red 
privada o de área local (LAN). 
• IP Publica: Esta dirección IP se utiliza para identificar equipos en una red global 
de internet y se clasifica en dos tipos:  
A. IP Dinámica: Este tipo de IP la asigna el proveedor de servicios de internet (ISP) 
cada vez que el dispositivo establece una conexión con la red.  
B. IP Estática: Este tipo de dirección IP es establecida por el dispositivo, 
independiente cuantas veces haga conexión con la red.  
En este proyecto inicialmente fue usada la IP 127.0.0.1 (localhost) 
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3. DESARROLLO DEL PROYECTO 
3.1. DIAGRAMAS DE IMPLEMENTACIÓN 
3.1.1. DIAGRAMA DE BLOQUES GENERAL  
 El prototipo en aspectos generales funciona como en el siguiente diagrama; donde 
los sensores captan las variables análogas (Luz, H. Tierra, CO2) y las digitales (Temp. Y 
Hum. Ambiente). Las señales análogas pasan por el conversor (ADS1115) que convierte 
las señales analógicas en digitales para que la RP3 (Raspberry Pi 3) las pueda recibir; por 
otro lado, las señales digitales del sensor DHT11 son directamente enviadas hacia la RP3.  
La RP3 muestrea las variables de entrada y las envía usando una arquitectura 
Cliente-Servidor donde es ingresada a una trama para ser evaluada por las redes 
neuronales, en donde desglosa la trama y define si es de entrenamiento o evaluación; si la 
trama es de entrenamiento agrega las entradas y salidas y entrena la red. Si la trama es de 
evaluación, le pregunta a la red por una salida estimada y la envía como salida, para que 
los relés actúen según esta estimación. 
Según la estimación de salida obtenida los relés actúan sobre dos actuadores, los 
cuales son un electroválvula que controla el riego de la planta cada vez que esta tenga la 
necesidad de agua y unas ampolletas LED de cultivo las cuales controlan el fotoperiodo 
del cultivo dependiendo de cuál necesite. 
El proceso es monitoreado constantemente, midiendo las variables, entrenando la 
red y evaluando las necesidades del cultivo. Como feedback del proceso, el sistema toma 
la variable de CO2 del ambiente como indicador de vida de la planta, estimando así si esta 




Figura 32: Diagrama de bloques general 
3.1.2. DIAGRAMA DE PROTOCOLO DE COMUNICACIÓN  
 El protocolo de comunicación entre Cliente-Servidor del prototipo es local o 
privado, es decir, la misma RP3 crea un cliente y un servidor para establecer una 
comunicación y enviar las tramas para la evaluación de las redes neuronales. Para 
conectarse con la RP3 de manera remota se utiliza el SSH mediante el programa PUTTY 
utilizando el puerto 22 y por VNC que es un programa de monitoreo y control remoto 
utilizando el puerto 5901.  
 
Figura 33: Diagrama de auto conexionado a local host 
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3.1.3. DIAGRAMA DE INTERACCIÓN CLIENTE-SERVIDOR 
 Este diagrama esquematiza la comunicación entre cliente y servidor, 
primeramente, el cliente conecta con el servidor y este le envía un ACK (acuse de recibo), 
el cliente lo recibe y le envía la Trama de entrenamiento, el servidor responder con un 
acuse de recibo informando al cliente y este le envía la trama de evaluación, el servidor le 
responde con la salida estimada, recibiéndola el cliente y respondiendo con ACK.     
 
 







3.1.4. DIAGRAMA DEL SERVIDOR 1 
 El proceso comienza con el inicio del servidor, continua con abrir el socket 
multicliente para la comunicación, recibe la conexión del cliente y este le envía una trama. 
El servidor recibe la trama y la desglosa, pregunta si hay una red de redes neuronales. Si 
existe una red utiliza la existe, en el caso contrario si no existiera una red, crea una nueva. 
En ambos casos finaliza por procesar la trama enviada por el cliente.  
 




3.1.5. DIAGRAMA DEL SERVIDOR 2 
 El servidor para procesar la trama enviada, primeramente, extrae el tipo de trama. 
Hay dos tipos de trama, la TR que es la trama de entrenamiento y la EV que es la de 
evaluación. Cuando es una trama de entrenamiento la procesa definiendo las entradas y 
salidas observadas, continúa agregando entradas y salidas a la TR y entrena la red, 
finalizando enviando un ACK (acuse de recibo). Si la trama recibida es de evaluación, 
este define las entradas observadas, le pregunta a la red de redes neuronales por una salida 
estimada y envía la estimación de la salida y un ACK al cliente.   
 
 




3.1.6. DIAGRAMA DEL CLIENTE 
 El cliente inicia configurando la IP y el puerto del servidor, se conecta con el 
servidor que espera la comunicación y lee los sensores, tanto entradas como salidas. 
Prosigue creando una trama de entrenamiento y enviándosela al servidor. Vuelve a leer 
los sensores y crea una trama de evaluación enviándola al servidor, quedando en la espera 
de la salida estimada por la red.  
 
 









3.2. TIPOS DE TRAMA  
 En la comunicación entre el cliente y el servidor para enviar los datos de las 
variables censadas, el cliente crea tramas y queda en la espera de la respuesta del servidor; 
en el cual el servidor las recibe y las procesa según el tipo de trama que sea, estas pueden 
ser de entrenamiento o evaluación, cuando es de entrenamiento envía un ACK 
(acknowledge) para entrenar la red, y cuando es una trama de evaluación, la recibe el 
cliente y actúa según la salida estimada por la red. El tipo de tramas utilizado en esta 















TR (2 bytes) NETNAME IN1 double (3 dec) IN2 double (3 dec) IN3 double (3 dec) OUT double (3 dec)
EV (2 bytes) NETNAME IN1 double (3 dec) IN2 double (3 dec)
EVALUACIÓN
TRAINING
IN3 double (3 dec)











3.3. DESARROLLO DE SOFTWARE EN RASPBERRY PI 3 
  El proyecto comienza con la programación de la Raspberry Pi 3, en la cual se debe 
instalar determinados requisitos para comenzar a trabajar en el prototipo en sí. 
Primeramente, a la placa Raspberry Pi 3 mediante una tarjeta microSD se le instala el 
sistema operativo RASPBIAN el cual se descarga de la página oficial de Raspberry Pi.  
 Instalado el sistema operativo, se da paso a la programación en el lenguaje Python 
que tiene Raspberry como lenguaje estándar. El prototipo utiliza la versión Python 2.7.0 
a la que se debe instalar herramientas necesarias para la programación, estos 
complementos son: 
• Pip: Es un sistema de gestión de paquetes utilizado para instalar y administrar 
paquetes de software escritos en Python. Muchos paquetes pueden ser encontrados 
en el Python Package Index   
• Xampp: Es una distribución de servidor web Apache que hace que sea muy fácil 
instalar y ejecutar un sistema preempaquetado que incluya Apache, PHP, un 
administrador de base de datos y algunos otros componentes opcionales 
• NumPy: Proporciona algunas funcionalidades matemáticas avanzadas para 
Python 
• PySerial: Es una librería de 75onexi que permite comunicarse a través de 
comunicaciones por serial (RS-232). 
• Sympy: Puede hacer evaluaciones algebraicas, las diferenciaciones, expansiones, 
calcular números complejos, etc. 
• Anaconda: Es una librería distribución libre y abierta de los lenguajes Python y 
R, utilizada en ciencia de datos, y aprendizaje automático. Esto incluye 






Instalados los complementos que serán necesarios para la programación del prototipo, 
se da paso a instalar la librería PyBrain, que contiene algoritmos de Redes Neuronales 
para el auto aprendizaje y entrenamiento no supervisado. Para su instalación es necesario 
tener un SetupTools es un paquete que facilita la instalación de paquetes para Python, se 
utiliza este para los requisitos de Pybrain, ejecutando el siguiente comando:  
$ 76onexi ez_setup.py 
Instalado el administrador de paquetes, se ejecutan los siguientes comandos para 
instalar Scipy y Matplotlib, componentes necesarios para utilizar Pybrain: 
 $ easy_install scipy  
 $ easy_install matplotlib 
Donde sus funciones son: 
• Scipy: es una biblioteca open source de herramientas y algoritmos matemáticos 
para Python. 
• Matplotlib: es una biblioteca para la generación de gráficos a partir de datos 
contenidos en listas o arrays en el lenguaje de programación Python y su extensión 
matemática NumPy.  
Instalados los requisitos para Pybrain se da paso a su instalación que es igual a la 
instalación de los complementos de Python, mediante Git y utilizando el siguiente enlace: 
$ git clone git: //github.com/pybrain/pybrain.git pybrain 
Se descarga la carpeta que contiene la instalación del Pybrain y se ejecuta su instalador 
con el siguiente comando dentro de la dirección donde se haya instalado la carpeta: 
$ 76onexi setup.py install 
 
Instalado Pybrain se verifica si funciona bien, ejecutando el Python en consola e 





Python 2.5.2 (r252:60911, Sep 17 2008, 11:21:23) 
[GCC 4.0.1 (Apple Inc. build 5465)] on 77onexi 
Type “help”, “copyright”, “credits” or “license” for more information. 
>>> import pybrain 
>>> 
Con todas las herramientas y librerías ya dispuestas, se da paso a la programación del 
prototipo, en donde tiene como base las Redes Neuronales como máquina de 
procesamiento. Pero antes se requiere instalar las librerías de los componentes del 
hardware como los sensores o el conversor análogo/digital  
3.3.1. LIBRERIAS DE COMPONENTES  
Para utilizar algunos componentes es necesario la instalación de su librería en 
Python para así trabajar con él en la programación. En este prototipo se utilizaron 
componentes de la empresa Adafruit, empresa que se dedica a los dispositivos electrónicos 
y kits para RP3. 
  Inicialmente se instala la librería del conversor análogo/digital ADS1115 16 Bit 
el cual cumple la función de convertir las señales análogas de los sensores en digitales 
para que las reciba las RP3, de acuerdo a la imagen: 
1. sudo apt – get update 
2. sudo apt – get install build – python esencial – dev python – smbus 
git 
3. cd ~ 
4. git clone https : //github.com/adafruit/Adafruit_Python_ADS1x15.git 
5. cd Adafruit_Python_ADS1x15 
6. configuración de sudo 77onexi . py instalar 
Posteriormente, se instala la librería GPIO de Adafruit la que cumple con la 
función de un acceso fácil a los pines IO de propósito general de la RP3.  
1. sudo apt – get install python – dev python – rpi . gpio 
Luego para utilizar el sensor DHT11 se necesita su librería desarrollada por 
Adafruit. El sensor DHT11 cumple con la función de medir temperatura y humedad 
ambiente en el cultivo y para instalar su librería se ejecuta los siguientes comandos: 
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git clone https://github.com/adafruit/Adafruit_Python_DHT.git 
Donde se clona el repositorio git de la librería de Adafruit, y desde la carpeta que 
se creó para clonar la librería se ejecuta el instalador con el comando:  
sudo 78onexi setup.py install 
 Todas estas librerías instaladas son necesarias para la creación del código del 
prototipo, son herramientas indispensables para la adquisición de datos, el monitoreo de 
las variables, la evaluación de las redes neuronales y el accionamiento según la salida 
estimada de la red. 
3.3.2. CONEXIÓN POR SSH 
 Para comunicarse con la RP3 desde el computador se utilizó la comunicación por 
SSH usando el programa PUTTY como interfaz. Para esto se hicieron los siguientes pasos: 
1. Primero se debe tener el programa PUTTY, el cual logra la comunicación entre 
RP3 y ordenador.  
 
Figura 38: Interfaz del programa PUTTY 
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2. Para que la RP3 permita la comunicación con el PUTTY debe tener habilitado el 
SSH en el menú de preferencias de la RP3. 
 
Figura 39: Activacion del SSH en la RP3 
3. Se debe conocer la IP de la RP3, para saberla, con el comando ifconfig 
ejecutándolo en terminal, muestra algo como esto. 
 
Figura 40: IP de la RP3 mediante comando ifconfig 
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4. Una vez conocida la IP de la RP3 se introduce en el PUTTY y por el port 22, 
seleccionando la conexión tipo SSH se abre un terminal de comunicación.  
 
Figura 41: Ingreso de datos en la interfaz del PUTTY 
5. Para terminar con la conexión entre ordenador y RP3, en la consola que se abre 
para la comunicación se pide el usuario y la clave de la RP3, que por defecto en 
las RP3 el usuario es pi y la clave es raspberry.  
 
Figura 42: Terminal de 80onexión por SSH mediante PUTTY 
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3.3.2. DESCRIPCIÓN DE CODIGO PYTHON  
 Para comprender el código de programación del prototipo creado en el lenguaje 
Python 2.7 se describe de forma general como una aplicación de dos programas con 
sockets TCP/IP Cliente-Servidor que tiene un protocolo de comunicación LocalHost con 
la IP 127.0.0.1. Se conectó de forma remota a la RP3 mediante SSH con el programa 
PUTTY para una comunicación entre RP3 y ordenador, así el control de la RP3 en los 
trabajos era de forma remota. El proceso comienza con la adquisición de datos mediante 
los sensores: DHT11 (Temperatura y Humedad ambiente), Foto-resistencia (Luz), 
Higrómetro FC-28 (Humedad tierra), MG-811 (CO2). Estos sensores con excepción del 
DHT11, primeramente, pasan por el conversor ADS1115 de 16 bit para convertir las 
señales análogas en digitales y las reciba las RP3, por otro lado, el DHT11 está 
directamente conectado con las RP3 por el pin 5 del GPIO, donde recibe directamente la 
señal digital. Una vez que se adquieren los datos por el cliente, el servidor inicia el socket 
multicliente y espera que el servidor le envíe las tramas. El cliente configura la IP y el 
puerto del servidor para la conexión con el servidor, crea las tramas que pueden ser TR 
(Training) o EV (Evaluación), conecta con el servidor y le envía la trama. El servidor 
recibe la conexión del cliente y pregunta si existe alguna red, si existiese una, utiliza 
aquella de lo contrario crea una nueva red, luego de esto procesa la trama dependiendo de 
cuál sea, si es TR agrega las salidas y entradas y entrena la red, si es de EV le pregunta a 
la red por la salida estimada y se la envía al cliente. El cliente que esperaba la respuesta 
de la evaluación de la red actúa según la salida estima, la cual puede ser activar la 
electroválvula para regar la planta o encender o apagar los focos LED de cultivo según el 
fotoperiodo que sea.  
 Este es el proceso completo de cómo funciona el prototipo de cultivo inteligente a 
base de redes neuronales con sockets. Si bien esta explicado de manera general, el código 
tiene más funciones tanto como el servidor y el cliente.  
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3.4. DESARROLLO DE HARDWARE 
3.4.1. DESARROLLO DE PCB DE LOS SENSORES   
 Para los sensores que no contienen módulos (Sensor DHT11, Fotorresistencia 
LDR), se desarrollaron placas PCB mediante el programa Proteus, el cual permite hacer 
un esquemático, Layout y visualización 3D de la PCB. A continuación, se muestran 
imágenes del diseño de las PCB de los señores: 
3.4.1.1. PCB SENSOR DHT11 
 El sensor DHT11 que mide temperatura y humedad ambiente, tiene 4 pines, los 
cuales son: VCC, GND y DATA. Tiene un pin que no cumple ninguna función. La placa 
contiene una resistencia de 1000 Ω y obviamente el sensor DHT11.  
 




Figura 44: Layout placa sensor DHT11 
 





3.4.1.2. PCB FOTORESISTENCIA LDR 
 La Fotoresistencia LDR que mide la cantidad de luz en el ambiente, en su placa 
contiene un LDR y un divisor de tensión que tiene una resistencia de 100kΩ para su 
funcionamiento.  
 
Figura 46: Esquemático sensor fotoresistencia LDR 
 




Figura 48: Visualización 3D placa sensor fotoresistencia LDR 
 
3.4.2. DISEÑO Y CREACIÓN DE LA MAQUETA 
 El diseño de la maqueta del prototipo se creó en la página tinkercad.com, pagina 
que permite diseñar cualquier objeto no orgánico, de fácil uso y muy versátil.  
 Para el diseño se pensó en un domo, tipo invernadero, en el cual se pudiera cultivar 
una planta pero a la vez poder medir el CO2 del ambiente sin que las mediciones se 
alteraran con las del ambiente exterior. Para ubicar los componentes de hardware como 
las RP3, transformadores, placas, etc. Se diseñó un cajón de madera el cual es la base del 
domo y donde se encuentran todos los dispositivos de procesamiento y control. En su parte 
superior se hayan los focos para el cultivo y sus cables bajan por un tubo corrugado para 
su protección. El diseño es simple pero afectivo, para la investigación que se está 
realizando funciona bien.  





Figura 49: Diseño 3D maqueta frontal 
 




Figura 51: Diseño 3D maqueta diagonal trasero 
 






4. ANALISIS DE RESULTADOS  
4.1. ADQUISICIÓN DE DATOS 
 Para obtener las variables que se evaluaran con las redes neuronales, el Cliente 
adquiere los datos de los sensores, los cuales son humedad ambiente, temperatura 
ambiente, humedad tierra, luz y CO2. Son ingresados a la trama que es enviada a las redes 
neuronales para ser evaluadas o entrenadas. En la ventana del código del cliente, se puede 
observar la adquisición de los datos, como en esta imagen de ejemplo.  
 







4.2. ENVÍO DE TRAMAS DEL CLIENTE 
  Cuando el cliente procesa los datos adquiridos por los sensores y crea las tramas 
de entrenamiento y/o evaluación, este  envía las tramas al servidor para su entrenamiento 
o su evaluación y en la consola del programa del cliente se observan las tramas enviadas 
como en la siguiente imagen  
 











4.3. RESPUESTA Y EVALUACIÓN DEL SERVIDOR 
 Una vez que el servidor recibe y procesa el tipo de trama, la entrena o la evalúa 
según sea el tipo de trama que es, este responde en la consola del programa con lo 
siguiente:  
 











4.4. GRAFICOS DE MEDICION DIARIA  
 Se midieron datos con los sensores durante un día para analizar las respuestas de 
los sensores y los datos históricos del ambiente del cultivo, se muestran gráficos de cada 
una de las variables medidas vs el tiempo, con su respectiva pendiente y valor de R:  
 
Figura 56: Grafico temperatura vs tiempo 
 




Figura 58: Humedad tierra vs tiempo 
 




Figura 60: CO2 vs Tiempo 
4.5. CONSUMO DE CO2 EN PPM 
 El consumo de CO2 entregado por el ADC de 16 bit que entrega valores entre 0 y 
32 mil, se mapea y se hace una correlación según la hoja de datos del señor que la cual va 
a hacer una correlación entre el voltaje de salida del sensor y las partículas por millón.  
 




Figura 62: Concentración de CO2 vs salida del sensor 
4.1. PRUEBAS DE FUNCIONAMIENTO CON COMPUERTAS LOGICAS 
 Para entrenar la red neuronal, se utilizaron funciones lógicas and, or y xor, como 
el input de la red, de manera de probar la respuesta del sistema, antes de entrenarlo con el 
set de datos históricos de la planta, las tramas de las funciones lógicas son las siguientes:  
 






 La red neuronal toma una inferencia según el valor observado y del estimado, en 
función de estos dos valores del que predice y del que observa saca una diferencia el se 
va a llamar Error y en función de eso saca una predicción la cual es cuantificada según 
una tabla de puntajes o score, donde se gráfica y si el prototipo funciona este puntaje o 
score ca ir en aumento, pero si las condiciones cambian el machine learning se a equivocar 
pero va a aprender de esto por sí solo.  
 La red neuronal va a decir si la planta vive o no según la información que le esté 
llegando del medio, si detecta que la planta está muriendo va a activar los actuadores. Esto 
se evalúa por 2 parámetros lo que es el puntaje de acierto y error llamado score y también 
está el error que es la inferencia entre estimado y observado el cual debe ir disminuyendo.  
  
 




Figura 65: Score de la red neuronal 
 El grafico de puntaje siempre va en subida, pero si las reglas cambian este puede 
caer, pero lo importante es que siempre este puntaje suba. Por lo tanto, se ve que el grafico 
del error va a la par. 
 La tendencia comienza a equivocarse, pero una vez que se equivoca y aprende, el 
score que la cantidad de aciertos que tiene la predicción de la red neuronal comienza a 
subir.  
 
Figura 66: Tendencia del acierto del score 
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5. ANALISIS Y DISCUSIONES DEL PROYECTO 
5.1. COSTOS Y PRESUPUESTOS  
 







Elemento Cantidad Empresa Precio 
Raspberry Pi 3 1 MCI Electronics $ 35.490
Case Raspberry Pi 3 1 MCI Electronics $ 5.290
GPIO Breakout T-Cobbler Plus 1 MCI Electronics 5.990
Transformador para RP3 5v 2A 1 MCI Electronics $ 3.490
Tarjeta Micro SD 16 GB 1 $ 8.000
Mini teclado inalambrico 1 $ 9.990
Pantalla tactil 5" XPT2046 1 $ 30.000
Cable HDMI 1 Electroventas $ 1.600
Adaptador 5V 2A 1 NETEXPERTOS $ 2.990
Sensor DHT11 1 Electronica Ibarra $ 3.000
Sensor Higrometro FC-28 1 Electronica Ibarra $ 2.000
Sensor MG-811 1 Aliexpress $ 16.000
Conversor ADS1115 16 Bit 1 Victronics $ 4.162
Modulo Rele 2 canales 1 Casa Royal $ 4.990
Cables, enchuches y componentes electronicos $ 10.000
Ampolletas LED Indoor 2 Evolta $ 14.870
Acrilico dimensionado 1 Acrilicos Inpacril $ 38.900
Maderas dimensionadas Easy $ 4.500
Perneria, adhesivos y sujeciones Easy $ 20.000
Alargador multiple 1 Easy $ 3.190
Electro valvula 1 $ 4.000





5.2.1. FORTALEZAS  
• Innovación en desarrollo de fitomonitoreo 
• Investigación en tecnologías marchine learning    
• Aplicación de redes neuronales en cultivos agrícolas  
• Aplicar sockets TCP/IP como medio de traspaso de información  
• Solución open source de bajo costo y de alcance general  
5.2.2. OPORTUNIDADES  
• Investigaciones de innovación y desarrollo aplicadas en redes neuronales  
• Investigaciones aplicadas a fitomonitoreo  
• Aplicaciones de control y monitoreos de cultivo autómatas  
• Desarrollo de prototipo de bajo costo en el mercado  
5.2.3. DEBILIDADES  
• Poca información con redes neuronales aplicadas a control de cultivos  
• Falta de capital para la adquisición de elementos del prototipo  
• Falta de experiencia en el lenguaje de programación del prototipo 
• Desarrollo investigativo y no comercial 
• Cambios de elementos y desarrollos en el trascurso de la creación del prototipo   
5.2.4. AMENAZAS  
• Maquinas comerciales para cultivos autómatas ya existentes  
• Área de enfoque pequeño en la sociedad  








 En el transcurso de la realización de este proyecto se tuvieron varios problemas y 
discusiones, las cuales fueron reemplazadas por mejoras que ayudaron a completar el 
objetivo de esta tesis, llegando a buenos resultados. 
 La primera problemática del proyecto fue elegir el motor de procesamiento de 
datos con redes neuronales que utilizaría el prototipo, la primera opción era utilizar 
TensorFlow, pero luego se concluyó que era mejor PyBrain por el amplio desarrollo de 
información e investigación que hay con esta librería de Python. La descripción de 
TensorFlow como elemento a utilizar era la siguiente: 
5.3.1. TENSORFLOW 
TensorFlow ™ es una biblioteca de software de código abierto para el cálculo 
numérico usando gráficos de flujo de datos. Los nodos en el gráfico representan 
operaciones matemáticas, mientras que los bordes del gráfico representan los arreglos de 
datos multidimensionales (tensores) comunicados entre ellos. La arquitectura flexible le 
permite implementar el cálculo de una o más CPU o GPU en una computadora de 
escritorio, servidor o dispositivo móvil con una sola API. TensorFlow fue originalmente 
desarrollado por investigadores e ingenieros que trabajan en el equipo de cerebro Google 
dentro de la organización de investigación de la máquina de Inteligencia de Google con 
el fin de llevar a cabo el aprendizaje de máquina y profunda investigación de redes 
neuronales, pero el sistema es lo suficientemente generales como para ser aplicable en una 




Figura 67: Logo TensorFlow. 
 
 El proyecto iba a utilizar un Arduino UNO como el elemento que iba a adquirir 
datos y accionar los actuadores, para esto se tenía que utilizar una librería para la 
comunicación serial entre la Raspberry PI 3 y Arduino UNO. Se reemplazo el Arduino 
UNO por un conversor análogo digital ADS1115 el cual cumple la misma función sin 
tener que utilizar otro microcontrolador. La librería que se encargaría de esto era la 
siguiente:  
5.3.2. PYSERIAL 
 PySerial es una librería de python que permite comunicarse a través de 
comunicaciones por serial (RS-232). 
 Se utiliza la siguiente librería para la comunicación entre las Raspberry Pi 3 y el 
Arduino UNO llamando al siguiente comando en la programación.  
import pyserial 
  
ser = serial.Serial('/dev/ttyS1', 9600) 
 
 Para validar la investigación se iba a utilizar un capacimetro en el tallo de la planta 
con la función de obtener la capacitancia del tallo y utilizarla como indicador de vida de 
la planta y así validar el proceso realizado por el prototipo. La investigación que se realizo 
para fundamentar esto fue la siguiente:  
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5.3.3. LA CAPACITANCIA DEL TALLO COMO INDICADOR DE SALUD DE LA 
PLANTA 
Para crear un sistema automatizado de riego, es necesario tener una variable que 
nos permita saber cuál es el estado de la planta.  Se propone utilizar el tallo como 
dieléctrico para un condensador, tal de que al variar la humedad del tallo, cambia la 
capacitancia de forma directa y por ende se tiene una variable observable y digitalizable 
para controlar el sistema. (Schugurensky, 2010) 
Un capacitor es un sistema compuesto por dos conductores y un dieléctrico. En los 
capacitores los conductores se encuentran separados entre sí por una lámina que se utiliza 
para el almacenamiento de las cargas eléctricas. 
 
Figura 68: Capacitor 
 
Un capacitor es un componente pasivo ya que no se encarga de la excitación 
eléctrica, sino que sirve para conectar componentes activos y conservar la energía. Esto le 
permite servir de sustento a un campo eléctrico. 
Los conductores están separados por un material dieléctrico (que tiene poca 
capacidad de conducción). Ante la diferencia de potencial, los conductores en cuestión 
tienen distintas cargas eléctricas (negativa en uno y positiva en el otro), con una variación 
nula en la carga total. 
Los capacitores, no almacenan la corriente ni la carga eléctrica; lo que almacenan 
es energía mecánica latente. Cuando son introducidos en un circuito eléctrico, en concreto 
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sí funcionan como un dispositivo que conserva la energía eléctrica obtenida en el periodo 
de carga, luego dicha energía es cedida por el capacitor. 
5.3.3.1 CAPACITANCIA 
 La capacidad eléctrica o capacitancia, es la propiedad que tienen los cuerpos para 
mantener una carga eléctrica. La capacidad es también una medida de la cantidad de 
energía eléctrica almacenada para una diferencia de potencial eléctrico dada; como es el 
caso de los condensadores. La relación entre la diferencia de potencial (o tensión) que 
existente entre las placas del condensador y la carga eléctrica almacenada en éste, se 





• C: Es la capacidad, medida en faradios. 
• Q: Es la carga eléctrica almacenada, medida en culombios. 
• V: Es la diferencia de potencial (o tensión), medida en voltios. 
5.3.3.2. DIELECTRICOS 
 Dieléctrico es un material con una baja conductividad eléctrica; es decir, un 
aislante, el cual tiene la propiedad de formar dipolos eléctricos en su interior bajo la acción 
de un campo eléctrico.  
El término dieléctrico es más de uso frecuente al considerar el efecto de alternar 
campos eléctricos en la sustancia mientras que el aislante es más de uso frecuente cuando 
el material se está utilizando para soportar un alto campo eléctrico. 
Existen tres tipos de dieléctricos, los cuales son: 
• Sólidos: Son  los dieléctricos de uso general de la ingeniería eléctrica, y muchos 
sólidos son aislantes muy buenos, como por ejemplo: porcelana, cristal, el papel, 
la goma y la mayoría de los plásticos. Tienen excelentes propiedades dieléctricas 
y buena adherencia sobre los alambres magnéticos. 
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• Gases: Por su naturaleza el aire, nitrógeno y hexafluoruro del sulfuro son los tres 
dieléctricos gaseosos más de uso general. Los gases aislantes más utilizados en los 
transformadores son el aire y el nitrógeno, este último a presiones de 1 atmósfera. 
• Líquidos: Las propiedades físicas de los dieléctricos líquidos como por ejemplo 
el peso específico, conductibilidad térmica, calor específico, constante dieléctrico, 
viscosidad, dependen de su origen, es decir de la composición química, pero su 
resistencia dieléctrica, además está ligada a factores externos como por la 
impureza en suspensión, en solución, humedad, etc. Los cuales  reducen su valor, 
degradando la rigidez dieléctrica.  
 









6. CONCLUSIONES  
 En síntesis, este prototipo creado para cultivar una planta de forma autónoma, 
aplicando redes neuronales como máquina de procesamiento de datos y utilizando sockets 
TCP/IP con arquitectura cliente-servidor como protocolos de comunicación para él envió 
de datos. Se concluye que este prototipo open source es funcional con la adquisición de 
datos reales del cultivo, adquiriendo los datos de temperatura, humedad, humedad tierra, 
luz y CO2 de forma correcta y guardando los datos para el análisis de estos. En el 
procesamiento de datos con machine learning, redes neuronales artificiales, se dice que el 
procesamiento de datos con funciones lógicas AND, OR y XOR el sistema responde de 
forma correcta aplicándolo al fitomonitoreo. En el procesamiento de datos históricos 
adquiridos por los sensores, se concluye que las redes neuronales procesan correctamente 
las entradas y la salida, pudiendo entrenar la red neuronal con estos datos y que logre una 
salida estimada dependiendo de la variable del CO2, siendo esta la variable utilizada como 
indicador de vida de planta. Con respecto al control del cultivo, el sistema no es capaz de 
controlar un cultivo de interior, ya que, por motivos de tiempo y software no fue posible 
lograr este objetivo del prototipo, pero queda abierta la investigación para poder aplicarlo 
en el cultivo de una planta controlando la luz del fotoperiodo de la planta y el riego 
automático bajo la necesidad hídrica de la planta. En conclusión, el prototipo es una 
investigación exitosa en las tecnologías de machine learning de auto aprendizaje, usando 
las redes neuronales como máquina de procesamiento de datos, entrenando una red y 
estimando una salida, logrando entrenar la red con funciones lógicas. El prototipo como 
hardware quedo como un dataloger el cual adquiere las variables del ambiente del cultivo 
mediante los sensores y guarda los datos en un archivo Excel, para poder ser analizados y 
con ellos en un futuro hacer una puesta en marcha de las redes neuronales aplicadas al 
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8.1. CODIGO CLIENTE  
import time  
import socket 
#LIBRERIA ADS1115 (ADC 16BIT) 
import Adafruit_ADS1x15 
#LIBRERIA GPIO PARA ACCIONAR LOS RELES 
import RPi.GPIO as GPIO 
#LIBRERIA PARA EL DHT11 
import Adafruit_DHT 
######################################################[VARIABLES 
adc = Adafruit_ADS1x15.ADS1115() 









TCP_IP = '127.0.0.1' 
TCP_PORT = 4444 
BUFFER_SIZE = 1024 













  gpio.setmode(gpio.BOARD) 
  gpio.setup(20, gpio.OUT) 
  gpio.output(20, True) 
  gpio.setup(21, gpio.OUT) 
  gpio.output(21, True) 
def DHT11(): 
  global sensor_dht 
  global pin_dht 
  global hum 
  global temp 
  hum, temp= Adafruit_DHT.read_retry(sensor_dht, pin) 
#LAS VARIABLES QUE CONTIENEN LOS DATOS DE LOS SENSORES  
#SON GLOBALES, ENTONCES EN ESTA FUNCION SE ACTUALIZAN LAS MEDICIONES 
def LeerAnalogos(): 
  global humedad_tierra 
  global temperatura 
  global luz 
  global co2 
  #HUMEDAD TIERRA 
  humedad_tierra=adc.read_adc(1, gain=GAIN) 
  #TEMPERATURA 
  temperatura=adc.read_adc(2, gain=GAIN) 
  #LUZ 
  luz=adc.read_adc(3, gain=GAIN) 
  #CO2 
  co2=adc.read_adc(4, gain=GAIN) 
#SI SE QUIERE ENTRENAR A PARTIR DE UN ARCHIVO DE TEXTO 
#CON LA ESTRUCTURA MENCIONADA, SE VOLCARAN SUS VALORES A UN ARREGLO  
#ANTES DE ENVIAR LOS DATOS POR TCP/IP 
def Volcar_a_arreglo(): 
 k=0 
 infile = open(fname, 'r') 
 for linea in infile: 
   linea = linea.strip() 
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   parametros=linea.split(";") 
   if k!=0 and linea.find("0.000")==-1: 
     IN1=float(parametros[2]) 
     IN2=float(parametros[3]) 
     IN3=float(parametros[4]) 
     OUT=float(parametros[5]) 
     datos.append([IN1,IN2,IN3,OUT]) 
   k+=1 
 infile.close()   
 print ">archivo volcado a arreglo" 
#ESTA FUNCION PROCESARA CADA LINEA DEL ARREGLO GENERADO, 
#DONDE SE FORMARA LA TRAMA PARA ENVIAR POR EL SOCKET 
def ProcesarLinea(i): 
  print datos[i] 
  IN1=datos[i][0] 
  IN2=datos[i][1] 
  IN3=datos[i][2] 




  Enviar(trama_training,s) 
#CREACION DE LA TRAMA DE EVALUACION A PARTIR DE LOS 3 INPUTS 
def Eval(i): 
  IN1=datos[i][0] 
  IN2=datos[i][1] 
  IN3=datos[i][2]    
  #SE GENERA LA TRAMA DE EVALUACION. EL \R\N REPRESENTA UN ENTER AL FINAL 
  trama_eval="EV;"+netname+";"+str(IN1)+";"+str(IN2)+";"+str(IN3)+"\r\n"    
  Enviar(trama_eval,s) 
#APPENDTXT ANEXA UNA NUEVA LINEA (txt) A UN ARCHIVO DE TEXTO (fname) SIN BORRAR 
LO ANTERIOR 
def AppendTXT(fname,txt): 
   outfile = open(fname, 'a') 
   outfile.write(txt); 




#GRABARTXT CREA UN NUEVO ARCHIVO (fname) CON UNA NUEVA LINEA (txt) 
SOBREESCRIBIENDO TODO LO ANTERIOR  
def GrabarTXT(fname,txt): 
   outfile = open(fname, 'w') 
   outfile.write(txt) 
   outfile.close() 
#ENVIAR MANDA UN DATO POR TCP/IP 
def Enviar(dato_out,s): 
  print dato_out 
  s.send(dato_out+"\n") 
#SECUENCIA DE PRUEBA DE RELES 
def Test_Reles(): 
  gpio.output(20, FALSE) 
  gpio.output(21, FALSE) 
  time.sleep(1) 
  gpio.output(20, TRUE) 
  gpio.output(21, FALSE) 
  time.sleep(1) 
  gpio.output(20, FALSE) 
  gpio.output(21, TRUE) 
  time.sleep(1) 
  gpio.output(20, FALSE) 
  gpio.output(21, FALSE) 
  time.sleep(1) 
#PARA CALCULAR LOS PUNTAJES (SCORE) SE VE EL VALOR ESTIMADO (PREDICCION) VERSUS 
EL VALOR QUE REALMENTE ES (OBSERVADO) 
def Matriz_Score(a,b): 
  sc=0  
  if (a=="1.0" and b=="1.0") or (a=="-1.0" and b=="-1.0"): 
      sc+=2 
  if (a=="1.0" and b=="0.0") or (a=="-1.0" and b=="0.0"): 
      sc-=1 
  if (a=="0.0" and b=="1.0") or (a=="0.0" and b=="-1.0"): 
      sc-=1 
  if (a=="1.0" and b=="-1.0") or (a=="-1.0" and b=="1.0"): 
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      sc-=2 
  return sc 
8.2. CODIGO SERVIDOR 
import sys 
import socket, threading, time 
import os.path as path 
from pybrain.tools.shortcuts import buildNetwork 
from pybrain.structure import TanhLayer 
from pybrain.datasets import SupervisedDataSet 
from pybrain.supervised.trainers import BackpropTrainer 
from pybrain.tools.xml.networkwriter import NetworkWriter 
from pybrain.tools.xml.networkreader import NetworkReader 
n=10     #EPOCAS  
i=0      #ITERACIONES 








    global parametro 
    nombre_red=parametro[1] 
    num_input =int(parametro[2]) 
    num_hidden=int(parametro[3]) 
    num_output=int(parametro[4]) 
    print("CREAR") 
    print("#NAME:"+nombre_red+" nIN:"+str(num_input)+" nHID:"+str(num_hidden)+" 
nOUT:"+str(num_output)) 
    net = buildNetwork(num_input,num_hidden,num_output) 
    NetworkWriter.writeToFile(net, nombre_red+".xml") 
    neural_name=(nombre_red+".xml").replace("\n\r", '') 
    if path.exists(file): 
      print "RED CREADA OK :"+neural_name 
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    else: 





#TR;N01;-1;-1; 1; 1 
#TR;N01;-1; 1;-1; 1 
#TR;N01;-1; 1; 1; 1 
#TR;N01; 1;-1;-1; 1 
#TR;N01; 1;-1; 1; 1 






#TR;N01;-1; 1; 1;-1 
#TR;N01; 1;-1;-1;-1 
#TR;N01; 1;-1; 1;-1 
#TR;N01; 1; 1;-1;-1 
#TR;N01; 1; 1; 1; 1 
def train(): 
    global parametro 
    global score 
    nombre_red=parametro[1] 
    IN1       =float(parametro[2]) 
    IN2       =float(parametro[3]) 
    IN3       =float(parametro[4]) 
    OUT       =float(parametro[5]) 
    print("ENTRENAR") 
    print("#NAME:"+nombre_red+" IN1:"+str(IN1)+" IN2:"+str(IN2)+" 
IN3:"+str(IN3)+" OUT1:"+str(OUT)) 
    neural_name=(nombre_red+".xml").replace("\n\r", '') 
    if path.exists(neural_name): 
      print "neural_name:"+neural_name 
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      net = NetworkReader.readFrom(neural_name) 
    else: 
      net = buildNetwork(3,2,1) 
      NetworkWriter.writeToFile(net, nombre_red+".xml") 
    regla = SupervisedDataSet(3, 1) 
    r=net.activate([IN1,IN2,IN3]) 
    respuesta="OK;"+nombre_red+";"+str(r) 
    print respuesta 
    #clientsock.send(respuesta+"\n\r") 
    OBS=OUT 
    estimado="" 
    if r<-umbral: 
      estimado="SELL" 
    if r>umbral: 
      estimado="BUY"    
    if r<umbral and r>-umbral:   
      estimado="NADA" 
    observado="" 
    if OBS==-1: #"S": 
      observado="SELL" 
      regla.addSample((IN1,IN2,IN3), (-1,)) 
    if OBS==1:  #"B": 
      observado="BUY" 
      regla.addSample((IN1,IN2,IN3), (1,))  
    if OBS==0:  #"-": 
      observado="NADA" 
      regla.addSample((IN1,IN2,IN3), (0,)) 
    print "NN cree que es un :"+str(r)+" ("+estimado+")" 
    print "realmente es :"+observado 
    if observado==estimado: 
      score+=1   
    else: 
      score-=4     
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    #una vez que acerto o se equivoco, debe mostrar el error asociado a la red 
    trainer = BackpropTrainer(net, regla) 
    error=trainer.train()     
    for epoch in range(5): 
      trainer.train()  
    print "=========[TRAINING]======================" 
    #print "TRAIN: SYM:"+SYM+" FILE:"+neural_name+" TRAMA:"+data+"<" 
    print "INPUT: MACD:"+str(IN1)+" SGN:"+str(IN2)+" RSI:"+str(IN3) 




    print "$$"+neural_name 
    NetworkWriter.writeToFile(net, neural_name)    #GRABA LA RED 
    outfile = open(neural_name+'_OUT.csv', 'a') 
    outfile.write(time.strftime("%c")+";"+str(error)+";"+str(score)+"\n") 
    outfile.close() 
    msg= "OK;"+nombre_red+";"+str(r)+";"+str(error) 




    global parametro 
    nombre_red=parametro[1] 
    IN1 =float(parametro[2]) 
    IN2 =float(parametro[3]) 
    IN3 =float(parametro[4]) 
    print("EVALUAR") 
    print("#NAME:"+nombre_red+" IN1:"+str(IN1)+" IN2:"+str(IN2)+" 
IN3:"+str(IN3)) 
    neural_name=(nombre_red+".xml").replace("\n\r", '') 
    if path.exists(neural_name): 
      print "neural_name:"+neural_name 
      net = NetworkReader.readFrom(neural_name) 
    else: 
      net = buildNetwork(3,2,1) 
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      NetworkWriter.writeToFile(net, nombre_red+".xml") 
    regla = SupervisedDataSet(3, 1) 
    r=net.activate([IN1,IN2,IN3]) 
    respuesta="OK;"+nombre_red+";"+str(r) 
    print respuesta 
    clientsock.send(respuesta+"\n\r")      
    estimado="" 
    if r<-umbral: 
      estimado="SELL" 
    if r>umbral: 
      estimado="BUY"  
    if r<umbral and r>-umbral:   
      estimado="NADA" 
    respuesta="OK;"+SYM+";"+estimado+";"+str(r) 
    clientsock.send(respuesta+"\n\r") 
    print "=========[PREDICCION]===================" 
    print "TRAMA DE ENTRADA:"+data+"<" 
    #print "TRAIN: SYM:"+SYM+" FILE:"+neural_name 
    print "INPUT: IN1:"+str(IN1)+" IN2:"+str(IN2)+" IN3:"+str(IN3) 
    print "ESTIMADO:"+estimado 
############################################## 
##     CLIENT THREAD 
############################################## 
class ClientThread(threading.Thread): 
  def __init__(self,ip,port): 
    threading.Thread.__init__(self) 
    self.ip = ip 
    self.port = port 
    print "[+] Nuevo thread comenzado para la ip "+ip+":"+str(port) 
  def run(self):     
    global parametro 
    print "Conexion desde : "+ip+":"+str(port) 
    ########################################################### 
    #net = NetworkReader.readFrom('Training-NZDUSD5.csv_ANN.xml')  




    clientsock.send("\nSISTEMA ORACULO\n\r") 
    data=" " 
    while len(data)>0: 
      #DATO DE ENTRADA EN BRUTO 
      data="" 
      data = clientsock.recv(2048) 
      print data 
      #EXTRAIGO PARAMETROS 
      data = data.strip() 
      print len(data) 
      if (len(data)>2): 
        parametro=data.split(";")   
        comando=parametro[0] 
        if data=='quit': 
         exit(); 
        if data[:2]=='CR': 
         crear() 
        if data[:2]=='TR': 
         train() 
        if data[:2]=='EV': 
         eval() 
      print "Cliente desconectado..." 
############################################################ 
host = "0.0.0.0" 
port = 4444 
tcpsock = socket.socket(socket.AF_INET, socket.SOCK_STREAM) 
tcpsock.setsockopt(socket.SOL_SOCKET, socket.SO_REUSEADDR, 1) 
tcpsock.bind((host,port)) 
threads = [] 
while True: 
    tcpsock.listen(4) 
    print "\nServidor iniciado OK..." 
    (clientsock, (ip, port)) = tcpsock.accept() 
    newthread = ClientThread(ip, port) 
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    newthread.start() 
    threads.append(newthread) 
for t in threads: 
    t.join() 
 
8.3. CODIGO DATOS SENSORES  
import time, signal, sys   
import xlwt 
from datetime import datetime 
 
#LIBRERIA ADS1115 (ADC 16BIT) 
import Adafruit_ADS1x15 
 
#LIBRERIA GPIO PARA ACCIONAR LOS RELES 
import RPi.GPIO as gpio 
 
#LIBRERIA PARA EL DHT11 
import Adafruit_DHT 
 




style1 = xlwt.easyxf('',num_format_str='hh:mm:ss') 
wb = xlwt.Workbook() 
ws = wb.add_sheet('Planilla',cell_overwrite_ok=True) 
ws.write(0, 0, 'Hora') 
ws.write(0, 1, 'temperatura') 
ws.write(0, 2, 'humedad') 
ws.write(0, 3, 'humedad tierra') 
ws.write(0, 4, 'luz') 















  global sensor_dht 
  global pin_dht 
  global hum 
  global temp 
  hum, temp= Adafruit_DHT.read_retry(sensor_dht, pin_dht) 
   
def LeerAnalogos(): 
   
  global humedad_tierra 
  global temperatura 
  global luz 
  global co2 
   
  def signal_handler(signal, frame): 
        print 'se presiono Ctrl+C!' 
        sys.exit(0) 




#while i <= 100: 
while 1: 
 
  LeerAnalogos() 
  time.sleep(0.5) 
  DHT11() 
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  time.sleep(0.5) 
   
  #HUMEDAD TIERRA 
  humedad_tierra=adc.read_adc(1, gain=GAIN) 
 
  #TEMPERATURA 
  #temperatura=adc.read_adc(3, gain=GAIN) 
   
  #LUZ 
  luz=adc.read_adc(2, gain=GAIN) 
   
  #CO2 
  co2=adc.read_adc(0, 2) 
   
  trama="HUM_AIR:"+str(hum)+" TEMP:"+str(temp) 
  trama=trama+" HUM_TIE:"+str(humedad_tierra)+" LUZ:"+str(luz)+" CO2:"+str(co2) 
 
  print trama 
  
  ws.write(i, 0, datetime.now(), style1) 
  ws.write(i, 1, temp) 
  ws.write(i, 2, hum) 
  ws.write(i, 3, humedad_tierra) 
  ws.write(i, 4, luz) 
  ws.write(i, 5, co2) 
  i+=1 
  
  time.sleep(1) 








8.4 FOTOS DE LA MAQUETA DEL PROTOTIPO 
 
Figura 70: Foto frontal del prototipo 
 




Figura 72: Foto trasera del prototipo 
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8.5 FOTO DE LOS SENSORES DEL PROTOTIPO  
 
Figura 73: Sensor Higrometro FC-28 
 




Figura 75: Sensor DHT11 
 





Figura 77: Controlador del prototipo 
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