Abstract. This paper deals with necessary and sufficient optimality conditions for control problems governed by semilinear elliptic partial differential equations with finitely many equality and inequality state constraints. Some recent results on this topic for optimal control problems based upon results for abstract optimization problems are compared with some new results using methods adapted to the control problems. Meanwhile, the Lagrangian formulation is followed to provide the optimality conditions in the first case; the Lagrangian and Hamiltonian functions are used in the second statement. Finally, we prove the equivalence of both formulations.
Bonnans and Zidani [2] extended the results for finite-dimensional optimization problems to control problems by assuming that the second derivative with respect to the control of the Lagrangian function is a Legendre form. This is the natural way of doing such an extension, but the inconvenience is that the hypothesis about the Lagrangian function works in only a few cases. In this paper, instead of assuming that the second derivative of the Lagrangian function is a Legendre form, we assume a strict positivity condition on the second derivative of the Hamiltonian function with respect to the control, which is quite close to the necessary relaxed positivity.
The plan of the paper is as follows. In the next section, the control problem is formulated and some derivability results of the functionals are stated. In section 3, we reformulate the control problem as an infinite-dimensional optimization problem with constraints and we apply the second order conditions as deduced in [7] to our particular situation. Finally, in section 4 we deduce necessary and sufficient second order conditions involving the Lagrangian and the Hamiltonian functions and compare them with those established in section 3. 
N −2 ), and q ≤ p. Remark 2.1. The continuity assumption on the coefficients a ij and the C 1 regularity of the boundary of the domain will allow us to consider integral state constraints involving the derivatives of the state. Nevertheless, if the coefficients a ij are only bounded and the boundary Γ is Lipschitz, some results similar to those obtained here can be derived if the constraints do not involve the gradient of the state.
Let us show some examples of state constraints included in the previous formulation.
Example 2.2. Integral constraints on the state. Given g j : Ω × R −→ R, we define F j (y) = Ω g j (x, y(x))dx. Assumption (A3) is satisfied if we make the following hypotheses: g j is of class C 2 with respect to the second variable and measurable with respect to the first one, g j (·, 0) ∈ L 1 (Ω), and for every M > 0 there exist 
(A3) holds for q = min{p, 2N/(N − 2) − β} > N for some β > 0 small enough. Example 2.3. Integral constraints on the derivatives of the state. Given g j :
fulfilled if g j is of class C 2 with respect to the second variable and measurable with respect to the first one,
and finally, for every M > 0 and ε > 0 there exists δ = δ(ε, M ) > 0 such that
Once again, (A3) is fulfilled for q = min{p, 2N/(N − 2) − β} for β > 0 small enough. The reader is referred to [5] for the study of this type of constraints. The solution of (2.1) must be understood in a variational sense. Let us clarify this point. We define the variational form associated to the operator A in the usual way:
where γ :
is the trace operator. The following known result deals with the solvability of (2.2); see Mateos [17] for the details, as well as Morrey [19] and Troianiello [21] . 
where C > 0 is a constant only depending on r, the dimension N , the operator A, and the domain Ω.
The semilinear case is a consequence of the previous lemma. In particular, y u ∈ W 1,p (Ω) is said to be a solution of (2.1) if it satisfies the above variational equation
The next theorem states the existence and uniqueness of the solution of (2.1) as well as the differentiability of the relation between the control u and the associated state y u . 
Proof. The proof of the existence, uniqueness, and estimate of the solution of (2.1) is standard. Let us prove the differentiability. For that let us start with a homogeneous boundary condition, g = 0. We consider the space
endowed with the norm
Let us now define the function
Thanks to assumption (A1), F is of class C 2 . Moreover, from Lemma 2.4 it follows that
Taking into account that F (x, y, u) = 0 if and only if y = G(u), we can apply the implicit function theorem (see, for instance, [3] ) to deduce that G is of class C 2 and satisfies F (G(u), u) = 0. From this identity, (2.4) and (2. 
. From the previous argument we have that G 0 is of class C 2 and consequently G is C 2 too, with G = G 0 and G = G 0 , which concludes the proof.
As a consequence of this theorem we will get the differentiability of the functionals J and G j = F j • G in the next two theorems. Theorem 2.6. Let us suppose that (A1) and (A2) hold. Then the functional
where
where A * is the adjoint operator of A and
Due to the assumptions on L it is straightforward to prove that F 0 is of class C 2 . Now, applying the chain rule to J(u) = F 0 (G(u), u) and using Theorem 2.5 and the fact that W 1,p (Ω) ⊂ C(Ω) for every p > N, we get that J is of class C 2 and
Taking ϕ 0u as the solution of (2.8), we deduce (2.6) from previous identity and (2.4). Let us remark that the assumptions on f and L imply the regularity of ϕ 0u . The second derivative can be deduced in a similar way, making use of Theorem 2.5 once more. Theorem 2.7. Let us suppose that (A1) and (A3) hold. Then for each j,
and
The proof of this theorem is very similar to that of Theorem 2.6. Nevertheless we have to make a comment about (2.11). From assumption (A3) we have that F (ȳ) ∈ (W 1,s (Ω)) ; then the boundary problem (2.11) has a unique solution in W 1,s (Ω) in the variational sense, analogous to that of (2.2); see Lemma 2.4. Finally recall that s < N/(N − 1); then s > N and therefore
3. First and second order optimality conditions in the Lagrangian form. Let us start this section by reformulating problem (P) as follows:
where we are using the functions introduced in the previous section G j = F j • G. We now apply the results obtained in [7] . In order to deduce the first and second order optimality conditions of an optimization problem, it is necessary to make a regularity assumption. This is our first goal. Given ε > 0, we denote the set of ε-inactive constraints by
We say that a feasible controlū is regular if the following assumption is fulfilled:
I 0 is the set of indices corresponding to active constraints. Associated to (P) we define the Lagrangian function
Obviously (3.1) is equivalent to the independence of the derivatives
. Under this assumption we can derive the first order necessary conditions for optimality in a qualified form. For the proof the reader is referred to Bonnans and Casas [1] or Clarke [11] ; see also Mateos [17] .
Theorem 3.1. Let us assume thatū is a local solution of (P) and (3.1) holds. Then there exist real numbers {λ j } ne+ni j=1
such that
Denoting byφ 0 andφ j the solutions of (2.8) and (2.11) corresponding toū and settingφ
we deduce from Theorems 2.6 and 2.7 and the definition of L that
H : Ω × R 3 −→ R being the Hamiltonian associated to the control problem (P),
From (3.3) we deduce that
Remark 3.2. From (3.3), (3.7), and assumption (3.1) we get
which implies the uniqueness of the Lagrange multipliers provided in Theorem 3.1. Associated with d we set
by Theorem 3.1 we define the cone of critical directions
(3.10)
Now we are ready to state the second order necessary optimality conditions. Theorem 3.3. Let us assume thatū is a local solution of (P), (3.1) holds, and
are the Lagrange multipliers satisfying (3.2) and (3.3). Then the following inequality is satisfied:
This theorem follows from Theorem 2.2 of [7] . Indeed it is enough to check the assumptions (A1) and (A2) of such a paper. (A1) says that J (ū) and G j (ū) must be continuous functionals on L 2 (Ω), which is an immediate consequence of Theorems 2.6 and 2.7. Assumption (A2) of [7] says that
where z h is the solution of (2.4) corresponding to the pair (ȳ,ū), the desired convergence property follows from the boundedness of the second derivatives of L and f along with the convergence
(Ω) and our assumption (A3). In order to obtain the sufficient second order optimality conditions for problem (P), we need to check some additional properties of the first and second derivatives of J and G j . Let us take a ball in L ∞ (Ω), B ρ (ū). From Theorem 2.5, we deduce the existence of a constant C ρ > 0 such that {y u } u∈Bρ(ū) is uniformly bounded by C ρ in the W 1,p (Ω) norm and therefore in the L ∞ (Ω) norm too. This implies the uniform boundedness of the derivatives of f at every point (y u , u), for u ∈ B ρ (ū), as well as the boundedness of the second derivatives of L and the domination of the first derivatives by some functions
, respectively. Finally, using Lemma 2.4 once more, we get that
which follows from the imbedding L 2 (Ω) ⊂ (W 1,q (Ω)) due to the fact q < 2N/(N −2). Collecting all these things, we get the existence of constants
We have to check a last condition, which is established in the following lemma. Lemma 3.4. For every δ > 0 there exists ε ∈ (0, ρ) such that for every h ∈ L ∞ (Ω) and u −ū ∞ < ε the following inequality is fulfilled:
Proof. Let us take h ∈ L ∞ (Ω) and δ > 0. We are going to check that
We discuss every term in a separate way. The inequality Lemma 2.4 and Theorems 2.6 and 2.7) and the continuity properties of the second derivatives of f and L assumed in (A1) and (A2), as well as assumption (A3).
Let us study the second term of (3.15). Hölder's inequality leads us to
the last inequality being a consequence of (A1) and (A2) along with the estimates
with O(ε) → 0 when ε → 0. Let us notice that (3.16) follows from the inequalities 2N/(N + 2) ≤ q < 2N/(N − 2), Sobolev imbeddings, and Lemma 2.4.
Analogously we have
thanks again to (A1), (A2), (3.16) , and (3.17).
For the fourth term of (3.15) it is enough to take into account assumption (A3), and once more (3.16) and (3.17) , and to use the inequality
Before writing the sufficient optimality conditions, we have to fix some notation. Analogously to (3.8) and (3.9), we define for every τ > 0
The next theorem provides the second order sufficient optimality conditions of problem (P).
Theorem 3.5. Letū be a feasible point for problem (P) satisfying (3.2) and (3.3) and let us suppose that assumption (3.1) holds. Let us also assume that
for some δ > 0 and τ > 0 given. Then there exist ε > 0 and α > 0 such that
Relations (3.13) and (3.14) prove that the hypotheses of Corollary 3.3 of [7] are fulfilled, which leads straightforwardly to the above theorem. In that paper it is also proved that we can not relax the sufficient condition by taking τ = 0; see also Dunn [12] .
The last two theorems concerning the necessary and sufficient second order optimality conditions involve two norms: those of L 2 (Ω) and L ∞ (Ω). This is motivated by the so-called two norms discrepancy; see, for instance; A. Ioffe [15] and H. Maurer [18] . In particular, the cones C 
. We are going to obtain a sequence
Ω). Let us takê
For every j ∈ I 0 let us set
(Ω) and α kj → 0 for every j ∈ I 0 . Finally we define
whereh j is given in (3.
1). It is obvious that
keeps the same property. On the other hand, the support ofh j is in Ω εū , and d(x) = 0 for almost every x ∈ Ω εū ; thereforeh j (x) = 0 for almost all x ∈ Ω τ . Hence h k (x) also vanishes almost everywhere in Ω τ . Moreover, since h andĥ k have the same sign, it follows that
Using the fact that h is in the cone of critical directions of L 2 (Ω), we deduce that h k satisfies in the same way as h the conditions on the derivatives of G j , for every j, which proves that h k ∈ C τ u . Remark 3.7. As a consequence of the previous proposition and the fact that
is a bilinear and continuous form in L 2 (Ω), we get the following equivalences:
First and second order optimality conditions involving the Hamiltonian.
As in the previous section, we denote with H : Ω × R 3 −→ R the Hamiltonian associated to the control problem (P):
H(x, y, u, ϕ) = L(x, y, u) + ϕf (x, y, u).
Pontryagin's principle for (P) is formulated in terms of H in the next proposition.
Proposition 4.1. Letū be a solution of (P). Suppose that the assumptions (A1)-(A3) and (3.1) hold. Then there exist real numbersλ j , j = 1, . . . , n i + n e , and functionsȳ ∈ W 1,p (Ω),φ ∈ W 1,min{s ,p} (Ω) such that
and for a.e. x ∈ Ω
H(x,ȳ(x),ū(x),φ(x)) = min k∈[ua(x),u b (x)]

H(x,ȳ(x), k,φ(x)). (4.4)
Proof. Let us define H
It is known (see Casas [4] , Casas, Raymond, and Zidani [6] , Li and Yong [16] , or Mateos [17] ) that there existν ≥ 0,λ = (λ j ) 1≤j≤ni+ne , and functionsȳ ∈ W 1,p (Ω), ϕ ∈ W 1,min{s ,p} (Ω) such that (ν,λ) = 0, (4.1) and (4.2) hold, and
Hν(x,ȳ(x), k,φ(x)) for a.e. x ∈ Ω. (4.6)
In the caseν > 0, we can renameλ/ν byλ and obtain (4.1)-(4.5). So it is enough to prove thatν = 0. Let us argue by contradiction and let us suppose thatν = 0. Since Hν is C 1 with respect to (y, u) ∈ R × R, we deduce from (4.6) and Theorem 2.7 that for every
Let us takeh j as defined in assumption (3.1) and |ρ| < ε small enough such that
By taking ρ positive and negative, respectively, we get thatλ j = 0 for every j ∈ I 0 . So we have the contradiction with the fact that (ν,λ) = 0. Let us notice that
As an immediate consequence of Pontryagin's principle, Theorem 3.1, and Remark 3.7, we obtain the necessary first and second order optimality conditions as follows. 
Corollary 4.2. Suppose thatū is a local solution for problem (P). Suppose also that assumptions (A1)-(A3) and the regularity assumption
Let us notice that
Then it is enough to use elementary calculus to deduce (4.10) from (4.4) and the above equality. In finite dimension, the first order optimality conditions and the strict positivity of the second derivative of the Lagrangian with respect to u on C 0 u are sufficient conditions for a local minimum. The argument of the proof uses in an essential way the compactness of the balls in finite dimension. To extend this argumentation to infinitedimensional optimization problems, Bonnans and Zidani [2] made the assumption that the second derivative of the Lagrangian with respect to u was a Legendre form. Let us recall that a quadratic form Q on a Hilbert space X is said to be a Legendre form if it is weakly lower semicontinuous, and for every sequence {x k } ⊂ X that converges weakly x k x and such that Q(x k ) → Q(x), we have that x k → x strongly. Unfortunately this assumption is not fulfilled, in general, in the context of control theory. We follow a different approach to achieve the same result. Along with the strict positivity of the second derivative of the Lagrangian, we assume that the second derivative of the Hamiltonian with respect to u is strictly positive on Ω \ Ω τ , for τ > 0, which is not far from the necessary condition provided in (4.10). More precisely, we have the following result. 
Then there exist ε > 0 and α > 0 such that
Proof. We will argue by contradiction. The proof is divided into five steps.
(i) Definition of a sequence {h k } of the unit sphere of L 2 (Ω) converging weakly to h. Let us suppose that the theorem is false. Then there exists a sequence {u k } of admissible controls with u k →ū in L ∞ (Ω) such that
Since h k L 2 (Ω) = 1 for every k, there exists a subsequence of {h k }, which will be denoted in the same way, and
(ii) ∂L ∂u (ū,λ)h = 0. Let us denote y k = y u k . Since u k is admissible, we have that
Sinceλ j ≥ 0 if n e + 1 ≤ j ≤ n e + n i , we have that
On the other handλ j F j (ȳ) = 0. Hence (4.12) implies
Moreover, h satisfies the sign condition in (3.10), because every h k satisfies it, and the set of functions that satisfy the sign condition in (3.10) is convex and closed in L 2 (Ω), and therefore weakly closed. Furthermore
where v k is an intermediate point betweenū and u k . Using (4.13) and that δ k > 0, we have that
This expression can be written as follows:
where y v k and ϕ v k are, respectively, the state and adjoint state associated to v k . The conditions imposed on F j and the uniform convergence v k →ū imply the convergences y v k →ȳ uniformly and ϕ v k →φ in L 2 (Ω). Using (A1), (A2), and the weak convergence h k h in L 2 (Ω), we can pass to the limit in (4.14) and obtain
On the other hand, from (4.7), (4.8), and
Taking the limit we obtain 
and taking the limit we obtain with the help of assumption (A3)
If j > n e and F j (ȳ) = 0, we have that
and once again taking the limit as before we deduce
Let us see what happens whenλ j > 0. Taking into account (4.12) and that
Since δ k → 0, by passing to the limit in this expression, it follows that
Using (4.17) and the expression for the derivative of the Lagrangian, we now have that
Taking into account that if j ≤ n e , then we have already proved the equalities F j (ȳ)z h = 0, and that if F j (ȳ) < 0, thenλ j = 0, we have that
Thus, if j ∈ I 1 , then necessarily F j (ȳ)z h = 0. To conclude the proof of the inclusion h ∈ C 0 u,L 2 (Ω) it remains to check that h(x) = 0 for a.e. x ∈ Ω 0 . As signaled above, h satisfies the sign condition; then we have that d(x)h(x) ≥ 0 for a.e. x ∈ Ω; recall (3.7). Therefore
Due to the assumption of the theorem, we have that
Let us prove that the reverse inequality is satisfied, which will lead to the identity h = 0. By applying the mean value theorem we get
where w k is an intermediate point between u k andū. In order to simplify the expression of the derivatives of L, let us introduce some notation:
Analogously we defineH uy orH yy . Inserting this notation into the expressions of the derivatives of L given in (3.5) and (3.12), we get
Using now thatH u (x)h k (x) ≥ 0 for a.e. x ∈ Ω andH u (x) ≥ τ for a.e. x ∈ Ω τ , we have that
Now, from (4.13), (4.19) and taking into account the previous considerations, we have
Taking into account the assumptions made on the second derivatives of the functions, there exists a constant C H > 0 such thatH uu (x) ≥ −C H for a.e. x ∈ Ω. So, taking ε small enough, we have that 2τ
Now dividing (4.20) by δ 2 k /2 and using (3.14) and assumption (A3), we can take the lower limit of the resulting expression and obtain
Combining this inequality with (4.18) we deduce that h = 0.
, and consequently z h k → 0 strongly in W 1,q (Ω). Therefore again dividing (4.20) by δ 2 k /2 and using (3.14) we get (1) There exist δ > 0 and τ > 0 such that
, the second inequality of (4.22) is an obvious consequence of (4.21). Let us prove the existence of ω and τ satisfying the first inequality of (4.22). Let us take α > 0 and ε > 0, as in Theorem 3.5, and consider the problem
Then for any feasible point u of this problem, with u −ū ∞ < ε and u =ū, we have
Thenū is the unique solution of
Therefore we can apply Corollary 4.2 to (P α ) and deduce, with the notation of the proof of Theorem 4.3, that
In the case in which the bound constraints on the control are not active, i.e., u a (x) <ū(x) < u b (x) a.e., then the Lebesgue measure of Ω 0 is zero; hence (4.23) implies the first inequality of (4.22) . Let us analyze the case where Ω 0 has a strictly positive Lebesgue measure. We will proceed by contradiction and we assume that there exist no ω > 0 and τ > 0 such that (4.22) is satisfied. Then we define for every k ≥ 1ĥ 
Let us prove thath k 0 weakly in L 2 (Ω). From (4.23) we deduce that the set
has zero Lebesgue measure. Therefore
Taking into account that supp{h k } ⊂ supp{h k } for every k > k , we deduce that h k (x) → 0 pointwise a.e. in Ω. On the other hand,
; see Hewitt and Stromberg [14, p. 207] . Furthermore for τ > 1/k we have thath k (x) = 0 for every x ∈ Ω τ andh k satisfies the sign condition of (3.10). Let us define a new function h k ∈ C τ ū,L 2 (Ω) close toh k . Using the functions {h j } j∈I0 introduced in (3.1), we set
As in the proof of Proposition 3.6, we deduce that h k ∈ C τ ū,L 2 (Ω) for every k > 1/τ . Moreover, sinceh k 0 weakly in L 2 (Ω), we deduce that α kj → 0, and therefore h k 0 weakly in L 2 (Ω). On the other hand, since supp{h k } is included in the set of points of Ω where the bound constraints on the control are active, which has an empty intersection with the support of eachh j (j ∈ I 0 ),
From this relation and (4.21) with h = h k , we get Since {h τ } is bounded in L 2 (Ω), there exists a subsequence, denoted in the same way, such that h τ h weakly in L 2 (Ω). We have that h ∈ C Therefore, using the definition of h τ along with the strong convergence z h τ → z h in W 1,q (Ω), we get
which, together with (4.22), implies that h = 0. Finally, using the weak convergence h τ 0 in L 2 (Ω) and the strong convergence z h τ → 0 in W 1,q (Ω), we conclude that
and we have a contradiction.
