Introduction
An important aspect in process analytical chemistry 1-3 is on-line reaction monitoring, with the aim of following a reaction progress with time. The time to obtain the optimum yield, the end point, whether the reaction is deviating from the expected behavior, and whether there are significant impurities are among the various types of information that a user wants to know from it. Particularly in the manufacturing industries, where only a few percent better yield can save considerable costs, this information can be of great economical importance. In addition, many of the problems with the manufacturing processes can be indicated by their deviations from the ideal behavior. Many of the compounds in the market have to be of a certain validated quality, in this way as well, therefore, detecting small levels of impurities is critical.
Conventional off-line methods require a sample to be taken from a reaction as it progresses and then analyzed using NMR or chromatography, which are expensive both in instrumentation and time. There is often a limit to the frequency of sampling, and the results may not be known for several hours. In contrast, using on-line probes allows spectra to be recorded very few seconds, and to be analyzed in real time. Finding characteristic peaks for each compound is usually possible when using NIR, FTIR, and Raman spectroscopy, but sometimes instrumental reproducibility makes some difficulties.
Since, selective wavelengths are rare in UV-Vis absorption spectroscopy, chemometric techniques are required to extract the chemical information. Highly reproducible and quantitative modern UVVis probes are especially useful for reaction monitoring in pharmaceutical chemistry, where most compounds have characteristic chromophores.
Usually, the chemist has only limited knowledge about the reaction under study. In some cases, the spectra of all compounds in the mixture of reaction are known. But it is more common that the spectrum of one or more of the species is difficult to obtain or is unknown. Sometimes, due to stability problems such as changes in UV-Vis spectra with pH and temperature, obtaining the spectra of pure compounds under reaction conditions is impossible. Often, because of dissolution problems, the initial concentration of one or more of the reactants is not known. For single-step reactions, the presence of isosbestic points in the UV-Vis spectra 4 indicates a clean reaction, and the absence of product degradations or side reactions. Therefore, a range of methods are necessary that can produce useful information while not requiring full knowledge of the system.
A variety of chemometric techniques ranging from soft models, which simply aim to reconstruct concentration profiles, to hard models that include kinetic constraints are applied for quantitative analysis of on-line spectra during reaction monitoring. [5] [6] [7] [8] [9] [10] [11] Only a limited number of studies include the second order reactions of the form U + V → W, [12] [13] [14] which are industrially important. Second order consecutive reactions,
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To determine the rate constants for the second order consecutive reactions of the form U + V k1 W k2 P, a number of chemometrics and hard modeling-based methods are described. The absorption spectroscopic data from the reaction were utilized for performing the analysis. Concentrations and extinctions of components were comparable, and all of them were absorbing species. The number of steps in the reaction was less than the number of absorbing species, which resulted in a rank-deficient response matrix. This can cause difficulties for some of the methods described in the literature. The standard MATLAB ® functions were used for determining the solutions of the differential equations as well as for finding the optimal rate constants to describe the kinetic profiles. The available knowledge about the system determines the approaches described in this paper. The knowledge includes the spectra of reactants and products, the initial concentrations, and the exact kinetics. Some of this information is sometimes not available or is hard to estimate. Multiple linear regression for fitting the kinetic parameters to the obtained concentration profiles, rank augmentation using multiple batch runs, a mixed spectral approach which treats the reaction using a pseudo species concept, and principal components regression are the four groups of methods discussed in this study. In one of the simulated datasets the spectra are quite different, and in the other one the spectra of one reactant and of the product share a high degree of overlap. Instrumental noise, sampling error are the sources of error considered. Our aim was the investigation of the relative merits of each method. 
Rate constants can be determined from the estimated concentration profiles, using the following approaches.
Method mlrC. Application of least-squares curve fitting to estimate the rate constants is a common approach in chemometrics. It starts with calculation of concentration profiles k C, using a guess of the rate constants, k1 and k2, and the initial concentrations of the reactants. For the case considered in this study, k C can be obtained from the solution of the following differential equations using ODE functions in MATLAB: 15
where t represents the time from the start of reaction. To obtain estimates of the rate constants, using [U]o and [V]o, the values of k1 and k2 were altered using lsqnonlin command, until the sums of residual squares between MLR Ĉ and k C are minimized. For the incorrect values of initial concentrations, the obtained minimum in residuals is not acceptable. The algorithm for estimating the sums of residual squares as the parameter to be minimized using lsqnonlin was calculation of: 
Mixed spectra
In the second order consecutive reaction studied here, the concentration profiles matrix C is rank deficient with rank 3. So, forming a model including three factors seems logical. The first of the three defined "pseudo species" is the reaction mixture at t = 0, which is a mixture of two reactants, and is referred to as Y. The reaction mixture at t = ∞ is the second pseudo species and is referred to as Z. It is a mixture of the product P and the excess of V (it is assumed that V is more than its stoichiometric value). The spectrum for each of these pseudo species is given by: P are also crucial in pharmaceutical and chemical industries but very few investigations have been done on them. This study includes the application of a number of chemometrics approaches, based on kinetic constraints, in the analysis of catalytic second order reactions. The available information determines the choice of method for the analysis. The parameters of interest are the kinetic constants (k1 and k2); the suitability of the results will be restricted according to how well they are predicted. Two types of data with different extents of overlap were applied for investigation of the methods.
In this study, the standard MATLAB ® ordinary differential equation solvers (ODE functions) were utilized rather than the analytical solutions of the corresponding differential equations.
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Methods
The reactions considered in this paper are second order consecutive reactions:
where initial concentrations of U and V are comparable. It is assumed that the reaction goes to completion in a sufficient time, and that no side reactions take place. All observed species are assumed to be spectroscopically active.
Investigated methods, as will be detailed below, are summarized in Table 1 .
Simultaneous optimization of parameters, including k1 and k2, was performed by LevenbergMarquardt algorithm and using the lsqnonlin program of MATLAB version 6.0 (The Mathworks, Natick, MA). Data processing was performed using MATLAB on a pentium IV personal computer equipped with 256Mb RAM.
Concentration profiles and kinetic constants from multiple linear regression
Bilinear decomposition of the response matrix into estimated concentration and spectral profile matrices is the base for multiple linear regression (MLR):
Here the dimension of X is I × J. The estimated concentration profiles of the species in the reaction mixture are in columns of Ĉ, while the estimated pure spectra of species are in rows of Ŝ.
Known pure spectra of all species allow the estimation of the concentration profiles:
Now, parameter α can be defined as the extent of reaction. It varies from 0.0 at the start of the reaction to 1.0 upon completion. The third pseudo species Q, which does not exist at the start nor at the completion times of the reaction, is an intermediate. The spectrum for the third species can not be easily assigned, but its effect in the spectrum of the reaction mixture at any time t can be written as:
where β is the fraction of [U]0 which is converted to the intermediate, and not to the product. The next step is definition of Eq. (11):
Dimensions of D are (I × 3) and its first, second and third columns, respectively, include values of [1 − (α + β)], β and α at each time t. F has (3 × J) dimensions and contains the spectral profiles of the three pseudospecies (Y, Q, and Z), in the first, second and third rows, respectively. In a previous study, 12 the components considered were Y and Z, with known spectra at t = 0 and t = ∞, and the extent of reaction was estimated by D = X·F′·(F·F′) −1 . In the present work, the spectrum of Q was not known and estimation of D from F was not possible at all.
Methods mixX and mixD. The initial concentrations of the reactants were the only required input values for these methods; there was no accounting for the spectra of pure components (or pseudo species). To obtain estimates of the rate constants, using [U]o and [V]o, we altered the values of k1 and k2 using the lsqnonlin command, until the sum of residuals squares are minimized. The algorithm for estimating the sum-of-squares residual was calculation of:
(1) k D, using initial rate constants and the known initial concentration of two reactants
Principal components regression
Principal component analysis (PCA) is a frequently used chemometrics method in analysis of spectroscopic data: 16, 17 
It can be expected that the first three principal components model the non-noise trends for the second order consecutive reaction being studied.
Principal component regression (PCR) is a single extension to PCA. [18] [19] [20] This method utilizes a transformation matrix to relate the scores to physically meaningful quantities, usually the concentration profile of each absorbing component:
where the rotation matrix R1 has dimensions (3 × 5). The PCA scores can also be transformed into D as defined as:
where the rotation matrix has dimensions (3 × 3). In this way, k C and k D can be calculated from the given estimates for rate constants, and then R1 and R2 can be estimated from the rearrangement of Eqs. (14) and (13) . The accuracy of the current estimate of k can be checked by a comparison between k C and PCR C or k D and PCR D which will reveal how closely k C and k D spans the space of T. Methods pcrT, pcrC, and pcrD. To obtain estimates of the rate constants, using [U]o and [V]o, we altered the values of k1 and k2 using lsqnonlin command, until the sum-of-squares residuals are minimized. After PCA was performed to extract three components (T), the algorithm for estimating the sum-ofsquares residuals was calculation of:
Method pcrT.
(1) k C, using known initial concentrations and the initial (or current) values of rate constants.
(2) R1 = (T′·T) (2) as for method pcrT. 
Augmentation of multiple batch runs
When S is not known, curve resolution techniques can be employed to obtain estimates of both C and S for a given kinetic model. Alternative least squares (ALS) method is a usual approach in these techniques for iteration toward an optimal solution. For the catalytic reaction considered in this study, matrix C has five columns but its rank is 3, hence it is rank deficient. 21 When C is rank-deficient the pseudo-inverse of C does not exist and this makes a problem when performing ALS. To give a C matrix of full rank, a simple solution in this condition is to concatenate the response matrices from two or more batch runs (Fig. 1) . The ratios of initial concentrations have to be different for different batch runs. When B batch reactions are used matrices in Eq. (1) becomes:
Under the same conditions (pH, temperature, etc.) all batch reactions shares a spectral profile matrix S. This approach allows the concentration profiles for individual batch reactions, in the full rank augmented concentration profile matrix, to be optimized individually. It is not necessary for the spectra of each batch reaction to be recorded at the same sampling frequency, or for the same duration of time.
Methods augX and augC. To estimate the optimum values for the rate constants, using B sets of initial concentrations of U and V, we altered the initial values of k1 and k2 using lsqnonlin command, until the sum-of-squares residuals is minimized. The algorithm for estimating sum-of-squares residuals as the 640 ANALYTICAL SCIENCES MAY 2008, VOL. 24 parameter to be minimized using lsqnonlin was calculation of:
(1) k C for each batch reaction, from the current values of rate constants and B sets of initial concentrations. The next step is augmentation of B concentration profiles, The procedure allows estimates of S and k values to be obtained for the augmented dataset as a whole, in addition to an estimate of C for each batch reaction.
Testing Procedures and Datasets
Two sets of pure spectra, similar to those seen in UV/Vis absorption spectroscopy, were simulated at 100 equidistant wavelengths. Dataset 1 includes relatively well resolved spectra. In dataset 2 the spectra of the product and of one of the reactants have a high level of overlap, with a correlation coefficient of 0.976 (Figs. 2a and 2b) .
The rate constants used for generating the concentration profiles were k1 = 2.0 × 10 4 M. For the first 20 min of a reaction and 30 s sampling intervals, concentration profiles containing 41 points were generated (Fig. 3) . For all methods, except augX and augC, two data bases were generated.
Dataset 1 was generated using moderately overlapped data and dataset 2 was from the highly overlapped data. Each dataset therefore included 41 rows and 101 columns. In methods augX and augC, response matrices from two or more batch reactions were simultaneously analyzed. 
Instrumental noise
Matrix G (I × J), including normally distributed random numbers with mean of 0 and standard deviation of 1, was created to simulate a response matrix containing data affected by instrumental noise (white noise):
Here nN was the scaling factor and the tilde on X indicates the noise-free model response matrix. The ratio of nN to the maximum absorbance in the noise-free response matrix was defined as the percentage noise level (NL%):
Different added levels of white noise are listed in Tables 2 to 9 . The lowest of the added levels are comparable or higher than the noise from the modern instruments.
Sampling error
Usually, there is a significant level of sampling error from errors in the volumes used in dilution of quenched samples extracted from the reaction mixture. Sampling error, which is assumed to be normally distributed, is likely to dominate for the modern instruments that exhibit low levels of instrumental noise.
The simulated data has been generated using a scaling factor 
xi is the ith row of matrix X and hi the ith element of vector h. The error level determines the range over which 95% of the prepared samples were included. For instance, if the extracted, quenched, and diluted sample is expected to have the concentration of 3.0 mM, then at a 10% error level, 95 out of 100 samples can be expected to have a true concentration of between 2.7 and 3.3 mM. Different levels of applied sampling error are listed in the corresponding tables. 
Testing procedure
A simple testing procedure was developed to check the usefulness of each method in the presence of noise or sampling error. The test consisted of adding a chosen level of sampling error or noise to the model response matrix and initial concentrations (where required), and employing the method to estimate the rate constant values. For each combination of method, dataset, noise or error type and level, the process was repeated 100 times to give 200 separate estimates for three rate constants. The accuracy and precision of estimated rate constants were checked
Results and Discussion
Known pure spectra of all components
In an MLR-based method, mlrC, the pure molar spectra of all five species in the reaction are required to be known. Figure 2 shows the pure molar spectra of species in conditions of low (dataset 1) and high (dataset 2) spectral overlap. The goodness of available estimates for the pure spectra of components determines the quality of estimates for C and k values.
The results obtained using method mlrC are presented in Table 2 . Increases in the levels of both instrumental noise (IN) and sampling error (SE) decrease the precision (by increasing RSD%) and the accuracy of prediction of rate constants. The most significant effect was that from increasing IN level on the precisions. In the presence of serious spectral overlap between components (dataset 2), considering the same levels of IN or SE, the observed decrease in precision was more important than the decrease in the accuracy of rate constants. Totally, the estimated k1 and k2 values were accurate at any level of noise or error, and in the presence (dataset 2) or absence (dataset 1) of high spectral overlap.
Sampling error affects only the intensity of each spectrum, causing the concentration profiles obtained from the MLR step to share common deviations from the model profiles. These deviations depend only upon the level of SE, and are independent of the spectra of the pure species. In this way, the extent of spectral overlap makes a small change in the SE effects. But IN affects mainly the shape of the spectra, and in dataset 2, as the pure spectra of the species U and W are quite similar (correlation coefficient between U and W = 0.9879), even small changes in the shape of the spectra contained in the response matrix can cause significant changes in the ratio of the concentrations obtained in the MLR step. The result is the considerable noise effects when using dataset 2 (overlapped) instead of dataset 1.
Occasionally, it may take some time before a reactant added to the reaction vessel is fully dissolved. The concentration profile of this reactant is hence a function of both the rate at which it dissolves, and the rate at which the reaction proceeds. In other occasions, the mixture needs to be heated to an elevated temperature for the reaction to proceed, with the initial part of the reaction progressing at reduced temperature. In both occasions, the reaction has already proceeded to some extent before "normal" reaction conditions are reached. The spectra acquired before this time are not useful in determining the rate constant and can be discarded. The quantity of species in the first retained spectrum is unknown; hence, the actual initial concentrations are different from the added ones. Errors in the values of initial concentrations generally reduce the accuracy of the results obtained. The higher values of obtained minimum RSS, compared to level of applied IN or SE, indicate some the errors in initial concentrations. In such conditions, different values of initial concentrations have to be tested to obtain an acceptable minimum in RSS. An interesting point in an MLRbased solution of the problem is that MLR C, including four concentration profiles, is calculated from the rank deficient data matrix X and a matrix of four pure spectra (S), using a simple least-squares procedure. Although there are four concentration profiles in the MLR C, the rank for this matrix is the same as for matrix X which is three (= number of independent reactions +1). Using mlrC method for dataset 2 and 0.1% of instrumental noise, the residual sum of squares (RSS) surface at different values of k1 and k2 is illustrated in Fig. 4 . The figure shows a proper surface with an obvious minimum. 
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One batch reaction
For estimation of rate constants and hence the concentration profiles using PCR and mixture spectra based methods, a response matrix from a single reaction plus knowledge of the initial concentrations are required. Knowledge of the pure spectrum of components is not required in any of the mentioned methods. Results obtained using methods mixX and mixD are presented in Tables 3 and 4 , and methods pcrT, pcrC, and pcrD in Tables 5 to 7. All of the mentioned methods effectively examine how well an estimate of concentration profiles (calculated from estimates of k1 and k2) span the column-space of the response matrix.
A first observation from the results contained in Tables 3 to 7 is the decrease in the precision and accuracy of estimation of rate constants as the levels of applied SE or IN were increased. Results of Table 3 show that, for the same levels of error or noise, the accuracy and precision from method mixX is less than that from mlrC, and this difference is due to presentation of additional information of pure spectra of species in mlrC. Results also illustrate that, specially in the high values of overlap, the method mixX is sensitive to SE. The accuracy from mixX is acceptable in all of the applied levels of error and noise, and the precision of the method is acceptable except in the high levels of SE and high overlap.
Results from Table 4 indicates that, unlike mixX, the accuracy and precision obtained from method mixD are highly sensitive to increases in IN levels but tolerance of the method to increases in SE levels is higher. The maximum applied noise level for mixD is 1% which is lower than that applied for mixX (2%). Accuracy and precision from mixD were also acceptable in most of the applied levels of error or noise.
The data presented in Table 3 illustrate that when instrumental noise is the major source of error, method mixX gives more accurate estimates of rate constants and more tolerance to higher noise levels. When sampling error is more dominant, method mixD gives better results and higher tolerance level. These observations are in accordance to the previous study for a simple second order reaction. 12 When selecting the method to utilize, the experimenter must therefore speculate as to what is likely to be the more dominant source of error.
The RSS surface for mixD at different values of k1 and k2 is shown in Fig. 5 . The RSS values in the figure were calculated when 0.1% of SE was applied on the modeled data. The less the difference between the error values for the actual minimum and for the points near to it (on the minimum band), the more the sensitivity of the corresponding method to sampling error and noise. This is the reason for observing less accuracy and less precision in the results from mixX and mixD, compared to mlrC. For determination of kinetic parameters, a variety of PCRbased techniques have been reported. [22] [23] [24] Results from the application of pcrT on the data are in shown in Table 5 ; the obtained accuracies and precisions are very similar to the values from mixX. The method is sensitive to increases in the levels of SE, but more tolerant to increases in IN levels. Except in the cases of high values of overlap, the estimated accuracies and precisions for the method are acceptable. Table 6 includes the estimated values of accuracies and precisions for method pcrD at different levels of applied SE and IN on data. Results illustrate the sensitivity of the method to IN, which is similar to the results from mixD. But, in the case of SE, the tolerance of pcrD is less than that of mixD; therefore, the method has does not have any advantage compared to mixX. The accuracy of the method is acceptable in all of the applied conditions and the precision of the method is acceptable in all conditions except when applying 2% level of SE.
Resulting values for merits of method pcrC are in Table 7 . Similar to mixD, the method is tolerant to increases in SE levels. Compared to mixX, the method is more sensitive to increase in IN levels. Compared to pcrD and mixD, the precision and accuracy of the method can be preferred or not, depending on the extent of overlap in data. The RSS surface for PCR-based methods is very similar to that from mixture based methods and does not have a sharp minimum as that for MLR based methods.
For the two-step reaction being studied, the proper results and tolerance to higher levels of noise were obtained using method pcrT when analyzing noisy and overlapped data. When SE was the dominant factor, methods pcrC and pcrD resulted in better results and tolerance to higher levels of error.
In pcrC, the concentration matrix includes the concentration profiles for four components and is the target for the minimization of error. Due to the linear relation between the concentration profiles, matrix C is a rank-deficient matrix with rank 3. The rank of matrix D, which is estimated from C and is the target matrix for method pcrD, is also 3. The target matrix in pcrT is the matrix of scores (T), which contains three first significant orthonormal vectors from PCA on spectral data. The first three PCs will contain all significant non-noise trends in the response matrix. The reference matrix in pcrC and pcrD is T, which can include IN or SE. The calculation includes the projection of target into the reference matrix. In the case of the presence of SE, matrix T has a more complex space compared to matrices C or D, in which the variations are only from the hard model. Projection of a more complex space (T) into a space with lower dimensionality (C or D) creates some problems. 25 This is the reason for the observed sensitivity of pcrT method to SE and the higher tolerance of pcrC and pcrD to SE. In the case of IN, the situation is opposite and presence of noise in the reference matrix for pcrC and pcrD results in their lower tolerance to noise. Using the same reasoning it can be concluded that the tolerance of the pcrT to IN is higher than those of pcrC and pcrD.
In the same SE error levels, methods pcrC and pcrD performed slightly less accurately than method mixD, but for the similar IN levels, performances of methods pcrT and mixX were similar. The only considerable advantage of PCR-based methods is that they are computationally less intensive. This gain in speed would only be significant where the response matrix is very large.
More than one batch reactions
Multiple batch runs were performed under the same conditions and different initial concentration ratios. Combining the data from these runs gives a data matrix of full rank. The results obtained using this technique are in Tables 8 and 9 .
Compared to mixX, and in the same levels of IN or SE, method augX yields more precise results and in most conditions more accurate results. Advantages of augX over mixX are for both high the low overlapped data. The reason for higher performance of augX comparing to mixX comes from merging a number of matrices and increasing the information content of the system. Method augX, in common with method mixX, minimizes the differences between the true and predicted response matrices; its tolerance limit to noise is higher than to SE. Method augC, similar to mixD, pcrD, and pcrC, is more Table 9 Results from application of method augC on data sensitive to IN and more tolerant to increases in SE level. The accuracy and precision obtained from augC in all the applied conditions are higher than those from mixD, pcrC and pcrD. This shows the advantage of utilization of augmented data to application of the data from only one batch reaction. When IN is the limiting condition, method augC results in lower accuracy and precision compared to augX. Compared to methods mixD, and at similar levels of noise or sampling error method, augC results in more accurate results and is the preferred method. Additionally, the surface for RSS as a function of k1 and k2 using methods augX (applying IN level of 0.1%) and augC (applying SE level of 0.1%), is illustrated in Fig. 6 . The figure illustrates that, in similar levels of IN or SE, application of augmented data results in a sharper minimum than application of data from one batch reaction. The higher precision and accuracy in estimation of rate constants using augC and augX methods, compared to those available from one-batch-reactionbased methods, is the result of the sharpness of the minimum in the error surface. Making a proper selection between methods augC and augX depends on whether the instrumental noise or the sampling error has the limiting effect.
Since C is not rank-deficient, the augmentation based method gives an estimate for the pure spectra of the species in the reaction, S, from estimated k values and hence C. The presence of a high level of noise in the dataset leads to estimated pure spectra that appear somewhat noisy. Only the proper quality of data for every batch reaction being measured can determine the quality of the results obtained by this method. Therefore, bad datasets must not be allowed to incorporate with other datasets and contaminate the results. Considering the residuals between the predicted and the true response matrices for each batch reaction, individually, is a simple method for identifying such a dataset. This would not be true for a single residual for the augmented response matrix as a whole.
A common method for rank augmentation is to combine data from two or more batch reactions with different [U]0:[V]0 ratios. Another possibility is to add a measured (additional) quantity of one of the reactants to the reaction mixture during the reaction. This breaks the rank deficiency of the C matrix by creation of a step in the concentration profile of the added reactant. The acquired data prior to this addition can then be treated as one batch reaction, and the data acquired after the addition as a second. The initial concentrations for the second batch reaction would be the current estimate for the concentration of each species at the moment at which the addition took place, along with the amount of added reagent. Such a procedure removes the need for performing two separate reactions, which may save time and help to eliminate the problem of including misrepresentative batch reaction data in the analysis. In methods augC, mixD, pcrD, and pcrC, the target matrix is concentration profile matrix C or matrix D, which is obtained from C and contains no noise and no sampling error. The reference matrix in these methods is the data matrix X, which includes noise or sampling error, or scores from the data matrix T. The sensitivity of the mentioned methods to increase in IN level is higher than those as augX, pcrT and mixX, in which the reference matrix does not include the noise or sampling error. The results illustrate that higher tolerance to SE was in methods in which the reference matrix includes the error. So, in methods such as augX, pcrT, and mixX, tolerance to SE is low. These observations are in accord with the results from the previous work. 12, 13 The tolerance levels of mlrC to both noise and error are higher than those of pcr, mix, or aug based methods. This is due to presence of the pure spectra of the species, as additional information.
Conclusion
Obtained results show that, when the pure spectra of all components are known, method mlrC is the best choice. It gives accurate estimates of rate constants without any need for initial concentrations to be available. If pure spectra are not known, the performance of methods mixX and mixD is higher than that of PCR-based methods. The choice between the two mixed spectra approaches can be made depending on the nature of any noise or sampling error expected to be present in the response matrix. When sampling error is expected to dominate, as might occurr if samples are extracted and substantially analyzed offline by HPLC, the results show that mixD (minimizing the difference between true and predicted pseudo-concentration profiles) is the better choice. In contrast, minimizing the residuals between the calculated and estimated response matrices (method mixX) is the better choice, when instrumental noise is expected to dominate. When data from two or more reactions are available, methods augX and augC which are based on the augmentation approach allow estimation of pure spectra for all species. For noisy data, augmentation-based methods may give more accurate estimates than mixX. It is worth keeping in mind that all of the applied methods are fast and to give some insight about the reliability of the estimates; thus two or three estimates of k values can be obtained and compared from different methods.
From the estimated kinetic constants, it would be possible to predict the time taken to reach a given yield, and the endpoints, and to study the relation of reaction rates to factors such as temperature and pH. Kinetics, combined with chemometrics modeling, can aid the process chemist in trying to understand the performance of a reaction, or the organic chemist in trying to optimize a reaction yield. Catalytic reactions are common and this study presents a number of approaches for modeling such data.
Notations
Scalars are represented by italic letters, and vectors by lowercase bold-italic ones. Matrices are represented by uppercase bold-italic letters, and a prime represents the transpose (e.g. Y′). Estimated values are represented by a hat (e.g. Ŷ ), whilst a matrix free from all errors or noise is denoted by a tilde (e. g. Ỹ). It is assumed that matrices without a tilde contain some error or noise. The method by which the contents of the matrix were estimated is denoted by a superscript prefix. For instance, MLR C indicates the concentration profiles calculated by multiple linear regressions. The inverse of a matrix is indicated by a superscript suffix. The batch reaction a particular matrix is related to is denoted by a subscript prefix (e.g. 2X is the response matrix of the second batch reaction). The species, or point in time, a vector or scalar relates to is assigned by a subscript suffix (e.g. sU is the spectrum of species U, and [U]t is the concentration of species U at time t. 
