A new associative classification algorithm based on weighted voting (ACWV) is presented. ACWV takes advantage of two methods: the optimal rule method preferring high-quality rules and the voting method considering the majority of the rules. Moreover, the method takes into account both the length and convictions of rules to calculate their weights. First, ACWV builds a class-count FPtree (called CCFP-tree) from the given historical data. After that, the weighted voting result for a new instance can be obtained from the CCFP-tree directly without storing, retrieving and sorting rules explicitly. The label of the class with maximal sum of weighted votes is then that of the new instance. Results of the experiments with 36 data sets selected from the UCI machine learning repository show that the proposed method has its advantages in comparison with previous methods in terms of classification accuracy.
INTRODUCTION
As one of the basic tasks of data mining and machine learning, building accurate and efficient classifiers has aroused the broad attention of researchers.
Previous studies have developed heuristic/greedy search techniques for building classifiers, such as Id3 [1] , C4.5 [2] and Ripper [3] . These methods induce a representative subset of rules from training data sets for classification. However, the representative subset of rules is just a small subset of rules, and hence detailed (specific) rules that might play a significant role in some cases are missed [4] . Moreover, when inducing a set of rules, domain independent biases are used. Thus, the rules generated by these methods are not easy for users to interpret [5] .
Naive Bayes (NB) classification [6] is a statistical method based on Bayes theory, which can predict the relationship that may exist between attributes such as the probability that the new instance is classified to a certain class. It provides a simple and effective approach to classifier learning, but its independence assumption is often violated in the real world.
In order to address the problem discussed above and build accurate classifiers, in the last few years, a family of methods, e.g. CBA [7] , ADT [8] , CMAR [9] , MCAR [4] and LB [10] , which integrate association rule mining with classification called associative classification have been proposed. Such a method takes the most effective rules from among all the rules mined for classification. Since such association rules explore high-quality associations among multiple variables, they may overcome some constraints introduced by traditional classification methods. Many experimental studies [4, 9, 11, 12] showed that associative classification was a promising method, which built more accurate classifiers than other methods, such as k-nearest neighbor (k-NN) [13] , Support vector machine (SVM) [14] and NB, which are not rule-based. However, this kind of method may also suffer some weakness as shown below.
On the one hand, the methods discussed above take into account only the quality of several rules, but on the other hand they ignore the effect of a large number of other rules. Such a bias may affect the classification accuracy. Besides, it is not easy to identify the most effective rules for classifying a new instance. Some methods, such as CBA and MCAR, just simply select a rule with maximal user-defined measure, such as Confidence, without the interaction of other rules. Such a selection may not always be the right choice in many cases and such a simple pick may also affect the classification accuracy [9] .
On the other hand, a huge set of rules can be generated from a training data set. It is a challenge to store, retrieve, prune and sort a large number of rules efficiently for classification.
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Many studies [15, 16] have indicated the inherent nature of a combinatorial explosive number of frequent patterns and hence association rules that could be generated when the Support threshold is small. To achieve high accuracy, a classifier may have to handle a large number of rules, including storing, retrieving, pruning and sorting the related rules.
For the purpose of addressing the problems mentioned above, a new technique, i.e. associative classification based on weighted voting (ACWV), is proposed in this paper. Different from the methods discussed above, ACWV takes into account both the quality and number of rules instead of relying on only several high-quality rules. The availability of a large rule model may improve the accuracy of the classifier [11] . Besides, ACWV considers both the length and Convictions 1 of rules. To speed up the weighted voting process of the complete set of rules and avoid storing, retrieving and sorting rules explicitly, ACWV constructs a class-count FP-tree (called CCFP-tree) for classification. To build the CCFP-tree, ACWV scans the data set only once. Then it can keep the CCFP-tree instead of the training data set for future prediction. In classification, ACWV obtains the weighted voting result from the CCFP-tree directly, which makes it unnecessary to store, retrieve and sort rules explicitly. Experimental performance studies show that ACWV has its advantages in comparison with other classifiers.
The remainder of the paper is arranged as follows. Section 2 introduces some related work. Section 3 is devoted to the introduction of ACWV. Sections 4 and 5 discuss two processes of ACWV in detail, respectively. The experimental results on classification accuracy and performance studies on runtime and main memory usage are reported in Section 6. Finally, the paper is concluded in Section 7.
RELATED WORK
A few accurate and effective classifiers based on association rules have been presented recently. Some select only one best rule to classify a new instance. Some classify a new instance according to several high-quality rules. Others use some association rules to make up the independence assumption problem of NB to decide the classification result or perform information-based classification by aggregating emerging patterns.
Of the associative classifications, one kind of method uses only the first rule matching its precondition in the set of sorted rules to make a prediction. One of the first algorithms to bring up the idea of using an association rule for classification was proposed by Liu et al. [7] , which was called CBA. CBA uses the famous A priori algorithm [15] to generate all the class association rules first. Then it sorts these rules according to their priority. It builds a classifier by selecting rules with the highest priority to cover 2 the training data set. The first rule covering a new instance in the final classifier decides the class label of the instance. MCAR [4] , which is a multi-class classification method based on association rules, uses the best rule covering a new instance in the final rule set to predict the class label of the instance. MCAR generates rules by saving the line numbers of frequent items and integrating frequent items corresponding to these line numbers to generate new frequent items so as to reduce the number of times of scanning the database. Then, just like CBA, MCAR sorts the rules and selects high-quality rules covering the training data set to build a classifier. Different from CBA, MCAR selects the rule with high Confidence and large representation instead of selecting one rule randomly, if several rules have the same confidences or supports.
Wang et al. [17] proposed a rule-weighting scheme, namely CISRW, and developed a rule-weighting-based ordering mechanism based on CISRW. The CISRW weighting score is assigned to each rule and then the original rule list is simply sorted in a descending order based on the assigned CISRW score. Two hybrid strategies hybridizing CISRW with CSA [18] and ACS [18] were also proposed to sort rules. The new instance was predicted by using the proposed CISRWbased rule-ordering strategies with the best first rule case satisfaction [18] .
A recently proposed associative classifier L 3 [11] is built by means of a lazy pruning technique that discards exclusively rules that only misclassify training data. The new instance is predicted in two steps. First, a small subset of high-quality rules is considered. The first rule that matches the new instance labels it. If no rule in this rule set classifies the new instance, then the first rule in the second set, which includes rules usually discarded by previous approaches, classifies it. To cope with the need of mining large rule sets and to efficiently use them for classification, L 3 employs a compact form to provide a concise and complete representation of a classification rule set.
Another kind of method uses multiple rules instead of relying on a single rule in prediction. CMAR [9] is an associative classification algorithm based on multiple association rules. CMAR uses a set of related rules to make a prediction by evaluating the correlations among them. This method promotes the efficiency of association rule mining by constructing a class distribution-associated tree and extending FP-growth [16] . In classification, CMAR uses weighted χ 2 to analyze the relativity between high-quality rules and to predict the new instance. In addition, a new prefix tree named CR-tree is adopted to deal with the set of rules generated and to speed up the retrieval process of a rule. CPAR [19] inherits the basic idea of FOIL [20] to generate rules and obtains a much smaller set of high-quality predictive rules directly from the data set. To predict the class label of a new 788 X. Zhu et al.
instance, CPAR selects the best k rules this instance satisfies to predict it.
To solve the independence assumption problem of NB, LB [10] uses labeled itemsets (association rules) for the purpose of classification. It computes the class supports of frequent itemsets in the training phase while NB computes the classcount of individual attributes. Given an instance I, LB selects some generated itemsets and computes the probability that I belongs to class c i using the class supports sup i of the selected itemsets. The class with the highest such probability is the result. LB will reduce to NB when all itemsets selected are of size 1 only.
The iCAEP classifier [12] performs information-based classification by aggregating emerging patterns. A rule whose antecedent occurs frequently in the class labeling it and infrequently in other classes is selected. During classification, the new instance is classified through a weighted majority among all matching rules.
All the methods discussed above take into account only the quality of several rules and ignore the effect of the number of rules on the classification result. This is quite different from our method.
INTRODUCTION OF ACWV
In this section, we present the big picture of the proposed new associative classification method ACWV, which performs classification based on weighted voting.
ACWV consists of two phases: (1) CCFP-tree construction and (2) weighted voting and classification.
In the first phase, ACWV constructs a CCFP-tree, which is used to generate rules covering the new instance. CCFP-tree is a compact representation of the training data set. As long as the CCFP-tree is constructed, ACWV just keeps the CCFP-tree instead of the training data set, which can save a lot of main memory and make rule mining quickly.
After constructing a CCFP-tree, in the second phase, ACWV calculates the weighted voting result for a new instance and classifies it based on the voting result. ACWV traverses the CCFP-tree to mine rules and use them to vote. In the weighted voting process, we do not have to store, retrieve and sort rules explicitly, but only have to decide whether the new instance is covered by a rule r and calculate the weight of r. Then the votes of a large number of rules on the new instance can be obtained. Once the votes of all the generated rules are obtained, the weighted voting result for the new instance can be obtained and its class label can be predicted according to the weighted voting result. Detailed description of how to calculate the weighted voting result and classify the new instance will be given in the following sections.
In Section 4, the first phase of ACWV, that is CCFP-tree construction, will be discussed. In Section 5, the method of calculating the weighted voting result for a new instance and predicting the instance will be presented.
CONSTRUCTING A CCFP-TREE
In this section, we discuss how to construct a CCFP-tree.
A node is a basic element of a CCFP-tree. Each node in the CCFP-tree consists of four fields: (1) item-name that registers the item that is represented by this node; (2) class-labels and class-count of each class-label; (3) node-link that links to the next node in the CCFP-tree carrying the same item, or null if there is none; and (4) parent-link that links to its parent in the CCFP-tree.
To facilitate CCFP-tree traversal, a header table HT is built. Each element in HT consists of three fields: (1) item-name that registers the item that is represented by this element; (2) count, that registers the number of instances containing this item; and (3) head-of-node-link, a pointer to the first node in the CCFPtree carrying the item.
A CCFP-tree is a compact representation of the training set. In a CCFP-tree, instances in the training data set share prefixes, and all nodes containing the same item are linked together as a queue starting from the header table.
A CCFP-tree is constructed as follows. First, scan the training data set to find out frequent items and their counts and delete items whose counts are the same as the size of the training data set, sort the left frequent items in Support-descending order, and create a header table HT according to the sorted items and their counts. Then, build the root R of the CCFP-tree Ct and label it as 'null'. After that, instances in the training data set are inserted into the CCFP-tree one by one.
When inserting a given instance inst into the CCFP-tree Ct, all items in both inst and HT are dealt with one by one in Support-descending order. Let curEle be HT [1] . If curEle.itemname is also contained in inst, we check if R has a child M such that the item-name of M is the same as that of curEle. If R has such a child, then we just increase M's class-count of cl, which is the class label of inst, by 1; otherwise, create a new node M and set its (1) 
Row-id
the Support threshold, cannot play any roles in the classification, and thus should be pruned. Then, ACWV sorts the items in
Then, ACWV creates a header table HT according to FL. At last, ACWV scans the training data set again to construct a CCFPtree, as shown in Fig. 1 .
The CCFP-tree constructed here is different from the P-tree constructed in [21] and the FP-tree constructed in [16] . The overall structure of the P-tree is that of a compressed set enumeration tree. The idea is to copy the input data into a data structure, that maintains all the relevant aspects of the input. It merges duplicated records and records with common leading substrings. Each node in the P-tree consists of the itemset represented by this node, the Support of the itemset, and the child and the sibling links to further P-tree nodes. The FPtree has a similar organization to the P-tree, but stores only a single item at each node, and includes additional links to facilitate processing. These links start from a header table and link together all nodes in the FP-tree that store the same 'label', i.e. item identifier. The CCFP-tree adopts the basic idea of the FP-tree. However, different from both the P-tree and the FP-tree, for each node in the path, its class-labels and class-count of each class-label are attached to it, and for each element in the header table, its count is attached to it. Such difference can facilitate mining of rules whose consequents are class labels. Moreover, with such difference, the Supports and Convictions of the rules can be calculated immediately when they are generated. 
CALCULATING WEIGHTED VOTING RESULT AND CLASSIFYING THE NEW INSTANCE
Once the CCFP-tree has been constructed, we can use it to generate rules covering a new instance. As soon as a rule is obtained, it can be used to vote for the new instance. However, different rules even with the same Confidence and Support can produce different classification results to the same unseen instance. Thus all the rules covering the new instance should be taken into account to predict the class label of the instance.
Weighted voting method
A voting-based classification method classifies a new instance according to the number of rules covering it. For a new instance X, if a rule r c ∈ R (R is the rule set, c is the consequent of r) covers X, then the voting result vote(X, r c ) = 1. Now X can be classified according to Equation (1):
where C is the class value set and r c is the rule whose consequent is c. From Equation (1), we can know that the given rule set classifies X to the class c that has the highest vote. Different rules have different influence on the classification result for their different length, Confidences, Supports and so on. Thus different from the method based on voting discussed above, in the method proposed in this paper, the voting result vote(X, r c ) = ω(r c ), where ω(r c ) is the weight of r c . Now Equation (1) can be changed to Equation (2) as follows:
We should evaluate different rules in the voting process. A unifying view of rule evaluation measure is given in [22] . In this paper, both the length and Conviction of a rule r c are considered to measure its weight ω(r c ), which can be calculated as follows:
where l(r c ) is the length of the condition of rule r c and s is the number of the attributes except the class label in the training data set. Now Equation (2) can be written as follows:
As can be seen from Equation (4), s is the same denominator for every class and thus can be ignored in the calculation. In this way, Equation (3) can be changed to Equation (5) and Equation (4) can be changed to Equation (6) as follows:
Calculating weighted voting result and classifying the new instance
In the second phase, ACWV calculates the weighted voting result for a new instance from the CCFP-tree and classifies it according to the result. This section discusses this phase in detail. Given a new instance X, ACWV traverses the CCFP-tree, calculates the weights of rules covering X and uses these rules to vote. After searching for all the rules, the weighted voting result can be obtained and the class label of X can be predicted.
The discussion will go on using the Example and suppose that the new instance is X = a 2 , b 2 , c 2 , d 3 , e 1 . In this phase, we should first acquire the votes of each class for X. At the start, the votes of all the values of the class attribute in the training data set are set to 0. As long as a rule is found, its weight will be added to the vote of the class corresponding to its consequent.
Items in the header table and contained in X are b 2 , d 3 and e 1 . Hence in order to classify X, only rules having b 2 , d 3 or e 1 have to be considered. Based on this, the set of association rules can be divided into three subsets without overlap: (1) the ones having e 1 ; (2) the ones having d 3 but no e 1 ; and (3) the ones having b 2 but no d 3 nor e 1 . ACWV finds these subsets one by one, calculates their weights and uses them to vote.
To calculate the voting result of the subset of rules having e 1 , ACWV traverses nodes having e 1 . For e 1 , it has three paths in the CCFP-tree:
These three prefix paths form e 1 's conditional pattern bases:
Items not contained in X should not be considered here, for rules having these items cannot cover X and thus will not vote for X. Then based on e 1 's conditional pattern bases, ACWV constructs its conditional CCFP-tree as shown in Fig. 2 and mines the CCFP-tree recursively until it has only a single path. The voting result of rules generated by the single path can then be calculated. d 3 ) , and the voting result of the rules generated by this single path can be calculated as follows.
All the rules found from e 1 's conditional CCFP-tree will contain e 1 . Thus we just consider the nodes in the single path to generate rules. First, ACWV finds rules having d 3 . There are only two cases, rules having d 3 but no b 2 and rules having both d 3 and b 2 . From the structure of the CCFP-tree, it is not difficult to find that rules having both d 3 Then rules having b 2 but no d 3 are found similarly. Rule e 1 ∧ b 2 → C is found last and its weight can be calculated, and thus its vote for C can be obtained.
After searching for rules having e 1 and using them to vote, all nodes of e 1 can be ignored. We can just consider the remaining part of the whole CCFP-tree in the Example as shown in Fig. 3 .
The remaining subsets of rules can be mined similarly. From the Example we can summarize the process of calculating the weighted voting result. That is, first, the vote of each value of the class attribute is set to 0. Then, items in both the new instance and the header table are dealt with one by one as follows: (1) construct the conditional pattern bases and the conditional CCFP-trees of the items and (2) traverse the CCFP-trees to find out the corresponding rules and compute the weighted voting result. Sometimes, if all the rules are used to vote, it will take a long time to obtain the classification result. Thus we set a limit to control the number of rules used to vote and thus control the classification time. We can set the limit to infinity to disable it if it is not necessary. Algorithm 2 contains details of the procedure.
Algorithm 2 (Calculating weighted voting result) Input :
X -the new instance to be classified HT -the header table minSup -the Support threshold minConv -the Conviction threshold ruleNumLim -the limit on the number of rules Output: V -voting result array Let j be the index of cl in V ; 8:
Compute the Support sup and Conviction conv of rule r: curEle.item-name → cl; 9:
if sup minSup ∧ conv minConv then 10:
Compute the weight ω of r; 11:
V and repeat the procedure until all the elements in HT have been processed. In the weighted voting procedure, whenever the number of rules has reached the limit on the number of rules, we can stop the voting procedure and obtain the result.
Generating the conditional pattern bases of an item is the basis to construct its conditional CCFP-tree. Each conditional pattern base consists of two fields: (1) item-names that register the items contained by this conditional pattern base and (2) class-label and its class-count.
Function genCPB(X, HT, i)
Input:
X -the new instance to be classified HT -the header Traverse the path from M to the root to find out item-names of all the nodes in the path and contained in X in steps 10-15. For each class-label of iNode, a conditional pattern base, whose class-label is cl and class-count is iNode.classcount of cl, and whose item-names are the item-names found in steps 10-15, will be generated. If cpb is not null, it will be inserted into cpbL as a conditional pattern base of iNode.itemname. Let iNode be the node pointed by its node-link, and repeat the procedure until all the nodes with the same item-name as that of iNode have been processed.
Once the conditional pattern bases of an item have been obtained, its conditional CCFP-tree can be constructed with contree-build(cpbL, HT ), which is similar to tree-build(T , HT ). The difference is that the latter constructs a CCFP-tree based on the training data set, while the former constructs a conditional CCFP-tree based on conditional pattern bases. For an instance, its class-count is 1, while for a conditional pattern base, its classcount is equal to or larger than 1. Hence in contree-build(cpbL, HT ), we change tree-build(T , HT ) as follows: (1) M.class-count of cl is increased by cc in step 10 and (2) M.class-count of cl is set to cc in step 15, where cl is the class-label of the conditional pattern base to be inserted and cc is the class-count of cl.
Procedure CCFP-growth(α, tree α , HT, X, ruleNum, minSup, minConv, ruleNumLim, V)
Input: α -the list of prefix items tree α -the CCFP-tree to be mined HT -header table corresponding to tree α X -the new instance ruleNum -the number of rules have voted minSup -the Support threshold minConv -the Conviction threshold ruleNumLim -the limit on the number of rules V -the voting result which will be modified in this procedure 1: if tree α has only a single path then 2:
for each class-label cl do 5:
Let j be the index of cl in V ; 6:
Compute the Support sup and Conviction conv of rule: α∧ curEle.item-name → cl; 7:
if sup minSup ∧ conv minConv then 8:
The In the whole process, only the length and Convictions of rules have to be calculated to obtain their weights, which can avoid storing, retrieving and sorting rules explicitly. After searching for all the rules in the method introduced above, the weighted voting result for X can be obtained, which is (0:A, 0:B, 21:C). Thus X is classified to class C, which obtains the highest vote.
EXPERIMENTS AND RESULTS
To evaluate the accuracy, runtime 3 and main memory usage of ACWV, extensive performance studies have been performed in this section. First, the data source used in the experiments is given. Then the setup of the experiments is introduced. At last, the results of the experiments are shown and analyzed.
Data source
In order to make the comparison more fair and enable others to repeat the experiments, we selected the publicly available UCI machine learning (ML) repository [23] as the data source, from which 36 data sets used for classification were selected. Table 2 contains the main characteristics of these data sets. As some of the classifiers require categorical attribute values, so continuous attributes were discretized using the Entropy method in [24] and the corresponding code was taken from WEKA software system [25] . 9  768  2  21  heart  14  270  2  22  iris  5  150  3  23  labor  17  57  2  24  led7  8  3200  10  25  wine  14  178  3  26  zoo  17  101  17  27  crx  16  690  2  28  vehicle  19  846  4  29  lymph  19  148  4  30  austra  15  690  2  31  hepati  20  155  2  32  german  21  1000  2  33  sick  30  2800  2  34  horse  28  368  2  35  anneal  39  898  6  36 sonar 61 208 2
Setup
For the purpose of thoroughly testing the performance of the proposed classification algorithm, a wide range of different classifiers were selected as the benchmark algorithms. These algorithms include some well-known associative classifiers: CMAR [9] , CPAR [19] , iCAEP [12] , CISRW [17] and CBA [7] , and a tree-based classifier C4.5 [2] , a rule-based classifier Ripper [3] , a kernel-based classifier SVM [14] and an instancebased classifier k-NN [13] . Comparing with C4.5, SVM, Ripper, NB, k-NN, iCAEP, CMAR, CPAR and CBA, results were obtained using 10-fold cross-validation. In [17] , CISRW adopted a different methodology. The data sets were rearranged and divided in half with the first half used as the training set and the second half as the test set. To make a fair comparison, when comparing with CISRW, results were obtained using the same methodology as that adopted in [17] .
The software tools of ACWV, C4.5, SVM, Ripper, NB and k-NN were taken from the WEKA software system. The software tool of CBA was provided by the authors of [7] .
In the experiments, the parameters of the methods were set as follows.
For CBA, we used the same parameters as those used in [7] . The Support and Confidence thresholds were set to 1% and 50%, respectively, and the limit on the number of rules was set to 80 000. Other parameters remained default.
To make a fair comparison, we used the same Support threshold and the limit on the number of rules as those used by CBA. Besides, we set the Conviction threshold to 1.1.
All the experiments were performed on a Pentium PC with 1G main memory, running Windows XP.
Results and analysis
In this section, first, we provide the comparison results on accuracies, runtime and main memory usage of the classifiers. Then we analyze the effects of the Support and Conviction thresholds and the rule-number-limit on the results.
Accuracy
Accuracy measures the ability of a classifier to correctly classify an unlabeled instance. It is the ratio of the number of correctly classified instances over the total number of given instances. Table 3 shows the results of the accuracy comparison of ACWV with C4.5, SVM, Ripper, NB, k-NN (k = 3), iCAEP, CMAR, CPAR and CBA. Since the software tools of CMAR and CPAR are not publicly available, Table 3 only reports the results of 25 data sets, whose accuracies were obtained from [19] , and the average accuracy of these 25 data sets (row AvgAcc (25) ). The same considerations hold for iCAEP (row AvgAcc (16)). For each data set, the highest accuracies of the classifiers are reported in boldface.
From Table 3 , we observe that ACWV outperforms all associative classifiers and nonassociative classifiers on average. For example, its average accuracy reaches 2.57% higher with respect to C4.5 on the 36 data sets, 0.95% higher with respect to CMAR on the 25 data sets, and 2.09% higher with respect to iCAEP on the 16 data sets.
The last three rows of Table 3 show the average ranks of different classifiers for accuracy. In this table, a higher value stands for a better result. From this table, we observe that for all the 36, 25 and 16 data sets, ACWV achieves the highest ranks. Table 4 shows the results of the accuracy comparison of ACWV with CISRW. Since the software tool of CISRW is not publicly available, Table 4 only reports the results in [17] . From this table, we observe that ACWV outperforms CISRW on average and reaches 6.61% higher. Table 5 shows the Win/Draw/Loss of ACWV with other classifiers. For each comparison, Win/Draw/Loss is the number of data sets where the accuracy of ACWV is higher than/equal to/lower than that of the compared classifier. From this table, we observe that ACWV wins on most data sets. This reveals that, in most cases, ACWV obtains better results. For the purpose of exploring the statistical significance of the accuracy improvements, we performed a nonparametric Friedman test [26] followed by Nemenyi's post hoc test [27] , as advised by Demsar to statistically compare multiple classifiers [28] . The null hypothesis of the Friedman test is that all the classifiers are equivalent. Table 6 shows the results of the Friedman test. From it we observe that all the P -values are smaller than 0.05. This means that at α = 0.05, all the three hypotheses are rejected and all the classifiers are not equivalent.
In order to further explore which classifiers' accuracies have statistically significant differences, we performed a Nemenyi test. Figure 4 shows the results of the Nemenyi test with α = 0.05 on the 36 data sets. The results indicate that the accuracy of ACWV is statistically better than those of NB, k-NN, CBA and Ripper, and there is no consistent evidence to indicate statistical accuracy differences between ACWV and SVM, and ACWV and C4.5. Figure 5 shows the results of the Nemenyi test with α = 0.05 on the 25 data sets. The results indicate that the accuracy of ACWV is statistically better than those of NB, k-NN and Ripper, and there is no consistent evidence to indicate statistical accuracy differences between ACWV and CPAR, ACWV and CMAR, ACWV and SVM, ACWV and C4.5, and ACWV and CBA. Figure 6 shows the results of the Nemenyi test with α = 0.05 on the 16 data sets. The results indicate that the accuracy of ACWV is statistically better than those of k-NN and Ripper, and there is no consistent evidence to indicate statistical accuracy differences between ACWV and SVM, ACWV and NB, ACWV and C4.5, ACWV and CBA, and ACWV and iCAEP. By far, we did not perform the statistical test for the comparison results of CISRW and ACWV, as the experimental methods of these two classifiers were different from other classifiers. In order to explore the statistical significance of the difference between ACWV and CISRW, we performed a Wilcoxon signed ranks test [29] , as advised by Demsar, to statistically compare two classifiers [28] . The null hypothesis is that ACWV and CISRW are equivalent with α = 0.05. The alternative hypothesis is that ACWV is superior to CISRW. The P-value obtained from the test is 0.014, which is smaller than 0.05. This means that ACWV is significantly superior to CISRW in terms of accuracy at α = 0.05.
From all the comparison results on accuracy above, we find that ACWV is statistically better than NB, k-NN, CBA, Ripper and CISRW. There is no consistent evidence to indicate the statistical accuracy differences between ACWV and SVM, ACWV and C4.5, ACWV and CMAR, ACWV and CPAR, and ACWV and iCAEP. This may be due to the fact that the Nemenyi test is very conservative and it may not find any difference in most of the experimentations [30] . Moreover, from Table 3 , we observe that ACWV outperforms these classifiers on average accuracy and obtains higher rank than them; and from Table 5 , we observe that ACWV obtains more Win than Draw or Loss when compared with every other single classifier. For example, ACWV wins on 22 and loses on 11 out of 36 data sets when compared with SVM, wins on 17 and loses on 8 out of 25 data sets when compared with CPAR, and wins on 12 and loses on 2 out of 16 data sets when compared with iCAEP.
Runtime
In this section, we provide the comparison results on runtime of ACWV with other classifiers. Since the software tools of CMAR, CPAR, iCAEP and CISRW are not publicly available, we cannot obtain their runtime. Furthermore, the computer we used is not the same as that used in [9] , runtime cannot be compared on a fair base, and hence we cannot use the runtime of CMAR given in [9] . Table 7 shows the comparison results on runtime of ACWV with C4.5, SVM, Ripper, NB, k-NN and CBA on the 36 data sets. From it, we observe that CBA and ACWV take more time than other classifiers on average. This reveals that associative classifiers usually take more time than nonassociative classifiers. This can be explained by the fact that associative classifiers have to deal with association rules, which is time consuming. However, ACWV takes only several seconds on average and the longest runtime is 31 s, which is acceptable considering its advantage on accuracy. Moreover, considering only associative classifiers, ACWV achieves 74.62% saving in comparison with CBA on average. Furthermore, ACWV wins CBA on 35 data sets and saves 12.41 s on average. On the only one data set that CBA wins ACWV, it achieves just 4.00% saving. The last row of Table 7 shows the average ranks of different classifiers with regard to runtime. In this table, a lower value stands for a better result. From this table, we observe that the average rank of ACWV is lower than those of CBA and SVM, and higher than those of NB, k-NN, C4.5 and Ripper. We also observe that although ACWV takes more time than SVM on average, its rank is lower than that of SVM.
We also used a nonparametric Friedman test followed by a Nemenyi test to test the statistical significance of the runtime results on the 36 data sets.
In the Friedman test, we evaluated the results of the runtime comparison of ACWV with other six classifiers C4.5, SVM, Ripper, NB, k-NN and CBA. The P -value obtained from the test is 0.000, which is smaller than 0.05. This means that these seven classifiers are not equivalent.
To further explore which classifiers' runtime has statistically significant differences, we performed a Nemenyi test. Figure 7 shows the results of the Nemenyi test with α = 0.05. The results indicate that the runtime of ACWV is statistically less than those of CBA and statistically more than those of NB and k-NN. There is no consistent evidence to indicate statistical runtime differences between ACWV and SVM, ACWV and Ripper, ACWV and C4.5.
Main memory usage
In this section, we provide the comparison results on main memory usage of ACWV with other classifiers. Since the software tools of CPAR, iCAEP and CISRW are not publicly available, we cannot test their main memory usage. In [9] , the authors selected six large data sets to compare CMAR and CBA on main memory usage. Here, we also selected these six data sets to test the main memory usage of ACWV. Results for CMAR and CBA were obtained from [9] . Table 8 shows the comparison results on main memory usage. Please note that columns ACWV and CBA show the main memory used by them, respectively, when the limit on the number of rules is disabled. In such a setting, CBA generates all the rules and ACWV uses all the rules to vote. Thus they are compared on a fair base.
From Table 8 , we observe that generally CBA, CMAR and ACWV uses more main memory than that used by other classifiers. This reveals that associative classifiers use more main memory than nonassociative classifiers on the whole, which is due to the fact that associative classifiers usually have to deal with a large number of association rules. However, our method makes a great improvement in comparison with other associative classifiers. We can see that ACWV uses only The saving on main memory can be explained by the fact that ACWV does not have to store, retrieve and sort rules explicitly, and can calculate the weighted voting result directly from the CCFP-tree to predict the new instance.
To sum up, the reported results on accuracy, runtime and main memory usage show the admissibility of our classifier and it is able to compete with other well-known classifiers.
Effect of parameters
There are three important parameters, the limit on the number of rules, Support threshold and Conviction threshold, in ACWV. These parameters control the number of rules to vote, and thus can affect the accuracy and efficiency of our method.
On the one hand, if the set of rules is too small, some effective rules may be missed. On the other hand, if the rule set is too large, some rules, which have little impact on the classification result, may be generated, and dealing with these rules will reduce the efficiency of our method.
(1) Effect of the limit on the number of rules: The limit on the number of rules is a significant parameter to our method, whose effect on accuracy must be evaluated. In the experiments above, we set it to 80 000. Furthermore, we test the runtime on the 36 data sets when the limit on the number of rules is disabled and find that the runtime needed for some data sets can be striking. Hence in this section, the effect of the limit on the number of rules on runtime and accuracy will be tested. For small data sets, the total number of rules generated will not be very large, and thus the limit is not necessary for them. Therefore only large data sets, whose number of attributes is larger than 20, are selected for this test. At last, eight data sets are selected. Figure 8 shows the runtime when varying the limit on the number of rules from 10 000 to 200 000 for the eight data sets.
It can be concluded from Fig. 8 that, with the limit on the number of rules increasing, the runtime of the eight data sets has an increasing trend on the whole. This reveals that the limit has an obvious effect on the runtime of ACWV with regard to the eight data sets. In fact, in the figure, when the limit reaches 60 000, the runtime of the resulting classifiers begins to increase quickly. Thus the runtime of our method is sensitive to the limit on the number of rules, and using the 80 000 limit can improve the efficiency of ACWV a lot.
However, limiting the number of rules used to vote may affect the classification accuracy. Hence we have to test its effect on the accuracies of the eight data sets. Figure 9 shows the accuracy when varying the limit on the number of rules from 10 000 to 200 000 for the eight data sets.
As can be seen from Fig. 9 , with the limit on the number of rules increasing, the accuracy on the eight data sets has an increasing trend on the whole. Although we have not found all the rules for large data sets, the classifiers constructed with discovered rules are already quite accurate. In fact, in the figure, when the limit reaches 60 000, the accuracy of the resulting classifiers starts to stabilize. Moreover, we test the accuracy on the eight data sets when the limit on the number of rules is disabled, which is not shown in the figure, and find that the accuracy has no obvious increase in comparison with that when 800 X. Zhu et al. there is a limit. Thus the accuracy of our method is not sensitive to the limit on the number of rules when it reaches a certain number, and using the 80 000 limit does not affect the accuracy very much.
From Figs 8 and 9, we can know that using the 80 000 limit does not affect the accuracy of ACWV much, but can improve its efficiency a lot.
(2) Effect of the Support and Conviction thresholds: For the purpose of evaluating the effect of the Support and Conviction thresholds on accuracy, we set five different minimum Supports and four different minimum Convictions to obtain the average accuracy of the 36 data sets. The results are shown in Fig. 10 .
From Fig. 10 , we observe that, with the decreasing of the minimum Support, the average accuracy increases quickly, especially when it is low. This reveals that the accuracy is sensitive to minimum Support and lowering it can further improve the accuracy of our method. Also, we can see that when the minimum Support is low, the average accuracy increases more slowly. This reveals that, when the Support threshold is low enough, it will be hard to improve the accuracy a lot.
Comparing the four curves, we find that the accuracy is also influenced by the minimum Conviction. Furthermore, a relatively low minimum Conviction can improve the accuracy of our method. However, the influence is much less obvious than that of the minimum Support.
From what has been discussed above, we can conclude that our method can be further improved when lowering the Support and Conviction thresholds. Furthermore, we use the limit on the number of rules to control the number of rules that our method has to deal with and thus control the runtime of our method when lowering the two thresholds.
CONCLUSION
In this paper, a new associative classification method, ACWV, based on weighted voting is presented.
ACWV is quite different from the published methods in the following way: (1) instead of relying on only several rules for classification, ACWV considers both the quality and number of rules to avoid bias; (2) the method takes into account both the length and Convictions of rules to calculate their weights; and (3) to speed up the weighted voting process and avoid storing, retrieving and sorting a large number of rules,ACWV constructs a CCFP-tree for classification. To construct the CCFP-tree, ACWV has to scan the data set only once. Then it can keep the CCFP-tree instead of the training dataset for future prediction. In classification, ACWV obtains the weighted voting result directly from the CCFP-tree, which makes it unnecessary to store, retrieve and sort rules explicitly.
Experimental performance studies on the 36 data sets selected from the UCI ML repository indicate that ACWV has its advantages in comparison with other classifiers.
