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Abstract
Based on the ideas of [2], we consider the problem of minimization
of the Lipschitz-continuous non-smooth functional f with non-positive
convex (generally, non-smooth) Lipschitz-continuous functional con-
straint. We propose some novel strategies of step-sizes and adaptive
stopping rules in Mirror Descent algorithms for the considered class of
problems. It is shown that the methods are applicable to the objective
functionals of various levels of smoothness. Applying the restart tech-
nique to the Mirror Descent Algorithm there was proposed an optimal
method to solve optimization problems with strongly convex objective
functionals. Estimates of the rate of convergence of the considered
algorithms are obtained depending on the level of smoothness of the
objective functional. These estimates indicate the optimality of con-
sidered methods from the point of view of the theory of lower oracle
bounds. In addition, the case of a quasi-convex objective functional
and constraint was considered.
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in Section 4 and in Subsections 6.3, 6.5 and 7 was supported by Russian Foundation for
Basic Research (project 18-29-03071 mk)
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1. Introduction
Non-smooth convex constrained optimization problems play an important
role in modern large-scale optimization and its applications [7,14]. There are
a lot of methods to solve such problems, among which one can mention the
Mirror Descent Method [3, 8].
Recently, in [2] algorithms for Mirror Descent with both adaptive step
selection and adaptive stopping criterion were proposed. In addition, an
optimal method was proposed for the special class of convex constrained op-
timization problems, when the gradient of the objective functional satisfies
Lipschitz property. For example, quadratic functionals do not satisfy the
Lipschitz condition, but the gradient does. An adaptive Mirror Descent al-
gorithm, based on the ideology of [9,10] was proposed to solve such problems
in ( [2], Section 3.3).
In this paper we develop the above mentioned research and consider some
modifications of algorithmic scheme ( [2], Section 3.3). More precisely, in
proposed Algorithm 2 we consider a different approach to choosing a step
in the method, as well as appropriate options for stopping criteria, other
than [2]. It is important that we choose the non-productive step (∇g(xk) is
the subgradient g at the current point xk) in the form hk =
ε
‖∇g(xk)‖
instead
of hk =
ε
‖∇g(xk)‖2
in [2]. This circumstance, as well as the appropriate choice
of the number of iterations (3.10), leads to the fact that for large values of
the subgradient of the functional constraint g the method can run faster than
the previous analogue ( [2], Section 3.3). Note that a method similar to the
Algorithm 2 was proposed in [8] for the case of convex Lipschitz continuous
functionals.
This paper substantiates the convergence rate estimates for the proposed
version of the Mirror Descent method, proves its optimality from the point
of view of the theory of lower bounds for objective functionals of various
smoothness levels: which have a Lipschitz gradient or satisfy the Lipschitz
(Ho¨lder) condition. It is also shown that the obtained estimates of the con-
vergence rate are preserved for quasi-convex [11,13] objective functional and
constraint (see e.g. [4], Exercise 2.7). Using the restart technique, the opti-
mal method for strongly (quasi-)convex objective functionals is considered.
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The paper ends with numerical experiments for geometric problems with
functional constraints, which illustrate the possibility of fast work of the pro-
posed method in comparison with ( [2], Section 3.3). There are also given
examples of more efficient methods in the case of large dimensionality.
The contribution of this paper is as follows:
- An analogue of the Mirror Descent method is considered ( [2], Section
3.3) for convex programming problems with another strategy for choosing a
non-productive step. Estimates of the rate of its convergence and optimality
are obtained in terms of lower bounds for convex objective functionals of
various smoothness levels.
- It is shown that the obtained convergence rate estimates will also be pre-
served for the minimization problems with quasi-convex objective functionals
of different smoothness levels.
- It is shown that for the Ho¨lder-continuous quasi-convex objective the
convergence rate is equal to O
(
1
ε2
)
.
- Using the restart technique, an optimal method was proposed for the
class of minimization problems with strongly (quasi-)convex Ho¨lder-continuous
objective functionals with the complexity estimate equal to O
(
1
ε
)
.
- Numerical experiments for geometrical problems (the Fermat-Torricelli-
Steiner problem, the problem of the smallest covering ball) with convex con-
straints are presented. In the case of large (sub)gradients values of functional
constraints the proposed method can work much faster [2]. High-dimensional
examples are also considered.
- Numerical experiments for the minimization of quasi-convex functionals
are given. An example of the smallest covering ball problem with a quasi-
convex objective functional is also considered.
2. Problem Statement and Standard Mirror De-
scent Basics
Let (E, || · ||) be a normed finite-dimensional vector space and E∗ be its
conjugate space with the norm:
||y||∗ = max
x
{〈y, x〉, ||x|| 6 1},
where 〈y, x〉 is the value of the continuous linear functional y at x ∈ E.
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Let Q ⊂ E be a (simple) closed convex set. Consider the following
problem:
f(x) → min
x∈Q
, (2.1)
s.t.
g(x) 6 0 (2.2)
Assume that convex functional g satisfies Lipschitz condition with a constant
Mg:
|g(x)− g(y)| 6 Mg‖x− y‖ ∀x, y ∈ X. (2.3)
We consider cases of convex and quasi-convex objective f . Let d : Q→ R
be a distance generating function (d.g.f) which is continuously differentiable
and 1-strongly convex w.r.t. the norm ‖ · ‖, i.e.
∀x, y,∈ Q 〈∇d(x)−∇d(y), x− y〉 > ‖x− y‖2,
and assume that we have a constant Θ0, such that d(x∗) 6 Θ
2
0, where x∗ is a
solution of the problem (supposing that the problem is solvable).
For all x, y ∈ Q ⊂ E consider the corresponding Bregman divergence
V (x, y) = d(y)− d(x)− 〈∇d(x), y − x〉.
The proximal mapping operator is defined as follows:
Mirrx(p) = argmin
u∈Q
{〈p, u〉+ V (x, u)} for each x ∈ Q and p ∈ E∗.
We assume for simplicity that Mirrx(p) is easily computable.
3. Mirror Descent Algorithms: different step-
sizes strategies
Two Mirror Descent methods for optimization problems with one convex sub-
differentiable functional constraint were proposed in [2]. The convergence of
the first of them is obtained for the case of the Lipschitz-continuous objective
function (see [2], Section 3.1), while the convergence of the second is justi-
fied under the assumption that the gradient ∇f satisfies Lipschitz property
(see [2], p. 3.3). Let us remind one of these methods.
4
Algorithm 1 Adaptive Mirror Descent
Require: ε > 0,Θ0 : d(x∗) 6 Θ
2
0
1: x0 = argminx∈X d(x)
2: I =: ∅
3: N ← 0
4: repeat
5: if g(xN) 6 ε then
6: MN = ‖∇f(xN)‖∗, hN = εMN
7: xN+1 = MirrxN (hN∇f(xN)) // "productive steps"
8: N → I
9: else
10: MN = ‖∇g(xN)‖∗, hN = εM2
N
11: xN+1 = MirrxN (hN∇g(xN)) // "non-productive steps"
12: end if
13: N ← N + 1
14: until 2
Θ2
0
ε2
6
∑
j 6∈I
1
M2j
+ |I|
Ensure: x¯N := argminxk, k∈I f(x
k)
Lemma 3.1. Let us define the following function:
ω(τ) = max
x∈X
{f(x)− f(x∗) : ‖x− x∗‖ 6 τ}, (3.4)
where τ is a positive number. Then for any y ∈ X
f(y)− f(x∗) 6 ω(vf(y, x∗)), (3.5)
where
vf (y, x∗) =
〈 ∇f(y)
‖∇f(y)‖ , y − x∗
〉
for ∇f(y) 6= 0 (3.6)
and vf(y, x∗) = 0 for ∇f(y) = 0.
For Algorithm 1 the following theorem is valid
Theorem 3.1. Let ε > 0 be a fixed number and the stopping criterion of
Algorithm 1 is satisfied. Then
min
k∈I
vf (x
k, x∗) < ε, max
k∈I
g(xk) 6 ε (3.7)
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Note, that Algorithm 1 works no more than
N =
⌈
2max{1,M2g }Θ20
ε2
⌉
(3.8)
iterations.
Now we will estimate the rate of convergence of the proposed method. For
this we need the following auxiliary assumption ( [9], Lemma 3.2.1). Recall
that x∗ is the solution of the problem (2.1) - (2.2).
Basing on the lemma 3.1 and theorem 3.1, we can estimate the rate of
convergence of Algorithm 1 for a differentiable objective functional f with
Lipschitz-continuous gradient:
‖∇f(x)−∇f(y)‖∗ 6 L‖x− y‖ ∀x, y ∈ X. (3.9)
Using the well-known inequality (see, for example, [9])
f(x) 6 f(x∗) + ‖∇f(x∗)‖∗‖x− x∗‖+ 1
2
L‖x− x∗‖2,
for exact solution x∗ we can get that
min
k∈I
f(xk)− f(x∗) 6 min
k∈I
{
‖∇f(x∗)‖∗‖xk − x∗‖+ 1
2
L‖xk − x∗‖2
}
.
Further, the following estimate is valid:
f(x)− f(x∗) 6 ε‖∇f(x∗)‖∗ + 1
2
Lε2.
Corollary 3.1. Let f be differentiable on X and (3.9) holds. Then, after
the stopping of Algorithm 1, the next inequality holds:
min
16k6N
f(xk)− f(x∗) 6 εf + Lε
2
2
= ε · ‖∇f(x∗)‖∗ + Lε
2
2
.
Let us observe a new version of the adaptive Mirror Descent method with
another step selection strategy. A resembling idea was researched in [15]
for Lipschitz-continuous functional. Note, that the following modification
can be used to minimize functionals with different levels of smoothness. As
earlier, we will consider the method for a fixed accuracy ε > 0, an initial
approximation x0, and some value Θ0, such that V (x
0, x∗) 6 Θ
2
0.
Note, that Algorithm 2 works during a fixed number of steps
N =
⌈
2Θ20
ε2
⌉
(3.10)
The following theorem holds.
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Algorithm 2 Adaptive Mirror Descent
Require: ε > 0,Θ0 : d(x∗) 6 Θ
2
0
1: x0 = argminx∈X d(x)
2: I =: ∅
3: N ← 0
4: repeat
5: if g(xN) 6 ε‖∇g(xN)‖∗ then
6: MN = ‖∇f(xN)‖∗, hN = εMN
7: xN+1 = MirrxN (hN∇f(xN)) // "productive steps"
8: N → I
9: else
10: MN = ‖∇g(xN)‖∗, hN = εMN
11: xN+1 = MirrxN (hN∇g(xN)) // "non-productive steps"
12: end if
13: N ← N + 1
14: until 2
Θ2
0
ε2
6 N
Ensure: x¯N := argminxk, k∈I f(x
k)
Theorem 3.2. Let ε > 0 be a fixed number and the stopping criterion of
Algorithm 2 be satisfied. Then
min
k∈I
vf (x
k, x∗) 6 ε, max
k∈I
g(xk) 6 εMg. (3.11)
Proof. 1) If k ∈ I,
hk
〈∇f(xk), xk − x∗〉 = εvf(xk, x∗) 6
6
h2k
2
||∇f(xk)||2∗ + V (xk, x∗)− V (xk+1, x∗) =
=
ε2
2
+ V (xk, x∗)− V (xk+1, x∗).
(3.12)
2) If k 6∈ I, then g(xk)
||∇g(xk)||∗
> ε and g(x
k)−g(x∗)
||∇g(xk)||∗
>
g(xk)
||∇g(xk)||∗
> ε. Therefore,
the following inequalities hold
ε2 < hk
(
g(xk)− g(x∗)
)
6
h2k
2
||∇g(xk)||2∗+
+V (xk, x∗)− V (xk+1, x∗) = ε
2
2
+ V (xk, x∗)− V (xk+1, x∗), or
ε2
2
< V (xk, x∗)− V (xk+1, x∗).
(3.13)
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3) After summing up the inequalities (3.12) and (3.13) we have:∑
k∈I
εvf(x
k, x∗) 6 |I|ε
2
2
− ε
2|J |
2
+ V (x0, x∗)− V (xk+1, x∗) =
= ε2|I| − ε
2N
2
+ Θ20.
After the stopping criterion of the algorithm holds we have
min
k∈I
vf(x
k, x∗) 6 ε.
Further, for each k ∈ I g(xk) 6 ε||∇g(xk)||∗ 6 εMg and
g(xˆ) 6
1∑
k∈I hk
∑
k∈I
hkg(x
k) 6 εMg.
Now we have to show that the set of productive steps I is non-empty. If
I = ∅, then |J | = N and (2.3) means, that N > 2Θ20
ε2
. On the other hand,
from (3.13) we have:
ε2N
2
< V (x0, x∗) 6 Θ
2
0,
which leads us to the controversy, so I 6= ∅.
Let us show how to estimate the quality of the solution by the function
basing on the previous theorem. Note, that it is possible to take into account
different levels of smoothness of the objective functional.
Corollary 3.2. Let f satisfy the Lipschitz condition
|f(x)− f(y)| 6 Mf‖x− y‖ ∀x, y ∈ X. (3.14)
Then, after the stopping of Algorithm 2, the following inequality holds:
min
k∈I
f(xk)− f(x∗) 6 Mfε.
4. The case of a quasi-convex functions
Let us consider the optimization problem (2.1) under the assumption of quasi-
convexity of the objective functional f . The case of both quasi-convex f and
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functional constraint g is observed in the Conclusions. Recall (see [5]) that
function φ : Q→ R is called quasi-convex, if
φ ((1− α)x+ αy) 6 max{φ(x), φ(y)} ∀α ∈ [0; 1] ∀x, y ∈ Q.
As earlier, let g satisfy Lipschitz condition (2.3) with the constant Mg.
Let us remind the definition of Clarke subdifferential. Let x0 ∈ Rn be a
fixed point and h ∈ Rn be a fixed direction. Denote
f ↑Cl(x0; h) = lim
x′→x0
sup
α↓0
1
α
(f(x′ + αh)− f(x′))
Value f ↑Cl(x0; h) is called Clarke subdifferential of functional f at the point
x0 in the direction h. This function is subadditive and positively homoge-
neous, thus we can define the subdifferential of the function f at the point
x0 as follows:
∂Clf(x0) :=
{
v ∈ R | f ↑Cl(x0; g) > vg ∀g ∈ R
}
.
According to this,
f ↑Cl(x0; h) = max
v∈∂Clf(x0)
〈v, h〉.
Note, that from now we will understand any element (vector) of the Clarke
subdifferential as the subgradient of the quasi-convex (locally Lipschitz) func-
tional f . For convex functional g, we understand the concept of a subgradient
in the standard way.
Lemma 4.1. Let f : X → R. For any y ∈ Q, vector py ∈ E∗ and h > 0
define z = Mirry(h · py). Then for any x ∈ Q the next inequality holds:
h〈py, y − x〉 6 h
2
2
‖py‖2∗ + V (y, x)− V (z, x).
Note, that for convex subdifferentiable functional f and subgradient py =
∇f(y) this inequality is modified as follows:
h(f(y)− f(x)) 6 〈∇f(y), y − x〉 6 h
2
2
‖∇f(y)‖2∗ + V (y, x)− V (z, x).
Note that for quasi-convex objective f and constraint g instead of (sub)gradient
∇f(y) in vf (y, x∗) (see (3.6)) we can consider normal vector ∇f(y) to a set
of level for f at point y [9]. However, if the (sub)gradient or Clarke subdif-
ferential of f or g is finite and nonzero, then they also can be used.
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Theorem 4.1. Let f be a quasi-convex functional. Then for Algorithm 1
after (3.10) steps (3.11) holds.
Remark 4.1. Let f satisfy the Ho¨lder condition (ν ∈ [0; 1))
|f(x)− f(y)| 6 Mf, ν‖x− y‖ν ∀x, y ∈ X. (4.15)
For example, f(x) =
√
x and f(x) = 4
√
x.
Let us recall the following inequality ( [4], section 5; see [18] too)
Mνa
ν
6 Mν
(
Mν
δ
) 1−ν
1+ν a2
2
+ δ, (4.16)
that is true for each δ > 0. Then by (4.15) we have
|f(x)− f(y)| 6 M
2
1+ν
ν
2δ
1−ν
1+ν
‖x− y‖2 + δ.
Set δ = ε. Then
|f(x)− f(y)| 6 M
2
1+ν
ν
2ε
1−ν
1+ν︸ ︷︷ ︸
M
‖x− y‖2 + ε. (4.17)
Then by Lemma 3.1 after the stopping of Algorithm 2, min
k∈I
vf (x
k, x∗) < ε
means the following inequality holds
f(x̂)− f ∗ 6 M
2
1+ν
ν
2ε
1−ν
1+ν
ε2 + ε =
M
2
1+ν
ν
2
ε1+
2ν
1+ν + ε. (4.18)
Note that for ε < 1 the inequality (4.18) means
f(x̂)− f ∗ 6 M̂ε
for some Mˆ > 0. So, for problems with (quasi)convex Ho¨lder-continuous
(sub)differentiable objective and convex Lipshitz-continuous functional con-
straints we can achieve ε-solution after
O
(
1
ε2
)
iterations of Mirror Descent method. Obviously, this estimate is optimal.
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5. Optimal methods for Mirror Descent on a
class of non-smooth strongly convex prob-
lems
Consider the optimization problem under the assumption of strong convexity
of the objective function and functional constraint with the parameter µ.
f(x) → min, g(x) 6 0, x ∈ X (5.19)
where X is a closed convex set.
Let the prox function d(x) be bounded on the unit sphere with respect
to the chosen norm ‖ · ‖:
d(x) 6 Ω2, ∀x ∈ X : ‖x‖ 6 1. (5.20)
Let x0 ∈ X and there exists R0 > 0, such that ‖x0 − x∗‖2 6 R20.
We will propose methods which can guarantee ε-solution xˆ of the problem
(5.19):
f(xˆ)− f(x∗) 6 ε and g(xˆ) 6 ε.
The main idea is using the restart technique of Algorithm 2. Consider
one well-known statement (see [1]).
Lemma 5.1. Let f and g be µ-strongly convex functionals with respect to
the norm ‖ · ‖ on X, x∗ = argmin
x∈X
f(x), g(x) 6 0 (∀x ∈ X) and for some
εf > 0, and εg > 0 the next inequality holds:
f(x)− f(x∗) 6 εf , g(x) 6 εg. (5.21)
Then
µ
2
‖x− x∗‖2 6 max{εf , εg}. (5.22)
Let us consider an analogue of Algorithm 2 for strongly convex problems.
We must emphasize that for Algorithm 2 one can obtain effective estimates
of the rate of convergence for the objective functionals with any level of
smoothness. According to Remark 4.1 we can apply our approach to Ho¨lder-
continuous objective functionals.
Let us consider, in particular, the following example.
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Let f(x) = max
i=1,m
fi(x), where fi are differentiable at any x ∈ X and their
gradient is Lipschitz-continuous:
‖∇fi(x)−∇fi(y)‖∗ 6 Li‖x− y‖ ∀x, y ∈ X. (5.23)
Consider function τ : R+ → R+:
τ(δ) = max
{
δ‖∇f(x∗)‖∗ + δ
2L
2
, δ
}
, (5.24)
where
L := max
i=1,m
{Li}.
It is obvious that τ decreases, τ(0) = 0, so for any ε > 0 there exists
ϕˆ(ε) > 0 : τ(ϕˆ(ε)) = ε.
Algorithm 3 Restart procedure for Algorithm 3
Require: accuracy ε > 0; initial point x0; Ω s.t. d(x) 6 Ω2 ∀x ∈ X : ‖x‖ 6
1; X ; d(·); strong convexity parameter µ;R0 such that ‖x0− x∗‖2 6 R20.
1: Set d0(x) = d
(
x−x0
R0
)
.
2: Set p = 1.
3: repeat
4: Set R2p = R
2
0 · 2−p.
5: Set εp =
µR2p
2
.
6: Set xp as output of Algorithm 2 with accuracy ϕˆ(εp), prox function
dp−1(·) and Ω2.
7: dp(x) ← d
(
x−xp
Rp
)
.
8: Set p = p+ 1.
9: until p > log2
µR20
2ε
.
Theorem 5.1. Let ∇f be Lipschitz-continuous, f and g be µ-strongly convex
on X ⊂ Rn and d(x) 6 Ω2 for all x ∈ X, such that ‖x‖ 6 1. Let initial point
x0 ∈ X and R0 > 0 satisfy
‖x0 − x∗‖2 6 R20.
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Then for p̂ =
⌈
log2
µR20
2ε
⌉
output xp̂ is an ε-solution of the problem (5.19),
also, the following inequalities hold:
f(xp̂)− f(x∗) 6 ε, g(xp̂) 6 Mgε,
‖xp̂ − x∗‖2 6 2ε
µ
max{1,Mg}.
The proof is given in Appendix.
Remark 5.1. The estimate on the number of iterations of Algorithm 2 can
be detailed in the case of ε < 1. For any δ < 1 we have τ(δ) 6 Cδ for some
constant C. So, we can suppose that ϕˆ(ε) = Ĉ · ε for the corresponding
constant Ĉ > 0. On the restart number p + 1 of Algorithm 2 after no more
than
kp+1 =
⌈
2Ω2R2p
ε2p+1
⌉
(5.25)
iterations of Algorithm 2, the output xp+1 satisfies the following inequality:
f(xp+1)− f(x∗) 6 Ĉ · εp+1, g(xp+1) 6 εp+1,
where εp+1 =
µR2p+1
2
. According to Lemma 5.1,
‖xp+1 − x∗‖2 6 2max{1, Ĉ}εp+1
µ
= max{1, Ĉ} · R2p+1.
So, for all p > 0,
‖xp − x∗‖2 6 max{1, Ĉ} · R2p = max{1, Ĉ} · R20 · 2−p.
Note, that for all p > 1 the following inequalities hold:
f(xp)− f(x∗) 6 max{1, Ĉ} · µR
2
0
2
· 2−p, g(xp) 6 max{1, Ĉ} · µR
2
0
2
· 2−p.
Thereby, if p > log2
µR2
0
2ε
, then xp will be
(
max{1, Ĉ}ε
)
-solution to the prob-
lem, moreover:
‖xp − x∗‖2 6 max{1, Ĉ} ·R20 · 2−p 6
2ε
µ
.
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Let us evaluate the total number of iterations N of Algorithm 2. Let
pˆ =
⌈
log2
µR20
2ε
⌉
. According to (5.25), up to multiplication by a constant we
have:
N =
pˆ∑
p=1
kp 6
pˆ∑
p=1
(
1 +
2Ω2R2p
ε2p+1
)
=
pˆ∑
p=1
(
1 +
32Ω22p
µ2R20
)
6 pˆ+
64Ω22pˆ
µ2R20
6 pˆ +
64Ω2
µε
.
Note, that the method can be applied to solve the problem (2.1) in the
case of strongly quasi-convex objective functional. As earlier, x∗ is a solution
of the optimization problem.
Remark 5.2. Function f : Q→ R is called strongly quasi-convex [16,17], if
f(x∗)− f(x) > 〈∇f(x), x− x∗〉+ µ
2
‖x∗ − x‖2 ∀x ∈ Q.
Thus, the method and all the estimates in this paragraph are valid in the
case of strongly quasi-convex objective Ho¨lder-continuous functionals.
6. Numerical Experiments
All calculations were performed in CPython 3.7 on computer fitted with a
3-core AMD Athlon II X3 450 processor with a clock frequency of 3.2 GHz.
The computer’s RAM was 8 GB.
6.1 An analogue of the Fermat—Torricelli—Steiner prob-
lem
Example 6.1. Input data: n = 1000, point coordinates
Ak = (a1k, a2k, . . . , ank) (k = 1, 2, . . . , r; r = 5) are represented by integers
from the interval [−10, 10], objective functional (Mf = 1)
f(x) =
1
r
r∑
k=1
√
(x1 − a1k)2 + (x2 − a2k)2 + . . .+ (xn − ank)2,
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Table 1: Comparison of the results of the algorithms, Example 6.1.
ε
Iterations
Time,
MM:SS
Iterations
Time,
MM:SS
Algorithm 1 Algorithm 2
1/2 30824 02:58 17 00:00.1
1/4 61679 05:54 65 00:00.4
1/6 — >05:00 145 00:01
1/8 — >05:00 257 00:01
x0 = (0.1,...,0.1)
‖(0.1,...,0.1)‖
, functional constraint
g(x) = max
m=1,2,3,...,20
{gm(x)} 6 0,
g1(x) = α11|x1|+ α12|x2|+ . . .+ α1n|xn| − 1,
g2(x) = α21|x1|+ α22|x2|+ . . .+ α2n|xn| − 1,
. . .
gm(x) = αm1|x1|+ αm2|x2|+ . . .+ αmn|xn| − 1,
(6.26)
where the coefficients α11, α12, . . . , αmn are represented by the matrix
1 1 1 1 . . . 1 1
1 2 2 2 . . . 2 2
1 3 3 3 . . . 3 3
1 2 3 4 . . . 999 1000
1 3 4 5 . . . 1000 1001
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1 18 19 20 . . . 1015 1016

. (6.27)
The results of Example 6.1 are presented in Table 1. As one can observe,
Algorithm 2 works faster than Algorithm 1.
6.2 An analogue of the problem of the smallest covering
circle
Example 6.2. Input data: n = 1000, point coordinates
Ak = (a1k, a2k, . . . , ank) (k = 1, 2, . . . , 5) are represented by integers from the
interval [−10, 10], objective functional (Mf = 1)
f(x) = max
(√
(x1 − a1k)2 + (x2 − a2k)2 + . . .+ (xn − ank)2
)
,
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Table 2: Comparison of the results of the algorithms, Example 6.2.
ε
Iterations
Time,
MM:SS
Iterations
Time,
MM:SS
Algorithm 1 Algorithm 2
1/2 31264 03:01 17 00:00.1
1/4 65056 06:16 65 00:00.4
1/6 — >05:00 145 00:01
1/8 — >05:00 257 00:01
x0 = (0.1,...,0.1)
‖(0.1,...,0.1)‖
, functional constraint (6.26), where the coefficients
α11, α12, . . . , αmn are represented by the matrix (6.27).
The results of Example 6.2 are presented in Table 2. As one can observe,
Algorithm 2 works faster than Algorithm 1.
6.3 An example of a concave objective functional satis-
fying the Ho¨lder condition
Example 6.3. Input data: n = 1000, objective functional (Mf,1/2 = 1)
f(x) =
1
n
n∑
i=1
√
xi,
x0 = (0.1,...,0.1)
‖(0.1,...,0.1)‖
, X = {x = (x1, . . . , xn) | xi > 0 ∀i,
n∑
i=1
x2i 6 1}, functional
constraint
g(x) = max
m=1,2,3,...,20
{gm(x)},
g1(x) = α11x1 + α12x2 + . . .+ α1nxn − 1 6 0,
g2(x) = α21x1 + α22x2 + . . .+ α2nxn − 1 6 0,
. . .
gm(x) = αm1x1 + αm2x2 + . . .+ αmnxn − 1 6 0,
(6.28)
where the coefficients α11, α12, . . . , αmn are represented by the matrix (6.27).
The results of Example 6.3 are presented in Table 3. As one can observe,
Algorithm 2 works faster than Algorithm 1.
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Table 3: Comparison of the results of the algorithms, Example 6.3.
ε
Iterations
Time,
MM:SS
Iterations
Time,
MM:SS
Algorithm 1 Algorithm 2
1/2 — >05:00 17 00:00.1
1/4 — >05:00 65 00:00.4
1/6 — >05:00 145 00:01
1/8 — >05:00 257 00:01
Table 4: Some results of Algorithm 2 for n = 3 · 105.
ε
Iterations
Time,
MM:SS
Iterations
Time,
MM:SS
Iterations
Time,
MM:SS
Example 6.1 Example 6.2 Example 6.3
1/2 17 00:38 17 00:37 17 00:37
1/4 65 02:28 65 02:33 65 02:24
1/6 145 05:32 145 05:52 145 05:27
6.4 Examples with large dimensions
Table 4 presents the results of Algorithm 2 for the dimension n = 3 · 105.
Because of the large dimensionality it is impossible to obtain the results
for Algorithm 1 and its modified version, since the compiler composing the
program code of the algorithm cannot process the input data due to the
integer overflow error. Execution of Algorithm 2 does not entail such an
error.
6.5 An example a geometrical problem of a quasi-convex
objective functional
Example 6.4. Suppose we are given several points Ak (the centers of the
balls ωk). It is necessary to find the ball of the smallest radius R that covers
these points. In other words, it is necessary to find the center of such a
ball so that the maximum distance from the center to these points is the
shortest possible. At the same time, we assume that the point (center) X
can lie on some set, which is defined by functional constraint (6.28), where
the coefficients α11, α12, . . . , αmn are represented by the matrix (6.27). The
17
Table 5: Comparison of the results of the algorithms, Example 6.4.
ε
Iterations
Time,
MM:SS
Iterations
Time,
MM:SS
Algorithm 1 Algorithm 2
1/2 4848 00:34 17 00:02
1/4 10132 01:17 65 00:09
1/6 15242 02:39 145 00:18
1/8 20437 03:10 257 00:36
1/10 25593 04:23 400 01:01
1/12 30742 05:11 577 01:46
distance from X to each of the fixed points Ak is determined as follows:
d(X,Ak) =
{
XAk + (ρ− 1)rk, if |XAk| > rk (rk — radius ωk, ρ > 1),
ρXAk, otherwise,
where d(X,Ak) =: f(x) is a concave function (Mf = ρ). Note that d(X,Ak)
is non-smooth in points X: |XAk| = rk. For points of non-smoothness we use
some element of Clarke subdifferential as analogue of subgradient.
Other input data: n = 1000, ρ = 2, x0 = (0.1,...,0.1)
‖(0.1,...,0.1)‖
. The coordinates
of the points Ak are chosen in such a way that ‖Ak‖ ∈ [1; 2], the number of
points Ak is equal to 1000 and rk = 1 for all k = 1, 100.
The results of Example 6.4 are presented in Table 5. As one can ob-
serve, Algorithm 2 works faster than Algorithm 1, however, the estimate
rate with regard to the objective function is the same, but with regard to the
constraints can be much worse.
7. Conclusion
Summing up, let’s remark the conclusions of the article. There was proposed
an analogue of adaptive Mirror Descent ( [2], Section 3.3) for convex pro-
gramming problems with another step-size strategy. Estimates of the rate
of its convergence were proved. Optimality in terms of lower bounds was
stated. Moreover, it was shown, that proposed methods can be used to min-
imize quasi-convex objective functionals with different level of smoothness.
Also, using the restart technique an optimal method was proposed to solve
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optimization problems with strongly convex objective functionals. Some nu-
merical experiments were carried out to solve some geometrical problems with
convex constraints. Advantages of proposed methods were demonstrated dur-
ing these experiments. Numerical examples for the minimization of quasi-
convex functionals were given. As the result, proposed methods work faster
then ( [2], Section 3.3). However, functional constraint evaluation, generally,
can deteriorate: g(x¯) < Mgε instead of g(x¯) < ε in [2].
In addition let us show how the main results of the work can be extended
to the Lipschitz quasi-convex constraint.
Lemma 7.1. Lemma 3.1 is valid for vg(y, x∗) in the case of quasi-convex
objective and constraint.
Let us consider the following modification of Algorithm 1 under the as-
sumption of quasi-convexity of the objective functional and constraint. We
can use technique proposed in [12]. Namely, instead of (sub)gradient ∇f we
should consider the set
Dˆf(x) = {p | 〈p, x− y〉 > 0 ∀y ∈ X : f(y) 6 f(x)}.
Generally, this set is non-empty, closed and convex cone. Following [12], we
assume that Dˆf(x) 6= {0}. Hereinafter denote Df(x) as one arbitrary vector
from Dˆf(x):
Df(x) ∈ Dˆf(x).
Algorithm 4 Modification of MDA for quasi-convex constraint
IF g(xk) 6 Mgε (productive steps)
xk+1 = Mirrxk(h
f
kDf(x
k))
ELSE (non-productive steps)
xk+1 = Mirrxk(h
g
kDg(x
k))
Let us choose the step-sizes as follows: hfk =
Cf
‖Df(xk)‖∗
, hgk =
Cg
‖Dg(xk)‖∗
.
Denote NI , NJ as the number of productive and non-productive steps dur-
ing the work of the Algorithm respectively. Similar to [2] (see the proof of
Theorem 3.2) the next inequality holds:
CfNI min
k∈I
vf(x∗, x
k) 6
1
2
∑
k∈I
(hfk)
2‖Df(xk)‖22 − Cg
∑
k∈J
vg(x∗, x
k)+
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+
1
2
∑
k∈J
(hgk)
2‖Dg(xk)‖22 +Θ20.
Let Cg = Cf = ε, N >
2Θ2
0
ε2
. As g(xk) > Mgε, k ∈ J using Lemma 7.1 for
constraint g(x) with Lipschitz constant Mg we get for k ∈ J
−vg(x∗, xk) 6 (g(x∗)− g(xk))/Mg 6 −g(xk)/Mg 6 −ε.
Theorem 7.1. Let f be quasi-convex, g be quasi-convex with Lipschitz con-
stant Mg. Then for Algorithm 3 after (3.10) steps (3.11) holds.
The authors are very grateful to Y. Nesterov for fruitful discussions.
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8. Appendix: Proof of Theorem 5.1
Proof. Function dp(x) = d
(
x− xp
Rp
)
, defined in Algorithm 3, is 1-strongly
convex with respect to the norm
‖.‖
Rp
for all p > 0. It is also easy to prove
the following inequality
‖xp − x∗‖2 6 R2p ∀p > 0.
If p = 0 the statement holds due to the choosing of x0 and R0. Suppose
that ‖xp−x∗‖2 6 R2p for some p. Let us prove that ‖xp+1−x∗‖2 6 R2p+1. As
dp(x∗) 6 Ω
2, on the restart number (p+ 1) after no more than
Np+1 =
⌈
2Ω2R2p
ϕˆ2(εp+1)
⌉
iterations of Algorithm 2, for xp+1 = x¯Np+1 the next inequalities hold:
f(xp+1)− f(x∗) 6 εp+1, g(xp+1) 6 εp+1Mg if εp+1 =
µR2p+1
2
.
According to Lemma 5.1
‖xp+1 − x∗‖2 6 2εp+1
µ
max{1,Mg} = R2p+1max{1,Mg}.
So, for any p > 0 we have proved that
‖xp − x∗‖2 6 R2pmax{1,Mg} =
R20
2p
max{1,Mg},
f(xp)− f(x∗) 6 µR
2
0
2p+1
, g(xp) 6
µR20Mg
2p+1
.
Consequently, p = p̂ =
⌈
log2
µR20
2ε
⌉
output xp is an ε-solution of the problem
(5.19) and next inequalities hold:
‖xp − x∗‖2 6 R2pmax{1,Mg} =
R20
2p
max{1,Mg} 6 2ε
µ
max{1,Mg}.
Let K be the number of iterations of Algorithm 2 during the work of Algo-
rithm 3, Np be the total number of iterations of Algorithm 2 on the restart
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number p. As function τ : R+ → R+ increases and for any ε > 0 there exists
ϕˆ(ε) > 0 : τ(ϕˆ(ε)) = ε. It means that
K =
p̂∑
p=1
Np =
p̂∑
p=1
⌈
2Ω2R2p
ϕˆ2(εp)
⌉
≤ p̂+
p̂∑
p=1
2Ω2R2p
ϕˆ2(εp)
.
The number of iterations of Algorithm 2 during the work of Algorithm 3
will not exceeds
p̂+
p̂∑
p=1
2Ω2
ϕˆ2(εp)
, where εp =
µR20
2p+1
.
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