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We explore multiple ideas on face aging, and we finally settle down on constructing a Face
Reconstruction Convolutional Neural Network and a Feature Vector Encoder. Together with
a discriminator on age and a discriminator on the distribution of the feature vectors, we are
able to generate the face aging transition both forward and backward for a given face, with a
known age and a known gender. We make comment on the effectiveness of the discriminators
mentioned above, which are included in the model in order to enhance the performance. Our
results have shown that the inclusion of both discriminators are effective in different ways.
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CHAPTER 1
Introduction
We all have a natural curiosity of knowing the unknown future, such as who we would be
and how we would look like in the next few decades. As time passes, there is always a
point when we look at our faces in the old pictures, think of the stories behind and come to
the realization of how much we have changed over these years. However, time is priceless.
No matter how powerful, wealthy or intelligent one is, time can never be pushed back or
accelerated – it keeps moving forward at its own pace. We imagine on how we can change our
past or visit the future world with our unconstrained mind. The invention of time machine,
a parallel universe or a wormhole caused by the collapse of time and space are all popular
fantasies we see in movies and novels. When it comes to reality, knowing how one looks years
after is not only a satisfaction towards our imagination. With such technology, the police
can provide the aged faces of children or criminals who have been missing for long as well
as the pictures of them at the time when they have gone missing. These synthesized faces
would be great supplementary information for the fliers.
To resolve the problem, some people use photo editing tools to create the aged faces
manually. The faces painted this way look vivid and alive, but it takes too much of the labor
force. Eventually, various face aging models come out and they can compute the aged faces
for you automatically. By passing in a face image, the model would be able to reconstruct
your face at the desired age. If you look up ”face aging” in the application store of your
phone, you could discover many similar cellphone applications that are open for public use.
Previous models include not only the use of human physiological aging mechanism but also
machine learning techniques such as Principle Component Analysis and Support Vector
Machine. In order to build such models, one needs both an understanding on statistical
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modeling and some knowledge in physiology. In recent works, as the development of deep
learning in visual recognition, Generative Adversarial Network and its variants have been
widely applied to face aging models. These approaches, although losing its interpretability,
perform at least equivalently well and allow the researchers to focus on the modeling side
without knowing the physiological process of face aging. In this paper, we would like to
construct our version of the Generative Adversarial Network and put it into test. We would
also involve some uses of discriminators and further investigate on whether the performance
of the model could be elevated by such involvements.
2
CHAPTER 2
Related Work
The existing models are mostly following a typical Conditional Generative Adversarial Net-
work structures. In order to make the face aging model credible, three requirements need
to be fulfilled as well: the generated faces fall in the correct age bin, the personal traits
are preserved and the generated faces look realistic. In the section below, we would like
to summarize on how the models are generally constructed and how the requirements are
imposed.
Conditional Generative Adversarial Network Structure. For a given face x0 and
the target age t, a generator network is used to produce the perspective face at age t, namely
xˆt. They are generally trained in two ways. Some generators take the original face x0 and
age t as input and outputs xˆt [3, 4, 5], while the others take a random vector z which follows
a given distribution and age t as input and outputs xˆt [1, 2]. Then the reconstructed faces
xˆt and xt or selected features from the faces are fed into one or more discriminator, labeled
as fake faces and real faces correspondingly. Instead of distinguishing the fake faces from the
real faces correctly, we want the discriminator to classify more of the reconstructed faces as
real faces, so that the authenticity of the reconstructed faces is ensured. The discriminators
can also be pre-trained face recognition or age recognition classifiers which can be used to
ensure the reconstructed faces to be realistic with correct age. The efficacy of the model is
evaluated by survey. Images generated from the models are distributed to survey takers and
they would decide whether they believe the images to be real or fake and the age group the
face belongs to. Cycle Generative Adversarial Network is also used in some of the studies.
However, we will mainly focus on Conditional Generative Adversarial Network in this study.
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Age Validation. The age condition is necessary in the face aging application. It is coded
as a one-hot matrix and attached to the image itself or the encoded image. For example, in
the case of having a image matrix of 32 × 32 × 1 with 6 age categories, the age matrix is
formatted as a matrix of 32× 32× 6, with only the specified age level filled with 1’s and the
rest levels filled with 0’s. Our goal is to have the synthesized faces being classified into the
proposed age bins successfully. Similar to identity validation, a pre-trained age recognition
Convolutional Neural Network can be used to extract age features and incorporated into the
training of the discriminator [4]. It can also be used as the age classifier to test the age of
the reconstructed faces xˆt [3, 5].
Identity Validation. The idea of identity validation is to make sure that the personal
traits extracted from the images of the same person, regardless of age categories and whether
the image is real or reconstructed, are consistent. Among all the studies we have found,
some of them incorporate the identity validation inside the training of the generator. When
a random vector z from a known distribution is provided as the input, the generator encodes
the real face xt into vector zˆ, and zˆ is optimized by either minimizing the squared Euclidean
distance between zˆ and z [2] or by a discriminator [1]. This procedure can provide us with
a z vector, being detached from its age category, with both personal traits and a defined
distribution, when a new face is given. Some studies achieve this with the help of a pre-
trained face recognition Convolutional Neural Network, which extracts different levels of
features well at each of its layers. Rather than the face images themselves, selected layers
from real face image x, xt and reconstructed face image xˆt are concatenated into feature
vectors and [2, 4, 5]. As before, either the squared Euclidean distance is minimized [2, 4] or
a discriminator is used [5] for the optimal reconstruction of the faces. In addition, we can
encode gender condition in the way we do for age condition externally and combine it with
the input to enhance the model.
Face Authenticity. In most of the scenarios, a discriminator which is able to distinguish
between a real face and a generated face is complemented to the model. Some studies also
4
prove that we can achieve this by enforcing a uniform distribution on the feature vectors
corresponding to the faces [1]. When we decode the synthesized feature vectors, we want
to make sure that the synthesized feature vectors also exist on the same latent space as
the actual feature vectors, so they can be decoded similarly by the same face generator.
According to their findings, having the feature vectors distributed uniformly is equivalent to
”reserve the spots” for the potentially existed synthesized feature vectors. The enforcement is
conducted by adding a Neural Network which distinguishes between random vectors following
a uniform distribution and generated feature vectors.
5
CHAPTER 3
Methodology
Our method can be broken down into two parts: face reconstruction and feature vector
encoding.
3.1 Face Reconstruction
The model which we want to construct here is able to encode the image x into a lower-
dimensional feature vector z and decode it back to the input image xˆ. The feature vector
should be following a specific distribution and the reconstructed images xˆ should be classified
as the same age. This model is trained without any age condition. What we are looking
forward to achieve here are: 1) the encoded feature vector z would be following a known
distribution, 2) the encoded feature vector z would preserve both personal traits and aging
traits, and 3) the altered feature vectors we create in the following section can be decoded
and evaluated accurately. These 3 requirements can be fulfilled by the joint optimization on
Discunif , Discage, Eface and Dface.
Discriminator on Age. With image x and the corresponding age t, we can train an age
recognition Convolutional Neural Network Discage. Discage returns the probability vector p
which represents the probability of each age categories in which x falls. If we use t to be the
one-hot vector which indicates the age group that x belongs to, we can use the cross entropy
loss to measure its performance as
min
Discage
Lage = min
Discage
−t · log(Discage(x)) (3.1)
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Encoder and Decoder on Face Image. We train a Convolutional Neural Network
which takes the face images x as input, encodes them into a lower-dimensional feature
vectors z, and gives out the reconstructed face images at the same age xˆ as output. With
enough epochs of training, we believe that the encoder Eface would be able to serve as a
feature extractor and preserve the face identity well. The decoder Dface would be able to
expand even the synthesized feature vectors zˆ correctly. The network is trained over the
minimization of L2 reconstruction loss per pixel. The objective function is written as
min
Eface,Dface
Lface = min
Eface,Dface
L2(x,Dface(Eface(x))) (3.2)
At the same time, we want to make sure that the age traits are captured in the feature
vectors. Hence, the reconstructed faces xˆ are passed into Discage and Lage is minimized
again. Being different from before, it is optimized over Eface and Dface this time.
min
Eface,Dface
Lage = min
Eface,Dface
−t · log(Discage(Dface(Eface(x)))) (3.3)
Discriminator on distribution of z. A discriminator Discunif is added to the network
to ensure that the encoded feature vectors z follows a uniform distribution. Z. Zhang [1] has
suggested that by enforcing a uniform distribution on z, the latent space that the feature
vectors lie on would be more evenly distributed, and the reconstructed faces can be more
realistic. It would also reduce the difficulty of the reconstruction of aged feature vectors zˆt
in the next section if all elements in the feature vectors are having a similar magnitude. We
use binary cross entropy loss to train Discunif as
min
Eface
max
Discunif
Lunif = min
Eface
max
Discunif
log(Discunif (zunif )) + log(1−Discunif (Eface(x))) (3.4)
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3.2 Feature Vector Encoder
We want to construct a Feature Vector Encoder such that we should be able to create a fea-
ture vector zˆt with an aging effect, and it can be compatible with other Face Reconstruction
Convolutional Neural Networks as well as long as they have the same dimension and follow
the same distribution.
Encoder on Feature Vector. With a pre-trained Face Reconstruction Convolutional
Neural Network, we want to manipulate on the feature vectors. In order to transform
the feature vector z0, which is the feature vector z at age t0, to feature vector zt at time
t, we choose to train a separate Convolutional Neural Network named Ez. A successful
implementation of Ez should be able to generate the correct aged feature vector zˆt, and we
should be able to reconstruct the aged face xˆ by decoding zˆt with the Dface we obtained
above.
The age condition is appended to z0 as a one-hot vector. All faces are divided into n age
groups, and the age vector t is a one-hot vector with size n × 1, where each element of the
vector represents one age group. The value of the element is set to 1 if the age falls in the
age category and if we want to progress current z to age t, or it is set to −1 if we want to
regress current z to age t, while the rest of the elements are set to 0 as default. z0 and zˆt
should be very similar if the concatenated age condition t = t0.
Gender condition is concatenated after age condition, where 1 represents male and 0
represents female. It is reasonable to include gender condition as both personal traits and
age traits differ by gender. For example, growing a beard may be an aging sign for male
but not female. Having gender coded one-hot just like how we deal with age would help the
algorithm generate some gender-related traits and it could improve the performance of our
algorithm.
We use L2 loss as the objective function for Ez to measure the squared Euclidean distance
between zt and zˆt.
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min
Ez
Lz = min
Ez
L(Ez(Eface(x0), t), Eface(xt)) (3.5)
At the same time, we are clearly aware of the fact that we are not aiming for the absolute
resemblance of zt, because zt can be limited by the dataset we use. We will be reproducing the
known faces in the training stage, but what is more important is to produce the ”somewhat
average” but still individual-specific faces in the testing setting. Hence, optimization on Lz
will not be our sole goal.
Discriminator on Age. We choose to use the pre-trained Discage here again to ensure
that the age traits are preserved. Lage is still formulated similarly, other than that it is
minimized over Ez this time.
min
Ez
Lage = min
Ez
−t · log(Discage(Dface(Ez(Eface(x))))) (3.6)
Discriminator on distribution of z. A discriminator Discunif is added to the network
to ensure that the output feature vectors zˆt from Ez follows the same uniform distribution
as z and also zt. It is also responsible for generating photo-realistic faces, which is especially
important here as the faces we are generating here do not have a prototype and we want the
predicted aged faces to be as realistic as possible. We use binary cross entropy loss to train
Discunif as
min
Ez
max
Discunif
Lunif = min
Ez
max
Discunif
log(Discunif (zunif )) + log(1−Discunif (Ez(Eface(x)))) (3.7)
3.3 Face Aging Model
The model is assembled from Eface, Ez and Dface together and put into test. When we pass
in a new face x, Eface should encode the face into its feature vector z and Ez should generate
the aged feature vector zˆt with age and gender condition. Following the transformation from
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z to zˆt, Dface decodes the manipulated feature vector and outputs the reconstructed aged
face xˆt. If the model is trained appropriately, after these transformations, our reconstructed
aged face xˆt should satisfy all requirements we mentioned in the previous chapter. The model
is demonstrated in Figure 3.3.
x Eface z Dface
zunif
Discunif
xˆ Discage
Lunif
Lage
Lface
Figure 3.1: Complete Structure of Face Reconstruction
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x0, xt Eface
z0, t
zt
Ez zˆt Dface xˆt Discage
zunif
Discunif
Lz
Lage
Lunif
Figure 3.2: Complete Structure of Feature Vector Encoder
x Eface z Ez zˆt Dface xˆt
Figure 3.3: Complete Structure of Face Aging Model
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CHAPTER 4
Experiments
4.1 Dataset: FG-NET
We decide to use FG-NET Aging Database for this study [6]. In total, the dataset consists
of 1002 images from 82 subjects at different ages. Neither the size or color of the images nor
the position of the subjects on the images is unified. The coordinates of the 68 landmarks
on one’s face are provided as well. FG-NET is a compact dataset. It is considerably smaller
than most of the other popular face aging datasets, such as the Craniofacial Longitudinal
Morphological Face Database (MORPH) or Cross-Age Celebrity Dataset (CACD), but it has
its own advantages. The age of the faces ranges from age 0 to age 69, which is comparable
to other similar datasets. Also, there are about 12 images for each subject on average. For
MORPH and CACD, we rarely see an average of 12 images for one object.
Since the images were taken under various conditions, we need to pre-process the dataset
before we construct any models on them. All images are read in gray scale because not all
of them are colored images. Based on the upper-left-most corner and the bottom-right-most
corner of the landmark, the face area on each image are selected and warped to an averaged
face landmark we computed from all the landmarks we have, such that all the faces show a
same and neutral facial expression. They are then rescaled into 128× 128 pixels. Figure 4.1
shows an example of such transition.
We randomly pick 64 objects out of 82 objects as our training set. All training objects
have 781 images of them, ranging from age 0 to age 69, and all testing objects have 221
images, ranging from age 0 to age 63. Both the number of the objects and the number of
the images of the training set contributes to about 80% of the total dataset, and the age
12
Figure 4.1: Image Pre-processing of Object 11 at Age 30.
span of the training set and the testing set seem to be similar.
All images are divided into 14 age groups, such as 0− 4, 5− 9, 10− 15, etc, and coded
one-hot as we mentioned in the section above. Age is appended as the fifteenth element after
all age groups are coded.
4.2 Implementation Details
4.2.1 Face Reconstruction
We first use the training images and their corresponding age group labels to train Discage.
We adopt the age recognition Convolutional Neural Network structure that was suggested by
G. Levi and T. Hassner [7]. Its implementation is listed in Table 4.1. We stop the algorithm
when Lage does not seem to decrease any more.
The structure of Discunif is adopted from [1], illustrated in Table 4.2 and the target
distribution is set as Unif(−1, 1), following the same study as well. Eface and Dface are
constructed as Table 4.3. We use softsign as the activation function for the last layer in
Eface such that the range of z would match up with the range of Unif(−1, 1) and the relative
magnitude of each element will not be altered. Without softsign, the range of z may be
bloated easily. Instead of regulating z, Discunif may become a weak classifier and not work
as expected.
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Discage
Layer Parameter
Input Image Size (128 × 128 × 1)
Conv 1, ReLU, Batch Norm Kernel = 5, Filter = 96, Stride = 2
Max Pooling 1 Kernel = 3, Stride = 2
Conv 2, ReLU, Batch Norm Kernel = 5, Filter = 256, Stride = 2
Max Pooling 2 Kernel = 3, Stride = 2
Conv 3, ReLU, Batch Norm Kernel = 3, Filter = 384, Stride = 1
Max Pooling 3 Kernel = 3, Stride = 2
FC 1, ReLU, Drop out Unit = 512, Rate = 0.5
FC 2, ReLU, Drop out Unit = 512, Rate = 0.5
FC 3, Softmax Unit = Age Groups = 14
Table 4.1: Structure of Discage
Discunif
Layer Parameters
Input Feature Vector Size (1 × 50)
FC 1, ReLU Unit = 64
FC 2, ReLU Unit = 32
FC 3, ReLU Unit = 16
FC 4, Sigmoid Unit = 1
Table 4.2: Structure of Discunif
With reasonable Discage and Discunif , we start the training on Eface and Dface, which
are aiming at compressing the input image x into a 50 × 1 feature vector z and expand it
back to itself xˆ. We set the target dimension as 50 since it is so commonly used in many
studies. Eface, Dface and Discunif are trained together. The objective functions Lface, Lage
and Lunif are minimized in turns. The algorithm is stopped when Lface falls below a specific
threshold.
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Eface
Layer Parameters
Input Image Size (128 × 128 × 1)
Conv 1, Leaky ReLU, Batch Norm Kernel = 5, Filter = 32, Stride = 2
Conv 2, Leaky ReLU, Batch Norm Kernel = 5, Filter = 64, Stride = 2
Conv 3, Leaky ReLU, Batch Norm Kernel = 5, Filter = 128, Stride = 2
Conv 4, Leaky ReLU, Batch Norm Kernel = 5, Filter = 256, Stride = 2
FC, Batch Norm, Softsign Unit = 50
Dface
Input Feature Vector Size (1 × 50)
FC, Leaky ReLU, Batch Norm Unit = 8× 8× 512
DeConv 1, Leaky ReLU, Batch Norm Kernel = 5, Filter = 256, Stride = 2
DeConv 2, Leaky ReLU, Batch Norm Kernel = 5, Filter = 128, Stride = 2
DeConv 3, Leaky ReLU, Batch Norm Kernel = 5, Filter = 64, Stride = 2
DeConv 4, Leaky ReLU, Batch Norm Kernel = 5, Filter = 32, Stride = 2
DeConv 5, Leaky ReLU, Batch Norm Kernel = 5, Filter = 1, Stride = 1
Table 4.3: Structure of Eface and Dface
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4.2.2 Feature Vector Encoder
Since both the input and output for the Feature Vector Encoder are 1-dimensional vectors
and the input vector is slightly sparse as we have the one-hot condition attached, we choose
to use all Fully Connected Layers. We use softsign as the activation function for the output
to match up with other feature vector z. After some trial and errors on the depth of the
network, we implement Ez following Table 4.4. Discage and Discz are both constructed in
the same way as above.
In the training process, Lz, Lunif and Lage are minimized in turns. We do not have a
hard threshold for Lz because we are not looking for an exact replication of the aged feature
vector zt as long as the traits are preserved, and a low level of Lz may actually result in an
overfitting on the training faces. The algorithm is stopped based on its actual performance
on face aging progression and regression.
Ez
Layer Parameters
Input Feature Vector with Age and Gender Size(65 × 1)
FC 1, ReLU, Drop out Unit = 256, Rate = 0.5
FC 2, ReLU, Drop out Unit = 256, Rate = 0.5
FC 3, Softsign Unit = Feature Vector Size = 50
Table 4.4: Structure of Ez
4.3 Results
We display the result in Figure 4.2. Each row in Figure 4.2(a) is generated from images at
age 3, 16, 30 and 42 of a female object 009, and the rows in Figure 4.2(b) are generated from
male object 035’s faces at age 0, 5, 9, 16 and two faces at age 23. These two objects are both
from the testing set. Generally, our algorithm is capable of adding a sense of rejuvenation
and maturity based on the face given. With input faces at different ages of each object,
the reconstructed faces in each target age categories maintain a consistency for most of the
16
(a) Face Aging for Object 009.
(b) Face Aging for Object 035.
Figure 4.2: Face Aging Results for Selected Objects. The predicted faces in age group 5− 9,
15− 19, · · · , 65− 69 are graphed from the first face in each row circled by the blue box.
times. It has some tolerance on input faces as well. Although the input faces may have
individual traits involved, such as glasses, hair bang or beard, and may be slightly distorted
when they are warped to the averaged face landmark, the reconstructed faces are mostly in
neutral facial expression and have these unnecessary traits discarded. Overall speaking, we
do better with the generation of younger faces than older faces, since we have more sample
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faces at younger ages.
Indeed, we also see the limitation with the result. It does not show a strong predicting
power for age group 65 − 69, which is also the last age group. It is due to the insufficiency
of such faces in our dataset. In contrary to that, the younger age groups in which the model
does well also happen to be the groups with the most abundant data. The reconstructed
faces in age group 65 − 69 highly overfit to the only samples it has. The algorithm is still
prone to be affected by the quality of the input face we choose. Sometimes, an unintended
shadow around the mouth area may be mis-interpreted as mustache, and we would see a
mustache appearing in the reconstructed aged faces. As in the third row of Figure 4.2(b),
when the key details on the input faces are blurred or covered under shades, the faces being
generated may lose some of their consistency with other predicted faces.
4.4 Analysis and Evaluation
We obtain the intermediate results in the whole training process, draw a couple comparisons
and analyze on the cases when Discage and Discunif are not in effect. To our understanding
below, we need the presence of Discunif all the time, but we may disregard Discage for
training efficiency in certain situation.
4.4.1 Evaluation on Discage
On Face Reconstruction Convolutional Neural Network. Discage can achieve a
training accuracy of 99% and a testing accuracy of 40%, where an accurate classification
is defined as successfully putting the image into its corresponding age bin. If we relax the
standard of accurate classification by 1 age group, then we can achieve an accuracy of 76%.
It seems that the performance of Discage can still be improved, since it only shows a 60%
of accuracy in the testing data. In the paper we adopt the classification network from, their
best result on exact age group estimation was 50% and on 1-group-off age group estimation
was 85% [7]. The age groups were defined as 0− 2, 4− 6, 8− 13, 15− 20, 25− 32, 38− 43,
48 − 53 and 60− after – they were not defined continuously, and an estimation off by 1
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group may in fact indicate an off by up to 10 years, where in our case it indicates an off by
up to 5 years. Given these reported results, we still think that our implementation gives a
satisfactory outcome.
Figure 4.3: Lage Comparison in Eface and Dface Training
In the training of Face Reconstruction Convolutional Neural Network, we realize that the
contribution of Discage is negligible here. Although Lage does not change significantly at the
beginning if we do not minimize it at all, it drops automatically when Lface is small enough.
It indicates that when we are able to make Lface sufficiently small, aging traits on face will
be captured naturally as well as personal traits. If we minimize all 3 losses simultaneously
as we planned above, we would be able to have Lage under control with less iterations of
training but longer training time. For the sake of training efficiency, we can choose not to
minimize Lage at this stage.
Figure 4.4 illustrates the comparison. The first row shows the original face, the second
row shows the reconstructed face with an intentional minimization on Lage and the third row
shows the reconstructed face without any control on Lage. We can barely tell the difference
between the last two rows.
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(a) Face Reconstruction for Object 003.
(b) Face Reconstruction for Object 061.
Figure 4.4: Face Reconstruction Results Comparison. Each row represents the original
face, the reconstructed face with Discage, and the reconstructed face without Discage
correspondingly.
On Feature Vector Encoder. The addition of Discage seem to be extremely important
in our case. Without any restriction on age, Lage stays at a level which is more than three
times as much as Lage with Discage, and it can hardly be reduced to a satisfactory level
before we stop the minimization of Lz. We believe that further minimization on Lz would
bring down Lage like before, but our goal here is not to minimize Lz to an extreme extent
and reproduce zt completely but to reach a balance between Lz and Lage. Therefore, we do
think the addition of Discage is beneficial here. Figure 4.5 shows the comparison between
Lage for both algorithms.
The comparison is illustrated in Figure 4.6. The first two rows demonstrates the original
face and the reconstructed face from the Face Reconstruction Convolutional Neural Network
we talked about above with feature vectors zt. The third row shows the reconstructed face
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Figure 4.5: Lage Comparison in Ez Training
from the reconstructed feature vectors zˆt. It should be as similar to the images in the second
row as possible, as we are trying to rebuild zˆt from itself. In general, we can see a clearer age
transition in Figure 4.6(a) than in Figure 4.6(b). The seventh to the ninth faces in Figure
4.6(b) seem to be younger than they are supposed to be, especially around the eye area,
while the according faces in Figure 4.6(a) better comply to their ages.
In Figure 4.7, we plot the predicted faces in age groups of 5− 9, 15− 19, and all the way
up to 65 − 69 for Object 052. The faces are reconstructed from her face at age 2, 17 and
22 which are the faces in the blue boxes in each row as well. Throughout the comparison,
we can see that the algorithm with Discage gives a better consistency both across age and
across the input face we use. As for the algorithm without Discage, the aging process tends
to be ambiguous. Some faces, like the third face in the second row of Figure 4.7 (b), do not
seem that they belong to the appointed age groups. The generated faces of the same age
group for the same object are not stable. The reconstructed faces, even if their age can be
perceived correctly, still vary by a lot when we change the input face although they are from
the same object.
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(a) Feature Vector Reconstruction for Object 005 with Discage and Discunif .
(b) Feature Vector Reconstruction for Object 005 without Discage
(c) Feature Vector Reconstruction for Object 005 without Discunif
Figure 4.6: Feature Vector Reconstruction Results Comparison. The rows represent the orig-
inal image, the reconstructed face and the reconstructed face decoded from its corresponding
reconstructed feature vector respectively.
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(a) Face Aging for Object 052 with Discage and Discunif .
(b) Face Aging for Object 052 without Discage
(c) Face Aging for Object 052 without Discunif
Figure 4.7: Feature Aging Results Comparison. The faces are predicted from the first face
in each row, each falling in age groups of 0− 5, 15− 19, and 20− 24.
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4.4.2 Evaluation on Discunif
On Face Reconstruction Convolutional Neural Network. For the demonstration of
the effect of Discunif , we train a Face Reconstruction Convolutional Neural Network without
Discunif , in which we do not enforce any range or distribution on z. Then we manually
generate 10 intermediate feature vectors on the transitional path from feature vector z1 of a
known face to z2 of another known face and feed them into the corresponding Dface.
The purpose of having Discunif is to ensure that the feature vectors z which are not
generated from real faces can still be interpreted as real as possible. A smooth transition
between the selected faces in Figure 4.8 is what we are expecting for. Although the constrast
might be subtle here, we can still see that the transitions, both for the face details and for
the facial expression, are more natural when we have Unif ∼ (−1, 1) enforced. Especially
for Figure 4.8(b), the mouth details are a lot more refined with the presence of Discunif .
The reconstruction of the known faces from the algorithm with Discunif and the one
without Discunif do not differ much, which is in expectation and desirable since the re-
construction of the faces xˆ should not depend on the distribution of z as long as Lface
is sufficiently minimized. However, we are not saying that we should drop the inclusion
of Discunif . The reason we have Discunif in place now is not oriented from the result of
face reconstruction itself, but to make sure that all generated feature vectors z follows this
distribution.
On Feature Vector Encoder. The results from the algorithm without Discunif are
shown in Figure 4.6 (c) and Figure 4.7 (c). Again, this is totally understandable that the
presence of Discunif does not pose any noticeable effect on the reconstruction of feature
vector, as the reconstruction of z does not and should not depend on its distribution. Unlike
its application in the Face Reconstruction stage, the effectiveness of Discunif is fully demon-
strated in the face aging stage. When the feature vectors are not uniformly distributed on
the latent space they are projected onto, the zˆt we manipulate on may end up dwelling on
the blind spot of the latent space, and Dface may not be able to decode such zˆt properly.
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(a) Face Transition from Object 003 to Object 002
(b) Face Transition from Object 001 to Object 002
Figure 4.8: Face Transition Results Comparison. The first row in each figure shows the
transition with Discunif and the second row shows the transition without Discunif .
The results in Figure 4.7 (c) totally support this conclusion. These faces neither look similar
to the corresponding reconstructed faces in Figure 4.7 (a) and (b) where Unif ∼ (−1, 1)
is enforced nor look as vivid as the other two algorithms could achieve. We also lose some
clarity as faces in Figure 4.7 (c) are more blurred. The reason behind all these is that the
synthesized zˆt do not exist on the latent space and are not able to be decoded as they should
be.
It is obvious that an implementation of Discunif is advantageous for our model. Being
different from Lage, Lunif can not be reduced automatically. Although the algorithm with
Discunif requires longer training time, it is totally worth the effort.
4.5 Other Attempts
Our first attempt to tackle the personal traits preservation problem was to construct a
Convolutional Neural Network which is able to extract a similar feature vector from all face
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images of one particular object regardless of the object’s age of the face image. The idea
behind is that no matter what age group the obejct’s face image falls into, there has to be
something in common on the faces as long as they belong to the same object. However, it
turned out that a network like that also tended to generate one same feature vector for all
input face images, despite of the object and its age. The feature vector was then decoded
into the grand average face of all input faces. Our experiments have shown that this may
not be a good approach.
The original implementation of the model we talk about in this paper does not have the
gender condition included. During the testing stage, it turned out that the reconstructed
faces may leave a feminine impression in certain age groups and a masculine impression in
others no matter what gender the input face is. We speculated that it may be up to the
gender of the faces that dominate each age group. Adding a gender condition greatly relieve
this issue.
We have also attempted to encode the age condition in some other ways. For example,
with others parts maintaining the same, we coded the current age as 0 or encode both current
age and perspective age as 1. However, we were unable to get a desirable result from these
types of encoding.
A harsher minimization on Lz was once implemented but we still choose to leave some
room for its optimization. The Feature Vector Encoder we used as demonstration in the
previous sections indeed does not meet the minimal Lz we can do. A more extreme opti-
mization may overly pick up the features from the target feature vector zt, sometime even
the unwanted ones such as the distortion on faces caused by face warping. It directly affect
the face aging results, which is not supposed to be influenced by these irrelevant and minor
features. Hence, we retain Lz at a moderate level for the optimal results.
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CHAPTER 5
Discussions and Conclusion
5.1 Limitations
One of the main limitations is that the size of our dataset is relatively small in consideration
of the task we want to achieve. Our decision on dividing all images by age of 5 is mainly
based on two concerns. Faces of children may change every 2− 3 years, and faces of adults
may have visible changes about every 5 years. With small age groups, our reconstruction
could be more precise, but the requirements on computing power and data size are more
stringent. A more extensive age group brings more variation on faces within each group, and
it may introduce too much uncertainty to the training of the model as well. Based on these
reasons, we want age groups with smaller age span. However, due to the size of our dataset,
having 14 age groups already drags down the number of images in each age groups to 50.
Shrinking the age span in each age group even further may result in a lack of training for
the model. We experiment on various dividing rules on age groups, and we decide on having
14 age groups because it balances among the factors mentioned above.
There is always a relationship between the quality of the input and the quality of the
output. The quality of the images restricts the performance of the algorithm, since the
algorithm may not be able to show all it could if we do not provide sufficient details for it
to learn at the first place. Other than the resolution of the image itself, the background of
the image, hair style of the object, accessories on the object or even the facial expression of
the object may also lead to a bias in our result.
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5.2 Approaches Comparison
Some other studies encode the age condition as a one-hot 3-dimesional matrix and concate-
nate it to the original image. The input dimension would be expand to a size which is even
larger than 128× 128× 10, because we usually have more than 10 age categories. The train-
ing process would be highly time-consuming due to the dimension. While in our approach,
we concatenate the age condition to the feature vector z as a one-hot vector and greatly
reduce the dimension of the input we want to manipulate on. It reduces the complexity of
the model greatly.
In those studies where the age condition is concatenated to the feature vector z as a
one-hot vector, there exist approaches in which the face decoder Dface is trained to take this
new feature vector as input. However, if we change the division of age groups, we would
have to re-train Dface, which is a Convolutional Neural Network. As for our case, we only
need to re-train Ez, and it would be a lot more easier because Ez is simply constructed out
of Fully Connected layers where all operations involved are linear.
It also brings up another advantage of our approach: it is compatible with any similar
face reconstruction algorithm as long as the feature vectors are forced to be Unif ∼ (−1, 1).
Pairing with a stronger face reconstruction algorithm and better quality image would defi-
nitely boost its ability, while still have the computation power required under control.
5.3 Conclusion
To sum up, our model is composed of a Face Reconstruction Convolutional Neural Network
and a Feature Vector Encoder. We first train the Face Reconstruction Convolutional Neural
Network for an accurate transformation to the feature vectors and a face decoder that could
fully explain the feature vector into faces. Then, we train the Feature Vector Encoder for the
aging process of feature vectors. Combining the two, our model is able to age and rejuvenate
given faces into designated age categories. The performance of the model can be strengthened
by the discriminator on age, which contributes to the preservation of age traits, and the
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discriminator on distribution, which ensure the smoothness of the faces reconstructed.
For the next step, we would like to refine our model with a larger dataset with mixed
races, so our model could receive a thorough training with better quality pictures on even
smaller age groups. We would also like to try to amplify our one-hot conditions to more
than age and gender: face shape, eye shape, race, etc. We believe an explicit indication
on personal traits would be meaningful to the regeneration of faces. We would also like
to explore other methods of regulations, such as constructing gender or race recognition
networks so that traits related to these features would be better identified.
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