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Shirin Jalali, H. Vincent Poor
Abstract
The main promise of compressed sensing is accurate recovery of high-dimensional structured signals from an
underdetermined set of randomized linear projections. Several types of structure such as sparsity and low-rankness
have already been explored in the literature. For each type of structure, a recovery algorithm has been developed
based on the properties of signals with that type of structure. Such algorithms recover any signal complying with the
assumed model from its sufficient number of linear projections. However, in many practical situations the underlying
structure of the signal is not known, or is only partially known. Moreover, it is desirable to have recovery algorithms
that can be applied to signals with different types of structure.
In this paper, the problem of developing universal algorithms for compressed sensing of stochastic processes
is studied. First, Re´nyi’s notion of information dimension (ID) is generalized to analog stationary processes. This
provides a measure of complexity for such processes and is connected to the number of measurements required
for their accurate recovery. Then a minimum entropy pursuit (MEP) optimization approach is proposed, and it is
proven that it can reliably recover any stationary process satisfying some mixing constraints from sufficient number
of randomized linear measurements, without having any prior information about the distribution of the process. It
is proved that a Lagrangian-type approximation of the MEP optimization problem, referred to as Lagrangian-MEP
problem, is identical to a heuristic implementable algorithm proposed by Baron et al. It is shown that for the right
choice of parameters the Lagrangian-MEP algorithm, in addition to having the same asymptotic performance as MEP
optimization, is also robust to the measurement noise. For memoryless sources with a discrete-continuous mixture
distribution, the fundamental limits of the minimum number of required measurements by a non-universal compressed
sensing decoder is characterized by Wu et al. For such sources, it is proved that there is no loss in universal coding,
and both the MEP and the Lagrangian-MEP asymptotically achieve the optimal performance.
I. INTRODUCTION
Consider the fundamental problem of compressed sensing (CS): a signal xno ∈ Rn is measured through a data
acquisition process modeled by a linear projection system: ymo = Axno , where A ∈ Rm×n denotes the measurement
matrix. The signal xno is usually high-dimensional, and the number of measurements is much smaller than the
ambient dimension of the signal, i.e., m≪ n. The decoder is interested in recovering xno from the measurements
ymo . Since the system of linear equations described by ymo = Axn has infinitely many solutions, without any
side information, clearly it is impossible to recover xno from ymo . However, with some extra information about
the structure of xno , one might be able to recover xno from ymo reliably. Intuitively, having this extra information
enables the decoder to, among the signals that satisfy the measurement constraints, search for the one that is (more)
consistent with the structure model. For instance for sparse signals, i.e., signal with k = ‖xno ‖0 ≪ n,1 the decoder
1For xn ∈ Rn, ‖xn
o
‖0 , |{i : xi 6= 0}|.
2might try to find the signal with minimum ℓ0-norm among the signals that satisfy Axn = ymo . In that case the
reconstruction signal will be
xˆno = argmin
Axn=yno
‖xn‖0.
While this optimization is not practical, it has well-known approximations that can be implemented efficiently
[1]–[3]. This result can also be extended to several other structures such as group-sparsity and low-rankness. (Refer
to [4]–[11] for some examples of the other structures studied in the literature.) In each of these cases, the signal
is known to have some specific structure, and the decoder exploits this side information to recover the signal from
its under-sampled set of linear projections.
Structures that are already studied in the compressed sensing literature are often simple models such as sparsity.
However, natural signals typically exhibit much more complicated and diverse patterns. Therefore, it is desirable
to have a recovery algorithm that can be applied to sources with diverse structures without having some prior
information about the source model. Such algorithms are referred to as universal algorithms in the information
theory literature. More formally universal algorithms are defined as algorithms that achieve the optimal performance
without knowing the source distribution. Existence of such algorithms has been proved for several different problems
such as compression [12]–[16], denoising [17], [18] and prediction [19], [20].
In order to develop a universal compressed sensing algorithm, there are some fundamental questions that need to
be addressed: What does it mean for an analog2 signal to be of low complexity or structured? How can the structure
or the complexity of an analog signal be measured? Is it possible to design a universal compressed sensing decoder
that is able to recover structured signals from their randomized linear projections3 without knowing the underlying
structure of the signal?
The problem of universal compressed sensing has already been studied in the literature [21]–[25]. In [21] and [22],
the authors propose a heuristic implementable algorithm for universal compressed sensing of stochastic processes. In
[23], the authors define the Kolmogorov information dimension (KID) of a deterministic analog signal as a measure
of its complexity. The KID of a signal xno is defined as the growth rate of the Kolmogorov complexity of the
quantized version of xno normalized by the log of the number of quantization levels, as the number of quantization
levels grows to infinity. Employing this measure of complexity, the authors in [23] and [25] propose a minimum
complexity pursuit (MCP) optimistion as a universal signal recovery decoder. MCP is based on Occam’s razor [26],
i.e., among all signals satisfying the linear measurement constraints, MCP seeks the one with the lowest complexity.
While MCP proves the existence of universal compressed sensing algorithms, it is not an implementable algorithm,
since it is based on minimizing Kolmogorov complexity [27], [28], which is not computable.
In this paper we focus on stochastic signals and develop an implementable algorithm for universal compressed
sensing of stochastic processes. To achieve this goal, we first need to develop a measure of complexity for stochastic
2Throughout the paper, an analog signal refers to a continuous-alphabet discrete-time signal.
3Throughout the paper, linear measurements acquired by a measurement matrix generated from a random distribution is denoted by randomized
linear projections or randomized linear measurements.
3processes that differentiates between different processes in terms of their complexities. To define such a measure,
we extend the Re´nyi’s notion of the information dimension of an analog random variable [29] to define the
information dimension of a stochastic process. As we will show, this extension is consistent with Re´nyi’s information
dimension such that the information dimension of a memoryless stationary process X = {Xi}∞i=1 is equal to the
Re´nyi information dimension of its first-order marginal distribution (X1). It has recently been proved that for
independent and identically distributed (i.i.d.) processes with a mixture of discrete-continuous distribution, their
Re´nyi information dimension characterizes the fundamental limits of (non-universal) compressed sensing [30].
Again consider the basic problem of compressed sensing: Xno is generated by an analog stationary process
X = {Xi}∞i=1, the decoder observes its linear projections Y mo = AXno , where m < n, and is interested in recovering
Xno . To recover Xno from Y mo , in the same spirit of the MCP algorithm, we propose minimum entropy pursuit
(MEP) optimization, which among all the signals xn satisfying the measurement constraint Y no = Axn, outputs the
one whose quantized version has the minimum conditional empirical entropy. We prove that, asymptotically, for a
proper choice of the quantization level and the order of the conditional empirical entropy, and having slightly more
than the (upper) information dimension of the process times the ambient dimension of the process randomized linear
measurements, MEP presents an asymptotically lossless estimate of Xno . While MEP is not easy to implement, we
also present an implementable version with the same asymptotic performance guarantees as MEP. The implementable
approximation of the MEP optimization, which we refer to as Lagrangian-MEP, is identical to the heuristic algorithm
proposed and implemented in [21] and [22] for universal compressed sensing. We prove that for the right choice of
parameters, the Lagrangian-MEP algorithm has the same asymptotic performance as MEP and in addition is also
robust to measurement noise. That is, the asymptotic performance of the Lagrangian-MEP algorithm does not change
when the measurement vector is corrupted by a small-enough measurement noise vector. For memoryless sources
with a discrete-continuous mixture distribution, we show that there is no loss in the performance due to universal
coding, and both the MEP optimization and the Lagrangian-MEP algorithm achieve the optimal performance derived
in [30].
The organization of the paper is as follows. Section II introduces the notation used in the paper and reviews some
related background. Section III presents an overview of the main contributions of the paper. In Section IV, we first
generalize the Re´nyi’s notion of the information dimension of a random variable [29] and define the information
dimension of a stationary process. In Section V, we introduce the MEP optimization for universal compressed
sensing, and also provide an implementable version of MEP, namely Lagrangian-MEP, which is the same heuristic
algorithm proposed in [21] and [22], and prove its optimality and its robustness to measurement noise. The proofs
of all of the main results are given in Section VI. Section VII concludes the paper.
II. BACKGROUND
In this section we first introduce the notation that is used throughout the paper. Then, we review two basic
concepts, namely empirical distribution and universal lossless compression, which we employ in developing our
results on universal compressed sensing.
4A. Notation
Calligraphic letters such as X and Y denote sets. For a finite set X , let |X | denote the size of X . Given vectors
un, vn ∈ Rn, let 〈un, vn〉 denote their inner product, i.e., 〈un, vn〉 , ∑ni=1 uivi. Also, ‖un‖2 , (∑ni=1 u2i )0.5
denotes the ℓ2-norm of un. For 1 ≤ i ≤ j ≤ n, uji , (ui, ui+1, . . . , uj). To simplify the notation, uj , uj1. The set
of all finite-length binary sequences is denoted by {0, 1}∗, i.e., {0, 1}∗ , ∪n≥1{0, 1}n. Similarly, {0, 1}∞ denotes
the set of infinite-length binary sequences. Throughout the paper log refers to logarithm to the basis of 2 and ln
refers to the natural logarithm.
Random variables are represented by upper-case letters such as X and Y . The alphabet of the random variable
X is denoted by X . Given a sample space Ω and event A ⊆ Ω, 1A denotes the indicator function of A. Given
x ∈ R, δx denotes the Dirac measure with an atom at x.
Given a real number x ∈ R, ⌊x⌋ (⌈x⌉) denotes the largest (the smallest) integer number smaller (larger) than x.
Further, [x]b denotes the b-bit quantized version of x that results from taking the first b bits in the binary expansion
of x. That is, for x = ⌊x⌋+∑∞i=1 2−i(x)i, where (x)i ∈ {0, 1},
[x]b , ⌊x⌋+
b∑
i=1
2−i(x)i.
Also, for xn ∈ Rn, define
[xn]b , ([x1]b, . . . , [xn]b).
For a positive integer ℓ, let
〈x〉ℓ , ⌊ℓx⌋
ℓ
.
By this definition, 〈x〉ℓ is a finite-alphabet approximation of the random variable X , such that 0 < x− 〈x〉ℓ ≤ 1ℓ .
B. Conditional empirical entropy
Consider a stochastic process X = {Xi}∞i=1, with finite alphabet X and probability measure µ(·). The entropy
rate of a stationary process X is defined as
H¯(X) , lim
n→∞
H(X1, . . . , Xn)
n
. (1)
The k-th order empirical distribution induced by xn ∈ Xn, pk(.|xn) is defined as
pk(a
k|xn) = |{i : x
i−1
i−k = a
k, 1 ≤ i ≤ n}|
n
,
where we make a circular assumption such that xj = xj+n, for j ≤ 0.
Definition 1. The conditional empirical entropy induced by xn ∈ Xn, Hˆk(xn), is equal to H(Uk+1|Uk), where
Uk+1 ∼ pk+1(·|xn).
For a stationary finite-alphabet process X , if k grows to infinity as k = o(logn), Hˆk(Xn) converges, almost
5surely, to the entropy rate of the process X , i.e., Hˆk(Xn) → H¯(X), almost surely [31]. Therefore, if we fix the
size of the source alphabet, Hˆk is a universal estimator of the source entropy rate, which in turn is a measure of
the source complexity.
C. Universal lossless compression
One of the most well-studied universal coding problems is the problem of universal lossless compression. The
entropy rate of a stationary process characterizes the minimum number of bits per symbol required for its lossless
compression. Universal lossless compression algorithms, such as the Lempel-Ziv algorithm [32], asymptotically
spend the same number of bits per symbol for compressing any stationary ergodic process, without knowing its
distribution. To design a universal lossless compression algorithm, similar to universal compressed sensing, one needs
to develop a universal measure of complexity. The fundamental difference between the two problems is that while
compressed sensing is mainly concerned with continuous-alphabet sources, lossless compression is concerned with
discrete-alphabet processes. In the following, we briefly review the mathematical definition of a universal lossless
compression algorithm.
Consider the problem of universal lossless compression of discrete stationary ergodic sources described as follows.
A family of source codes {Cn}n≥1 consists of a sequence of codes corresponding to different blocklengths. Each
code Cn in this family is defined by an encoder function fn and a decoder function gn such that
fn : Xn → {0, 1}∗,
and
gn : {0, 1}∗ → Xˆn.
Here Xˆ denotes the reconstruction alphabet which is also assumed to be discrete and in many cases is equal to
X . The encoder fn maps each source block Xn to a binary sequence of finite length, and the decoder gn maps
the coded bits back to the signal space as Xˆn = gn(fn(Xn)). Let ln(fn(Xn)) = |fn(Xn)| denote the length
of the binary sequence assigned to the sequence Xn. We assume that the codes are lossless (non-singular), i.e.,
fn(x
n) 6= fn(x˜n), for all xn 6= x˜n. A family of lossless codes is called universal, if
1
n
E[ln(fn(X
n))] → H¯(X),
and P(Xn 6= Xˆn) → 0, as n grows to infinity, for any discrete stationary process X . A family of lossless codes
is called point-wise universal, if
1
n
ln(fn(X
n)) → H¯(X),
almost surely, for any discrete stationary ergodic process X . The Lempel-Ziv algorithm [32] is both a universal
and a point-wise universal lossless compression algorithm. For a discrete-alphabet sequence un, ℓLZ(un) denotes
the length of encoded version of un by the Lempel-Ziv algorithm.
6III. OVERVIEW OF RESULTS
In recovering a structured signal xno from undersampled linear measurements ymo = Axno , m < n, non-universal
algorithms look for the signal that complies with both the measurements and the known structure. For several
types of structure, it has been proved that with enough measurements, this procedure yields a reliable estimate
of the input vector xno . In the universal compressed sensing problem, the decoder does not have any information
about the structure or the distribution of the source. In the deterministic settings, the authors in [25] proved that
universal compressed sensing is possible and proposed the KID measure of complexity and the MCP universal
recovery algorithm. However, as explained earlier, both the MCP optimization and the KID measure are based on
the notion of Kolmogorov complexity and hence are not computable. Moreover, KID measures the complexity of
an individual sequence, not a stochastic process. The focus of this paper is on stationary processes. Therefore, as
the first step, in Section IV, we develop a measure of complexity, referred to as ID, for stationary processes. After
that, in Section V we focus on developing a universal compressed sensing algorithm. In Section V-A, we propose
the MEP optimization, as a universal compressed sensing method, which does not require any prior knowledge
about the source model. Then, in Section V-B, we study the theoretical performance of the MEP. In order to
develop a universal compressed sensing algorithm for stochastic processes, an estimator of their ID based on the
process realizations is required. Therefore, in Section V-B1, we study special stationary processes such as Ψ∗-
mixing processes for which we are able to design such an estimator. Then, for such processes, in Section V-B2,
we prove that for the right set of parameters, the normalized number of measurements required by the MEP or by
its implementable version, namely, the Lagrangian-MEP, is slightly more than the ID of the source process.
IV. ID OF STATIONARY PROCESSES
Consider an analog random variable X and integer n ∈ N. Re´nyi defined the upper and lower information
dimensions of a random variable X in terms of the entropy of 〈X〉n as
d¯(X) = lim sup
n
H(〈X〉n)
logn
,
and
d(X) = lim inf
n
H(〈X〉n)
logn
,
respectively [29]. If d¯(X) = d(X), then the information dimension of the random variable X is defined as
d(X) = lim
n→∞
H(〈X〉n)
logn
.
While the Re´nyi information dimension measure can be used in measuring the complexity of memoryless
continuous-alphabet sources, it cannot directly be applied to analog stationary processes with memory. For instance,
a piecewise-constant signal generated by a stationary first-order Markov process is expected to be of low complexity.
However, the complexity of such processes cannot be evaluated using the Re´nyi information dimension or the entropy
rate function. In the following, we develop a measure of complexity for stationary analog sources. To achieve this
7goal, we carefully combine the definitions of the entropy rate and the Re´nyi information dimension, to capture both
the source memory and the fact that the source is continuous-alphabet.
Define the b-bit quantized version of a stochastic process X = {Xi}∞i=1 as [X ]b = {[Xi]b}∞i=1. Consider a
stationary process X = {Xi}∞i=1; then since [X ]b is derived from a stationary coding of X , it is also a stationary
process. We define the k-th order upper information dimension of a process X as
d¯k(X) = lim sup
b→∞
H([Xk+1]b|[Xk]b)
b
.
Similarly, the k-th order lower information dimension of X is defined as
dk(X) = lim inf
b→∞
H([Xk+1]b|[Xk]b)
b
.
Lemma 1. Both d¯k(X) and dk(X) are non-increasing in k.
Proof: For a stationary process [X ]b, for any value of k,
H([Xk+2]b|[Xk+1]b)
b
≤ H([Xk+2]b|[X
k+1
2 ]b)
b
=
H([Xk+1]b|[Xk]b)
b
.
Therefore, taking lim inf and lim sup of both sides as b grows to infinity yields the desired result.
Definition 2 (Upper/lower information dimension). For a stationary process X , if limk→∞ d¯k(X) exists, we define
the upper information dimension of process X as
d¯o(X) = lim
k→∞
d¯k(X).
Similarly, if limk→∞ dk(X) exists, the lower information dimension of process X is defined as
do(X) = lim
k→∞
dk(X).
If do(X) = d¯o(X), do(X) , do(X) = d¯o(X) is defined as the information dimension of the process X .
Lemma 2. Consider a stationary process X , with X = [l, u], where l < u and l, u ∈ R. Then, d¯k(X) ≤ 1 and
dk(X) ≤ 1, for all k.
Proof: Note that H([Xk+1]b|[Xk]b) ≤ log((u − l)2b) = log(u− l) + b, for all b and all k, and therefore,
1
b
H([Xk+1]b|[Xk]b) ≤ 1 + log(u− l)
b
.
Taking lim sup and lim inf of both sides as b grows to infinity yields d¯k(X) ≤ 1 and dk(X) ≤ 1, for all k.
For stationary bounded processes, from Lemmas 1 and 2, d¯k(X) and dk(X) are monotonic bounded sequences.
Therefore, limk→∞ d¯k(X) and limk→∞ dk(X) both exist, and the upper and lower information dimensions of such
8processes are well-defined.
The entropy rate of a discrete stationary process can be defined either as (1) or equivalently as H¯(X) =
limk→∞H(Xk|Xk−1). In the same spirit, the following lemma presents an equivalent representation of the upper
information dimension of a process.
Lemma 3. For a stationary process X , with upper information dimension d¯o(X),
d¯o(X) = lim
k→∞
1
k
(
lim sup
b→∞
H([Xk]b)
b
)
.
The following proposition proves that the information dimension of stationary memoryless processes is equal to the
Re´nyi information dimension of their first order marginal distribution. This implies that our notion of information
dimension for stochastic processes is consistent with the Re´nyi’s notion of information dimension for random
variables.
Proposition 1. For an i.i.d. process X = {Xi}∞i=1, d¯o(X) (do(X)) is equal to d¯(X1) (d(X1)), the Re´nyi upper
(lower) information dimension of X1.
Proof: Since the process is memoryless, for any quantization level b, H([Xk+1]b|[Xk]b) = H([Xk+1]b) and
since it is stationary, H([Xk+1]b) = H([X1]b). Therefore,
d¯k(X) = d¯0(X) = lim sup
b
H([X1]b)
b
.
As proved in Proposition 2 of [30],
d¯(X1) = lim sup
b
H(〈X1〉2b)
b
.
Since 〈X1〉2b = [X1]b, this yields the desired result.
To clarify the notion of information dimension, in the following we present several examples of different stationary
processes and evaluate their information dimensions.
The following theorem, which follows from Theorem 3 of [29] combined with Proposition 1, characterizes the
information dimension of i.i.d processes, whose components are drawn from a mixture of continuous and discrete
distribution.
Theorem 1 (Theorem 3 in [29]). Consider an i.i.d. process {Xi}∞i=1, where each Xi is distributed according to
(1 − p)fd + pfc,
where fd and fc represent a discrete measure and an absolutely continuous measure, respectively. Also, p ∈ [0, 1]
denotes the probability that Xi is drawn from the continuous distribution fc. Assume that H(⌊X1⌋) <∞. Then,
d¯o(X) = do(X) = do(X) = p.
9From Theorem 1, for an i.i.d. process with components drawn from an absolutely continuous distribution4 the
information dimension is equal to one. As a reminder, from Lemma 2, for sources with bounded alphabet, do(X) ≤
1. Therefore, from Theorem 1, memoryless sources with an absolutely continuous distribution have maximum
complexity. As p, the weight of the continuous component, decreases from one, the information dimension of the
source, or equivalently its complexity, decreases as well.
Processes with piecewise constant realizations are one of the standard models in image processing, and are studied
in various problems such as denoising and compressed sensing. Such processes can be modeled as a first-order
Markov process. Theorem 3 evaluates the information dimension of such processes, and shows that their complexity
depends on the rate of their jumps. Before that, Theorem 2 connects the information dimension of a Markov process
of order l to its l-th order information dimension.
Theorem 2. Consider a stationary Markov process X of order ℓ. Then,
lim sup
b→∞
H([Xl+1]b|X l)
b
≤ d¯o(X) ≤ d¯ℓ(X),
and
lim inf
b→∞
H([Xl+1]b|X l)
b
≤ do(X) ≤ dℓ(X).
Proof: The upper bounds on both cases follow from Lemma 1. To prove the lower bound, note that for k > l,
H([Xk+1]b|[Xk]b]) ≥ H([Xk+1]b|[Xk]b], Xkk−l+1)
(a)
= H([Xk+1]b|Xkk−l+1)
(b)
= H([Xl+1]b|X l), (2)
where (a) holds because X is a Markov process of order l and therefore [Xk]b → Xkk−l+1 → [Xk+1]b. Equality
(b) follows from the stationarity of X . Taking lim sup of the both sides of (2), it follows that
d¯k(X) = lim sup
b→∞
H([Xk+1]b|[Xk]b])
b
≥ lim sup
b→∞
H([Xl+1]b|X l)
b
.
Similarly, taking lim inf of the both sides yields the lower bound on do(X).
Theorem 3. Consider a first-order stationary Markov process X = {Xi}∞i=1, such that conditioned on Xt−1 =
xt−1, Xt has a mixture of discrete and absolutely continuous distribution equal to (1 − p)δxt−1 + pfc, where fc
represents the pdf of an absolutely continuous distribution over [0, 1] with bounded differential entropy. Then,
do(X) = p.
As another example, Theorem 4 below considers a special type of auto-regressive Markov processes of order l,
l ∈ N, and evaluates their information dimension.
4A probability distribution is called absolutely continuous, if it has a probability density function (pdf).
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Theorem 4. Consider a stationary Markov process of order l such that conditioned on Xt−1t−l = xt−1t−l , Xt is
distributed as
∑l
i=1 aixt−i + Zt, where ai ∈ (0, 1), for i = 1, . . . , l, and Zt is an i.i.d. process distributed
according to (1−p)δ0+pfc, where fc is the pdf of an absolutely continuous distribution. Let Z denote the support
of fc and assume that there exists 0 < α < β <∞, such that α < fc(z) < β, for z ∈ Z . Then,
do(X) = p.
Finally, the last result of this section is concerned with moving average processes, when the original process is
a sparse one.
Theorem 5. Consider an i.i.d. sparse process Y , such that Yi ∼ pfc + (1− p)δ0, where fc denotes an absolutely
continuous distribution with bounded support (0, 1). Define the causal moving average of process Y as process X
defined as Xi = 1l
∑l
j=1Yi−j . Then,
d¯o(X) ≤ p.
V. UNIVERSAL CS ALGORITHM
Consider a stationary process X = {Xi}∞i=1, such that d¯o(X) < 1. As we argued in Section IV, since d¯o(X)
is strictly smaller than one, we expect this process to be structured. Therefore, intuitively, it might be possible to
recover Xno generated by source X from an undersampled set of linear measurements Y mo = AXno , m < n. In
this section, we explore universal compressed sensing of such processes. We develop algorithms that are able to
recover Xno from enough linear measurements, without having any prior information about the source distribution.
The proposed algorithms achieve the optimal performance for stationary memoryless sources with mixtures of
discrete-continuous distributions, and therefore prove that, at least for such memoryless sources, there is no loss in
the performance due to universal coding.
A. Minimum entropy pursuit
Consider the standard compressed sensing setup: instead of observing Xno , the decoder observes Y mo = AXno ,
where A ∈ Rm×n denotes the linear measurement matrix, and m < n. Further assume that the decoder does
not have any knowledge about the distribution of the source. As we argued, for stationary processes d¯o(X)
measures the complexity of the source process. As a reminder, d¯o(X) was defined as the limit of d¯k(X) =
lim supbH([Xk+1]b|[Xk]b)/b. This suggests that, for the right choice of the parameters b and k, Hˆk([Xn]b)/b
defined as H(Uk+1|UK), where Uk+1 ∼ pk+1(·|[Xn]b), might serve as an estimator of d¯o(X). Therefore, inspired
by Occam’s razor and this intuition, we propose minimum entropy pursuit (MEP) optimization, which recovers Xno
by solving the following optimization problem:
Xˆno = argmin
Axn=Ymo
Hˆk([x
n]b), (3)
where k and b are parameters of the optimization.
11
Note that MEP does not require knowledge of the source distribution and hence is a universal compressed sensing
recovery algorithm. In the next section, we prove that if the stationary process X satisfies certain constraints that
will be specified later, and the parameters k and b are set appropriately, then the MEP optimization can reliably
recover Xno from measurements Y m, as long as m > (1 + δ)d¯o(X)n, where δ > 0 can get arbitrary small.
B. Theoretical analysis of MEP
The main goal of this section is to show that MEP succeeds in recovering the source vector, without having
access to its distribution. However, to prove this result, we have to impose a constraint on the source distribution.
We first review this condition in Section V-B1, and then under these constraints, we characterize the performance
of MEP in Section V-B2.
1) Mixing processes: To gain some insight on the constraint imposed on the input process, consider a simpler
question. Suppose that the decoder has access to both the noiseless measurements Y m = AXno , and the complexity,
or more specifically, the upper ID, of the process that has generated Xno . Now given a potential reconstruction
sequence xˆn, is it possible to confirm whether xˆn is a solution of the MEP optimization? Our heuristic answer to
this question, may help the reader understand the constraints studied later. It is straightforward to check whether
xˆn satisfies the measurement constraints. Moreover, for xˆn to be a solution of the MEP, in addition to satisfying
the measurement equations, its complexity is expected to be close to the complexity of sequences generated by
the source. For instance, if the decoder has access to a reliable estimator of d¯o(X), it can apply it to xˆn, and for
n large enough, if xˆn is equal or close to the source vector, it can expect the output to be close to d¯o(X). The
constraints imposed on process X enables us to develop such sn estimator of d¯o(X).
In the rest of the paper, we focus on ψ∗-mixing stationary processes. This condition ensures the convergence
of our estimate of d¯o(X). The ψ∗-mixing condition is a standard property studied in the ergodic theory literature.
Consider a stationary process X = {Xn}∞−∞. Let Fℓj denote the σ-field of events generated by random variables
Xkj , where j ≤ k. Define
ψ∗(g) = sup
P(A ∩ B)
P(A) P(B) , (4)
where the supremum is taken over all events A ∈ F j−∞ and B ∈ F∞j+g , where P (A) > 0 and P(B) > 0.
Definition 3. A process X = {Xn}∞−∞ is called ψ∗-mixing, if ψ∗(g)→ 1, as g grows to infinity.
Intuitively, this condition ensures that the future and the past of the process that are well-separated are almost
independent from each other. (For more information on ψ∗-mixing condition, and its connection to other mixing
conditions, the reader is referred to [33].) In the following we review some ψ∗-mixing processes.
Example 1. Any i.i.d. process is ψ∗-mixing.
Example 2. All aperiodic Markov chains with finite sate space are ψ∗-mixing [31].
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Example 3. Consider an i.i.d. process Y = {Yi} and define its moving average as Xi = 1l
∑l
j=1 Yi−j . Then,
process X is Ψ∗-mixing.
Proof: Note that since process Y is i.i.d. and since l is finite, for g large enough, F j−∞ and F∞j+g are independent
and therefore Ψ∗(g) = 1.
In fact, by the same proof, the averaging function can be replaced by any fixed mapping f : X l−l → X and the
process defined as Xi = f(Y i+li−l ) is still Ψ∗-mixing.
Theorem III.1.7 of [31] proves that any Ψ∗ mixing process with finite alphabet has exponential rates of conver-
gence for empirical distributions of all orders. The following theorem presents a straightforward extension of that
result to Ψ∗-mixing processes with continuous alphabet. It proves that b-bit quantized versions of such processes
have exponential rates for empirical frequencies of all orders, if b is growing with n slowly enough.
Theorem 6. Consider Ψ∗-mixing process X = {Xi}, with continuous alphabet X . Let process Z denote the b-bit
quantized version of process X . That is, Z = {Zi}, Zi = [Xi]b and Z = Xb. Then, for any ǫ > 0, there exists
g ∈ N, depending only on ǫ, such that for any n > 6(k + g)/ǫ+ k,
P(‖pk(·|Zn)− µk‖1 ≥ ǫ) ≤ 2cǫ2/8(k + g)n|Z|k2
−ncǫ2
8(k+g) ,
where c = 1/(2 ln2). Here, for ak ∈ Zk, µk(ak) = P(Zk = ak)
Proof: The proof is excatly as the proof of Theorem III.1.7 of [31]. The shift from continuous-alphabet sources
to finite-alphabet sources is done by the quantization of the source and by also noting that if a continuous-alphabet
process is Ψ∗-mixing, its quantized version is also Ψ∗-mixing. To see this, for j ≤ k, let Fkj and Fˆkj denote the
sigma-fields generated by Xkj and Zkj , respectively. But since Fˆkj is always a sub sigma-field of Fkj , we have
ψ∗Z(g) = sup
A∈Fˆj
−∞
,B∈Fˆ∞j+g
P(A ∩ B)
P(A) P(B)
≤ sup
A∈Fj
−∞
,B∈F∞j+g
P(A ∩ B)
P(A) P(B)
= Ψ∗X(g).
But since the continuous process is known to be Ψ∗-mixing, Ψ∗X(g) converges to one, as g grows to infinity. This
proves that process Z is also Ψ∗-mixing, with a Ψ∗(g) function than is upper-bounded with that of Ψ∗X(g).
2) Performance of MEP: The following theorem proves that MEP is a universal decoder for Ψ∗-mixing processes.
Theorem 7. Consider a Ψ∗-mixing stationary process {Xi}∞i=1, with X = [0, 1] and upper information dimension
d¯o(X). Let b = bn = ⌈log logn⌉, k = kn = o( log nlog logn ) and m = mn ≥ (1 + δ)d¯o(X)n, where δ > 0.
For each n, let the entries of the measurement matrix A = An ∈ Rm×n be drawn i.i.d. according to N (0, 1).
For Xno generated by the source X and Y mo = AXno , let Xˆno = Xˆno (Y mo , A) denote the solution of (3), i.e.,
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Xˆno = argminAxn=Ymo Hˆk([x
n]b). Then,
1√
n
‖Xno − Xˆno ‖2 P−→ 0.
Remark 1. Theorem 7 proves that, in the asymptotic setting, as the blocklength n grows to infinity, the normalized
number of measurements (m/n) required by MEP for recovering memoryless sources with discrete-continuous
mixture distributions coincides with the fundamental limits of non-universal compressed sensing characterized in
[30]. In other words, this result shows that, at least for such sources, there is no loss in performance due to
universality. This proves that, asymptotically, at least for such stationary memoryless sources, similar to data
compression, denoising, and prediction, there is no loss in universal compressed sensing, due to not knowing the
source distribution.
The optimization presented in (3) is not easy to handle. While the search domain, i.e., the set of points satisfying
Axn = ymo , is a hyperplane, the cost function is defined on a discretized space, which is formed by the quantized
version of the source alphabet X . To move towards designing an implementable universal compressed sensing
algorithm, consider the following Lagrangian-type approximation of MEP:
xˆno = argmin
un∈Xn
b
(
Hˆk(u
n) +
λ
n2
‖Aun − ymo ‖22
)
, (5)
where Xb , {[x]b : x ∈ X}. We refer to this algorithm as Lagrangian-MEP. The main difference between (3) and
(5) is that in (5) the search space is now a discrete set. The advantage of Lagrangian-MEP compared to MEP is
that it is implementable and classic discrete optimization methods such as Markov chain Monte Carlo (MCMC)
and simulated annealing [34]–[36] can be employed to approximate its optimizer.
The Lagrangian-MEP algorithm is in fact identical to the heuristic algorithm for universal compressed sensing
proposed in [21] and [22]. In [21] and [22], Baron et al. employ simulated annealing and Markov chain Monte
Carlo techniques to approximate the minimizer of the Lagrangian-MEP cost function. The following theorem shows
that for the right choice of parameter λ, (5) is in fact a universal compressed sensing algorithm, which approximates
the solution of MEP with no asymptotic loss in performance.
Theorem 8. Consider a Ψ∗-mixing stationary process {Xi}∞i=1, with X = [0, 1] and upper information dimension
d¯o(X). Let b = bn = ⌈r log logn⌉, where r > 1, k = kn = o( lognlog logn ), λ = λn = (log n)2r and m = mn ≥
(1 + δ)d¯o(X)n, where δ > 0. For each n, let the entries of the measurement matrix A = An ∈ Rm×n be drawn
i.i.d. according to N (0, 1). Given Xno generated by source X and Y mo = AXno , let Xˆno = Xˆno (Y mo , A) denote the
solution of (5), i.e., Xˆno = argminun∈Xn (Hˆk(un) + λn2 ‖Aun − Y mo ‖22). Then,
1√
n
‖Xno − Xˆno ‖2 P−→ 0.
So far we assumed that the measurements are perfect and noise-free. In almost all practical situations the
measurements are contaminated by noise. Therefore, it is important to study the performance of the proposed
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algorithms in the presence of noise. We next prove that the Lagrangian-MEP algorithm, which was proved to be
an implementable universal compressed sensing algorithm, is also robust to measurement noise.
Assume that instead of Axno , the decoder observes ymo = Axno + zm, where zm denotes the noise in the
measurement system, and employs the Lagrangian-MEP to recover xno , i.e.,
xˆn = argmin
un∈Xn
b
(
Hˆk(u
n) +
λ
nn
‖Aun − ymo ‖2
)
.
The following theorem proves that the Lagrangian-MEP is robust to measurement noise, and as long as the
ℓ2 norm of the noise vector is small enough, the algorithm recovers the source vector from the same number of
measurements, despite receiving noisy observations.
Theorem 9. Consider a Ψ∗-mixing stationary process {Xi}∞i=1, with X = [0, 1] and upper information dimension
d¯o(X). Consider a measurement matrix A = An ∈ Rm×n with i.i.d. entries distributed according to N (0, 1). Let
b = bn = ⌈r log logn⌉, where r > 1, k = kn = o( lognlog logn ), λ = λn = (logn)2r and m = mn ≥ (1 + δ)d¯o(X)n,
where δ > 0. For Xno generated by the source X , we observe Y mo = AXno + Zm, where Zm denotes the
measurement noise. Assume that there exists a deterministic sequence cm such that lim
m→∞P(‖Z
m‖2 > cm) = 0,
and cm = O(m/(logm)r). Let Xˆno = Xˆno (Y mo , A) denote the solution of (5). Then, 1√n‖Xno − Xˆno ‖2
P−→ 0.
VI. PROOFS
Before presenting the proofs of the results, we state two useful lemmas that are used later in the proofs. The
first lemma in the following is from [25].
Lemma 4 (χ2 concentration). Fix τ > 0, and let Ui i.i.d.∼ N (0, 1), i = 1, 2, . . . ,m. Then,
P
( m∑
i=1
U2i < m(1 − τ)
)
≤ em2 (τ+ln(1−τ))
and
P
( m∑
i=1
U2i > m(1 + τ)
)
≤ e−m2 (τ−ln(1+τ)). (6)
Lemma 5. Consider distributions p and q on finite alphabet X such that ‖p− q‖1 ≤ ǫ. Then,
|H(p)−H(q)| ≤ −ǫ log ǫ+ ǫ log |X |.
Proof: Define f(y) = −y ln y, for y ∈ [0, 1], and g(y) = f(y+ ǫ)− f(y). Since g′(y) = ln(y/(y+ ǫ)) < 0, g
is a decreasing function of y. Therefore,
g(y) ≤ −ǫ ln ǫ.
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For x ∈ X , let |p(x) − q(x)| = ǫx. By our assumption,
σ ,
∑
x∈X
ǫx ≤ ǫ. (7)
On the other hand, we just proved that
| − p(x) ln p(x) + q(x) ln q(x)| ≤ −ǫx ln ǫx.
Therefore,
|H(p)−H(q)| = |
∑
x∈X
(−p(x) ln p(x) + q(x) ln q(x))|
≤
∑
x∈X
| − p(x) ln p(x) + q(x) ln q(x)|
≤
∑
x∈X
−ǫx ln ǫx. (8)
Also
∑
x∈X
−ǫx log ǫx =
∑
x∈X
−ǫx log ǫxσ
σ
= −σ log σ + σH(ǫx
σ
: x ∈ X )
≤ −ǫ log ǫ+ ǫ log |X |, (9)
where the last line follows because f(y) is an increasing function for y ≤ e−1.
A. Proof of Lemma 3
Since the process is stationary,
H([Xk]b) =
k∑
i=1
H([Xi]b|[X i−1]b)
=
k∑
i=1
H([Xk]b|[Xk−1k−i+1]b)
≥ kH([Xk]b|[Xk−1]b). (10)
Therefore,
1
k
(
lim sup
b→∞
H([Xk]b)
b
)
≥ lim sup
b→∞
H([Xk]b|[Xk−1]b)
b
= d¯k(X).
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Taking lim inf of both as k grows to infinity proves that
lim inf
k→∞
1
k
(
lim sup
b→∞
H([Xk]b)
b
)
≥ d¯o(X). (11)
On the other hand, for any set of functions f1, . . . , fk, and any B ∈ R, supb>bo
∑k
i=1 fi(b) ≤
∑k
i=1 supb>bo fi(b).
Taking the limit of both sides as bo grows to infinity yields lim supb
∑k
i=1 fi(b) ≤
∑k
i=1 lim supb fi(b). Therefore,
letting fi(b) = b−1H([Xk]b|[Xk−1k−i+1]b), it follows that
lim sup
b→∞
H([Xk]b)
bk
= lim sup
b→∞
∑k
i=1H([Xk]b|[Xk−1k−i+1]b)
bk
≤ 1
k
k∑
i=1
lim sup
b→∞
H([Xk]b|[Xk−1k−i+1]b)
b
=
1
k
k−1∑
i=0
d¯i(X). (12)
For a sequence of numbers (ak)k, such that limk→∞ ak = a, the Cesa`ro mean theorem states that bk = 1k
∑k
i=1 ai
also converges to a. Therefore, since limi→∞ d¯i(X) = d¯o(X), by the Cesa`ro mean theorem, we have
lim
k→∞
1
k
k−1∑
i=0
d¯i(X) = d¯o(X).
Taking the lim sup of both sides of (12) yields
lim sup
k→∞
lim sup
b→∞
H([Xk]b)
bk
≤ d¯o(X). (13)
The desired result follows from combining (11) and (13).
B. Proof of Theorem 3
We first show that the quantized versions of X at any quantization level b is also a stationary first-order Markov
process. To show this, let Zk denote the i.i.d. Bernoulli process that indicates the positions of the jumps in process
X . In other words, Zk = 1Xk 6=Xk−1 . Then, for any uk+1 ∈ X k+1b , we have
P([Xk+1]b = uk+1|[Xk]b = uk) =P([Xk+1]b = uk+1, Zk+1 = 0|[Xk]b = uk)
+ P([Xk+1]b = uk+1, Zk+1 = 1|[Xk]b = uk).
But, since by the definition of process X , Zk+1 is independent of Xk,
P([Xk+1]b = uk+1, Zk+1 = 0|[Xk]b = uk) = P(Zk+1 = 0|[Xk]b = uk) P([Xk+1]b = uk+1|Zk+1 = 0, [Xk]b = uk)
= (1 − p) P([Xk+1]b = uk+1).
17
and
P([Xk+1]b = uk+1, Zk+1 = 1|[Xk]b = uk) = P([Xk+1]b = P(Zk+1 = 1|[Xk]b = uk)uk+1|Zk+1 = 1, [Xk]b = uk)
= p1uk+1=uk .
Therefore, overall,
P([Xk+1]b = uk+1|[Xk]b = uk) =(1− p) P([Xk+1]b = uk+1) + p1uk+1=uk ,
which only depends on uk. Therefore [X ]b is also a first-order Markov process. Stationarity of [X ]b follows
immediately.
Now since the quantized process is also a stationary first-order Markov process,
H([Xk+1]b|[Xk]b) = H([Xk+1]b|[Xk]b) = H([X2]b|[X1]b).
Therefore,
d¯k(X) = d¯1(X),
and
dk(X) = d1(X),
for all k ≥ 1. Let Xb = {[x]b : x ∈ X} denote the alphabet at resolution b. Then,
H([X2]b|[X1]b) =
∑
c∈Xb
P([X1]b = c)H([X2]b|[X1]b = c).
We next prove that 1bH([X2]b|[X1]b = c1) uniformly converges to p, as b grows to infinity, for all values of c1.
Define the indicator random variable I = 1X2=X1 . Given the transition probability of the Markov chain, I is
independent of X1, and P(I = 1) = 1 − p. Also define a random variable U , independent of (X1, X2), and
distributed according to fc. Then, it follows that
P([X2]b = c2|[X1]b = c1) = P([X2]b = c2, I = 0|[X1]b = c1)
+ P([X2]b = c2, I = 1|[X1]b = c1)
= pP([X2]b = c2|[X1]b = c1, I = 0)
+ (1− p) P([X2]b = c2|[X1]b = c1, I = 1)
= pP([U ]b = c2) + (1− p)1c2=c1 ,
where the last line follows from the fact that conditioned on X2 6= X1, X2, independent of the value of X1, is
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distributed according to fc. For a ∈ Xb,
P ([U ]b = a) =
∫ a+2−b
a
fc(u)du. (14)
On the other hand, by the mean value theorem, there exists xa ∈ [a, a+ 2−b], such that
2b
∫ a+2−b
a
fc(u)du = fc(xa).
Therefore, P ([U ]b = a) = 2−bfc(xa), and
H([X2]b|[X1]b = c1) = −
∑
a∈Xb,a 6=c1
−(p2−bfc(xa)) log(p2−bfc(xa))
− (p2−bfc(xc1) + 1− p) log(p2−bfc(xc1) + 1− p)
=
∑
a∈Xb,a 6=c1
−(p2−bfc(xa))(log p− b+ log(fc(xa)))
− (p2−bfc(xc1) + 1− p) log(p2−bfc(xc1) + 1− p). (15)
Dividing both sides of (15) by b yields
H([X2]b|[X1]b = c1)
b
=
(b− log p)p
b
∑
a∈Xb,a 6=c1
2−bfc(xa)
− (p
b
)
∑
a∈Xb,a 6=c1
2−bfc(xa) log(fc(xa))
− (p2
−bfc(xc1) + 1− p) log(p2−bfc(xc1) + 1− p)
b
. (16)
On the other hand, from (14),
∑
a∈Xb
2−bfc(xa) =
∑
a∈Xb
∫ a+2−b
a
fc(u)du
=
∫ 1
0
fc(u)du
= 1. (17)
Also, since
∫ 1
0 fc(u)du = 1,
lim
b→∞
∑
a∈Xb
2−bfc(xa) log(fc(xa)) = h(fc),
where h(fc) = −
∫
fc(u) log fc(u)du denotes the differential entropy of U . Therefore, for any ǫ > 0, there exists
bǫ ∈ N, such that for b > bǫ,
|
∑
a∈Xb
2−bfc(xa) log(fc(xa))− h(fc)| ≤ ǫ.
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Since fc is bounded by assumption, M = supx∈[0,1] fc(x) < ∞, and h(fc) ≤ logM < ∞. Finally, −q log q ≤
e−1 log e, for q ∈ [0, 1]. Therefore, combining (16), (17) and (18), it follows that, for b > bǫ,∣∣∣∣H([X2]b|[X1]b = c1)b − p
∣∣∣∣ ≤ M2b − p log pb + p(h(fc) + ǫ)b + log eeb , (18)
for all c1 ∈ Xb. Since the right hand side of the above equation does not depend on c1, and goes to zero as b→∞,
for any ǫ′ > 0, there exists bǫ′ , such that for b > max{bǫ, bǫ′},∣∣∣∣H([X2]b|[X1]b = c1)b − p
∣∣∣∣ ≤ ǫ′, (19)
and ∣∣∣∣H([X2]b|[X1]b)b − p
∣∣∣∣ ≤ ∑
c1∈Xb
P([X1]b = c1)
∣∣∣∣H([X2]b|[X1]b = c1)b − p
∣∣∣∣
≤ ǫ′
∑
c1∈Xb
P([X1]b = c1)
= ǫ′, (20)
which concludes the proof.
C. Proof of Theorem 4
Since the process is stationary and Markov of order l, by Theorem 2 lim supb→∞ b−1H([Xl+1]b|X l) ≤ d¯o(X) ≤
d¯ℓ(X) and lim infb→∞ b−1H([Xl+1]b|X l) ≤ do(X) ≤ dℓ(X).
Define the indicator random variable I = 1Zl=0. By the definition of the Markov chain, P(I = 1) = 1 − p.
Then, since I is independent of X l, we have
H([Xl+1]b|[X l]b) ≤ H([Xl+1]b, I|[X l]b)
≤ 1 +H([Xl+1]b|[X l]b, I)
= 1 + pH([
l∑
i=1
aiXl−i + U ]b|[X l]b)
+ (1− p)H([
l∑
i=1
aiXl−i]b|[X l]b), (21)
where U is independent of X l and is distributed according to fc.
Conditioned on [X l]b = cl, where c1, . . . , cl+1 ∈ Xb, we have
ci ≤ Xi < ci + 2−b,
for i = 1, . . . , l, and ∣∣∣ l∑
i=1
aiXl−i −
l∑
i=1
aicl−i
∣∣∣ ≤ 2−b l∑
i=1
|ai|.
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Let M =
⌈∑l
i=1 |ai|
⌉
and c =
∑l
i=1 aicl−i. Then,
l∑
i=1
aiXl−i ∈ [c−M2−b, c+M2−b].
Therefore, [
∑l
i=1 aiXl−i]b can take only 2M + 1 different values, and as a result H([
∑l
i=1 aiXl−i]b|[X l]b) ≤
log(2M + 1). Since M does not depend on b, it follows that
lim
b→∞
H([
∑l
i=1 aiXl−i]b|[X l]b)
b
= 0.
We next prove that
lim
b→∞
H([
∑l
i=1 aiXl−i + U ]b|[X l]b)
b
= 1,
for any absolutely continuous distribution with pdf fc. This proves that d¯l(X) = dl(X) = p.
To bound H([
∑l
i=1 aiXl−i + U ]b|[X l]b), we need to study P([
∑l
i=1 aiXl−i + U ]b = c|[X l]b = cl), where
cl ∈ X lb , and c ∈ Xb. Let N (cl, b) = {xl : ci ≤ xi ≤ ci + 2−b, i = 1, . . . , l}, and define the function g : Rl → R,
by g(xl) =
∑l
i=1 aixl−i. Note that
P
(
[
l∑
i=1
aiXl−i + U ]b = c
∣∣∣[X l]b = cl) = P([
∑l
i=1 aiXl−i + U ]b, [X
l]b = c
l)
P([X l]b = cl)
=
∫
N (cl,b)
∫ c−g(xl)+2−b
c−g(xl) f(x
l)fc(u)dudx
l
P([X l]b = cl)
, (22)
where f(xl) denotes the pdf of X l. By the mean value theorem, there exists δ(xl) ∈ (0, 2−b), such that
∫ c−g(xl)+2−b
c−g(xl)
fc(u)du = 2
−bfc(c− g(xl) + δ(xl)). (23)
Combining (22) and (23) yields that
P
(
[
l∑
i=1
aiXl−i + U ]b = c
∣∣∣[X l]b = cl) = 2−b
∫
N (cl,b) f(x
l)fc(c− g(xl) + δ(xl))dxl∫
N (cl,b) f(x
l)dxl
. (24)
Define the pdf pcl,b(yl) over N (cl, b) as
pcl,b(y
l) =
f(yl)∫
N (cl,b) f(x
l)dxl
.
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Then, P([
∑l
i=1 aiXl−i + U ]b = c|[X l]b = cl) = 2−b E[fc(c− g(Y l)− δ(Y l))], where Y l ∼ pcl,b. Hence,
H
(
[
l∑
i=1
aiXl−i + U ]b
∣∣∣[X l]b) = ∑
cl
∑
c
(b − log E[fc(c− g(Y l)− δ(Y l))])
× P
([ l∑
i=1
aiXl−i + U
]
b
= c
∣∣∣[X l]b = cl)
= b−
∑
cl
∑
c
log E[fc(c− g(Y l)− δ(Y l))]
× P
([ l∑
i=1
aiXl−i + U
]
b
= c
∣∣∣[X l]b = cl). (25)
Since by assumption fc is bounded on its support between α and β, then for b large enough, if c−
∑l
i=1 aicl−i ∈ Z ,
then E[fc(c − g(Y l) − δ(Y l))] is also bounded between α and β, and hence the desired result follows. That is,
lim
b→∞
b−1H([
∑l
i=1 aiXl−i + U ]b|[X l]b) = 1.
For the lower bound, we next prove that lim supb→∞
H([Xl+1]b|Xl)
b ≥ p and lim infb→∞ H([Xl+1]b|X
l)
b ≥ p. Note
that
H([Xl+1]b|X l) ≥ H([Xl+1]b|X l, I)
= pH([
l∑
i=1
aiXl−i + U ]b|X l) + (1 − p)H([
l∑
i=1
aiXl−i]b|X l)
= pH([
l∑
i=1
aiXl−i + U ]b|X l), (26)
where the line follows from the fact that H([
∑l
i=1 aiXl−i]b|X l) = 0. Therefore, lim supb→∞ H([Xl+1]b|X
l)
b ≥
lim supb→∞
H([
∑l
i=1 aiXl−i+U ]b|Xl)
b and lim infb→∞
H([Xl+1]b|Xl)
b ≥ lim infb→∞
H([
∑l
i=1 aiXl−i+U ]b|Xl)
b . But,
lim inf
b→∞
H([
∑l
i=1 aiXl−i + U ]b|X l)
b
= lim inf
b→∞
∫
1
b
H([
l∑
i=1
aixl−i + U ]b|X l = xl)dµ(xl)
(a)
≥
∫
lim inf
b→∞
1
b
H([
l∑
i=1
aixl−i + U ]b|X l = xl)dµ(xl)
(b)
= 1, (27)
where (a) follows from the Fatou’s Lemma, and (b) follows because U has an absolutely continuous distribution.
On the other hand,
lim inf
b→∞
H([
∑l
i=1 aiXl−i + U ]b|X l)
b
≤ lim sup
b→∞
H([
∑l
i=1 aiXl−i + U ]b|X l)
b
≤ 1, (28)
where the last inequality follows because H([
∑l
i=1 aiXl−i+U ]b|Xl)
b ≤ 1, for all b. Therefore, combining this with (27)
yields the desired result. That is, limb→∞ H([
∑l
i=1 aiXl−i+U ]b|Xl)
b = 1, and therefore, lim supb
H([Xl+1]b|Xl)
b ≥ p
and lim infb H([Xl+1]b|X
l)
b ≥ p. These lower bounds combined with the upper bounds derived earlier prove that
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d¯o(X) = do(X) = p.
D. Proof of Theorem 5
Define process Z as an indicator of the locations where Y is non-zero. That is, Zi = 1Yi 6=0. Then,
d¯k(X) = lim sup
b
H([Xk]b|[Xk−1]b)
b
≤ lim sup
b
H([Xk]b, Zk−1|[Xk−1]b)
b
. (29)
But since process Y is an i.i.d. process and Xk−1 only depends on Y k−2−l+1, Zk−1 is independent of [Xk−1]b and
therefore
H([Xk]b, Zk−1|[Xk−1]b)
b
=
h(p)
b
+ p
H([Xk]b|Zk−1 = 1, [Xk−1]b)
b
+ (1− p)H([Xk]b|Zk−1 = 0, [X
k−1]b)
b
. (30)
But,
lim sup
b
H([Xk]b|Zk−1 = 1, [Xk−1]b)
b
≤ lim sup
b
H([Xk]b)
b
≤ 1. (31)
Therefore,
d¯k(X) ≤ p+ (1− p) lim sup
b
H([Xk]b|Zk−1 = 0, [Xk−1]b)
b
. (32)
We next prove that limk→∞ lim supb
H([Xk ]b|Zk−1=0,[Xk−1]b)
b = 0. Note that
H([Xk]b|Zk−1 = 0, [Xk−1]b) = H([Xk]b|Zk−1 = 0, [Xk−1]b, Y −1−l+1) + I(Y −1−l+1; [Xk]b|Zk−1 = 0, [Xk−1]b).
(33)
To prove the desired result, we first show that
lim sup
b
1
b
H([Xk]b|Zk−1 = 0, [Xk−1]b, Y −1−l+1) = 0. (34)
Let Yˆi, i = 0, 1, . . . , k− 2, denote an estimated value of Yi, as a function of ([Xk−1]b, Y −1−l+1), defined as follows.
Since Xi = 1l
∑l
j=1Yi−j , we have Yi = lXi+1 −
∑l−1
j=1 Yi−j . From this equality, we define
Yˆ0 = l[X1]b −
−1∑
j=−l+1
Yi−j ,
Yˆi = l[Xi+1]b −
i−2∑
j=i−l
Yj −
i−1∑
i=0
Yˆj ,
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for i = 1, . . . , l − 1, and
Yˆi = l[Xi+1]b −
l−l∑
j=1
Yˆi−j ,
for i ≥ l. Define the estimation error process as Ei = Yi − Yˆi. For i = 0,
E0 = l[X1]b −
−1∑
j=−l+1
Yi−j − (lX1 −
−1∑
j=−l+1
Yi−j)
= l([X1]b −X1). (35)
Therefore, |E0| ≤ l2−b. For i = 1, . . . , l − 1,
|Ei| ≤ l2−b +
i−1∑
i=0
|Ei|,
and for i ≥ l,
|Ei| = |Yi − Yˆi| ≤ l|[Xi+1]b −Xi+1|+
l−l∑
j=1
|Ei−j |
≤ l2−b +
l−l∑
j=1
|Ei−j |. (36)
We prove by induction that |Ei| ≤ 2il2−b, for all i. Assume that we know that for j = 0, 1, . . . , i, |Ej | ≤ 2jl2−b.
Let Ej = 0, for j < 0. Then, for i+ 1,
|Ei+1| ≤ l2−b +
l∑
j=1
|Ei+1−j | ≤ l2−b + l2−b
l∑
j=1
2i+1−j ≤ l2−b
i∑
j=1
2j = l2−b(2i+1 − 1) ≤ 2i+1l2−b.
Given the estimates {Yˆi}i, and since Xk = 1l
∑l
j=1Yk−j , define an estimate of Xk as a function of ([Xk−1]b, Y
−1
−l+1)
as follows
Xˆk =
l∑
j=1
Yˆk−j .
Then, by the triangle inequality,
|Xk − Xˆk| ≤
l∑
j=1
|Yˆk−j − Yk−j | =
l∑
j=1
|Ek−j | ≤ 1
l
l∑
j=1
2k−j l2−b ≤ 2kl2−b.
This proves that given ([Xk−1]b, Y −1−l+1) there exists an estimate of Xk, whose distance to Xk can be bounded by
2kl2−b. Therefore, since H([Xk]b|Zk−1 = 0, [Xk−1]b, Y −1−l+1) = H([Xˆk +Xk − Xˆk]b|Zk−1 = 0, [Xk−1]b, Y −1−l+1),
the remaining ambiguity in [Xk]b given ([Xk−1]b, Y −1−l+1) can be bounded by
log
2kl2−b
2−b
= k + log l,
which proves (34).
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We next prove that
lim sup
b
1
b
I(Y −1−l+1; [Xk]b|Zk−1 = 0, [Xk−1]b)
b
≤ (1− p)k−l.
Define for any k > l, define random variable Jk as an indicator function, which is equal to one if there exists j
such that l + 1 ≤ j ≤ k, and Y jj−l+1 = 0k. To bound I(Y −1−l+1; [Xk]b|Zk−1 = 0, [Xk−1]b), note that
I(Y −1−l+1; [Xk]b|Zk−1 = 0, [Xk−1]b) ≤ I(Y −1−l+1, Jk; [Xk]b|Zk−1 = 0, [Xk−1]b)
≤ 1 + I(Y −1−l+1; [Xk]b|Jk, Zk−1 = 0, [Xk−1]b)
≤ 1 + I(Y −1−l+1; [Xk]b|Jk = 0, Zk−1 = 0, [Xk−1]b) P(Jk = 0)
+ I(Y −1−l+1; [Xk]b|Jk = 1, Zk−1 = 0, [Xk−1]b) P(Jk = 1). (37)
But conditioned on Jk = 1 and Zk−1 = 0, Y −1−l+1 → [Xk−1]b → [Xk]b, and therefore I(Y −1−l+1; [Xk]b|Jk =
1, Zk−1 = 0, [Xk−1]b) = 0. On the other hand,
I(Y −1−l+1; [Xk]b|Jk = 0, Zk−1 = 0, [Xk−1]b) ≤ b.
Moreover, dividing Y k into non-overlapping blocks of size l, it follows that if there is no all-zero block of size l,
then none of these non-overlapping blocks is all-zero. Now since these blocks are non-overlapping and process Y
is i.i.d., it shows that
P(Jk = 0) ≤ ((1− p)l)⌊ kl ⌋ ≤ (1− p)k−l.
Therefore,
lim sup
b
I(Y −1−l+1; [Xk]b|Zk−1 = 0, [Xk−1]b)
b
≤ (1 − p)k−l.
Combing this result with (32), (33) and (34) proves that
d¯k(X) ≤ p+ (1− p)k−l+1,
which as k grows to infinity proves that d¯o(X) ≤ p.
E. Proof of Theorem 7
We show that for any ǫ > 0,
P(
1√
n
‖Xno − Xˆno ‖2 > ǫ)→ 0,
as n → ∞. Let Xno = [Xno ]b + qno and Xˆno = [Xˆno ]b + qˆno . By assumption, AXno = AXˆno , and therefore,
A([Xno ]b − [Xˆno ]b) = A(qno − qˆno ). Note that
‖A([Xno ]b − [Xˆno ]b)‖2 = ‖A(qno − qˆno )‖2 ≤ σmax(A)‖qno − qˆno ‖2. (38)
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Define the event
E1 , {σmax(A) ≤
√
n+ 2
√
m}.
From [37], P(Ec1) ≤ e−m/2. But,
‖qno − qˆno ‖2 ≤ ‖qno ‖2 + ‖qˆno ‖2 ≤
√
n2−b+1.
Hence, conditioned on E1,
‖A(qno − qˆno )‖2 ≤ σmax(A)‖qno − qˆno ‖2
≤ n
(
1 + 2
√
m
n
)
2−b+1.
As the next step, we derive a lower bound on ‖A([Xno ]b − [Xˆno ]b)‖2, which holds with high probability. For a
fixed vector un and for any τ ∈ (0, 1), by Lemma 4,
P(‖Aun‖2 ≤
√
m(1 − τ)‖un‖2) ≤ em2 (τ+ln(1−τ)). (39)
However, [Xno ]b− [Xˆno ]b is not a fixed vector. But as we will show next, with high probability, we can upper bound
the number of such vectors possible.
Since Xˆno is the solution of (3), we have
Hˆk([Xˆ
n
o ]b) ≤ Hˆk([Xno ]b). (40)
On the other hand as proved in Appendix A,
1
n
ℓLZ([Xˆ
n
o ]b) ≤ Hˆk([Xˆno ]b) +
b(kb+ b+ 3)
(1− ǫn) logn− b + γn, (41)
where γn = o(1), and does not depend on [Xˆno ]b or b, and
ǫn =
log((2b − 1)(logn)/b+ 2b − 2) + 2b
logn
.
Combining (40) and (41) and dividing both sides by b = bn yields
1
nbn
ℓLZ([Xˆ
n
o ]bn) ≤
Hˆk([X
n
o ]bn)
bn
+
kbn + bn + 3
(1 − ǫn) logn− bn +
γn
bn
. (42)
As the next step, we find an upper bound on Hˆk([Xno ]bn)/bn that holds with high probability. The upper
information dimension of process X , d¯o(X), is defined as limk→∞ d¯k(X). By Lemma 1, d¯k(X) is a non-increasing
function of k. Therefore, given δ1 > 0, there exists kδ1 > 0, such that for any k > kδ1 ,
d¯o(X) ≤ d¯k(X) ≤ d¯o(X) + δ1. (43)
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By the definition of dkδ1 (X), given δ2 > 0, there exists bδ2 , such that for b ≥ bδ2 ,
H([Xkδ1+1]b|[Xkδ1 ]b)
b
≤ dkδ1 (X) + δ2. (44)
As a reminder, by the definition, Hˆk(xn) = H(Uk+1|Uk), where Uk+1 ∼ pk+1(·|xn). Therefore, Hˆk([Xno ]bn)/bn
is a decreasing function of k. Therefore, since k = kn by construction is a diverging sequence, for n large enough,
kn > kδ1 , and
Hˆkn([X
n
o ]bn)
bn
≤ Hˆkδ1 ([X
n
o ]bn)
bn
.
We now prove that, given our choice of parameters, for large values of n, Hˆkδ1 ([X
n
o ]bn)/bn = H(Ukδ1+1|Ukδ1 )/bn,
where Ukδ1+1 ∼ pkδ1+1(·|[Xno ]bn), is close to
H([Xkδ1+1]bn |[Xkδ1 ]bn)
bn
,
with high probability.
Since X is Ψ∗-mixing process, by Theorem 6, given ǫ1 > 0, there exists g ∈ N, only depending on ǫ1 and the
distribution of the source process, such that for any n > 6(k + g)/ǫ1 + k,
P(‖pk(·|[Xn]b)− µk‖1 ≥ ǫ1) ≤ 2cǫ21/8(k + g)n2kb2
−ncǫ21
8(k+g) ,
where c = 1/(2 ln2). (The empirical distribution function pkδ1+1(·|[Xn]bn) is defined in Section II-B.) Let
E2 , {‖pkδ1+1(·|[Xn]bn)− µkδ1+1‖1 ≤ ǫ1/(kδ1 + 1)}.
Letting k = kδ1 + 1, where kδ1 > l, and b = bn, for n large enough,
P(Ec2) ≤ 2
cǫ21
8(kδ1
+1) (kδ1 + g + 1)n
2
bn(kδ1
+1)
2
−ncǫ21
8(kδ1
+g+1)(kδ1
+1)2 . (45)
Let Ukδ1+1 ∼ pkδ1+1(·|[xn]bn). Then, conditioned on E2,
|Hˆkδ1 ([xn]bn)−H([Xkδ1+1]bn |[Xkδ1 ]bn)| = |H(Ukδ1 |Ukδ1+1)−H([Xkδ1+1]bn |[Xkδ1 ]bn)
= |H(Ukδ1+1)−H(Ukδ1 )−H([Xkδ1+1]bn) +H([Xkδ1 ]bn)|
≤ |H(Ukδ1+1)−H([Xkδ1+1]bn)|+ |H(Ukδ1 )−H([Xkδ1 ]bn)|
(a)
≤ − 2ǫ1
kδ1 + 1
log(
ǫ1
kδ1 + 1
) + ǫ1bn, (46)
where (a) follows from Lemma 5. Dividing both sides of (46) by bn yields
∣∣∣ Hˆkδ1 ([xn]bn)
bn
− H([Xkδ1+1]bn |[X
kδ1 ]bn)
bn
∣∣∣ ≤ − 2ǫ1
(kδ1 + 1)bn
log(
ǫ1
kδ1 + 1
) + ǫ1. (47)
On the other hand, bn is a diverging sequence of n. Therefore, for n large enough, bn ≥ bδ2 , and as a result,
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combining (43), (44) and (47) yields that, for n large enough, conditioned on E2,
Hˆkn([X
n
o ]bn)
bn
≤ d¯o(X) + δ3, (48)
where δ3 , δ1 + δ2 − 2ǫ1(kδ1+1)bn log
ǫ1
kδ1+1
+ ǫ1 can be made arbitrarily small by choosing ǫ1, δ1 and δ2 small
enough. Furthermore, given our choice of parameters bn and kn, from (42) and (48), conditioned on E2,
1
nbn
ℓLZ([Xˆ
n
o ]bn) ≤ d¯o(X) + δ4, (49)
and
1
nbn
ℓLZ([X
n
o ]bn) ≤ d¯o(X) + δ4, (50)
where δ4 , (knbn + bn + 3)/((1− ǫn) logn− bn) + γn/bn + δ3 can be made arbitrarily small.
Let Cn , {[xn]bn : ℓLZ([xn]bn) ≤ nbn(d¯o(X) + δ4)}. Since the Lempel-Ziv code is a uniquely decodable code,
each binary string corresponding to an LZ-coded sequence corresponds to a unique uncoded sequence. Hence, the
number of sequences in Cn, i.e., the number of quantized sequences satisfying the upper bound of (50), can be
bounded as
|Cn| ≤
nbn(d¯o(X)+δ4)∑
i=1
2i
≤ 2nbn(d¯o(X)+δ4)+1. (51)
Define the event E3 as follows:
E3 , {‖A([Xno ]bn − [xn]bn)‖2 ≥
√
m(1− τ)‖[Xno ]bn − [xn]bn‖2; ∀ xn ∈ [0, 1]n, [xn]bn ∈ Cn}.
Assume that we fix Xno and only consider the randomness in drawing the matrix A. Then, applying the union
bound to (39) and noting the upper bound on the size of Cn, derived in (51), we get
PA(Ec3) ≤ 2nbn(d¯o(X)+δ4)+2e
m
2 (τ+ln(1−τ)). (52)
Since Xno is a random vector, PA(Ec3) is a random variable depending on Xno . Taking the expectation of both sides
of (52), it follows that
EXno [PA(Ec3)] ≤ 2nbn(d¯o(X)+δ4)+2e
m
2 (τ+ln(1−τ)). (53)
We next prove with the right choice of parameters, the right hand side of (53) goes to zero. Let
τ = 1− 1
(log n)2/(1+υ)
,
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where υ ∈ (0, 1). Then, since by assumption b = bn = ⌈log logn⌉, and m = mn ≥ (1 + δ)d¯o(X)n, it follows that
EXno [PA(Ec3)] ≤ 2nbn(d¯o(X)+δ4)+2e
m
2 (1− 21+υ ln log n)
≤ 2n(log logn+1)(d¯o(X)+δ4)+220.5(1+δ)d¯o(X)n(log e− 21+υ log logn)
= 2n(log logn)(1+δ)d¯o(X)(
1+δ5
1+δ − 11+υ+ρn), (54)
where δ5 , δ4/d¯o(X) and ρn = o(1). Note that δ4 and as a result δ5 can be made arbitrarily small for n large
enough. Given δ > 0, we choose δ4 such that δ5 < δ and set υ = 0.5(δ− δ5)/(1+ δ5). Then, since for this choice
of parameters for n large enough,
(1 + δ)
(1 + δ5
1 + δ
− 1
1 + υ
+ ρn
)
≤ −
(δ − δ5
4
)
,
from (54), we have
EXno [PA(Ec3)] ≤ 2−n(log logn)d¯o(X)(δ−δ5)/4. (55)
On the other hand,
EXno [PA(Ec3)] = EXno [EA[1Ec3 ]]
= EA[EXno [1Ec3 ]]
= EA[PXno (Ec3)], (56)
where the first step follows from Fubini’s Theorem. We next prove that PXno (Ec3) converges to zero, almost surely.
To prove this result, we employ the Borel Cantelli Lemma. By the Markov inequality, for any ǫ > 0, PA(PXno (Ec3) >
ǫ) ≤ ǫ−12−n(log logn)d¯o(X)(δ−δ5)/4. Since ∑∞n=1 PA(PXno (Ec3) > ǫ) <∞, by the Borel Cantelli Lemma, as n grows
to infinity, PXno (Ec3) converges to zero, almost surely.
By the union bound, P((E1 ∩ E2 ∩ E3)c) ≤ P(Ec1) + P(Ec2) + P(Ec3). Clearly P(Ec1) → 0, as n → ∞. Also, for
our choice of parameter b = bn, from (45), as n → ∞, P(Ec2) → 0 as well. Finally, as we just proved, PXno (Ec3)
converges to zero, almost surely. But conditioned on E1 ∩ E2 ∩ E3, since Xˆno ∈ Cn, from (38),
√
m(1− τ)‖Xno − Xˆno ‖2 ≤ n
(
1 + 2
√
m
n
)
2−bn+1,
or
1√
n
‖Xno − Xˆno ‖2 ≤
√
n
m(1− τ)
(
1 + 2
√
m
n
)
2−bn+1. (57)
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Since m/n ≤ 1, we have
1√
n
‖Xno − Xˆno ‖2 ≤
3(logn)1/(1+υ)√
2(1 + δ)d¯o(X)
2− log logn+1
≤ 3(logn)
1/(1+υ)√
2(1 + δ)d¯o(X)
2− log logn+1
≤ 6√
2(1 + δ)d¯o(X)
2− log logn(1−1/(1+υ)), (58)
which goes to zero as n grows to infinity. This concludes the proof.
F. Proof of Theorem 8
We need to prove that for any ǫ > 0,
P(
1√
n
‖Xno − Xˆno ‖2 > ǫ)→ 0,
as n → ∞. Throughout the proof d¯o refers to d¯o(X). As before, let Xno = [Xno ]b + qno . As we showed earlier,
‖qno ‖2 ≤
√
n2−b. Since Xˆno = argminun∈Xn
b
(Hˆk(u
n) + λn2 ‖Aun − Y mo ‖2), we have
Hˆk(Xˆ
n
o ) +
λ
n2
‖AXˆno − Y mo ‖22 ≤ Hˆk([Xno ]b) +
λ
n2
‖Aqno ‖22,
≤ Hˆk([Xno ]b) +
λ(σmax(A))
22−2b
n
. (59)
Define event E1 as E1 , {σmax(A) ≤ √n + 2√m}, where from [37], P(Ec1) ≤ e−m/2. Also given ǫ > 0, define
event E2 as
E2 , {1
b
Hˆk([X
n
o ]b) ≤ d¯o + ǫ}.
In the proof of Theorem 7, we showed that, for any ǫ > 0, given our choice of parameters, P(Ec2) converges to
zero as n grows to infinity. Conditioned on E1 ∩ E2, from (59), we derive
1
b
Hˆk(Xˆ
n
o ) +
λ
bn2
‖AXˆno − Y mo ‖22 ≤ d¯o + ǫ+
λ2−2b
b
(1 + 2
√
m/n)2
≤ d¯o + ǫ+ 9λ2
−2b
b
, (60)
where the last line holds since for m ≤ n, 1 + 2√m/n ≤ 3. On the other hand, for b = bn = ⌈r log logn⌉ and
λ = λn = (log n)
2r
, we have
9λ2−2b
b
≤ 9(logn)
2r
r(log n)2r log logn
=
9
r log logn
,
which goes to zero as n grows to infinity. For n large enough, 9/(r log logn) ≤ ǫ, and hence from (60),
1
b
Hˆk(Xˆ
n
o ) +
λ
bn2
‖AXˆno − Y mo ‖22 ≤ d¯o + 2ǫ,
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which implies that
1
b
Hˆk(Xˆ
n
o ) ≤ d¯o + 2ǫ, (61)
and since d¯o ≤ 1, √
λ
bn2
‖AXˆno − Y mo ‖2 ≤
√
1 + 2ǫ. (62)
For xn ∈ [0, 1]n, from (A.10) in Appendix A,
1
n
ℓLZ([x
n]b) ≤ Hˆk([xn]b) + b(kb+ b+ 3)
(1− ǫn) logn− b + γn,
where ǫn = o(1) and γn = o(1) are both independent of xn. Therefore there exists nǫ, such that for n > nǫ,
1
nb
ℓLZ([x
n]b) ≤ 1
b
Hˆk([x
n]b) + ǫ.
On the other hand, conditioned on E1 ∩ E2, 1b Hˆk(Xno ) ≤ d¯o + ǫ, and 1b Hˆk(Xˆno ) ≤ d¯o + 2ǫ. Therefore, conditioned
on E1 ∩ E2, [Xno ]b, Xˆno ∈ Cn, where
Cn , {[xn]bn :
1
nb
ℓLZ([x
n]bn) ≤ d¯o + 3ǫ}.
Define the event E3 as
E3 , {‖A(un − [Xno ]b)‖2 ≥ ‖un − [Xno ]b‖2
√
(1− τ)m : ∀un ∈ Cn},
where τ > 0. As we argued in the proof of Theorem 7, for a fixed input vector Xno , by the union bound, we have
PA(Ec3) ≤ 2(d¯o+3ǫ)bne
m
2 (τ+ln(1−τ)).
Let τ = 1− (logn)− 2r1+f , where f > 0. Then, since b = bn ≤ r log logn+ 1, and m = mn > 2(1 + δ)d¯on,
PA(Ec3) ≤ 2(d¯o+3ǫ)(r log logn+1)n2
m
2 (log e− 2r1+f log logn)
= 22r log log n(n(d¯o+3ǫ)−
m
2(1+f)
+αn)
≤ 2r(log logn)n(d¯o+3ǫ−( 1+δ1+f )d¯o+ 1nαn), (63)
where αn = o(1). For 0 < f < δ and ǫ < (δ − f)d¯o/6(1 + f), for n large enough, d¯o + 3ǫ− ( 1+δ1+f )d¯o + 1nαn <
−(δ− f)/2(1+ f). Let ν , (δ− f)/2(1+ f). Then, for n large enough, PA(Ec3) < 2−rν(log logn)n. Now applying
Fubini’s Theorem and the Borel Cantelli Lemma, similar to the proof of Theorem 7, it follows that as n grows to
infinity, PXno (Ec3)→ 0, almost surely.
Conditioned on E1 ∩ E2 ∩ E3, Xˆno ∈ Cn. Moreover, by the triangle inequality, ‖AXˆno − Y mo ‖2 ≥ ‖A(Xˆno −
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[Xno ]b)‖2 − ‖Aqno ‖2. Therefore, conditioned on E1 ∩ E2 ∩ E3, it follows from (62) that√
λ(1− τ)m
bn2
‖Xˆno − [Xno ]b‖2 ≤
√
λ
bn2
‖Aqno ‖2 +
√
1 + 2ǫ
≤
√
λ
b
(1 + 2
√
m/n)2−b +
√
1 + 2ǫ
≤
√
9λ
b
2−b +
√
1 + 2ǫ, (64)
or
1√
n
‖Xˆno − [Xno ]b‖2 ≤ 2−b
√
9n
(1− τ)m +
√
(1 + 2ǫ)bn
(1 − τ)λm.
Hence, for τ = 1− (logn)− 2r1+f , λ = (logn)2r, and b = ⌈r log logn⌉,
1√
n
‖Xˆno − [Xno ]b‖2 ≤
3 +
√
(1 + 2ǫ)(r log logn+ 1)√
d¯o(1 + δ)(logn)
rf
1+f
, (65)
which can be made arbitrarily small.
G. Proof of Theorem 9
The proof is very similar to the proof of Theorem 8. Throughout the proof, for ease of notation, d¯o(X) is denoted
by d¯o. Let Xno = [Xno ]b + qno , ǫ > 0, τ > 0 and Cn , {[xn]b : 1nbℓLZ([xn]b) ≤ d¯o + 3ǫ}. Define events E1, E2 and
E3 as done in the proof of Theorem 8, i.e., E1 , {σmax(A) ≤ √n + 2√m}, and E2 , { 1b Hˆk([Xno ]b) ≤ d¯o + ǫ}.
and E3 , {‖A(un − [Xno ]b)‖2 ≥ ‖un − [Xno ]b‖2
√
(1− τ)m : ∀un ∈ Cn}. Also, define event E4 as
E4 , {‖Zm‖2 ≤ cm}.
Since Xˆno is the minimizer of the cost function in (5), we have
Hˆk(Xˆ
n
o ) +
λ
n2
‖AXˆno − Y mo ‖22 ≤ Hˆk([Xno ]b) +
λ
n2
‖Aqno + Zm‖22. (66)
But ‖Aqno +Zm‖22 ≤ ‖Aqno ‖22+‖Zm‖22+2‖Aqno ‖2‖Zm‖2 ≤ (σmax(A))2‖qno ‖22+‖Zm‖22+2σmax(A)‖qno ‖2‖Zm‖2.
Since ‖qno ‖2 ≤
√
n2−b and m ≤ n, conditioned on E1 ∩ E2 ∩ E4, we get
Hˆk(Xˆ
n
o ) +
λ
n2
‖AXˆno − Y mo ‖22 ≤ Hˆk([Xno ]b) +
λ
n2
(
(
√
n+ 2
√
m)2n2−2b + c2m + 2cm(
√
n+ 2
√
m)
√
n2−b
)
= Hˆk([X
n
o ]b) + λ
(
(1 + 2
√
m/n)22−2b +
(cm
n
)2
+ 2
cm
n
(1 + 2
√
m/n)2−b
)
≤ b(d¯o + ǫ) + λ
(
9(2−2b) +
(cm
n
)2
+
6cm
n
2−b
)
. (67)
Dividing both sides of (67), it follows that
1
b
Hˆk(Xˆ
n
o ) +
λ
n2b
‖AXˆno − Y mo ‖22 ≤ d¯o + ǫ+
λ
b
(
9(2−2b) + (
cm
n
)2 +
6cm
n
2−b
)
. (68)
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By the theorem’s assumption, λ = λn = (log n)2r and b = bn = ⌈r log logn⌉. For this choice of the parameters,
λ
b22b
≤ (logn)
2r
r(log logn)(logn)2r
=
1
r log logn
, (69)
λc2m
bn2
≤ (logn)
2rc2m
r(log logn)n2
=
1
r log logn
(
cm(logn)
r
n
)2, (70)
and finally
λcm
bn2b
≤ (logn)
2rcm
r(log logn)n(logn)r
=
1
r log log n
(
cm(logn)
r
n
). (71)
Since cm = O( m(logm)r ), the right hand sides of (69), (70) and (71) converge to zero as n grows to zero. Therefore,
for n large enough, λb (9(2
−2b) + ( cmn )
2 + 6cmn 2
−b) < ǫ. The rest of the proof follows exactly as the proof of
Theorem 8.
VII. CONCLUSIONS
In this paper we have studied the problem of universal compressed sensing, i.e., the problem of recovering
“structured” signals from their under-determined set of random linear projections without having prior information
about the structure of the signal. We have considered structured signals that are modeled by stationary processes.
We have generalized Re´nyi’s information dimension and defined information dimension of a stationary process, as
a measure of complexity for such processes. We have also calculated the information dimension of some stationary
processes, such as Markov processes used to model piecewise constant signals.
We then have introduced the MEP optimization approach for universal compressed sensing. The optimization
is based on Occam’s Razor and among the signals satisfying the measurements constraints seeks the “simplest”
signal. The complexity of a signal is measured in terms of the conditional empirical entropy of its quantized version,
which normalized by the quantization level serves as an estimator of the information dimension of the source. We
have proved that, asymptotically, for Xno generated by a Ψ∗-mixing process X with upper information dimension
of d¯o(X), MEP requires slightly more that d¯o(X)n random linear measurements to recover the signal. We have
also provided an implementable version of MEP, the Lagrangian-MEP algorithm, which is identical to the heuristic
algorithm proposed in [21] and [22]. The Lagrangian-MEP algorithm has the same asymptotic performance as the
original MEP, and is also robust to the measurement noise. For memoryless sources with a mixture of discrete-
continuous distribution, this result shows that both MEP and Lagrangian-MEP achieve the fundamental limits proved
in [30], and therefore there is no loss in the performance due to not knowing the source distribution.
APPENDIX A
CONNECTION BETWEEN ℓLZ AND Hˆk
In this appendix, we adapt the results of [38] to the case where the source is non-binary. Since in this work in
most cases we deal with real-valued sources that are quantized at different number of quantization levels and the
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number of of quantization levels usually grows to infinity with blocklength, we need to derive all the constants
carefully to make sure that the bounds are still valid, when the size of the alphabet depends on the blocklength.
Consider a finite-alphabet sequence zn ∈ Zn, where |Z| = r and r = 2b, b ∈ N.5 Let NLZ(zn) denote the
number of phrases in zn after parsing it according the Lempel-Ziv algorithm [32].
For k ∈ N, let
nk =
k∑
j=1
jrj =
rk+1(kr − (k + 1)) + r
(r − 1)2 . (A.1)
Let NLZ(n) denote the maximum possible number of phrases in a parsed sequence of length n. For n = nk,
NLZ(nk) ≤
k∑
j=1
rj
=
r(rk − 1)
r − 1
=
rk+1(kr − (k + 1))
(r − 1)(kr − (k + 1)) −
r
r − 1
≤ (r − 1)nk
kr − (k + 1)
≤ nk
k − 1 . (A.2)
Now given n, assume that nk ≤ n < nk+1, for some k. It is straightforward to check that for k ≥ 2, n ≥ nk ≥ rk.
Therefore, if n > r(1 + r),
k ≤ logn
log r
.
On the other hand, n < nk+1, where from (A.1)
nk+1 =
rk+2((k + 1)r − (k + 2)) + r
(r − 1)2
=
rk+2((r − 1) logr n+ r − 2) + r
(r − 1)2 .
Therefore,
k + 2 ≥ logr
n(r − 1)2 − r
(r − 1) logr n+ r − 2
,
or
k ≥ (1− ǫn) log n
log r
, (A.3)
5Restricting the alphabet size to satisfy this condition is to simplify the arguments, but the results can be generalized to any finite-alphabet
source.
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where
ǫn =
log(((r − 1) logr n+ r − 2)r2)
logn
. (A.4)
To pack the maximum possible number of phrases in a sequence of length n, we need to first pack all possible
phrases of length smaller than or equal to k, then use phrases of length k + 1 to cover the rest. Therefore,
NLZ(n) ≤ NLZ(nk) + n− nk
k + 1
≤ nk
k − 1 +
n− nk
k + 1
≤ n
k − 1 . (A.5)
Combining (A.5) with (A.3), and noting that log r = b, yields
NLZ(n)
n
≤ b
(1− ǫn) logn− b . (A.6)
Taking into account the number of bits required for describing the blocklength n, the number of phrases NLZ,
the pointers and the extra symbols of phrases, we derive
1
n
ℓLZ(z
n) =
1
n
NLZ logNLZ +
b
n
NLZ + ηn, (A.7)
where
ηn =
1
n
(log n+ 2 log log n+ logNLZ + 2 log logNLZ + 2), (A.8)
On the other hand, straightforward extension of the analysis presented in [38] to the case of general non-binary
alphabets yields
1
n
NLZ logNLZ ≤ Hˆk(zn) + NLZ
n
((µ+ 1) log(µ+ 1)− µ logµ+ k log r), (A.9)
where µ , NLZ/n. But, (µ+1) log(µ+1)−µ logµ = log(µ+1)+µ log(1+1/µ) ≤ log(µ+1)+1/ ln 2 < logµ+2.
Also, it is easy to show that for any value of r and zn, n ≤∑NLZi=1 l, or NLZ(zn) ≥ √2n−1, or n/NLZ(zn) ≤ √n,
for n large enough. Therefore, since µ−1 logµ is an increasing function of µ,
logµ
µ
≤ logn
2
√
n
.
Hence, combining (A.7), (A.6) and (A.9), we conclude that, for n large enough,
1
n
ℓLZ(z
n) ≤ Hˆk(zn) + b(kb+ b+ 3)
(1 − ǫn) logn− b + γn, (A.10)
where γn = ηn + logn2√n , and ǫn and ηn are defined in (A.4) and (A.8), respecctively. Note that γn = o(1) and does
not depend on b or zn.
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