This paper is intended to provide a concise introductory review of the fundamental principles underlying the higher-order effects of nuclear decay rate variations which may be produced by physical or chemical means. The first part of the paper embraces the theoretical foundations of the subject matter, and the second deals with methodological and experimental questions. Several tables summarize published experimental results and the pertinent literature. V a r ia tio n s in N u c le a r D e c a y R a te s
Introduction
This paper aims at providing an introductory review of the fundamental principles underlying the small but measurable variations in nuclear decay rates produced by physical or chemical means. Special emphasis is laid on consistency and con ciseness. For this reason the discussion has been restricted to the principal modes of disintegration of alpha, beta, and gamma decay including electron capture and internal conversion for which decay rate changes were predicted by Daudel and Segre as long ago as 1947.
For ease of reading, the paper has been split into two main parts the first one embracing the theoreti cal fundamentals, the second dealing with method ological and experimental questions. Several tables have been included in the second part summarizing published experimental results and the pertinent literature.
Earlier reviews of the current subject have been presented by several authors, among them DeBenedetti et al.1 and Emery 2. References on work pub lished before 1947 will be found in those articles and have not been replated in our list of references.
Theoretical Fundamentals of Nuclear Decay
Rate Variations
General Remarks
The time-dependent Schrödinger equation applied to a perturbed quantummechanical system and solved by Dirac's perturbation method yields in first-order approximation for the transition probability per unit time for a change in the system from the initial state i to one of the accessible final states f 3 Wn = (2 jz /h ) \H'n \*-Q(E{)
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where Q (Ef) is the energy level density of the final states and U \x the matrix element of the perturba tion H' causing the transition.
(1) is known as Fermi's "Golden Rule No. 2". It is this expression which will be the starting point of the present dis cussion of nuclear decay rate variations. Only alpha decay will be an exception since this case is most conveniently discussed within the framework of Gamov's theory. In deriving explicit expressions for the decay constant A, a rigorous treatment must always take into account the influence of the atomic electrons. However, a rough approximation of the type nor mally found in textbooks on nuclear physics is not sufficient for the present purpose. Variations in the decay rate dealt with in this paper are due to changes in the structure of the atomic electron cloud which may be caused by chemical binding effects etc. Therefore, sufficiently accurate formulae must be derived to enable the evaluation of the magnitude of the small decay rate variations caused by such effects.
Beta Decay
(1) yields an expression for the beta decay con stant of allowed transitions when we assume the parent nucleus to undergo, through the action of a weak perturbation, a transition from the initial state i to the final state f represented by the daughter nucleus, one electron (negatron or positron), and one neutrino. For this purpose, the pertinent inter action matrix element has to be expressed in terms of the normalized eigenfunctions l F[ and IPf:
Hfi= ( ¥ t* \H ' \Wi) . The quantity x F t can be written as a product of the daughter nucleus wave function \f>[ and the lepton wave functions <pe(r) and <pv{r), the subscripts e and v referring to the electron and neutrino respec tively.
Thus, Hn = g (yt* <pe* (r) (pv* (r)\M \ X I \ ) where j stands for e and v, and r -1/2 is a normalizing factor which proves to be the reciprocal of the spatial volume element under consideration. It can easily be verified that the lepton wavelength A = k~x is in most cases much larger than the nuclear radius. Therefore, it suffices to consider only the first term in the above expansion, i.e., to set <Pj{v) equal to T-. This assumption reduces (2) to
It is convenient to consider the influence of the atomic electrons at this stage '. The atomic electron cloud gives rise to a screening potential Vs lowering the effective Coulomb potential in the vicinity of the nucleus so that the energy of the emitted electron changes from W to WS= W + Vs or W, = W -V S
for positron and negatron emission respectively. The pertinent correction to (7) can be derived by using a modification of the WKB method 8' 9 which replaces the pure Coulomb Fermi function F(Z, W) by (W 2_ 1)1/2 W Fs (Z, W) = : x "" s F(Z, Ws) . (9) H 'n = -9 -(xpf \M \ X F {) = 9--Mfi.
This yields
The energy level density factor of (1) is derived by considering the number of possible electron and neutrino states within the spatial volume r and the momentum interval [p, p + dp] in the 6-dimensional phase space [x ,y ,z ;p x,p u,p z]. It can be written
where E is the lepton energy (E0 denotes the maxi mum of E, i. e. the transition energy). Substituting (4) and (3) into (1) yields the distribution func tion of the beta momentum spectrum, viz Wn = N(p)dp = 2 ti3 h 7 c3 |M fi|2p2 ( E -E oy-dp.
The above approximation, treating <pe{V) as a plane wave is not quite correct inasmuch as the nuclear Coulomb field distorts the wave function of the emitted electron. This effect is taken into account by introducing, on the right-hand sides of (3) and (5), the Fermi-function F (Z ,E ) as a correction factor. (The explicit expression for F(Z,E) is a compli cated 5 one and need not be discussed here.) If p and E are then expressed in terms of the dimensionles quantity W defined by W= (E + m0c2)lm0c2 (6) we finally obtain the relationship P±E0 a2 5 c4 M '2 o W 0
The integral is the well-known Fermi integral func tion 6.
The quantity fs will be referred to as the screened Fermi integral function 6. Altering the structure of the atomic electron cloud of a nuclide, for example by changing the state of valence of an atom, affects the screening potential Vs . As seen from (10) , this results in a fractional decay constant variation Alß _ ^g l-^B l! . fs I -/a II hß Äßsl fsi with the subscripts I and II denoting the different electron cloud structures. For light to medium-weight nuclei, the screened Fermi integral function can be rewritten as 10 U = f + A(W0) Vs where / is the unscreened integral of (7) and A(W0) a constant depending only on the endpoint electron energy W0 . Hence,
An appropriate expression for Vs (in electron volts) is 9 Vs ^ 39.45 Z4/3.
The quantity AVS may be assumed to be of the order of 10 eV for all practical cases. Alder et al.' have computed numerical values for Akß/Xß as a function of Z and W0 assuming AVs to be equal to 27.21 eV. The order of magnitude of these values is 10-4. (An exceptional case appears to be tritium where the fractional decay constant variation may be as great as about IO-3 due to the very low transition energy of only 18 keV.) In ad dition, the graphs presented by Alder et al. show the AlßjXß values to be larger for positron than for negatron emission, and the decay constant variations to become smaller as the transition energy increases. Furthermore, the effect is more pronounced in posi tron emission for high Z whereas the opposite is true for negatron emission.
Atomic electron screening is usually thought of as playing the most important role in externally induced beta decay rate variations (cf. however p. 169 in 2). Other atomic effects such as changes in the total atomic binding energy, imperfect atomic wavefunction overlap, electron exchange, and atomic final states distribution, are therefore not discussed in this paper. A concise review of these effects will be found in a recent article by Freedman11 (see also 12) .
Electron Capture
The electron capture decay constant Aec f°r lowed transitions can be derived from (1) along lines completely similar to those adopted in the treatment of beta decay3. However, the energy level density factor depends now only on the neu The s electrons deliver by far the most important contribution to the electron density at the nucleus 13. Thus, (15) can be further simplified on assuming the valence shell s electrons to deliver the predomi nant part to changes in the electron density within the nuclear region14. For this outer shell, EBx is small compared to E0 . The essential term in the denominator of (15) where the symbols are the same as in 2.2. Further more, the electron wave function (pe(T) appearing in (2) must be replaced by the wave function y x(r) of the orbital from which the electron is captured. It can be supposed to be constant in the vicinity of the nucleus. Thus, according to (1) and (2), the decay constant AEcx for capture from orbital x can be expressed as AECx = const y x(0) 2-E;x,
which means that the decay rate is proportional to the electron density at the nucleus. The total decay constant is found by summing up over all orbitals yielding = 2 ^ec* = const 2 1 V*(0) |2-(E0 -EBx) 2 (14) x X where the neutrino energy EvX has been expressed in terms of the transition energy E0 and the binding energy EBx of orbital x. The fractional decay con stant variation due to the different electron cloud structures I and II can then be written as (15) exchange effects 17' 18. This however is justified in sofar as such corrections are generally smaller than the accuracy achieved in present-day experiments. The electron density difference in the numerator of (16) is identical with the difference of the square of the electron wave function at the nucleus which appears as a factor in the formula for the isomer shift in Mössbauer spectroscopy19' 20. Therefore, (15) suggests a way of solving the difficult isomer shift calibration problem encountered in Mössbauer work by measuring fractional decay rate changes21' 22.
Gamma Ray Emission
The investigation of decay rate variations in gamma ray emission presents a more difficult prob lem than beta decay and electron capture decay perturbations. The usual method of calculating the decay constant Xy consists in applying the "Golden Rule No. 2" of (1) to the single nucleon-electromagnetic field problem without taking into account the existence of the atomic electrons. By making certain simplifications on the nucleon wave func tions this approach leads to the formulae of Weiss-
kopf and Moszkowski 23. It does not of course lend itself to any calculations on how the atomic elec trons affect Ay. However, the situation changes if alternatively the retarded interaction between the excited nucleon and the atomic electrons is considered. This is nor mally done in a semi-classical way and reveals the existence of an additional and competitive decay mode with the decay constant /.jc termed internal conversion and distinguished by radiationless nu clear transitions involving the emission of electrons from the atomic cloud24. The decay constant ).y still remains unchanged in this approach. If, how ever, the calculations are based on quantum-field theory as first suggested by Tralli and Goertzel25, a third-order correction term to Ay is found depend ing on the structure of the electron cloud. Krutov26 corrected and generalized the results of Tralli and Goertzel and derived solutions of an orbitrarily high order of approximation for the transition prob abilities in the shape of recurrence formulae. In the following, the results of Krutov are outlined in brief.
The transition probabilities are calculated em ploying the time-dependent perturbation theory. The structure of the resulting coupled differential equa tion system is fixed by assuming an exchange of virtual photons between the nucleon and the elec tron in question implying certain intermediate states.
In accordance with the energy-time uncertainity principle, these states need not conserve energy.
A third-order term expansion of the general solu tions given by Krutov26' 2' yields the following ex pression for the resulting total decay constant A if the special case of one K electron and one multipole is considered:
He K0 (20) el !< > 1 2VT #0K
The matrix elements are HK0 = j/2 ti k e2 m0 c2 ( < Z > f | a n 2f*M + £/*M j 0 .)
He Ko = j/2 ti k er m0 c2 (yj | a e 2ILM + f/LM | Wt) (20 a) #ok = 1/2 n k e 2m ,c2 (Wi | «e »LM + FLM | Vi> where k is the photon wave number, and a e, a n are the Dirac vector matrices of the electron and the nucleon respectively. The quantities xp and 0 are the wave functions of the electron and the nucleus, and 2Ilm , ÜÖlm ? ? ^LM are the multipole poten tials in the denotation used by Rose28. (17) to (20) can be generalised to include the case of nuclei surrounded by more than one electron 29> 30 but for the sake of simplicity this problem will not be dealt with in the present paper.
The first-order and second-order terms A^ and A^q are identical with the results of the semiclassical theory. As evident from (18) and (19), the con version coefficient y5 = 4 2 c)/ 4 1) (21) is given by ß-(m0 cry Hel OK (21a)
The correction terms to A^ appearing in the square brackets on the right-hand side of (20), are most easily interpreted with the aid of Feynman graphs (cf. describe an additional mode of nucleus deexcitation referred to as the "electronic bridge". In this process, the normal final state of an internal con version electron represents an intermediate state with the converted electron interacting a second time with the radiation field, losing its kinetic en ergy by emitting a gamma-quantum, and returning to its discrete state. The negative term in the square brackets of (20) is due to the internal photoeffect and is, in fact, found to be compensated by corre spondent positive terms if correction terms of any order higher than three are taken into consider ation. -The electronic bridge always outweighs the internal photoeffect for sufficiently large ß. The fractional change of the electronic bridge term in (20) produced by alterations in the struc ture of the atomic electron cloud cannot be measured seperately because only changes in the sum value /" = / (D , ;(3) y i" '"y can be determined experimentally. Therefore, the fractional decay rate variations in Ay must be ex pected to be smaller than the effects due to internal conversion (cf. 2.5.).
The third-order terms of (20) are calculated on the assumption that energy is conserved in the elec tronic bridge intermediate state ("resonance"). If this assumption, superfluous for the intermediate states, is omitted, additional correction terms ("nonresonance terms") arise. We obtain then for the decay constant Ay the approximate expression29' 30
tic ire I " k0 "ok m0c2 n E^ -Ey-W where E\ is the initial electron energy level, any discrete intermediate state energy level, and W the nuclear transition energy. In contrast to the quan tities used in (20) , the matrix elements //ko and Hok are evaluated via two discrete states. The sum mation in (22) takes into account the fact that now all the unoccupied states of the discrete electron spectrum have to be regarded as intermediate states for the electronic bridge.
The non-resonance correction is of special im portance in low energy transitions. One example is the case of the 75 eV transition in U-235m. Here, the ratio of A^/A^ is found to be 1 4 0 x l0~2 if the influence of the whole atomic electron cloud is considered 29.
In general, low energy transitions also feature high conversion coefficients (cf. 2.5.). Therefore highly converted transitions ought to be considered in the first place if chemically or physically induced changes in the decay constant Ay are to be investi gated. As evident from (20) , the fractional decay rate variation measured will be found to be [{\h e k0z/st k!2}i -{| # ko#ok|2}ii] • (23) The theoretical computation will be facilitated by the fact that the electron matrix elements appearing in (23) , can generally be reduced to radial integrals and numerically evaluated 26' 27, 29. To the authors' knowledge, however, no relevant theoretical or ex perimental results have been reported up to the present date.
Internal Conversion
The conversion coefficient ß defined by (21) relates to a relativistie electron making a transition from the initial state of quantum number y to the final state of quantum number y. Considering (20 a), the relationship (21 a) can therefore be rewritten as e2 W ßx' = 2 71s -------------2 ! ( | a e ©LM + VLU 11/y) |2 .
K c mn c~ ( 24) In this expression, we have to average over M and to sum up over all possible final states x, their pro jection quantum numbers ju, and the initial state projection quantum numbers fi 28. Calculating the total decay rate of internal con version requires summation over the quantum num bers y of all the single shells. As apparent from (21) , this yields
where now AiC and Ay refer to the quantities ob tained in the usual approximation.
Alterations of the electron cloud caused externally result in changes of the partial conversion coeffi cients as evident from (24) . Hence, if Ay is assumed to be constant, we obtain AAjq 1 ^ ao I ^ O Aßx' 2 = -W 2 Aßs = -r-2 ßx' o h e P X' P X ' Px (26) If conversion in the inner shells is forbidden for energetical reasons, the outer shells always exhibit large partial conversion coefficients. As seen from (26) The wave function tpx' in (24) is multiplied by the Hankel function included in the interaction op erator. This function drops to a value near zero outside the K shell region and hence allows the integration to be restricted to the region inside the K shell 36. Therefore the relationship is a reasonably good approximation and (26) can be written 3'
In the special case of Ml transitions, which are mainly converted in s shells38, (26 a) can be fur ther reduced to the simple formula
where only those s shells contribute to '/y(0) 2 which take part in the conversion. (27) suggests that is also possible to solve the isomer shift calibration problem of Mössbauer spectroscopy already mentioned in 2.3., by mea suring fractional decay rate changes of conversion transitions 38_41.
The order of magnitude to be expected for Alic/^ic? can be assessed by evaluating, for dif ferent free-ion electron configurations, the quanti ties on the right-hand side of (26) and (27) 38 ' 42. In such calculations, we must take into account not only the valence electron changes but also the re arrangement of the whole atomic core caused by screening effects43. The accuracy required is as sured if the conversion coefficients and the electron densities at the nucleus are calculated by using rela tivistic Hartree-Fock programs 38' 44.
Alpha Decay
According to Gamov's theory of alpha decay, the decay constant A a can be written as a product of two factors, one representing the repetition rate /.0 of an alpha particle running against the inner side of the surrounding nuclear potential barrier, the other constituting the probability P of the alpha particle penetrating through that barrier 4:
Since A0 may be supposed to depend entirely on nuclear properties, only the transmission coefficient P need to be dealt with for the present purpose. It is given by the expression (29) where m is the reduced mass of the alpha particle, E0 the transition energy, R the nuclear radius, and rt the outer classical turning point. V (r) stands for the radially symmetric Coulomb potential of the daughter nucleus. For nonzero angular momentum of the alpha particle, a centrifugal potential V\ has to be added to V (r). This however, may be ne glected in the following. Benoist-Gueutal was the first to point out that a rigorous treatment of alpha decay must take into account the effect of the atomic electrons 47' 48. Ac cording to Erma 49, this can be done by substituting the nuclear Coulomb potential V (r) in (29) by
where Vs(r) is the screening potential of the atomic electrons (cf. 2.2.). The fractional decay rate varia tion due to changes of Fs(r) can then be calculated by taking the logarithm on both sides of (29) and differentiating:
The screening potential Vs(r) is constant within the range 0 r ^ R (cf., 50). This means that any variation of Fs(r) in this region results not only in a change of the transition energy E0 but leads also to a change (of the same magnitude and sign) in the height of the potential barrier surrounding the alpha particle. Therefore, the only alteration in the decay constant which may be caused by affecting the electron cloud structure, must be due to the de-pendence of Vs(r) on r and the electron density in radius rt 51. The electrostatic potential within this spherical shell is Vs (r) = V a(R) -2 n I V (0) \2 R2 the range R ^ r rt :
The quantity Fs(r) can be computed by assuming Thg ^ in R2 and R3 be lected Hencej the nucleus to be surrounded by a spherical shell ot constant electron density ji^(0)|2 the shell being bounded by the nucleus of radius R and a sphere of 2 AVs(r) = -r2 A | (0) j2 and dr r o
(31) can be further simplified taking into account that R « 0, Vs (R )< E0 , (4 a/3) | V (0) |2 r2< E 0.
The final relationship thus obtained is 51 A IJK « 4000 (Z-2 )3 E0~~l2 A\y{0) |2 (32) where E0 and zlj?/>(0) 2 are in atomic units. The maximum error of this approximation as compared to (31), amounts to only 5 per cent. According to (31) , the removal of one 6s elec tron causes a fractional decay constant variation of about 7 x 10-8 in Sm-147 51. A similar estimate for the case of Ra-226 led to a fractional change of 1.7 x lO -7 assuming one 7s electron to be re moved 2. Larger values reported by other authors 52 appear to be incorrect, the calculations being based on an erroneous model.
Methodology and Experimental Results

Methods of Measuring Decay Rate Variations
The subject matter of this Section can be sub divided into two parts, the first one dealing with methods for altering the electron cloud structure of the atoms under consideration, the second discussing the various procedures employed in detecting the resulting decay constant changes.
The most obvious way of bringing about a drastic alteration in the electron cloud structure is to ionize the atom as far as possible by extra-atomic means. Such experiments have been proposed by several authors 53_55. However, the technical difficulties in volved appear to be formidable. Apart from some work on internal conversion in recoil ions from alpha decay56 and Coulomb excited nuclei 57, no successful experiments of this kind have been re ported up to the present date.
A much easier, and in point of fact, the most widely used, approach is to investigate how the de cay rate is influenced by chemical binding effects. This can be done by measuring the decay constant difference of samples in which the atoms are in dif ferent valence states. The experimental results must then be interpreted in a way similar to the wellknown discussion of isomer shifts in Mössbauer spectroscopy 20' 35' 37 ' 42.
An external electric field may cause a change in the electron density at the nucleus of an atom oc cupying a lattice site of a dielectric solid. In certain cases, this change will be proportional to the strength of the applied field58. This effect has been em ployed to produce fractional decay constant varia tions of the order of some 10~° by applying a field of about 104V/cm to Tc-99m samples59. -The influence of internal electric fields on the decay rate has also been studied for several cases 60~62.
External magnetic fields are not likely to produce any decay constant variation. The theoretical treat ment of the Zeeman effect reveals 63 that the radial part of the electron wave functions is not affected by a magnetic field. For this reason, the electron density at the nucleus which in general plays the essential role in decay rate variations, likewise re mains unchanged.
Pressure squeezes the electron wave functions of the valence electrons, which normally results in an increase in the electron density in the vicinity of the nucleus 64_67. However, the amount of energy trans ferred to each atom of the sample through the com pression is hardly greater than that taken up by the sample atoms in a chemical reaction. This is true at least as long as pressure values are considered which are achievable under laboratory conditions (about 500 kbar). Therefore, if the energy transferred is regarded as a qualitative measure of the correspon dent alteration of the electron cloud structure, the resulting decay rate variation must be expected not to exceed the magnitude of the effect obtainable by chemical means.
The direct transfer of electrons from one band to another68 which occurs in some metals already at relatively low pressure values (for example in the case of caesium at about 44 kbar) has not yet been employed in decay rate variation experiments.
The superconductivity transition temperatures of technetium (11.2 °K) and niobium (9.2 °K) are comparatively high. This suggests investigations on how internal conversion in Tc-99m and Nb-90m is affected by superconductivity. Such experiments have been carried out by Byers et al.69, Cooper70 and Olin et al. 71 . The results were positive (cf. 4). The magnitude of the effects observed is however not well understood.
A summary of the methods applicable to the de tection of decay rate variations, is given in Table 1 . For lack of space, only short explanatory comments can be presented here. Details will be found in the references cited.
The half-life ranges listed in Table 1 , should be regarded as very rough estimates only. Nonetheless, the values reveal that obviously no method has been developed so far which could be employed for de tecting decay constant variations in nuclides having half-lives in the range from about one microsecond to several tens of seconds. This is in contrast to the fact that there are some nuclides within this range which appear to be promising for experimental work 45< 46.
The delayed coincidence technique is a standard method and need not be discussed any further in this context. A few words on the other methods, however, seem to be appropriate.
The applicability of the perturbed equilibrium method requires the existence of a suitable parentdaughter decay scheme. If the daughter, supposed to have a short life-time in comparison to its parent, is in equilibrium with the parent, a sudden change in the daughter decay constant from to /d + Alp , for example due to a rapid chemical reaction will perturb the equilibrium and cause a change in the daughter activity A. The equilibrium will then be restored with the half-life of the daughter in its altered chemical environment. A formula for the change with time of the daughter activity can be derived by solving the general differential equation for a series decay scheme (cf. ' 8) . For the simplest case (no competing decay modes in the disintegra tion scheme of parent or daughter, and detection of only the daughter activity), the relationship desired is found to be A M -Ay, .e _(,D + , ip)f A b where the subscripts b and a refer to time before and after the reaction. Thus, Ah is a constant. The reaction is supposed to have taken place at t = 0. It is evident that zliD can be determined from the steplike change in the daughter activity which oc curs at t = 0.
The Rutherford differential method is based upon measuring the difference in the output currents of two suitable detectors put up in front of two samples, the decay constants of which are assumed to differ by AL The current difference at time t is given by 1,(1) -I , ( t ) = I 1(0 )e -u -I 2( 0 ) e -(-l + A »t .
For small AX • tx I ,( t )^I ,( 0 ) e~}t (1 -A l t ) . Similar advantages are offered by the quasi-differential approach first described by Huber et al. '9. It consists essentially in placing, in turns, two samples in front of a detector, and determining the change with time of the ratio Q{t) of the counting rates. Since these are proportional to the activities of the samples, Q (f) may be written as
where At is the measuring interval, dt the time elapsing during the interchange of the samples, and A01, A02 the initial numbers of the respective nuclei.
Considering that AI t 1, this equation can be reduced to Q(t) = (1+A1/1) + -A l t ) . A 02
The ansatz for shows that the fractional decay constant variation Al/1 can be determined via Q(t) in two ways. If Al is kept constant for the whole time of the experiment, varies linearly with time the slope of the resulting curve yielding Al ("slope method"). Alternatively, the influence pro ducing Al, may be periodically switched on and off leading to steplike changes in Q(t) with the height of the steps giving Al ("step method"). Both meth ods have been successfully employed.
The quasi-differential approach has been used to measure decay rate variations as small as (4.9 + 2.9) x io~5 80.
The mass-spectroscopic method76 can be em ployed only if the decay mode under consideration involves a change in the nuclear charge Z. It takes advantage of the fact that the isotopic abundance ratios in two (or more) compounds prepared from a given isotope mixture, will be found to differ by a small amount after some time if the decay constant is not the same in the various samples. The beta decay of tritium may serve as an illustrative ex ample. The abundance ratios of two samples made from a protium-tritium mixture, can be expressed as and A t e~xt/Np Thus, the fractional abundance ratio difference (the d value) may be written as At e -X t/Nv -A t e~^x + A X »/NP ö(t) = A t e~xt/NP whence S(t) = l -e AXt ^ A lt.
In the case of a protium-tritium mixture, (5 values of the order of some IO-4 can be measured with sufficient accuracy. Hence, it will be some years after preparing the samples, that the fractional de cay constant variation of about 10~3 as predicted by Alder et al." becomes detectable. This outcome leads to the conclusion that the mass-spectroscopic method may prove to be of special advantage in ex periments involving long-lived nuclides. The deter mination of decay constant variations by directly measuring the decay curve requires an accuracy not normally achievable (see however 81 ' 82) . An excep tion is the case of U-325m where fractional halflife changes of the order of some 10-2 have been found using this method ~7.
2. Experimental Results
All experimental results on physically or chemi cally induced decay rate variations published since 1947 and known to the authors are summarized in Tables 2, 3 and 4, the nuclides being arranged ac cording to atomic number. For the sake of com pleteness, even questionable and negative results have been listed. The nuclides Cu-64 and Ag-108 both of which decay via negatron and positron emission as well as electron capture are to be found in Table 2 . With one exception83, no newer experi ments have been reported on alpha and positron decay or gamma ray emission up to the present date.
Unless otherwise indicated, the decay constant variation Al is meant to be the difference l x -12 with l x denoting the first and 12 the second sample given in Column 4 *. Some important results of es sential experiments aimed at investigating chemical and physical effects on partial internal conversion coefficients have been included in Table 4 .
Conclusions
The work on nuclear decay rate variations may now be regarded as an established field of fruitful research. Not only does it furnish valuable infor mation on higher-order processes in nuclear decay but it also helps to solve the difficult isomer shift calibration problem of Mössbauer spectroscopy and, * Some values are calculated from the original values by the authors. Table 4 . I n t e r n a l conv e r s io n ex p e r i m e n t s . for W metal, «6s/<*5s = (3.0 ± 0.6) X 10~2 for W03, <*6s/a5s= (3.5 ±0.6) X10"2 for Tm203 , a6s/<*5s = (3 ± 1) X 10~2 for Fe203 , <*6s/a5s = (2 ± 2) X 10"2 for A1203. 72 Hf-177m 113 keV
Normal sample compared to sample -137 Internal conversion electron 0.5 ns exposed to electric field of spectra studied. Results include: <X4siA*4pi=(120±7)X10-2, <*4si/a4pf = (115 + 5)X10"2, and «4p i/<*4pf = (96 ± 4) X10"2 for oxide sample, a4s|/ct4p|= (142 + 8) X10"2, <X4si/<*4pi= (129 + 5) X10"2, and <*4pi/<*4pf= (92 + 4) X10~2 for hydroxide sample. Pu-239m, 57.2 keV Tm
Comparison of chloride, hydroxide, and oxide samples exposed to 149 Internal conversion electron spectra studied. Line shape unknown electrostatic field of about changes found. 6X10« V/cm.
together with results from other new fields such as ESCA, to extend today's knowledge on real chemical bonds.
Many problems, however, call for more extensive work. The theoretical understanding of the prob lems involved is still comparatively incomplete, and the quantitative interpretation of experimental re sults therefore often extremely difficult or even im possible. On the other hand, the experimental ac curacy achieved so far must be considerably im proved to make possible more unambiguous state ments. Consequently, the field as a whole is believed to provide challenging tasks to the interested scien tist for many years to come.
