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Abstract
Robust optimization is a framework for modeling optimization problems in-
volving data uncertainty and during the last decades has been an area of
active research. If we focus on linear programming (LP) problems with i)
uncertain data, ii) binary decisions and iii) hard constraints within an ellip-
soidal uncertainty set, this paper provides a different interpretation of their
robust counterpart (RC) inspired from decomposition techniques. This new
interpretation allows the proposal of an ad-hoc decomposition technique to
solve the RC problem with the following advantages: i) it improves tractabil-
ity, specially for large-scale problems, and ii) it provides the exact probability
of constraint violation in case the probability distribution of uncertain pa-
rameters are completely defined by using first and second-order probability
moments. An attractive aspect of our method is that it decomposes the
second-order cone programming problem, associated with the robust coun-
terpart, into a linear master problem and different quadratically constrained
problems (QCP) of considerable lower size. The optimal solution is achieved
through the solution of these master and subproblems within an iterative
scheme based on cutting plane approximations of the second-order cone con-
straints. In addition, proof of convergence of the iterative method is given.
Keywords: Stochastic programming, Conic programming and interior
point methods, Decision analysis under uncertainty, Reliability analysis,
Robust optimization
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1. Introduction
The concept of robust optimization was developed to drop the classical
assumption in mathematical programming that the input data is precisely
known and equal to given nominal values. It is well known that in prac-
tice, most of the data involved in optimization problems is uncertain, and
optimal solutions using nominal values might no longer be optimal or even
feasible. Robust optimization techniques deal with the problem of designing
solutions that are immune to data uncertainty [1, 2, 3, 4, 5, 6, 7] by solving
equivalent deterministic problems. The main advantage of these techniques
is that it is not required to know the probability density function (PDF) of
the uncertain data. The decision-maker searches for the optimal solution
of all-possible realizations of uncertain data within the uncertainty set, and
in addition, probabilistic bounds of constraint violation valid for different
probability density functions are available.
Stochastic programming is also a framework for modelling problems that
involve uncertainty [8]. In this particular case, uncertain data is assumed
to follow a given probability distribution and are usually dealt with by us-
ing scenario models or finite sampling from the PDFs [9, 10]. However,
the number of scenarios needed to represent the actual stochastic processes
can be very large, which may result in intractable problems. That is the
most important reason why robust optimization is gaining popularity among
practitioners with respect to stochastic programming [11], not only in the
operational research community but also for design engineers [12, 13].
Stochastic programming in the context of engineering design and opti-
mization, i.e. reliability-based structural optimization [14, 15, 16, 17, 18],
has also broadened using as risk measure the failure probability. In this con-
text, it is required to know: i) the joint probability density function of all
random variables involved and ii) a method for calculating the probabilities
of failure for a given design. Since the evaluation of failure probabilities is
not an easy task, different methods have been developed, such as First-Order
Second Moment (FOSM, [19]).
Despite the analogies among the problems treated within these different
frameworks, i.e. stochastic programming, robust optimization, and reliability-
based structural optimization, research trends and solution techniques have
followed different paths. To the best of our knowledge, a few works have
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taken advantage of methods from one field to be applied to any other. For
instance, the work [20] proposes a new method to solve certain classes of
stochastic programming problems based on FOSM and mathematical pro-
gramming decomposition techniques. Their method focus on a specific type
of problems where: i) the joint probability distribution of the random vari-
ables involved is given or can be estimated parametrically, ii) distributions
do not depend on the decision variables, and iii) the random variables only
affect the objective function. Recently, in [21] it is proposed a new risk
measure, the buffered failure probability, which allows the generalization of
the CVaR concept from stochastic programming [9, 10] to reliability-based
structural optimization problems using finite sampling. One of the aims of
the present work is to give a new perspective and apply concepts originating
from structural reliability to robust optimization, we attempt to shed new
light on existing problems and as such stir innovative thinking.
In particular, we focus on the type of problems dealt with on work [5], i.e.
linear mathematical programming problems with hard constraints that must
be satisfied for any possible realization of the uncertain data. In paper [5],
authors propose to obtain robust solutions of an uncertain LP problem with
ellipsoidal uncertainty sets, whose RC results is a conic quadratic problem,
i.e. a convex and tractable problem that can be solved in polynomial time
by interior point algorithms. However, the inclusion of binary and/or integer
decisions poses new challenges from the computational perspective. This pa-
per proposes an alternative and decomposable solution technique based on
cutting planes that allows reaching the optimal solution of the RC problem
by solving two kind of problems within an iterative scheme: one mixed-
integer linear master problem, and one subproblem of considerable lower
size for each hard constraint. This strategy of decomposing a problem into
smaller pieces has proved to be effective to improve tractability in many dif-
ferent applications [22, 23]. Note that cutting plane algorithms for robust
mixed-integer linear programs are state-of-the-art, see [24, 25] among many
others. In particular, paper [25] proposed a similar decomposition algorithm
with respect to the one presented in this work with different variants to
improve computational efficiency, however, proof of convergence and proba-
bilistic guarantees are not given. Our research was conducted independently
of the work in [25]. There are also cutting-plane approximations with appli-
cation to chance-constrained problems [26].
The proposed method has the following features which makes it attrac-
tive for practical use: i) the master problem remains linear and ii) the sub-
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problems are QCP with just one quadratic constraint, which have analytical
solutions. In addition and due to the relationship between the subproblem
formulation and reliability-based structural techniques (FOSM), it allows to
calculate exact probabilities of constraint violation in case the probability dis-
tributions of uncertain parameters are completely defined by using first and
second-order moments (mean and variance-covariance). This feature could
encourage engineers used to working with failure probabilities to take ad-
vantage of robust optimization techniques, even without using the proposed
iterative method.
The rest of the paper is organized as follows. Section 2 introduces the
robust formulation of linear programming problems. In Section 3 a detailed
description of the decomposition method proposed in this work is given, while
in Section 4 the method for calculating probabilities of constraint violation
using FOSM technique is explained in detail. In Sections 5 and 6 an illus-
trative example and a realistic case study are respectively described, solved,
analyzed, and compared with existing approaches. Section 7 briefly discusses
future possible extensions of the method proposed in this work. Finally, in
Section 8 some relevant conclusions are duly drawn.
2. Robust counterpart of an uncertain mixed-integer linear pro-
gramming problem
Consider the following problem:
Maximize
x
cTx , (1)
subject to Ax ≤ 0 (2)
l ≤ x ≤ u (3)
xj ∈ Z; j = 1, . . . , k; k > 0; k ≤ n, (4)
where x is the decision variable vector of n variables, the first k of which are
integral. Note that we consider that k > 0, i.e. it always contains binary
and/or integer decisions, otherwise the problem can be solved efficiently using
interior point algorithms. c(n× 1) and A(m × n) are data coefficients, and
l(n × 1) and u(n × 1) are lower and upper decision variable bounds. We
assume without loss of generality that the only uncertain coefficients are
those belonging to matrix A(m×n). For those cases where vector c(n×1) is
uncertain, or even the right hand side of equation (2) is uncertain and equal
to b(m×1), it is possible to rewrite the original problem as (1)-(4) (see [27]).
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The RC of problem (1)-(4) is the same problem but replacing constraint
set (2) by:
Ax ≤ 0; ∀A ∈ U , (5)
where U is an uncertainty set. According to [27] (check also reference [12]),
an LP with a certain objective is a constraint-wise problem and its solution
does not change if the uncertainty set is extended to the product of its projec-
tions on the subspaces of the constrains, i.e. constraint set (5) is equivalent
to:
a(i)
T
x ≤ 0; ∀a(i) ∈ Ui, i = 1, . . . , m, (6)
where a(i)
T
; i = 1, . . . , m corresponds to the rows of matrix A and Ui is the
projection of U on the subspace of the data of a(i).
Traditionally, parameter uncertainty aij ∈ A within robust optimization
is modeled as a symmetric and bounded random variable a˜ij that takes values
in the interval [aij − δij , aij + δij] following an unknown probability distribu-
tion. Elements aij ∈ A represent nominal values and δij ; i = 1, . . . , m; j =
1, . . . , n are the maximum absolute value deviations from the nominal values.
This interval characterization of parameter uncertainty is required if worst-
case oriented methods, or box uncertainty sets are used. This is the solu-
tion proposed by [1], where each uncertain parameter a˜ij ; i = 1, . . . , m; j =
1, . . . , n takes its worst possible value within the given interval. This strategy
leads to an excessively conservative solution.
To address this excessive conservatism, paper [5] proposes an alternative
uncertainty set. Let us assume that uncertain parameter vectors a˜(i); i =
1, . . . , m have nominal or expected values a(i); i = 1, . . . , m and variance-
covariance matrix Σ(i); i = 1, . . . , m which is positive definite, respectively.
According to [5], the ellipsoidal uncertainty set can be written using the
Mahalanobis distance as follows:
Ui(βi) ≡
{
a˜(i)| (a˜(i) − a(i))T (Σ(i))−1 (a˜(i) − a(i)) ≤ β2i
}
; i = 1, . . . , m,
(7)
so that the RC of problem (1)-(4) is the same problem but replacing con-
straint set (2) by:
 Maximum
a˜(i) ∈ Ui(βi)
a˜(i)
T
x

 ≤ 0, i = 1, . . . , m, (8)
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where parameters βi; i = 1, . . . , m control the size and protection level of
the ellipsoidal sets for each constraint.
Note that contrary to the worst case approach proposed by [1], only first
and second order moments of the random parameters without lower and up-
per bounds are considered in this paper for the ellipsoidal uncertainty set.
The reason is that in case the uncertain parameters follow a multivariate
normal distribution, the exact probability of constraint violation can be cal-
culated, which might be of interest for practitioners. Robust optimization
approaches involving first and/or second-order moment information has been
studied by quite a few researchers (see for example [28], which deals with dis-
tributionally robust optimization, and the recent comprehensive survey [29]
for more references).
In order to solve constraints (8), the uncertainty sets (7) are transformed
using an affine mapping into balls of radius βi; i = 1, . . . , m, respectively,
resulting in the following set of alternative constraints:
 Maximum
z(i)
(
a(i) +L(i)z(i)
)T
x

 ≤ 0; ‖z(i)‖ ≤ βi, i = 1, . . . , m, (9)
where L(i) is the mapping matrix which can be obtained from Cholesky
decomposition of variance-covariance matrix Σ(i) = L(i)L(i)
T
, z(i) represents
a perturbation vector and ‖ · ‖ stands for Euclidean norm. The analytical
solution of constraints (9) in terms of the objective function is (see [5]):
a(i)
T
x+ βi‖L(i)Tx‖ ≤ 0; i = 1, . . . , m, (10)
or equivalently,
a(i)
T
x+ βi
√
xTΣ(i)x ≤ 0; i = 1, . . . , m. (11)
Finally, the RC of problem (1)-(4) using ellipsoidal uncertainty sets be-
comes:
Maximize
x
cTx , (12)
subject to a(i)
T
x+ βi
√
xTΣ(i)x ≤ 0; i = 1, . . . , m, (13)
l ≤ x ≤ u (14)
xj ∈ Z; ∀j ≤ k; k > 0; k ≤ n. (15)
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Problem (12)-(15) is a mixed-integer conic quadratic problem, i.e a non-
linear formulation, and as pointed out by [7], it is not particularly attractive
for solving robust linear discrete optimization models. Note that [7] proposed
an alternative linear RC problem to avoid (12)-(15) formulation when binary
and/or integer variables are involved (k > 0), which instead of allowing all
random parameters to take their worst possible values within the given in-
tervals such as [1], only allows a pre-established number of parameters Γ to
reach them (polyhedral uncertainty sets). This alternative formulation re-
mains linear, and it also provides a robust solution in terms of probability of
infeasibility.
3. Decomposition method for the RC
This paper provides a methodology to solve problem (12)-(15) using
mathematical programming decomposition techniques. The mentioned prob-
lem can be rewritten equivalently as follows:
Maximize
x
cTx , (16)
subject to aˆ(i)
T
ν x ≤ 0; i = 1, . . . , m; ν = 0, . . . ,∞, (17)
l ≤ x ≤ u (18)
xj ∈ Z; ∀j ≤ k; k > 0; k ≤ n, (19)
where column-vectors aˆ(i)ν = (aˆi1ν , . . . , aˆijν , . . . , aˆinν)
T ; i = 1, . . . , m for con-
straint ν correspond, respectively, to the solution of the following optimiza-
tion problems:
aˆ(i)ν = arg max
a˜(i)
a˜(i)
T
xν ,
subject to(
a˜(i) − a(i))T (Σ(i))−1 (a˜(i) − a(i)) ≤ β2i ,


ν = 1, . . . ,∞, (20)
where xν is the solution of (16)-(19) when constraints 0, . . . , ν − 1 are con-
sidered, and aˆ
(i)
0 are the expected or nominal values of the problem, a
(i); ∀i.
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Problem (20) is equivalent to the following problem:
aˆ(i)ν = arg max
a˜(i)
a˜(i)
T
xν ,
subject to
a˜(i) = a(i) +L(i)z(i),
z(i)
T
z(i) ≤ βi


i = 1, . . . , m, (21)
which corresponds to the problem defined in constraint (9) particularized for
decision variables xν .
In this alternative the values of aˆ(i)ν are used explicitly in (17) to define
tangent hyperplanes with respect to the original convex conic restrictions.
Remark 3.1. Theoretically, the conical convex constraints (13) can be re-
produced with an infinite number of tangent hyperplanes defining a linear
envelope, as described in (17).
The question is: how to define efficiently those possible solutions xν in
order to construct cuts (17) without the need to include an unlimited number
of constraints? To answer this question, we propose decomposing the original
problem into two procedures:
1. Decision making at iteration l: For given values of aˆ(i)ν ; i = 1, . . . , m;
ν = 0, ..., l−1, the decision variables maximizing the problem (16)-(19)
are obtained, i.e. xl. This is considered the master problem. Due to the
convex character of conic constraints, the master problem is a relax-
ation of the original problem because the feasible region defined by the
linear envelope always contain the feasible region defined by the original
conic restrictions. Note that the master problem solution constitutes
an upper bound of the optimal solution.
2. Construct additional tangent hyperplanes: For the decisions xl
made in the previous step, update the values of the random variables
aˆ
(i)
l required to achieve the target security criterium given by β =
(β1, β2, . . . , βm)
T , which is equivalent to construct additional tangent
hyperplanes with respect to the original conic constraints. These are
considered the subproblems.
Thus, the solution of the alternative problem (16)-(20) is achieved by
means of an iterative scheme, which is repeated until the stopping criterion
is satisfied. The main reasons for proposing this decomposition are:
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1. Problem (16)-(19) for given values of the parameter values aˆ(i)ν is a
mixed-integer linear mathematical programming problem, which can
be solved efficiently using state-of-the-art mixed-integer solvers.
2. Problems (20), for given values of the decision variables xν , can be
solved for each constraint independently. Each of these problems is a
QCP problem with just one quadratic constraint [30], which has an
analytical solution as shown below.
The analytical optimal solutions of subproblems (21) at iteration l for
given values of the decision variables xl, in terms of the uncertain coefficients,
are:
aˆ
(i)
l = a
(i) + βi
Σ(i)xl√
xTl Σ
(i)xl
; i = 1, . . . , m. (22)
This result is straightforward to verify since the optimal solution of convex
problem (21) in terms of the objective function is given by (11) particular-
ized for xl, which is precisely the optimal objective function obtained if the
objective function in (21) is evaluated at the optimum (22). Nevertheless, a
formal proof of this result is given in [31, Lemma 1].
Remark 3.2. Note that parameters aˆ
(i)
l in (22) are the derivatives of the
conic constraints (13) at xl:
aˆ
(i)T
l xl = a
(i)Txl + βi
xTl Σ
(i)Txl√
xTl Σ
(i)xl
; i = 1, . . . , m,
= a(i)
T
xl + βi
√
xTl Σ
(i)xl; i = 1, . . . , m,
(23)
which explains why constraints (17) correspond to tangent hyperplanes with
respect to the conic restrictions. Then, the feasible region defined by the
linear envelope always contain the feasible region defined by the original conic
restrictions. The latter can be shown as follows. For all feasible solution, xf ,
of the original problem (13)-(15) it is satisfied
a(i)
T
xf + βi
√
xTfΣ
(i)xf ≤ 0; i = 1, . . . , m.
Then
aˆ
(i)T
l xf = a
(i)Txf+βi
xTl Σ
(i)Txf√
xTl Σ
(i)xl
≤ a(i)Txf+βi
√
xTfΣ
(i)xf ≤ 0; i = 1, . . . , m
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for all l because xTl Σ
(i)Txf ≤
√
xTfΣ
(i)xf
√
xTl Σ
(i)xl due to Cauchy-Schwarz
inequality. Therefore, xf is a feasible solution of (17)-(19).
The proposed iterative scheme to solve (16)-(20) is described below:
Algorithm 3.1. Decomposition method
Step 0 Problem definition: Selection of protection levels βi; ∀i, objective
function, constraints, the mean and variance-covariance matrix of the
involved random parameters a˜(i); ∀i and the tolerance of the process
ε. Set l = 0 and the initial values of the random parameters to their
expected or nominal values aˆ
(i)
0 = a
(i); ∀i.
Step 1 Solving the master problem: Update the iteration counter l −→ l+
1 and calculate the optimal solution xl of the following master problem:
Maximize
x
cTx , (24)
subject to aˆ(i)
T
ν x ≤ 0; i = 1, . . . , m; ν = 0, 1, . . . , l − 1 (25)
l ≤ x ≤ u, (26)
xj ∈ Z; ∀j ≤ k; k > 0; k ≤ n. (27)
Continue in Step 2.
Step 2 Stopping rule: Check if the current solution xl satisfies the original
conic restrictions (13). If it does, the optimal solution has been found.
If it does not but l > 1 and aˆ(i)
T
ν xl < ε, stop the process with xl as
optimal solution, otherwise continue to Step 3.
Step 3 Solving subproblems: Plug solution xl obtained in Step 1 in (22)
to obtain aˆ
(i)
l and continue in Step 1.
We iteratively repeat Steps from 1 to 3, until the stopping rule holds.
Remark 3.3. Theoretically, constraints (25) contain the hyperplanes associ-
ated with all rows of matrix A, i.e. m tangent hiperplanes for each iteration.
However, in practice, only the hyperplane approximations related to infeasible
conic restrictions at the current solution point xl are required to achieve con-
vergence, i.e. tangent hyperplanes related to i ∈ {1, 2, . . . , m} that satisfies
condition
a(i)
T
xl + βi
√
xTl Σ
(i)xl > 0,
are used.
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Let us remark the reader that the non-linearities in formulation (12)-
(15) do not make this problem particularly attractive for solving robust
discrete optimization models, however, the proposed decomposition remove
those non-linearities from the master problem, which can be solved efficiently
using standard mixed-integer linear programming algorithms.
The convergence characteristics of this iterative method are discussed in
the next Theorem based on the ideas of the outer approximation algorithm
([32, 33]) and the extended Kelly’s cutting plane algorithm ([34]).
Theorem 3.1. The Algorithm 3.1 using decomposition techniques termi-
nates in a finite number of steps and solves the problem (12)-(15).
Proof 3.1. We prove that no solution is generated twice by the iterative
process. At iteration l, the solution xl for the master problem (24)-(27) is
obtained. If it is not the optimal solution, at least one of the original conic
constraints (13) is not satisfied, for instance a(j)
T
xl + βj
√
xTl Σ
(j)xl > 0 for
some j ∈ {1, . . . , m}. Then, the corresponding tangent hyperplane aˆ(j)Tl x ≤ 0
is added for the next master problem, and since it is infeasible at iteration l
because a(j)
T
xl + βj
√
xTl Σ
(j)xl > 0, the next solution of the master problem
xl+1 must be different so that aˆ
(j)T
l xl+1 ≤ 0.
Then, the finiteness of Algorithm 3.1 follows from the previous property
and from:
1. The finiteness of the feasible region if all variables are integral.
2. The convergence of the extended Kelley’s cutting plane method for con-
vex MINLP problems [34]. In reference [34] it is proved that for prac-
tical computation, replacing constraints aˆ(i)
T
ν x ≤ 0; i = 1, . . . , m; ν =
0, 1, . . . , l − 1 in (24) by aˆ(i)Tν x ≤ ε; i = 1, . . . , m; ν = 0, 1, . . . , l − 1,
being ε a given tolerance, ensures that convergence is clearly achieved in
a finite number of steps. Note that the difference between the extended
Kelley’s cutting plane method [34] and the algorithm proposed in this
paper consist of how the new tangent hyperplanes are defined. In our
case we have an explicit formula, while the algorithm proposed by [34]
requires checking the more restrictive convex restriction and computing
its derivatives.
Now it is shown that the proposed method always terminates at a solution of
(12)-(15). Let x⋆ be the optimal solution of (12)-(15). Since (24)-(27) is a
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relaxation of (12)-(15) (see Remark 3.2), cTx⋆ is a lower bound with respect
to the optimal value of (24)-(27), which is attained at x⋆. Now assume that
xl is the solution of (24)-(27) with c
Txl < c
Tx⋆ (i.e. not optimal), however,
x⋆ must be feasible in the previous step, which contradicts the assumption
that xl is the optimal solution of (24)-(27). This concludes the proof.
Remark 3.4. We have not proved the convergence rate, however numerical
simulations with different physically based problems indicate that convergence
is achieved in a reduced number of iterations.
Recently, paper [25] proposed a similar algorithm to that proposed in
this work. The difference with respect our method lies in the solution of our
called master problem. We seek optimality in the solution at each iteration
while this condition is relaxed in [25] to gain computing speed. No proof of
convergence of the algorithm is given in [25].
4. Probability of constraint violation
Once the optimal solution x⋆ of the robust problem (12)-(15) is obtained,
it might be of interest to calculate the probability of each constraint violation,
i.e. Prob(a˜(i)
T
x⋆ > 0); i = 1, . . . , m. To that end, we use the First-Order
Second-Moment method from structural reliability [see 35, 19, 36, 37, 38, 15,
39], which requires calculating the following parameter for each constraint:
βˆi = Minimum
z(i)
√
n∑
j=1
z
(i)2
j ,
subject to
a˜(i) = a(i) +L(i)z(i),
a˜(i)
T
x⋆ = 0


i = 1, . . . , m, (28)
where the optimal solution zˆ(i) corresponds to the closest point to the origin
located on the limit of constraint violation in the standard and independent
normal random space, βˆi is the minimum distance so-called reliability index
in the structural reliability scientific community, and aˆ(i) = a(i) + L(i)zˆ(i) is
the point of maximum likelihood, i.e. the actual values of the uncertain pa-
rameters that make constraints to be active where the probability is higher,
and it represents the most likely values of the random parameters that pro-
duce constraint violation. Note that the reliability index βˆi is a non-negative
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value for probabilities of failure/infeasibility lower than 0.5, which is the case
for the robust application considered in this paper. The final probability of
constraint violation is related to the reliability index by the relation:
Prob
(
a˜(i)
T
x⋆ > 0
)
= Φ(−βˆi); ∀i = 1, . . . , m, (29)
where Φ(·) is the cumulative distribution function of the standard normal
random variables. This method provides the exact probability if the limit-
state equation is linear in the standard normal random space, i.e., if the
resulting limit-state distribution is normally distributed, which is the case if
uncertain parameters are normally distributed.
From the practical perspective, the calculation of the reliability index
βˆi for each constraint from (28), needed to compute the probability of con-
straint violation, is only required for those inactive constraints at the optimal
solution x⋆, otherwise its value corresponds to the selected protection level
βi.
According to (29), it is worth pointing out that the robust constraints (6)
of an uncertain mixed-integer linear programming problem, assuming that
random variables a˜(i); ∀i = 1, . . . , m follow multivariate gaussian distribu-
tions, can be equivalently formulated as probabilistic or chance constraints
as follows:
Prob
(
a˜(i)
T
x ≤ 0
)
≥ Φ(βi); ∀i = 1, . . . , m. (30)
5. Illustrative example
In order to illustrate the proposed method and the graphical interpreta-
tion of the iterative process, a simple example with only two decision variables
is presented below.
Let consider the following problem:
Maximize
x1, x2
c1x1 + c2x2 , (31)
subject to a11x1 + a12x2 ≤ b1, (32)
a21x1 + a22x2 ≤ b2, (33)
xi ∈ {0, 1, 2, . . . , 10}; i = 1, 2, (34)
where c = (3 3)T , A =
(
1 2
2 1
)
, and b = (7 7)T . The only uncertain
parameters are those of matrix A so that their expected values are equal
13
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Contours: f = c1x1 + c2x2
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Figure 1: Graphical illustration of illustrative example: panel on the left shows random
instances of uncertain constraints, while panels on the right show the conic robust con-
straints that define the feasibility region and the optimal solution.
to their nominal values and the variance-covariance matrix associated with
each constraint (32) and (33) are, respectively:
Σ(1) =
(
0.12 0.016
0.016 0.22
)
; Σ(2) =
(
0.22 −0.01
−0.01 0.12
)
.
Figure 1 (panel left) shows the graphical illustration of the problem (31)-
(34). The feasible region of the nominal problem is defined by the two gray
constraints, while the black lines are contours associated with different values
of the objective function. Note that its value is higher inside the unfeasible
region. The gray and light gray shadows are indeed 1000 different realizations
of the uncertain constraints, and it can be observed that given the optimal
solution (white circle (xˆ1, xˆ2)), this point is unfeasible for many realizations
of the uncertain constraints.
The RC of problem (31)-(34) using [5] formulation is:
Maximize
x1; x2
c1x1 + c2x2 , (35)
14
ν aˆ11 aˆ12 aˆ21 aˆ22 xˆ1 xˆ2
1 1.00000 2.00000 2.00000 1.00000 1.00000 3.00000
2 1.08496 2.19923 2.03780 1.07559 2.00000 2.00000
Table 1: Evolution of the iterative algorithm for the illustrative example.
subject to a11x1 + a12x2 + β1
√√√√ 2∑
k=1
(
2∑
j=k
L
(1)
jk xj
)2
≤ b1, (36)
a21x1 + a22x2 + β2
√√√√ 2∑
k=1
(
2∑
j=k
L
(2)
jk xj
)2
≤ b2, (37)
xi ∈ {0, 1, 2, . . . , 10}; i = 1, 2, (38)
which assuming β1 = β2 = 1, results in the following optimal solution: fˆ =
10, xˆ1 = 2, xˆ2 = 2. Once the optimal values of the decision variables are
obtained we check the true values of the reliability indexes by solving problem
(28). They are equal to βˆ1 = 1.746 and βˆ2 = 2.887 confirming that they
are above the minimum required values of 1.0. Note that this is provoked
by the integer character of the decision variables because none of the conic
constraints are binding at the optimal solution (see Figure 1, panel right).
According to expression (29) the probabilities of infeasibility are 0.0404 and
0.0019, which are lower than the required probability Φ(−βi) = 0.1587, i.e.
the integer character of the variables involved provides a conservative solution
for this particular case. We also check the probabilities of infeasibility by
using a Monte Carlo sampling of 100000 realizations, obtaining estimated
probabilities of infeasibility associated with reliability indexes equal to 1.7516
and 2.8673, respectively, which are very close to the exact values with relative
errors of 0.32% and 0.68%, respectively.
In contrast, if the iterative method proposed in this paper is used, the
convergence to the optimal solution within an pre-specified tolerance to ε =
10−6 is achieved in 2 iterations. The evolution of variables for the master and
subproblems at every iteration is given in Table 1. Note that the algorithm
converges to the same optimal values from problem (35)-(38).
Note that in terms of computational time, results achieved using the QCP
approach are slightly better. Nevertheless, we implemented all the problems
using GAMS [40] and did not make any special efforts to implement the in-
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dividual steps of our algorithm efficiently, for instance, by taking advantage
that the problems differ slightly on the values of the parameters, specially at
the latest iterations. Note also that GAMS takes some time to build the mod-
els and this is done at every iteration. Such savings could potentially improve
the running time of the algorithm, but not change the number of iterations
required. To compare computational performance in a more meaningful way
we present the following case study.
6. Case study: Optimal Truss Design
This section considers an adapted example about optimal truss design
previously used in different works [21, 41, 42], a simple supported truss with
7 elements (bars) as shown in the upper part of Figure 2. Yield stress of all
members a˜i; i = 1, . . . , 7 are random variables with the following mean and
variances: E[a˜] = (−100, −100,−200, −200,−200,−200,−200)T ;N/mm2
and E[(a˜− E[a˜])2] = (152, 152, 402, 402, 402, 402, 402)T ;N2/mm4. Note that
we use negative values for yield stress because it is more convenient from
the formulation perspective. There is a vertical load applied on the struc-
ture which is also normally distributed with mean p = 100kN and standard
deviation σp = 40kN .
The aim of the design problem is to determine the cross-sectional areas
of the bars xi; i = 1, . . . , 7, so that the probability of failure of each bar
due to the uncertainty on yield stress and load is at most 0.001. Instead of
working with failure probabilities, and since random parameters are normally
distributed, we use relationship (29) to define the protection level of each bar
βi = 3.09; i = 1, . . . , 7. The advantage of this example is that the problem can
be easily augmented in size by simply replicating the same block structure
as shown in the lower part of Figure 2. Assuming that there are nb blocks,
the robust formulation of the design problem can be written as follows:
Minimize
xik; ∀i; ∀k
nb∑
k=1
7∑
i=1
cixik , (39)
subject to pk/τi + aikxik ≤ 0; (aik, pk) ∈ Uik; ∀i; ∀k (40)
xik ∈ {0.5, 0.6, 0.7, . . . , 1.8, 1.9, 2}; ∀i; ∀k, (41)
where ci = 1 are the cost coefficients, and τi are factors that depend on
geometry and the load which are equal to τi = 1/(2
√
3) for i = 1, 2, and τi =
1/(
√
3) for i = 3, 4, 5, 6, 7. The left hand side of constraints (40) correspond to
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Figure 2: Truss design example.
the difference between the actual stresses induced by the vertical load and the
actual strength of the bars, note that the negative sign is implicitly included
in the yield stress parameter. The optimal solution of one block in terms of
decision variables is the same for all blocks, regardless of the number of blocks
nb selected, for this reason we can use this example to compare computational
performance between the traditional QCP and the proposed decomposition
method on problems of different size, and checking afterwards if the optimal
solution is attained. Note that that cross sectional areas can only take specific
values from a given catalogue, i.e. xik ∈ {0.5, 0.6, 0.7, . . . , 1.8, 1.9, 2}.
The traditional formulation (12)-(15) proposed by [5] for this example
becomes:
Minimize
xik; ∀i; ∀k
nb∑
k=1
7∑
i=1
cixik , (42)
17
subject to p/τi + aixik + βi
√
(σp/τi)2 + σ2i x
2
ik ≤ 0; ∀i; ∀k (43)
xik ∈ {0.5, 0.6, 0.7, . . . , 1.8, 1.9, 2}; ∀i; ∀k, (44)
where p is the nominal value of all loads, ai; i = 1, . . . , 7 and σi; i = 1, . . . , 7
are, respectively, the nominal and standard deviation of yield stresses asso-
ciated with bars. Problem (42)-(44) corresponds to a mixed-integer conic
quadratic problem.
In contrast, the master and subproblems proposed in this paper for prob-
lem (42)-(44) are defined as follows:
Minimize
xik; ∀i; ∀k
nb∑
k=1
7∑
i=1
cixik , (45)
subject to pˆik/τi + aˆikxik ≤ 0; ∀i; ∀k (46)
xik ∈ {0.5, 0.6, 0.7, . . . , 1.8, 1.9, 2}; ∀i; ∀k, (47)
and
Maximize
p˜k, a˜ik
p˜k/τi + a˜ikxik
subject to(
p˜k − p
σp
)2
+
(
a˜ik − ai
σi
)2
≤ β2i


∀i∀k. (48)
The optimal solution of subproblem (48) according to (22) is:(
pˆk
aˆik
)
=
(
p
ai
)
+ βi
(σ2p/τi + xikσ
2
i )√
(σ2p/τ
2
i + x
2
ikσ
2
i )
; ∀i∀k. (49)
The optimal solution associated with the RC and MIQCP problem (42)-
(44) depends on the number of blocks considered nb and it is equal to:
fˆ = 7.3nb
xˆ(k) = (0.9, 0.9, 1.1, 1.1, 1.1, 1.1, 1.1)T ; ∀k = 1, . . . , nb. (50)
The corresponding problem has 7× nb quadratic constraints, and 7× nb
integer variables with 15 different possible values and one continuous variable.
In order to compare the above procedures, the following problems have
been solved using different current mathematical modelling solvers and dif-
ferent number of blocks nb ∈ {10, 100, 1000, 10000, 100000}:
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CPU Time (seconds)
Problem Solver nb = 10 nb = 10
2 nb = 10
3 nb = 10
4 nb = 10
5
BONMIN 0.78§ 1.11§ 4.57§ 45.81§ 675.46§
(42)-(44) COUENNE 0.42 1.34 67.40 9600∗ 9600∗
MIQCP DICOPT 1.49 50.581 9517.75 9585.99 9600∗
SBB 0.85 10.76 87.52 1789.32 9600∗
CPLEX 0.43 0.48 1.34 22.52 1113.37
(45)-(49) BONMIN 1.13 1.18 2.59 125.437 4356.91
MIP CPLEX 1.33 1.34 2.23 105.71 4486.17
∗ : Maximum time limit reached and no optimal solution found.
§ : No optimal solution found within maximum time limit.
Table 2: Computational results of the case study using different methods, solvers and
problem types and sizes.
1. MIQCP problem (42)-(44) using BONMIN (COIN-OR Bonmin 24.2.3
r46072, [43]), COUENNE (COIN-OR Couenne 24.2.3 r46072), DICOPT
(CONOPT3 version 3.15P and CPLEX 12.6, [44]), SBB (CONOPT3
version 3.15P, [44]) and CPLEX 12.6 solvers.
2. MIP problem (45)-(49) using the decomposition procedure proposed
in this paper. Note that the master MIP problems are solved using
BONMIN (COIN-OR Bonmin 24.2.3 r46072) and CPLEX 12.6 solvers.
All computations have been performed on an Intel Xeon E7-4820 com-
puter with four processors clocking at 2GHz and 756GB of RAM under
GAMS release 24.2.3. It is worth mentioning that all results associated with
the decomposition procedure (MIP) are obtained after three iterations of the
proposed method, using a feasibility tolerance of ǫ = 10−6. We imposed
a time limit of 9600 seconds so that if the solver does not find an optimal
solution within that time window the process is stopped.
Table 2 provides the computational times in seconds taken for each solver
to reach the optimal solution for the different cases and problems considered.
According to these results, the following observations are pertinent:
1. Computational time for MIQCP formulation, analogously to the QCP
formulation, increases exponentially with respect to the size of the
problem. For 100000 blocks only CPLEX solver succeeds on finding
the optimal solution within the maximum time frame of 9600 seconds
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considered in this work, this result confirms conclusion by [7] that ro-
bust optimization using ellipsoidal uncertainty sets is not particularly
attractive if integer variables are involved for most of the solvers.
2. Computational time for MIP formulation associated with the proposed
iterative method allows solving robust optimization problems using el-
lipsoidal uncertainty sets provided that the appropriate mixed-integer
solver, such as BONMIN or CPLEX, is used. Both solvers perform sim-
ilarly for this particular example. Note that computational times are
considerably lower than those related to MIQCP formulation except
for CPLEX solver.
Note that the proposed algorithm is competitive with respect most of the
solvers available in the state-of-the-art except for CPLEX 12.6 solver, that
can now handle mixed-integer second-order cone programs. In this particular
case, our method is worse in terms of computing time. However, as mentioned
in the illustrative example, we implemented all the problems using GAMS [40]
and did not make any special efforts to implement the individual steps of our
algorithm efficiently. Nevertheless, in work [25] an intensive computational
study is made comparing a modified version of the method proposed in this
paper to improve computational efficiency, and concluded that there is no
dominant method when dealing with robust mixed-integer problems, which
make this cutting plane methods a plausible alternative for solving this kind
of problems.
7. Discussion of possible extensions
Although the problem dealt with in this paper is useful for many different
applications, this type of robust optimization models is known to be conser-
vative. Therefore, an interesting feature for further research is the use of joint
probabilistic constraints, where restrictions (30) are replaced by constraint:
Prob
(
a˜(i)
T
x ≤ 0; ∀i = 1, . . . , m
)
≥ Φ(β). (51)
Combining the methods presented in [45] and [46], the model including
this alternative constraint can likely be fully solved under the assumption
that the coefficients of A follow a multivariate distribution function. The
difference between both approaches is apparent if we consider the truss case
study. In this example, we optimize cross sectional areas assuming that the
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probability of failure of each bar must be lower or at least equal to the target
probability of 0.001. However, the collapse of the block structure might
occur if any of the bars fail, i.e. we are dealing with a series structural
system, so the probability of collapse is greater than 0.001. For instance,
assuming that the bar strengths are independent, the probability of collapse
is equal to Pcollapse = 1 − (1 − 0.001)7 = 0.00698. Therefore, it is more
convenient to optimize the structure using the joint chance constraint (51),
which represents the probability of survival of the block structure as a whole.
An additional advantage of using this alternative is that it is possible to
consider correlations among bar strengths, which is more realistic.
8. Conclusions
Based on decomposition techniques, this paper proposes an iterative method
for solving RC of uncertain mixed-integer linear programs with ellipsoidal un-
certainty sets. The method is specially suitable for problems where first and
second order moments of the probability distributions of the uncertain pa-
rameters involved are available. In addition, the proof of convergence and
expressions for the probability of constraint violation are given, which allows
expressing the robust counterpart problem as a chance constraint mathemat-
ical programming problem.
Although last versions of state-of-the-art solvers, such as CPLEX 12.6,
can now handle mixed-integer second-order cone programs efficiently, as
shown in the computational study, the method proposed in this paper is
also robust and efficient and can be considered an alternative for solving this
kind of problems. Besides, it is demonstrated in the current literature that
slight modifications and an ad-hoc implementation of the algorithm proposed
in this work make both ways of solving these problems analogous in terms
of computing time.
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