Abstract. Recent studies in NER use the supervised machine learning. This study used CRF as a learning algorithm, and applied word embedding to feature for NER training. Word embedding is helpful in many learning algorithms of NLP, indicating that words in a sentence are mapped by a real vector in a lowdimension space. As a result of comparing the performance of multiple techniques for word embedding to NER, it was found that CCA (85.96%) in Test A and Word2Vec (80.72%) in Test B exhibited the best performance.
Introduction
Recently, there has been great interest in using unlabeled data to learn word representation that may be used as a feature in supervised classifiers for a natural language processing task. Word embedding is a feature learning technique in NLP, indicating that words in a sentence are mapped by a real vector in a low-dimension space. This study uses word embedding as a feature for learning named entity recognition and CRF [2] [3] [4] [5] [6] as a learning algorithm. As a result of comparing the performance of multiple techniques (GloVe, Word2Vec, and CCA) to NER in order to deduct word embedding, CCA in Test A and Word2Vec in Test B showed an improvement in performance of approximately 1.8% and 3.6%, respectively, compared to the baseline.
Word Embedding

Summation
Named entity refers to phrases that include the names of persons, organizations, and locations, and NER classifies all words of a document in predefined categories. NER, generally covered as a sequence prediction issue, is a highly important phase in extracting and managing intelligence information.
Data
This study used the 2003 shared task corpus (English) of CoNLL for NER learning. The first item of each line is the word, the second item is the part of speech, the third item is the syntactic chunk tag, and the fourth item is the named entity tag. The O tag refers to tokens that do not belong to a certain named entity.
Word Embedding
Word embedding is mapping words with vectors of real numbers, helping make better performance in natural language processing by grouping similar words. Word embedding can capture various dimensions of meanings and phrase information relevant to the potential features of words within the vector.
Global Vector
GloVe is an unsupervised learning algorithm to obtain vector representations of words. Learning is carried out in global word-word co-occurrence statistics counted from the corpus. The GloVe model learns items that are not 0 in the global word-word cooccurrence matrix. This matrix shows how often the words co-occur in the given corpus.
Word2Vec
Word2Vec is a linguistic model based on a neural network that learns the embedding of each word in the corpus. Word2Vec provides skip-gram architecture and continuous bag-of-words (CBOW) architecture. This study established word embedding using the skip-gram model of Word2Vec. Skip-gram predicts the neighboring words or context when a single word is given.
Canonical Correlation Analysis (CCA)
Canonical correlation analysis is a statistical method used to investigate the relationship between two or more variable sets. CCA can be calculated as representations similar to covariance matrices. The algorithm for the two representations is based on singular value decomposition (SVD). Also, CCA can be used for dimensional reduction, and provides the correlation between two sets at the d dimension and the relevant projection vector.
Conditional Random Field
Conditional random fields (CRFs) represent a probabilistic framework for labeling and segmenting sequential data [3] . We used the CRF model for the NER task. The input is a sentence consisting of a sequence of words ; tags suitable for each word (token) are allocated.
In equation (1), ( ) is feature function, and is weight learned about the feature. Z(x) is a normalization function. This study used the average perceptron algorithm for CRF learning.
Feature Representation
This study used two feature sets of baseline and word embedding for NER.
Baseline features
The first feature set consists of unigram and bigram of the words, parts of speech, and the unigram and bigram of the named entity tag. The second feature set is applied to rare words that appear fewer than five times in the training data. Prefix and suffix features are less than four characters in length, and isDigit, isUpper and isHyphen features encode other morphological characteristics.
Word embedding features
This study used dimension values of word embedding as a new feature. Embedding was established using GloVe, Word2Vec, and CCA, consisting of 44,532 words that appeared at least 101 times in the data.
Experiments and Results
In this study, NER was learned using the average perceptron algorithm of CRFsuite, and the 2003 shared task corpus (English) of CoNLL was used for training and testing. The Reuters Corpus Volume 1 was used to create word embedding used as a feature. The dimension of word embedding used in this study is 50, and window_size for context information was set as four words in front and four words in back, based on the current word.
The experiment was performed in the case where the baseline feature was used and the case where GloVe, Word2Vec, and CCA embeddings were added as features to the baseline. 
Conclusion
When embedding was established using various word embedding methods and used as a feature for NER, CCA and Word2Vec was obtained highest F1 score in each test. Moreover, the word expression ability of word embedding could be found through the nearest neighbors. In addition to NER, word embedding can be applied to multiple NLP tasks such as syntactic parsing and sentiment analysis to obtain improved results in the future.
