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Abstract
Automatic machine analysis of facial expressions has attracted increas-
ing attentions and has been widely applied to various domains such as
animation, multimedia and security. Sensing and understanding facial be-
haviours are the fundamental requirement of human-machine interaction
systems. As computing has become more powerful and ubiquitous, there
is an ungent demand for the facial expression recognition system which
is designed under real-world conditions and enables generalization across
population. The proposed work in this thesis addresses four main chal-
lenges of facial expression recognition in the wild: 1) identity bias which
refers to the fact that facial features are always discriminative in terms of
identity but difficult to distinguish in terms of expressions, 2) head pose
variations, 3) occlusions, and 4) irregularity of spontaneous expressions
and presents approaches to tackle these challenges. Inspired by the suc-
cess of existing research and benchmarks of facial expression recognition
under controlled conditions where identity bias is the only challenge and
there are very small or even no variations in terms of the other three prob-
lems, we propose to normalize the facial images under unconstrained sit-
uations into lab conditions by presenting spatial face normalization and
texture recontruction based on face frontalization. The goal is to design
a powerful and flexible system which can improve the facial expression
recognition performance under unconstrained real-world conditions.
We introduce a novel Facial Expression-Aware face Frontalization (FEAF)
method based on spatial normalization strategy. Compared with most
existing methods that only addressed one or several challenges, a joint
consideration of all the four challenges is taken into account. To effec-
tively solve the problem of identity bias and irregularity of expressions,
we present a multi-template model to normalize shape variations deliber-
ately designing multiple frontal shape templates that contain meaningful
expressions to fit in with various shapes of facial expressions. Hence, ev-
ery face is aligned to one of a group of shared template no matter how
ambiguous or who the input face is. Subsequently, shape normalization
that map the facial shape to a normalized frontal emotional template in or-
der to solve head-pose variations. Finally, we have employed face frontal-
ization techniques to reconstruct facial appearances, where occlusions are
removed by maintaining an additional error matrix to restore sparse errors
caused by occlusions. The reconstructed faces will be strictly in frontal
view. Given the reconstructed faces, some commonly used feature extrac-
tion methods and machine learning techniques can be employed for facial
emotional states recognition. The state-of-the-art performance is achieved
in the task of static facial expression recognition in the wild. We also have
demonstrated the superior performance of our proposed models on the task
of interpersonal relation prediction.
To capture more subtle facial expression cues and further improve recog-
nition rate, we propose an extended FEAF approach for dynamic facial
expression analysis based on accurate shape processing. Contrary to the
majority of existing dynamic methods that focus on time alignment, the
consideration of head pose variations and occlusions are addressed in this
method by using regression-based spatial alignment that estimates an ac-
curate frontal view of facial shape given the a non-frontal face. We develop
a cascade regression model to learn the pair-wise relationship between
non-frontal facial shape and its frontal counterpart. Different from static
FEAF, this method can capture subtle facial muscle changes in an im-
age sequence and, therefore, it can be used for dynamic facial expression
recognition. Superior performance has been achieved on several public
datasets under both lab and unconstrained conditions.
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Chapter 1
Introduction
Facial expressions are human beings’ naturally and cognitively affective responses to
situations or contexts. They convey massive information of a person with regards
to affects during communication. In 1967, Mehrabian and his colleges (Mehrabian
& Wiener, 1967) (Mehrabian & Ferris, 1967) presented two studies on how human
decided whether they liked or disliked one another. The studies were based on human
“positive versus negative” affective response, where Mehrabian was seeking for the
relative impact of facial expressions, tone of voice and spoken words. By these studies,
a well-known “7%-38%-55% Rule” was provided: words account for 7%, tone of voice
accounts for 38%, and facial expression accounts for 55%. When communicators were
talking about their feelings or attitudes, this rule suggested that human beings preferred
to trust the information conveyed by facial expressions rather than the literal meaning
of words. Therefore, facial expression is one of the most important visual features for
human beings to convey various subtle signals of affects.
The origin of facial expression analysis can be traced back to 19th century when
this normally conducted by Darwin. As computing has and will continue to be more
powerful and ubiquitous, it is now much more common to capture and process facial
affective features by machines. Facial Expression Recognition (FER) aims to automat-
ically identify facial muscle behaviours or affective states of human beings from digital
images or video sequences. FER has been gaining significant attention over past years
due to various applications in security, psychology, automatic counselling, music for
mood, animation etc.
1
1.1 Problems
This chapter describes problems and challenges of FER. Then the main contribu-
tions and the outline of this thesis are presented.
1.1 Problems
1.1.1 Facial Expression Recognition
Facial expressions are believed to be one of the most natural means for human beings
to transmit information about intention and emotion. Facial expressions convey the
most enriched non-verbal cues and, thus, they play an important role in interpersonal
communication and human-environment interaction. There is a growing amount of
evidence showing that emotional skills of facial expressions are part of human intel-
ligence. Automatic machine recognition of facial expressions has attracted increasing
interests for over two decades. Considering the importance of facial expressions in
human communication, facial behaviour understanding is becoming a fundamental re-
quirement of Human Computer Interaction (HCI).
The ultimate goal of FER is to construct an intelligent system for automatic analy-
sis of human affects. Although there are some existing works for FER based on biolog-
ical sensors, vision-based approaches are still the mainstream. Traditional approaches
for visual recognition of facial expressions mostly focus on two main tasks: six basic
emotion recognition and Action Unit (AU) recognition. Six basic emotions refer to
angry, disgust, fear, happy, sad and surprise and AUs are systematically encoded fa-
cial muscle movements. Recent works on vision-based FER have extended to various
attractive research topics, such as continuous emotion intensity estimation (Zafeiriou
et al., 2016), compound facial expression recognition (Du et al., 2014), 3D/4D fa-
cial expression recognition (Yin et al., 2006, 2008), pain monitoring (Lucey et al.,
2011a,b), driver drowsy detection (Weng et al., 2016), among others. Conventionally,
the architecture of vision-based FER often involves three steps: 1) face registration, 2)
feature extraction and representation, 3) recognition.
Face registration is the preprocessing of FER, which registers all the faces in the
same coordinate system. Whole face registration is the most commonly used strat-
egy where facial areas are detected and cropped from images in order to preserve the
whole facial features. Many existing works use an open source face detector (such as
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OpenCV) for this task. Alternatively, some systems use the position of facial fiducial
points (such as the coordinates of eye corner / center and nose tip) to localize and align
faces based on point detectors. Note that crucial cues of facial expressions are often
conveyed by eyes, eyebrows and mouth but not the whole face. So, there are a few
approaches based on part registration strategy which only registers facial Regions of
Interest (ROI) instead of the whole facial region.
The objective of feature extraction and representation is to quantify a facial im-
age into a meaningful and discriminative feature vectors. Facial extraction methods
can be classified into appearance-based approaches and geometric-based approaches.
Appearance-based approaches extract local low-level texture features and present sta-
tistical representation. Currently, the best known texture feature descriptors are Lo-
cal Binary Patterns (LBP) and Local Phase Quantization (LPQ). Geometric-based ap-
proaches represent a face by straightforwardly concatenating the coordinates of all the
fiducial landmark points.
Given a facial image and its derived feature representation, the final step is recog-
nition which classifies this face into one of the expression categories. In this step,
machine learning techniques, such as Support Vector Machine (SVM), are usually em-
ployed.
The above mentioned structure is a traditional learning paradigm where features are
extracted according to human-designed rules (so-called handcrafted) and classification
step is independent to feature extraction step. The recent booming of deep learning
paradigm has shown a novel framework where feature extraction and recognition steps
can be performed jointly. Correspondingly, deep learning is a completely data-driven
system that is not associated to any handcrafted rules or human expert knowledge.
1.1.2 FER: Controlled vs. Unconstrained Conditions
Most existing works of FER were conducted on the facial expression images under
lab conditions and could often achieve good recognition results. However, those FER
models trained on controlled facial expression datasets are not practical since the per-
formance will drop significantly when they are applied to real-world images captured
under various unconstrained conditions. In recent years, research of FER has started to
addresses “in-the-wild” problem and some progress has been made. Nowadays, FER
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Table 1.1: Controlled vs. Unconstrained
Dataset Typical results
Controlled
CK+ 96.26%(T)
MMI 93.33%(T)
JAFFE 94.76%(T)
Unconstrained
SFEW (EmotiW2015) 39.13%(T) 53.80%(DL)
AFEW (EmotiW2015) 39.33%(T) 56.16%(DL)
FER2013 71.16%(DL)
in the wild is still challenging because of complicated backgrounds, illumination vari-
ations, occlusions, and particularly, large variations in person-specific appearance and
head pose.
The datasets of controlled lab conditions involves posed expressions, in which the
subjects (often trained actors) were instructed to act a specific emotion (often with-
out emotion stimuli). The expressions are performed in a regularized way and the
expression intensity is often in high levels. Furthermore, the subject’s face was cap-
tured in frontal or near frontal view and there was uniform illumination condition and
no occlusions. Since so many factors were artificially manipulated, the recognition
performance of many approaches on these kind of datasets was always impressively
good.
The in-the-wild facial expression images contain spontaneous expressions captured
in real-world conditions. In this kind of unconstrained image dataset, there are various
changes in head pose, illumination and occlusions (as is shown in Fig. 1.1), which
are non-linear factors for machine learning approaches. Beside, another difference
between controlled and unconstrained images is that posed expressions are often ex-
hibited in high intensities, in which there are significantly visible facial muscle move-
ments. Whilst, spontaneous expressions are naturally performed in various intensities,
which results in many more complex and subtle changes in facial appearances. The
visual comparison between posed and spontaneous expressions is shown in Fig. 1.2,
in which the images were collected from public datasets (CK+ and SFEW). From this
figure we can see two main differences between posed and spontaneous expressions.
Firstly, the intensity degree of posed expressions are high. For example, a surprise
emotion in posed expressions always involves remarkably wide opening of eyes and
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mouth, while a spontaneous surprise is not always exhibited in terms of mouth widely
open. Secondly, posed expressions often follow a uniformed pattern while spontaneous
expressions are irregular. An obvious example is that a happy emotion commonly in-
volves AU12 (lip corner puller) but Fig. 1.2 shows a spontaneous happy emotion with
AU15 (lip corner depressor) which is often associated with sad. Therefore, sponta-
neous expressions contain much more subtle facial muscle changes, which makes it
more difficult to analyze them.
Table 1.1 shows several typical results obtained from several facial expression
datasets under controlled or unconstrained conditions. In this table, DL represents
deep learning methods and T is short for traditional handcrafted feature-based meth-
ods. All the traditional methods are based on LBP + SVM. The results of deep learning
methods are the winners EmotiW2015 and FER2013 competitions (Kim et al., 2015;
Tang, 2013; Yao et al., 2015). From this table we can see that the recognition rate on
controlled facial datasets are much higher than in-the-wild datasets no matter whether
traditional method or deep learning method is used. Meanwhile, deep learning methods
do not show significantly superior results compared to traditional methods. Consider-
ing that deep learning methods have achieved remarkably good performance in many
applications (e.g. object detection, face recognition), the results of FER is not so im-
pressive. Training a deep model requires large labelled facial expression images which
are not always readily available. What is worth mentioning is that a good deep learn-
ing model is empirically obtained by training on millions of labelled examples. For
example, ImageNet for object detection contains over 14 millions images and Google
FaceNet model for face recognition is trained on over 200 million faces. However,
there is no such large publicly available dataset for facial expression analysis. There-
fore, deep learning facial expression approaches are currently not prominent and the
mainstream of FER research is still based on the traditional paradigm.
1.2 Challenges
As discussed in Section 1.1.2, the problems of FER in the wild are that a) there are so
many non-linear factors for traditional approaches and b) deep learning facial expres-
sion approaches suffer from insufficient training data. By comparing FER under con-
trolled and unconstrained conditions, the main challenges of facial expression analysis
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can be summarized as follows 1) identity bias, 2) head pose variations, 3) occlusions,
and 4) irregularity of spontaneous expressions. Although illumination change is also
one of the main non-linear factors, it is not so challenging as the other four issues since
most commonly used feature extraction methods are inherently robust to illumination
changes.
Figure 1.1: Challenges of FER in unconstrained conditions
Identity bias is reported as a common challenge, where facial visual features al-
ways contains more identity-related information but not expression-related cues. There
are some existing works on how to extracted expression-enriched facial features and
conducted person-independent FER methods. Another common non-linear factor is
head-pose variation which refers to various out-of-plane rotations of faces. Several
multi-view & view-invariant FER approaches have been presented to model the head-
pose variations. Face frontalization is a newly rising technique for view-invariant fa-
cial analysis, which aims to reconstruct a frontal view of the face given a profile facing
view. Face frontalization approaches were orginally proposed for the face recognition
task but not FER, but it is highly associated to the topic of this thesis. Therefore,
we will elaborate on multi-view & view-invariant, person-independent FER and face
frontalization in the rest of this section.
1.2.1 Multi-View and View-Invariant FER
Multi-view or view-invariant FER aims to perform expression recognition on both
frontal and non-frontal faces. Moore et al. (Moore & Bowden, 2011) divided the
6
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Figure 1.2: Spontaneous vs Posed expressions
face images into several discrete viewpoints and matched head pose to its closest view
angle. Then they facilitate LBP (and its variants) feature extraction and expression
recognition in each specific viewpoint. It is obvious that a pose estimation step must
be taken first, so the whole system has to be trained per viewpoint/person/expression.
The accuracy of this approach will drop dramatically when training samples are insuf-
ficient. Similar approaches can refer to (Eleftheriadis et al., 2015; Hesse et al., 2012;
Kumano et al., 2009).
Rudovic et al. (Rudovic et al., 2013) present a Coupled Gaussian Processes re-
gression model for pair-wise viewpoint normalization in which non-frontal facial geo-
metric features can be normalized to their frontal viewpoint. The principal advantage
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of this approach is that it can estimate facial expression categories in an untrained
viewpoint. However, the accuracy is relatively low because this approach only use
normalized geometric features, whilst texture features were withdrawn.
1.2.2 Person-Independent FER
The main motivation for person-independent FER is to remove the variations in person-
specific appearance and establish an expression-enhanced facial representation in order
to facilitate the recognition of new (untrained) faces.
Person-independent FER addresses the problem of identity bias. Identity bias
means the extracted features preserve more identity-related cues rather than expression
(Sariyanidi et al., 2015). Geometric-based approaches have weak tolerance against in-
dividual variations. But for appearance-based approaches, this problem remains.
To date, only a few works have been proposed to deal with identity bias. The main
approaches for person-independent FER can be classified into three categories: 1) in-
troducing part registration, 2) extending to temporal model, 3) proposing a subsequent
system.
In contrast to whole face registration, part registration only focuses on “interest
regions”. This strategy selects the interest regions by incorporating domain experts
knowledge. Shan et al. (Shan et al., 2009) exploited a region weighted method to high-
light the interest regions. In this method, the whole face is divided into several blocks
and each block is weighted according to its contribution to expression recognition. Xue
at al. (Xue et al., 2013) used fusion features in which the MEb (Mouth and Eyebrow)
features are addressed based on the fact that mouth and eyebrows possess the principal
information related to expressions. Many part-registration-based researches did not
address person-independent validation (Zhang & Tjondronegoro, 2011) (Nicolle et al.,
2012) (Zhu et al., 2011) (Jeni et al., 2013), but it is obvious that these methods focus
on removing individual differences in texture.
Spatio-temporal models introduce temporal dependency in image sequences and
will result in dynamic facial expression analysis. Spatio-temporal approaches can
model facial muscle deformations, which enable them to capture more subtle expres-
sions than spatial approaches. It is reported that Spatio-temporal approaches outper-
form spatial ones (Sariyanidi et al., 2015). Zhao et al. (Zhao & Pietikainen, 2007)
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extended LBP features to Orthogonal Planes (TOP) and conduct a spatio-temporal
representation. LBP-TOP achieves good performance on person-independent valida-
tion. Other works on person-independent FER using dynamic texture analysis include
(Jiang et al., 2014; Koelstra et al., 2010; Yeasin et al., 2006).
Presenting a multi-layer recognition system is an effective strategy to reduce iden-
tity bias. Most previous works introduce a feature selection step before recognition.
AdaBoost and GentleBoost are the most frequently used methods for feature selection.
The combination of AdaBoost / GentleBoost and Support Vector Machine (SVM) has
been used for both AU recognition (Jiang et al., 2014; Valstar & Pantic, 2012) and
emotion recognition (Shan et al., 2009). Principal Component Analysis (PCA) is an-
other useful technique for this task. Mohammadi et al. (Mohammadi et al., 2014)
propose a sparse dictionary representation based on (PCA). Cross database validation
verifies that this method is less dependent on identity.
A few person-independent experiments were conducted by applying Gabor fea-
tures (Gu et al., 2012; Shojaeilangari et al., 2011) or 3D models (Tekguc et al., 2009).
There are also a few approaches using geometric features to complement appearance
representations (Chew et al., 2011; Xue et al., 2013) in order to reduce identity bias.
1.2.3 Face Frontalization
Recently, face frontalization has attracted wide attention due to its effectiveness in
facial analysis. It is commonly accepted that more robust features can be captured from
frontal faces rather than profile faces. Thus, the main objective of face frontalization
is to recover the frontal faces from non-frontal viewpoints. Meanwhile, there are also
several extended face frontalization approaches that generate facial images in not only
frontal view, but also other views in order to capture more facial features. In general,
face frontalization includes two key components: frontal facial shape estimation and
frontal facial texture fitting.
Frontal shape estimation starts from facial landmark detection. Recently, many
breakthroughs have been made on automatic facial landmark detection [1,2,3,4]. The
objective of frontal shape estimation is to align the non-frontal facial landmarks to their
frontal positions. Then, frontal texture-fitting recovers facial appearances by texture
warping and rectification. When the non-frontal facial textures are overlaid on a frontal
9
1.2 Challenges
face mesh, there will be one half face (left or right side of face) with rich pixels and
some regions the other half without visible pixels. The task of texture fitting is to
approximate the pixels on these regions and rectify the whole facial textures.
There are currently two main problems in the existing face frontalzation approaches:
1) it is difficult to achieve real-time performance 2) most methods could only be used
for face recognition but not FER.
Face frontalization is difficult to work in real-time because most approaches are
unsupervised so that it takes a long time to perform the optimization. Meanwhile, a
majority of approaches achieve only person-specific face frontalization in which novel
subjects cannot be normalized to their frontal view. Therefore, they are not suitable for
FER because a good FER system should work well on any unseen faces. In the existing
generic (person-independent) face frontalization methods, a rough solution to frontal
shape estimation is presented in which an unmodified shape template (in frontal view)
is used as reference for all the query images and then texture-fitting is performed based
on this single template (Hassner et al., 2015) (Sagonas et al., 2015). This strategy is
called hard frontalization in which the reconstructed frontal faces will share a common
2D/3D face shape. The template is often made in a neutral shape as a compromise.
However, the facial expression cues are ignored when reconstructing frontal face. It is
a challenging task to remain or recover facial expressions during the process of face
frontalization.
As far as we know, there is no attempt so far that performs face frontalization with
full considerations of facial expressions. To this end, we present a novel approach
that develops an supervised approach for real-time face frontalization and combine the
expert knowledge of AUs to achieve a facial expression-aware approach for FER in the
wild.
1.2.4 Research Gap of FER in the Wild
1. Identity bias is the most common problem of FER. There are only a few works
on this topic. Salient facial region registration and temporal model have been
reported to be most effective. But these two strategies are always investigated
separately. No previous work has been done to combine them together. And
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there are only a few reports or discussions for the advantages and disadvantages
of the two strategies.
2. Facial expression recognition in the wild is a challenging task and most exist-
ing methods have achieved very low recognition performance. Deep learning
facial expression approaches suffer from insufficient training data. Traditional
paradigms will face the four challenges as discussed in Section 1.2 and the ex-
isting methods, like multi-view & view-invariant and person-independent ap-
proaches, only consider one or several of the four non-linear factors. Currently,
no existing methods has proposed to jointly consider all the four non-linear fac-
tors. Face frontalization is highly related to the topic of this research due to its
effectiveness in tackling head-pose variations and occlusion, and potential capa-
bility of reducing the influence of identity bias. But it was only applied for face
recognition and there is no attempt so far performing face frontalization with full
considerations of facial expressions.
3. Facial expressions are inherently dynamic behaviours and dynamic facial ex-
pression recognition methods capture facial features regarding movements. A
video clip of facial expression often involves five sequential stages which start
from neutral, then onset, till peak emotion, followed by offset and finally back
to a neutral face. It is obvious that the durations a specific stage in different
clips are usually quite different. Therefore, dynamic FER approaches often con-
sider the registration of time changes, in which different video clips are aligned
and registered to a common temporal template in order to normalize the non-
linear factors caused by temporal variations. However, most existing approaches
ignored spatial changes of head-pose and occlusions which are reported as the
main challenges of FER. There is no works on dynamic FER based on spatial
alignment. At this point, face frontalization is effective in spatial alignment that
aligns faces into a common spatial template, which is well suited to static facial
analysis but not dynamic facial expression analysis. Sequential face frontaliza-
tion for dynamic FER is currently still an unexplored area of research.
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1.3 Contributions
Accordingly, three main contributions of this thesis are listed below.
1. Firstly, A study of the identity bias problem is presented in which a) a novel
method is proposed, which combines salient region registration and temporal
feature extraction to derive a person-independent emotion-enhanced facial rep-
resentation; b) this method is validated on a facial expression dataset under con-
trolled conditions and the experimental result shows superior performance on
person-independent validation; c) based on the experimental result, a detailed
discussion is provided, which paves the way to the following research on face
frontalization.
2. This thesis proposes a novel Facial Expression-Aware face Frontalization (FEAF)
method which has three main contributions. 1) we make a comprehensive study
of the difference between controlled facial expression images and in-the-wild
images and illuminate the non-linear factors for FER in-the-wild. Accordingly,
a clear idea is presented that better results can be obtained by normalizing facial
images under unconstrained conditions into controlled conditions. FEAF is the
first work that jointly considers all the non-linear factors of FER, which is theo-
retically superior than the existing FER approaches that only take one or several
factors into account. 2) This work takes the advantages of face frontalization
in which a realistic clean (without occlusions) frontal face can be reconstructed.
At the same time, a novel multi-template model and template matching method
are developed in which the vivid facial expression cues are well maintained,
which fills the gap of face frotanlization that often loses information of expres-
sions in reconstructed faces. The proposed template-based face reconstruction
strategy provides a better solution to identity bias than salient region registration-
based approaches. The experimental results show FEAF outperforms any other
small-sample learning methods. 3) a novel FEAF-based deep learning model is
proposed which achieves state-of-the-art performance on a large-scale dataset.
3. An extended face frontalization method based on cascade regression is proposed
for dynamic FER. Different from existing dynamic FER approaches which focus
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on time alignment, this method considers spatial alignment that uses regression-
based method to recover all the non-frontal faces to frontal views without using
any templates. It takes advantage of face frontalization that is robust to head-pose
and occlusions, and applies it to dynamic FER to reduce the affect of identity
bias.
1.4 Outline of Thesis
The rest of the thesis is organised as follows.
Chapter 2 surveys the state-of-the-art FER and face frontalization technologies.
This chapter reviews physiologically emotional models and computer vision methods
for automatic recognition of facial expressions. Then, face frontalization methods are
reviewed. In the end, this chapter outlines some research challenges and future direc-
tions, as well as the potential solutions to these challenges. The aim of this chapter is
to provide readers a systemic and comprehensive understanding of the background of
this thesis.
Chapter 3 studies the common problem of identity bias and present a framework
for person-independent FER. This chapter proposes to combine “interest regions” de-
tection and spatio-temporal features for person-independent facial expression analysis
under controlled conditions.
Chapter 4 presents a novel facial expression-aware face frontalization method
which has been very well applied to facial expression recognition in the wild and in-
terpersonal relation prediction. Firstly, we have deliberately designed multiple shape
templates to fit in with various shapes of facial expressions. Each template describes
certain facial activities which consist of a group of facial action units defined by the
Facial Action Coding System. Secondly, a template matching strategy is applied to
match the query image with an appropriate template. Finally, we employed robust
statistical face frontalization and Active Appearance Model to reconstruct facial ap-
pearances. We have evaluated the method on both small-scale and large-scale public
database and it outperforms state-of-the-art facial expression recognition approaches.
We also illuminate the visual effects of frontalization result for comparison.
Chapter 5 presents a novel dynamic facial expression recognition method based
on facial expression-aware face frontalization which normalizes head-pose changes by
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reconstructing frontal facial appearances of each non-frontal face. In this method, we
firstly collect facial images in a pair of a non-frontal face and its corresponding frontal
image, and the pair-wise relation between non-frontal face-shape and frontal counter-
part will be learned through a regression model. Considering that such a relation is
highly non-linear, a sequentially cascade manner is proposed to iteratively fulfill this
task. The obtained cascade regression model will be used as frontal face-shape predic-
tor which transforms the non-frontal face-shape to its frontal view. Finally, the esti-
mated frontal face-shape can be seen as a base template and Active Appearance Model
fitting is employed to reconstruct facial appearances. We have evaluated the method
on a public database and it outperforms state-of-the-art facial expression recognition
approaches. We also illuminate the visual effects of frontalization result for compari-
son.
Chapter 6 summaries the thesis with a discussion of the contributions and future
work.
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Chapter 2
Literature Review
As is discussed in Chapter 1, the main challenges of FER can be summarized as iden-
tity bias, head pose variations, occlusions, different illumination conditions and various
spontaneous expression changes. This chapter is going deep into the problems of FER
challenges and approaches. Meanwhile, face frontalization is a newly rising technique
that is highly associated with our proposed methods due to its professional design in
facial head pose and occlusion normalization. In the remainder of this chapter, we
start from the existing facial expression models and benchmarks for affective comput-
ing, and then review approaches for facial expression analysis. We then go through the
state-of-the-art face frontalization approaches. Finally, we summarize those works and
discuss the association with methods proposed in this thesis.
2.1 Facial Expression Analysis
2.1.1 Facial Expression Models and Benchmarks
There has been a long history of research on facial expression analysis. Darwin con-
ducted one of the first studies on human emotion analysis. In the book ”The expression
of the emotions in man and animals” (Darwin & Prodger, 1998) published in 1872,
Darwin investigated human facial expressions and body gestures and argued that all
human beings presented similar behavioural characteristics when communicating a
particular emotion. He also attempted to point out humans and some other animals
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(mammals) shared similar expressions so that emotion also had an evolutionary his-
tory, which is a support to his theory of evolution.
Darwin stated in the book that only a few specific emotions can be observed and
studied through visible facial muscle movements, but he didn’t tell which exact emo-
tions were universal. Nearly a hundred years later in 1971, this blank was filled Ek-
man and his colleges (Ekman & Friesen, 1971) who presented a cross-cultural study
and found that there are six basic emotions: angry, disgust, fear, happy, sad and sur-
prise. Although some researchers argued that human facial expressions of emotions
were not culturally universal (Jack et al., 2012), many psychologists still agree that the
six emotions are universal to all humans. Another great contribution from Ekman was
the Facial Action Code System (FACS) (Ekman, 2002) which systematically described
and encoded physical expressions via visible facial Actions Units (AUs). These studies
formed the essence of affective computing (Lisetti, 1998) which combined psycholo-
gists’ expert knowledge with Artificial Intelligence (AI) research to enable computers
sensing, understanding and generating facial affective features.
Emotions are human natural and cognitively affective responses to situations or
contexts. Emotions can be measured and recognized by many different indicators,
such as physiology, body gestures, and individual experience. Among them, facial
expression is one of the most important visual signals for human beings to convey
affect.
According to a cross-cultural study from Ekman and his colleges (Ekman, 1992),
there are six universal emotions: angry, disgust, fear, happy, sad and surprise. Each
of them involves several particular characteristics attached to facial expressions. Most
existing approaches for automatic machine recognition of facial expressions aimed to
identify six basic emotions.
Apart from six basic emotions, human beings actually act much more broadly dis-
tributed affective states. Barrett (Barrett, 2006) proposed that emotions were mutually
involved and the boundary of different states were not clear. In (Du et al., 2014), com-
pound emotional categories were defined, where each compound emotional state is a
combination of two basic emotions (e.g. happily surprise, sadly disgust, etc.). Cur-
rently, there are two datasets for compound facial expression recognition: EmotioNet
(Benitez-Quiroz et al., 2017) and RAF-DB (Li et al., 2017).
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Figure 2.1: Six basic emotions
Another way to quantify affects is valence and arousal dimensional model which
is used to describe continuous emotional changes (Russell, 1980). Emotions should be
joint events or process, reflected on whatever facial expressions, psychophysiology or
brain activities, rather than a specific discrete state. According to Plutchik’s research
of emotion wheel (Plutchik, 1984), a basic emotion expressed in varying intensity will
result in several other states (e.g. high degree of fear is terror while its early stage is
apprehension). In the dimensional model, continuous affective changes were divided
into two dimensions: binary emotional categories and intensity. Valence considers
changes from negative emotion (-1) to positive one (1). The changes of arousal value
reflect emotional intensity from calm (-1) to exciting (1). Current benchmarks for
valence and arousal detection include Aff-Wild (Zafeiriou et al., 2016) and AffectNet
(Mollahosseini et al., 2017).
Recent FER research also addresses 3D/4D facial expression models (Yin et al.,
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Figure 2.2: Valence and arousal dimensional model
2006, 2008). A 3D facial model includes both RGB pixel values and the correspond-
ing three-dimensional geometric location of each pixel. A 4D facial model refers to a
temporal sequence of 3D face models. It has been reported that 3D facial models con-
tain more vivid cues of facial expressions and 3D-based FER methods perform better
than 2D-based methods. However, capturing a 2D image is so convenient that every
one can take a picture with their cell phones. Whilst, 3D depth sensor is expensive and
inconvenient to take along. Therefore, 2D-based facial analysis is still the mainstream
for FER research rather than 3D methods. This thesis will mainly focus on 2D-based
methodologies and experiments.
Basic and compound emotional categories do not cover all the possible human
affects. Valence and arousal are not intuitive for interpretation of emotional states.
Although there has already been many benchmarks and studies on facial expression
recognition, the research on automatic machine recognition of broadly distributed emo-
tions is still at the infant stage.
18
2.1 Facial Expression Analysis
Figure 2.3: Process of traditional FER archtecture
2.1.2 Facial Expression Analysis
As is mentioned in Section 1.1, six emotions recognition and AU recognition are the
mainstream of FER though there have already been many other facial models and
benchmarks. Facial Action Coding System (FACS) is the most commonly used ap-
proach for human observers to describe the surface of facial behaviours. It specifies a
group of atomic facial muscle actions named Action Units (AU) and defines ordinal-
level variance in AU intensity. AUs are the smallest visible discrete muscle actions
that may occur alone or in combination to perform expressions. With FACS, nearly
any anatomically possible facial expressions were coded. Automatic AU recognition
is widely regarded as an active topic in facial expression recognition.
Emotion recognition considers six basic categories: happiness, sadness, fear, anger,
disgust and surprise. There are some subsets of AUs that usually co-occur on the face
to generate meaningful emotions. Although there are obvious connections between
the combinations of AUs and universal facial emotions, most existing methods still do
not benefit from these connections (Taheri et al., 2014) due to the lack of exploiting
domain experts knowledge on AU composition rules and ambiguous semantic nature
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of AUs. Furthermore, lack of a commonly accepted evaluation protocol and, typically,
lack of sufficient details needed to reproduce the reported individual results make it
difficult to compare different systems. This hinders the process of this field.
Traditional methods for facial expression recognition include three main steps: face
registration, facial representation and recognition. Empirically, these three steps were
executed separately, but sometimes one can achieve a fusion that iteratively learns the
facial feature representation and trains a classifier (Tariq et al., 2014).
Face registration can be regarded as a preprocessing step for facial expression
recognition. Point detection, especially eye point detection (Shan et al., 2009; Valstar
et al., 2011) is usually applied for face registration. Eye point alignment can locate the
same facial component in a prototypical frontal face, which is used to register for in-
plane head rotation and scale. Further alignment of facial features, such as alignment
of the nose and mouth (Jiang et al., 2014), can be performed to enhance stability. But
this method will face an identity-bias problem since it emphasizes individual differ-
ences in face shapes.
The second step is feature processing which derives an effective facial represen-
tation from an image. Facial feature extraction methods vary in terms of different
backgrounds. For 2D static facial feature detection, two common approaches are: ge-
ometric feature-based methods and appearance-based methods. Geometric feature-
based methods present the shape and location of facial components, whilst appearance
features describe skin texture changes. For 3D static analysis, there are three kinds
of models: distance-based feature, patch-based feature and Morphable models. For
dynamic analysis, motion-based feature is widely used in both 2D and 3D images.
Approaches that only use geometric features mostly rely on facial fiducial points
(Mattivi & Shao, 2009; Sariyanidi et al., 2015; Zhao & Pietikainen, 2007). Geometric-
based recognition can be viewed as facial points movement classification. Spatial re-
lations and motions of these points are often used for expression analysis. In dynamic
shape analysis, one can model the temporal characteristics into sequences of temporal
segmentations: neutral, onset, apex and offset, which naturally solves the problem of
unpredictability in temporal extent. Also, much research focuses on pose-wise facial
expression recognition (Mattivi & Shao, 2009; Yang et al., 2011) and have made great
contributions. However, these methods totally ignore the information presented in skin
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texture changes, and it is reported that they are often outperformed by appearance-
based approaches. So in this work, we only focus on appearance-based methods.
Conventionally, the word ”texture” is used to describe image regions that exhibit
certain spatially stationary stochastic properties. low-rank textures correspond to re-
gions in an image that have rather deterministic regular or periodic structures. Most
appearance-based approaches used low-level histogram representations. Popular low-
level features include LBP, Local Phase Quantisation (LPQ) (Peng et al., 2005), His-
togram of Gradients (HoG) (Sariyanidi et al., 2015), SIFT etc. Among them LBP
and LPQ features extraction methods are extended to Three Orthogonal Plane for
dynamic application. Low-level appearance features have an identity bias problem
in which identity-related cues dominate over expression-related cues (Ahonen et al.,
2006; Sariyanidi et al., 2015). The static local appearance descriptors LBP and LPQ
show a promising solution to facial biometric analysis, as well as many other visual
recognition applications (Mattivi & Shao, 2009; Ren et al., 2015). A histogram repre-
sentation computed over the whole face encodes only co-occurrence statistics of local
patterns without any of their spatial relations. But a holistic facial description some-
times seems not reasonable since it is important to retain information about spatial
relations. To overcome this effect, one can consider the block-based representation.
In this approach, the face image is divided into several regions (a regular grid, non-
overlapping or overlapping nonadjacent blocks) from which feature vectors are ex-
tracted and concatenated to form a final representation (Ahonen et al., 2006; Zhao &
Pietikainen, 2007).
When using a holistic approach, it is difficult to take the pose invariance into ac-
count, because different local face parts change their appearances in different manners
in terms of head pose. In order to model local face appearance, patch-based spatial
approaches were proposed by dividing a face image into several patches and mod-
elling each patch independently (Ashraf et al., 2008; Prince et al., 2008). For a huge
database, most of the features may be irrelevant. Feature selection techniques aim to
reduce redundancy and noise whilst preserving principal and discriminative informa-
tion from the original feature vectors. They provide a powerful tool in various domains,
including computer vision, patter recognition, information retrieval, multimedia anal-
ysis (Peng et al., 2005; Yang et al., 2011, 2013; Zhao et al., 2015), etc. Some previous
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works have shown an effective feature selection technique can yield a better perfor-
mance. Alternatively, although sometimes the accuracy may not be enhanced, the
computational cost can be alleviated due to the significant reduction of feature dimen-
sionality. Feature selection learns a subspace in which the original feature vectors are
filtered or combined into an enhanced feature subset. According to the availability of
class labels, feature selection techniques can be classified into two groups: supervised
approaches and unsupervised approaches. It is reported that the supervised methods
outperform unsupervised methods (Sariyanidi et al., 2015; Yang et al., 2013). Feature
selection can be used to undertake several challenges in facial expression recognition,
such as illumination variation, registration error and identity bias.
Most methods only capture the characteristic frames at the apex and use a mug
shot of each expression. Spatio-temporal representation is used for dynamic facial
expression recognition. Spatio-temporal relations capture the facial muscle motions
in time intervals. It models facial events happening sequentially and simultaneously,
considering a facial expression as a continuous activity over a time slice. Wang et
al. considered an overlapping time-interval model instead of traditional time-sliced
model. (Wang et al., 2013) They used a graphical model to learn pairwise temporal
dependency. Facial action is adequate to describe temporal evolution.
Considering the co-occurrences in subregions and their locations, recent research
often uses block-based technique for texture analysis (Jiang et al., 2014; Ren et al.,
2015; Zhao et al., 2015). This approach was first applied by Ahonen et al. in the appli-
cation to face recognition (Wang et al., 2013). They divided a face image into several
non-overlapping regions from which LBP features were extracted and concatenated
into a spatially enhanced histogram. Considering that some regions contribute more
than others regarding identity variance, the regions were correspondingly weighted
based on their contributions. The weighted Chi square distribution was employed for
this application. Zhao et al. extended this method to overlapping block-based ap-
proach in their experiments (Tariq et al., 2014). In the dynamic application to facial
expression, the best results were obtained with an overlapping ratio of 70% of orig-
inal blocks. However, they did not apply any techniques to remove personal-related
information. The deriving LBP descriptors were highly effected by identity bias. Shan
et al. was also inspired by (Wang et al., 2013), they exploited an expression-based
region weighted method that only considered the importance of expressions instead of
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identities (Valstar et al., 2011). Nevertheless, this method does not take advantage of
overlapping blocks. Also, the experiment that was used to test person-independency
did not achieve an ideal result.
The final step is recognition that classifies a facial image into one or several parallel
facial expression categories. Support Vector Machine (SVM) is one of the most robust
and accurate methods among all the existing classification algorithms. In a two-class
learning task, SVM optimizes its decision boundary via maximizing the margin, as
defined by maximum margin hyperplane, between two classes. This approach offers
the best generalization ability that not only guarantees a good partition on training
data, but also leaves much room to classify future data with high predictive accuracy.
SVM receives good trade-off between model complexity and training error. It shows
peculiar advantages in recognition of limited samples, nonlinear and high-dimensional
data patterns.
2.1.3 FER Applications
FER has been widely used in many application areas. This section will focus on the
main applications and the corresponding techniques of FER. Animation: Facial ex-
pression is an important factor in animated movies and illuminations. The main task
of animation is to transfer expressions from human beings to stylized characters. Facial
animation with enriched facial expressions has been well applied to animated movies,
Virtual Reality (VR) & Augmented Reality (AR), personalized character design, face
reenactment, etc. Some recent advances are introduced in the following.
It is very difficult to synthesize a realistic facial expression image. In (Aneja et al.,
2016), an approach is proposed to map expressions from humans to characters by us-
ing deep learning method and transfer learning techniques, which results in a group of
stylized characters with impressive expressions. In (Thies et al., 2016), a face-to-face
real-time facial reenactment is presented where a monocular target video sequence
(e.g. from YouTube) is reenacted based on the expressions of a source actor who is
recorded live with a commodity webcam. In (Ichim et al., 2015), a cell-phone based
software is developed for a dynamic 3D Avatar creation which recover the facial ex-
pression dynamics of users in real-time. This method used an adaptive blend-shape
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model that integrates feature tracking, optical flow and shape from shading. The soft-
ware enables human users to create a fully rigged, personalized 3D facial avatar using
cell-phone camera. These methods are believed to have a significant impact on many
exciting applications of VR / AR, gaming and film industries.
Assisted diagnosis and nursing: There are some diseases related to facial expres-
sions, such as facial palsy (Pereira et al., 2011), Parkinsons disease (Gray & Tickle-
Degnen, 2010), Schizophrenia (Mandal et al., 1998), autism (Celani et al., 1999) etc.
Reports have shown that patients with the above-mentioned diseases will have troubles
in perceiving and expressing facial emotions. The diagnose and nursing of this kind of
diseases is often tedious and costly.
Currently, FER has not yet applied to this field due to its low recognition accu-
racy. In this task, a facial system can provide a two-stage function: 1) FER for assisted
diagnosis, 2) VR techniques based facial exercise therapy. For the first stage, it is nec-
essary to achieve high-quality facial sensing and recognition. With the development of
image-capturing equipment and 3D techniques, many breakthroughs have been made
on 3D facial sensing and 3D face reconstruction (Dhall et al., 2011; Jeni et al., 2015;
Roth et al., 2015). The progress of 3D techniques will pave the way of the FER ap-
plications in automatic diagnosis. For the second stage, facial exercise therapy is the
common way to help patients train their facial muscles and recover emotional skills of
facial expressions. As is mentioned in animation section, VR techniques are expected
to take the place of human labours.
Although there is no existing practical system for automatic counselling, diagnose
and therapy of facial expression diseases, FER has already demonstrated its high values
in this potential application.
Multimedia: With rapid increase of multimedia collections, image & video tag-
ging and retrieval attract significantly increasing attentions in recent years. As emo-
tion is one of the key factors during communication, retrieval by emotion is in high
demands. The need of automatic emotion tagging technique is, therefore, increasing.
Although 3D FER has made great progress and proved to be more effective than
2D FER, the main online visual resources are still 2D. Meanwhile, multimedia data is
often very varied which means that the type of the data can be very complex. Consider-
ing these two issues, emotion retrieval for multimedia application is very challenging.
In (Wang et al., 2015), a probabilistic framework is presented for multiple emotion
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media tagging by modelling the dependency between facial emotions. This study is
validated on multimedia data, such as music emotion database, film data, video data
etc. In (Dureha, 2014), an automatic system of generating a music playlist, based on
the emotion of facial expressions of users, is investigated. Music is an important source
of multimedia and plays an important role in our lives. Human users often select the
playlist of music according to their current mood. Thus, FER is the core module of
automatic music playlist generation.
Security: One of key factors of security is lie detection which is highly related to
facial micro expressions. Facial micro expressions are rapid involuntary facial expres-
sion that can reveal ones true intentions (Pfister et al., 2011). Facial micro-expressions
often last less than 1/3 of a second which is so rapid that only highly trained individuals
can distinguish them. Unlike regular macro-expressions which can be easily hidden,
micro expressions are nearly impossible to hide the reactions. Currently, facial micro-
expression recognition is still at the early stages due to the challenging problems in
both facial capturing and expression analysis. With the development of dynamic 3D
capturing and analysis, facial micro-expression recognition is expected to be widely
applied to security and negotiation.
home-based services: Home-based services contain many different applications
in tutoring system, robotics, entertainment system etc. It is also a future vision where
HCI is involved in our daily lives. Computers will be able to not only recognize lin-
guistic commands, but also discover the intentions conveyed by non-verbal behaviours,
especially facial expressions.
Many previously mentioned applications are home-based services, such as person-
alized Avatars, music for mood, automatic counselling, etc. In (Wu et al., 2008), a new
Intelligent Tutorial System (ITS) is developed to meet the emotional need of users.
In this approach, FER is integrated in ITS to perform emotional tutorial according to
learning emotions and intentions of students.
2.2 Facial Frontalization
As mentioned in Chapter 1, the effectiveness of deep learning methods relies on the
massive data collections. But manually collecting and labelling tremendous number
of faces is time-consuming, error prone and financially challenging. In (Masi et al.,
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2016), Masi et al. firstly posed a question that Do we really need to collect millions
of faces for effective face recognition? In answer to this question, face frontalization
was posed and has shown that good results can still be achieved even without millions
of manually collected faces. Face frontalization is used to synthesize realistic facial
images, which can be seen as a pre-processing of face & facial expression recognition.
The existing approaches focus on generating faces in different viewpoints, especially
frontal view, from query images. Face frontalization is a comprehensive study, which
is often associated with face alignment, face morphing and texture rectification. Based
on the objective, face frontalization methods can be divided into two categories: face
normalization and face generation.
2.2.1 Face Normalization
It has been reported that most popular methods had more than 10% superior perfor-
mance on frontal-frontal verification over frontal-profile verification (Sengupta et al.,
2016). Based on this fact, normalization-based approaches are proposed to normalize
facial images taken in the wild by recovering the frontal faces from non-frontal view-
points. Encoder-decoder (Cole et al., 2017; Kan et al., 2014; Zhu et al., 2013) is a good
way for face synthesis, where encoder extracts pose-robust features while decoder re-
covers the frontal (small pose) faces and there is no need to perform pose estimation.
However, the synthesized faces often involve large distortions, since the main objective
of encoder-decoder model is not image synthesis but pose-invariant feature extraction.
Figure 2.4: Face Frontalization = Frontal shape estimation + texture fitting
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Most approaches posed face frontalization as an independent pre-processing or
registration step that is separated from feature extraction and recognition steps. A typ-
ical pipeline of face normalization includes: face alignment, pose normalization of
shape and texture fitting. Current research on face alignment has achieved significant
progress (Alabort-i Medina & Zafeiriou, 2015; Asthana et al., 2014; Kazemi & Sul-
livan, 2014; Ren et al., 2014; Trigeorgis et al., 2016; Tzimiropoulos & Pantic, 2014;
Urˇicˇa´rˇ et al., 2015; Xiong & De la Torre, 2013; Zhu et al., 2015). With the facial
shape obtained by face alignment, pose normalization maps the non-frontal shape to
its frontal view. Zhu et al. (Zhu et al., 2015) used 3D Morphable Model (3DMM)
(Blanz & Vetter, 1999, 2003) to fit the 2D landmarks to 3D shape model and then
rendered the 3D model to 2D frontal image. Considering that 3DMM fitting is compu-
tational expensive, hard frontalization (Hassner et al., 2015; Sagonas et al., 2015) was
straightforward proposed by using an unmodified 2D/3D frontal shape template for all
the query images. Although hard frontalization totally ignored facial shape features, it
still showed good results on frontal face synthesis and face recognition/verification.
The final step is texture fitting that fits facial textures to the reconstructed frontal
shape. For a non-frontal face of yaw angle, there will be some invisible regions due
to self-occlusion. The main problem of texture fitting is how to fill in the missing
pixels. The most commonly used strategy is symmetry-based method (Ding et al.,
2012; Hassner et al., 2015; Zhu et al., 2015) which borrows mirrored pixels or gradi-
ent to fill in the invisible regions. Another approach is 2D/3D model fitting (Li et al.,
2012; Sagonas et al., 2015; Tzimiropoulos & Pantic, 2017) that approximates textures
by linear combination of a set of pre-defined holistic facial texture models (orthonor-
mal basis) acquired by Principal Component Analysis (PCA). Basically, model fitting
methods are able to synthesize more realistic faces even across large head-pose whist
symmetry-based approaches often generate a non-smooth or weird face, but model
fitting methods could hardly achieve real-time performance. The advantage of face
normalization is that promising results can still be achieved even without sufficient
training sets. However, the recognition accuracy of face normalization approaches has
an upper bound due to the finite training instances. The great success of deep face
recognition models has shown that face normalization is not always necessary for a
face recognition system if there are huge training sets.
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2.2.2 Face Generation
The performance of deep face recognition models will increase if more labelled faces
are collected. But manually collecting and labelling millions of faces is labour inten-
sive. Face generation was naturally posed in which large numbers of labelled faces
can be obtained by automatic synthesis rather than manual collection. Face genera-
tion approaches always focus on generating faces in novel viewpoints, which can be
considered as an extension of face normalization. A typical representation is (Masi
et al., 2016) in which 2.4 million faces are synthesized from 495 thousands images by
generating individual faces across novel viewpoints and new mouth expressions. The
face recognition performance on the synthesized faces shows certain improvement and
even comparable to those methods trained on millions of manually collected faces (eg,
FaceNet (Schroff et al., 2015), VGG face (Parkhi et al., 2015), DeepFace (Taigman
et al., 2014), Face++ (Zhou et al., 2015)).
Many face generation methods depend on 3DMM in order to synthesize faces in
novel viewpoints. 3D Morphable Model (3DMM) has been shown to be capable of
reconstructing the entire 3D facial surface from a single input image (Blanz & Vetter,
1999, 2003). It generates a group of shape models and appearance models in PCA
space and then reconstructs 3D surface by linearly combining these models. But it
suffers the so-called one-minute-per-frame problem that it is quite computationally
expensive. Z-face (Levi & Hassner, 2015) presented a dense 3D registration method
which estimated a dense group of 2D facial landmarks by cascade regression and regis-
tered a 3D dense model according to the 2D landmarks by using 3DMM model fitting.
The output is a dense 3D mesh which can be used to synthesize faces in different
viewpoints. Yin et al. (Yin et al., 2017) incorporated 3DMM to Generative Adver-
sarial Network (GAN) (Goodfellow et al., 2014), which estimated 3DMM coefficients
by a deep network (called deep 3DMM which showed significant acceleration of 3D
model fitting) and its output helped GAN to synthesize identity-preserving faces. Al-
though the main objective is to synthesize normalized frontal faces, it still enables 3D
reconstruction which can be used to synthesize more faces in novel viewpoints.
Deep learning methods are also very popular for face generation. Zhu et al. (Zhu
et al., 2014) demonstrated that faces across different identities can be better distin-
guished by a group of multi-view facial features rather only frontal facial features and
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then proposed Multi-view perceptron (MVP) which factorized identity features and
view features by using deterministic hidden neurons and random hidden neurons, re-
spectively. MVP can produce a full spectrum of views (multi-view facial features, as
well as facial images) from a single 2D image. Yim et al. (Yim et al., 2015) used
multi-task deep neural network (DNN) to generate a facial image of any query head-
pose from a single input image. Multi-task DNN included a main DNN that generated
face of desired head-pose and an auxiliary DNN for the secondary task of identity
maintenance. The output of this model is an identity-preserving face of desired head-
pose. Tran at al. (Tran et al., 2017) proposed a GAN-based framework that used an
encoder-decoder structured generator and a multi-task CNN as discriminator for iden-
tity classification task and pose classification task. The output of the generator is the
synthesized identity-preserving face of desired pose.
Most face generation methods are proposed for Pose-Invariant Face Recognition
(PIFR), whose objective is to derive a single identity-preserving multi-view facial rep-
resentation. Multi-view introduced new intra-class variance caused by pose variations
whilst identity-preserving normalized the intra-class variances due to expressions, il-
luminations etc. There is theoretical conflict by both introducing and reducing intra-
class variances. Considered DCNN is competent in modelling large intra-class vari-
ance, there is no need to introduce identity-preserving and face generation should be
focusing on generating more faces with large (but reasonable) intra-class variances
in order to approximate to in-the-wild conditions. Currently, only the work in (Masi
et al., 2016) addressed this problem, but it is still not adequate because the expression
variance is only introduced by generating closed mouth expression when the subjects
originally open their mouths. More expressions should be generated to satisfied with
real-world conditions.
All the face frontalization methods mentioned above only focus on PIFR task. We
proposed facial expression-aware face frontalization (Wang et al., 2016, 2017) which
was the first work on frontal facial expression reconstruction and achieved the state-of-
the-art performance of FER even compared with deep learning methods (Mollahosseini
et al., 2016). But both methods belong to face normalization whose performance has
an upper bound as is mentioned above. In order to break through this upper bound, we
propose to develop a facial expression generation method to synthesize millions of re-
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alistic facial expression images and establish an in-the-wild facial expression database
containing both manually collected images and synthesized images.
There are currently no methods for large-scale facial expression generation. The-
oretically, facial expression generation is much more challenging than facial identity
generation which was done in (Masi et al., 2016). For both artificial machine sens-
ing and natural human sensing, facial appearances are always bias to discriminative
information of identities but not expressions (Sariyanidi et al., 2015; Zhu et al., 2015).
Facial identity variations are one of the most important issues for FER and sometimes
they cause even larger intra-class variance than head pose changes. Therefore, gener-
ating millions of labelled facial expression images is quite challenging and our study
in this thesis is still based on face normalization.
2.3 Relation to Our Work
Although a variety of approaches have been proposed for FER in-the-wild challenges,
most of them focused on only one specific challenge while ignored others. We sum-
marize the main challenges of FER in-the-wild as follow:
Identity bias is the fact that the facial features always contains discriminative cues
of facial identity rather than expressions. This problem give birth to the research topic
of person-independent FER. Two most effective strategies to this topic are part registra-
tion which only extracts facial features on salient regions, and dynamic analysis which
extend image-based spatial feature representation to video-based spatio-temporal fea-
ture representation. As we show in the experimental analysis of Chapter 3, modelling
both salient facial regions and spatio-temporal features improved performance com-
pared to state-of-the-art approaches.
Head pose and Occlusions are the main problems of facial analysis which may
produce large intra-class variance. Head pose is out-of-plane head rotation which of-
ten leads to self-occlusion. The problem of various head pose results in a hot research
topic for multi-view or view-invariant FER. Occlusion is caused by the unknown ob-
jects locating between subject’s face and camera. This problem is not often addressed
in FER research. Face frontalization could effectively solve both problem, but the ex-
isting face frontalization approaches only mentioned face recognition task but not FER.
We develop a novel face frontalization method which not only solve the two occlusion
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problems, but can also be effectively applied to FER task. The experimental results of
Chapter 4 and 5 shows outstanding performance for FER in-the-wild.
Spontaneous expressions are natural human emotional response to context. Most
existing FER research and experiments were conducted on posed facial expression
datasets where the images were recorded when subjects were asked to act a certain
expression. Spontaneous expressions are much more formless than posed expres-
sions. Spontaneous FER is currently quite challenging. Most existing works solved
this problem by simply downloading more facial expression images and training a
DCNN model. We present a multi-template model in Chapter 4 to normalize the irreg-
ular spontaneous expressions into several uniform shape templates.
These three challenges are currently the main problem of FER in-the wild. Most
existing approaches can only solve one or several problems among them. In this thesis,
we jointly consider all the challenges and present a face frontalization-based method
to normalize the non-linear factors caused by the three problems.
2.4 Summary
This chapter reviews some existing methods and techniques in facial analysis. Appearance-
based multi-view FER approaches need very large training samples to ensure accuracy.
Viewpoint normalization in (Zhao & Pietikainen, 2007) can overcome this problem,
but it is based on geometric features so that the accuracy is low. There is no previous
work that performs viewpoint normalization on facial appearance features. Little work
has been done to address person-independent validation on multi-view FER.
The research on person-independent FER and multi-view FER are done separately.
These two issues are the main problems of real-world application to facial expressions.
There is no previous work that combines them together. It is necessary propose a
unified model to deal with both identity bias and head pose variations.
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Chapter 3
Dynamic FER Under Controlled
Conditions Using Key Features
Both unconstrained and posed FER approaches have to face identity bias challenge.
Therefore, we start from studying the common problem of identity bias before going
into FER in the wild and presenting a novel method for person-independent FER. This
chapter proposes to combine “interest regions” detection and spatio-temporal features
for person-independent facial expression analysis under controlled conditions. We will
also discuss the advantages and disadvantages of the “interest regions” detection, and
then draw forth to FER in the wild.
3.1 Introduction
The problem of identity bias is that the whole facial appearances contain more dis-
criminative cues in terms of identity rather than expressions. In many existing works
of FER, the recognition rate can be improved by conducting person-specific exper-
iments that trains the model per person/expression categories. The performance of
these methods will drop significantly when they are used to recognize expression cat-
egories of novel subjects. Accordingly, there is a more practical and important evalua-
tion protocol referring to person-independent validation, in which some of the images
in the testing sets contain novel subjects. Currently, there are two effective strategies
for person-independent FER: 1) extracting features on expression-enriched regions, 2)
extending to dynamic FER.
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(a) (b)
Figure 3.1: Black squares indicate weight 0.0, dark gray 1.0, light gray 2.0, and white
4.0. (a) Subregions were weighted for face recognition. (b) The blocks were weighted
for facial expression recognition.
The first strategy aims to detect facial Region of Interest (ROI). The identity-related
information often involve three factors: 1) outline of face, 2) different size of facial or-
gans and 3) different displacement of facial organs. The expression-enriched regions
often lies into eyebrows, eyes, nose and mouth. A typical example is shown in Fig.
3.1 where two similar region-enhanced approaches are presented for face recognition
(Ahonen et al., 2006) and facial expression recognition (Shan et al., 2009), respec-
tively. The regions of higher weighted value contribute more than the regions of lower
weighted value. This figure illuminates that facial appearance is a compound contain-
ing both identity cues and expression cues, and their corresponding ROIs are different.
Therefore, ROI-based approaches are currently an effective solution to identity bias
problems.
The second strategy aims to extract temporal features from sequential video clips.
Temporal features can better describe facial muscle movements and represent more
subtle expression changes. It has been reported that facial temporal cues mostly re-
lated to expression changes rather than identity. Therefore, extracting spatio-temporal
features is an effective strategy to reduce the influence of identity bias. Currently, the
most commonly used spatio-temporal feature extraction method is local binary pattern
on three orthogonal planes (LBP-TOP) (Zhao & Pietikainen, 2007).
Although there are some existing works on facial salient region detection and dy-
namic FER, there is no research that combines them together to reduce the influence of
identity bias. Aiming at the these problems of LBP-TOP, we propose an approach to
automatically recognize six basic emotions using local patch extraction and LBP-TOP
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representation. First, we detect point-based facial landmark by means of Supervised
Descent Method (SDM) (Xiong & De la Torre, 2013) which separately detects facial
fiducial points in the first frame and tracks them in the following frames. Then, we ex-
tract several local patches according to fiducial points. This extraction method has two
main advantages: (a) the selected patches lie in expression-enriched regions and the
regions facial outlines are totally withdrawn, and (b) independent local patches break
the order of the displacement of facial organs. In each patch of sequence, block-based
approach is exploited where LBP-TOP features are extracted in each block and con-
nected to represent facial motions. Finally, we perform SVM classifier for emotion
classification. The overview of this system is presented in Fig. 3.2.
The main contributions of this work include:
(1) propose a novel method for emotion-enhanced feature extraction. The identity
bias problem caused by the variations of facial outlines and different displacement of
facial organs can be well solved.
(2) integrate the most effective methods, such as SDM and LBP-TOP, for facial
registration and facial representation.
(3) the experimental results shows a good performance on person-independent fa-
cial expression recognition. Based on the experimental results, a detailed discussion
and analysis is reported in the end of this chapter to address the problem of identity
bias.
The rest of this chapter is organized as follows. Section 3.2 reviews several related
works of dynamic FER. Theoretical components are described in Section 3.3. The
description of data sets and experimental evaluation are given in Section 3.4. Section
3.5 concludes this chapter with a summary and discussion.
3.2 Related Works
Facial expression dynamics are essential for facial behavior understanding since they
describe basic facial muscle movements. Compared to frame-by-frame spacial rep-
resentations, spatial-temporal representations are considered to be more efficient and
sensitive when representing subtle expressions (Sariyanidi et al., 2015). They enable
modelling temporal variance to capture higher level muscular activities and discrimi-
nate expressions that look similar in space. Much progress has been made to model
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Points registration
Local patch extraction
Overlapping blocks
Face image sequence
LBP histogram
SVM classifier
Figure 3.2: The outline of proposed system
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spatial-temporal relations from facial image sequences (Jiang et al., 2014; Koelstra
et al., 2010; Wang et al., 2013; Zhao & Pietikainen, 2007).
Based on the feature extraction strategy, current FER approaches can be divided
into two categories: geometric-based methods and appearance-based methods. Ap-
proaches that only use geometric features mostly rely on facial fiducial points (Rudovic
et al., 2013; Valstar & Pantic, 2012; Wang et al., 2013). Geometric-based recognition
can be viewed as facial points movement classification. Spatial relations and motions
of these points are often used for expression analysis. In dynamic shape analysis,
one can model the temporal characteristics into sequences of temporal segmentations:
neutral, onset, apex and offset, which naturally solves the problem of unpredictabil-
ity in temporal extent. Also, much research focus on pose-wise facial expression
recognition (Rudovic et al., 2013; Tong et al., 2010) and have made great contribu-
tions. However, these methods totally ignore the information presented in skin tex-
ture changes, and it is reported that they are often outperformed by appearance-based
approaches. So in this work, we only focus on appearance-based methods. Most
appearance-based approaches applied low-level histogram representations. Popular
low-level features include Local binary pattern (LBP), Local Phase Quantisation (LPQ)
(Ojansivu & Heikkila¨, 2008), Histogram of Gradients (HOG) (Dalal & Triggs, 2005),
Scale-Invariant Feature Transform (SIFT) etc. Among them LBP and LPQ features
extraction methods are extended to Three Orthogonal Plane for dynamic application.
Local binary pattern (LBP) was originally used to describe static local texture struc-
tures (Ojala et al., 2002), and has shown advantages in the tolerance against illumina-
tion and its computational simplicity. Zhao et al. (Zhao & Pietikainen, 2007) applied
LBP feature extraction method on three orthogonal planes (LBP-TOP), which suc-
cessfully introduced temporal relations to spatial LBP features. They validated LBP-
TOP on facial expression recognition as well as dynamic texture analysis, and results
showed that LBP-TOP features outperformed spatial LBP features in the application
to facial expressions. It has also been reported that LBP-TOP outperforms its spatial
counterpart in both emotion and AU recognition (Sariyanidi et al., 2015). However,
key issues existing in LBP-TOP include challenging face registration and identity bias.
Face registration is challenging because LBP-TOP needs each frame in an image se-
quence to be in same size, or at least the subregions of each frame to be in same size.
36
3.3 Method
Any in-plane or out-plane rotation will degrade its performance. An effective LBP-
TOP operator is highly dependent on face registration. The problem of identity bias
generally exists in low-level features (Sariyanidi et al., 2015). it means that the ex-
tracted features reserve more information about identity rather than expressions. Shan
et al. proposed an person-independent approach using LBP (Shan et al., 2009), which
highly relies on face registration. And it has not yet been applied to facial expression
dynamics.
Considering the co-occurrences in subregions and their locations, recent research
on LBP often use block-based technique for texture analysis (Jiang et al., 2011; Taheri
et al., 2014; Valstar et al., 2011). This approach was first applied by Ahonen et al. in
the application to face recognition (Ahonen et al., 2006). They divided an face image
into several non-overlapping regions from which LBP features were extracted and con-
catenated into a spatially enhanced histogram. Considering that some certain regions
contribute more than others regarding identity variance, the regions were correspond-
ingly weighted based on their contributions. The weighted Chi square distribution
was employed for this application. Zhao et al. extended this method to overlapping
block-based approach in their experiments (Zhao & Pietikainen, 2007). In the dy-
namic application to facial expression, best results was obtained with an overlapping
ratio of 70% of original blocks. However, they did not apply any techniques to remove
personal-related information. The deriving LBP descriptors were highly effected by
identity bias. Shan et al. was also inspired by (Ahonen et al., 2006), they exploited an
expression-based region weighted method that only considered the importance of ex-
pressions instead of identities (Shan et al., 2009). Nevertheless, this method does not
take advantage of overlapping blocks. The strict consistency of representative region
make it difficult for face registration. Some works were done manually in preprocess-
ing. Also, the experiment that was used to test person-independency did not achieve
an ideal result.
3.3 Method
Our proposed method consist of three fundamental components. First, we localize
the facial landmarks (49 fiducial points) using SDM. With the position of detected
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landmarks, we then extract local patches around fiducial points and apply LBP-TOP in
each patch. Finally, SVM classifier is employed for emotion recognition.
3.3.1 Facial Landmark Detection
In our study, We use SDM as facial landmark detection method. SDM is a non-
parametric shape model for face alignment. Given an image with manually labeled
landmarks which are referred to as x∗, face alignment can be defined as minimizing a
Non-linear Least Square (NLS) function:
f(x0 + ∆x) = ||h(d(x0 + ∆x))− φ∗||22 (3.1)
where φ∗ = h(d(x∗)) represents SIFT values and x0 is initial configuration of land-
marks. During training, SDM learns a sequence of generic descent directions. For
testing image, it minimizes NLS objective function using learned decent directions.
In practice, a two-step preprocessing need to be done first: (1) detect a face using
openCV face detector, and (2) initialize shape estimation by centering the mean face
at normalized square. Then SDM can be executed to detect facial landmarks. Some-
times, one need to perform Principle Component Analysis (PCA) for dimensionality
reduction. For tracking task, SDM performs detection in each frame by initializing
the landmark estimation from its previous frame. We employed this method in this
work because it is extremely fast and accurate. Points registration which detect fidu-
cial points in the first frame of the image sequence and track them in the rest is used.
The interested reader can refer to (Xiong & De la Torre, 2013) for more details of
SDM.
3.3.2 Extract Localized Patches
We firstly perform a preprocessing to normalize in-plane rotation, in which eyes po-
sitions are used for alignment in case of in-plane rotation, as is done by most papers
(Jiang et al., 2014; Taheri et al., 2014; Valstar et al., 2011; Zhao & Pietikainen, 2007).
Considering the importance of expression, we extract three local patches around nose,
mouth and eyes regions that are considered to make more contribution to expression
variance. Following the registration of facial landmark points, local patches are ex-
tracted based on the position of these points. There are some certain points which
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11
14
32 38
Figure 3.3: Local patch extraction: the first patch centers around point number 11, the
second centers around point number 14, point number 32 and 38 are used to design the
bounding box of the third patch.
are always in a fixed position regardless of any changes of facial muscles. Depending
on these points, a localized texture patch is obtained by establishing a point-centered
bounding box with a fixed size in each frame. An image sequence is therefore broken
down into its fundamental patch sequences. In this experiment, three patches were
extracted from the regions corresponding to eyes, nose and mouth, respectively, as is
shown in Fig. 3.3. In each patch, we perform block-based technique to capture local
facial motions. We chose 2×8 blocks in eyes-related patch, 2×2 for nose-related patch
and 5 × 7 for mouth-related patch. According to the research in (Zhao & Pietikainen,
2007), the overlapping ratio ra′ in height is computed as followed:
ra′ =
ra · h/r
(ra·h·(r−1))/r+h
r
=
ra · r
ra · (r − 1) + r (3.2)
where ra is original overlapping ratio, h is the hight of block, and r is row number of
blocks.
3.3.3 Temporal Feature Extraction
Given the local patches and each blocks, the LBP-TOP histogram is computed over
each block from each patch sequence. LBP is one of the most commonly used method
because it is computational simple, powerful to present local structures and easily ex-
tended to its temporal model (Huang et al., 2011). The original LBP operator encodes
local texture variation with an integer which is derived by comparing each pixel with
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(a) Spot (b) Spot/flat (c) Line end (d) Edge (e) Corner
Figure 3.4: Examples of some uniform patterns that show meaningful local structures
its 8 neighbors in a 3× 3 neighborhood. LBP histograms simply count these integers,
and therefore deriving a 256 dimensional histogram representation. Ojala et al. de-
scribed the extended LBP using circular neighborhoods which allows any radius and
numbers of pixels, and showed a more discriminant representation with 59-element
subset in which only those meaningful patterns (uniform pattern), such as spot, edge,
corner shown in Fig. 3.4, are concerned (Ojala et al., 2002). Typically, we denote a
LBP feature representation as LBP u2(P,R), where the notation u2 stands for using uni-
form patterns only and (P,R) defines a circular neighborhood of P sampling points
on the radius of R.
LBP-TOP extend spatial LBP features to the spatio-temporal domain. The regular
LBP features (using circular neighborhood) are extracted from local spatio-temporal
neighborhoods over three orthogonal planes: spatial plane XY, horizontal spatio-temporal
plane XT and vertical sptio-temporal plane YT. Uniform patterns still constitute dom-
inant components in representing temporal co-occurrences, so it is appropriate to use
uniform patterns in three planes.
The final histogram concatenate all these histograms into a single vector to repre-
sent the whole image sequence. Empirically, we will introduce uniform patterns to our
LBP-TOP operators, which results in a histogram representation of 177 bins per se-
quence. The corresponding operator is denoted as LBP −TOP u2PXY ,PXT ,PY T ,RX ,RY ,RT ,
where the radius in axes X,Y and T can be marked as RX , RY and RT , and PXY , PXT
and PY T represent the number of neighborhood points in XY , XT and Y T .
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3.3.4 Emotion Recognition
SVM is considered as one of the most robust and accurate method for data classifica-
tion. It provides a good balance between model complexity and generalization error.
In a two-class learning task, SVM finds a hyperplane with maximal margin for linear
separable data. In a geometrical view, this approach ensures both the accurate partition
in training data and the best generalization ability on test data. For nonlinear data,
SVM allows domain-specific kernel functions that map the input data to a different
space of larger dimensions. The most frequently used kernel functions are polynomial
and Radial Basis Function (RBF) kernels.
SVM only makes binary decisions. For multi-class problem, a simple but effective
technique is one-vs-rest approach. It trains the binary classifiers to distinguish one
class against all the others. Each class trains a corresponding binary classifier. The
final decision for a test case is made according to the the geometrical distance between
test point and decision boundary of all the binary classifiers (the classifier with the
largest distance is chosen).
3.4 Experiment
The efficiency of the proposed method is tested on Cohn-Kanade Extended (CK+)
database. The overall performance and person-independent performance will be test
respectively.
3.4.1 Dataset
CK+ is a posed facial expression database (Lucey et al., 2010). It consist of 210
adults whose age range from 18 to 50. It contains 123 subjects and 593 frontal image
sequence in which the facial expressions of subjects are displayed from neutral to
target emotions. From these, only 327 sequences from 118 subjects fit the prototypical
definition of emotions and therefore, are annotated with seven emotional categories
(six basic + contempt). Within an image sequence,68 landmark points are manually
annotated in all images, and action units and their intensity are also provided for the
peak frame. In our study, 309 sequences that are explicitly labeled one of the six basic
emotions are selected.
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3.4.2 Evaluation
In this experiment, an overlapping ratio of 70% of these blocks is selected, which
shows an outstanding performance in previous work (Zhao & Pietikainen, 2007). Cor-
responding overlapping ratio in both height and width is about 43%.
We did the experiments using uniform patterns with a neighborhood of P = (8, 8, 8)
and radii of R = (3, 3, 3), denoted as LBP − TOP u28,8,8,3,3,3. For evaluation, we
trained SVM classifier with RBF kernel function using “leave one subject out” cross-
validation.
As we can see in Table 3.1, happy, surprise and disgust are recognized with high
accuracy (100%, 97.44% and 100%, each), whereas the recognition rates of the others
are relatively low. Table 3.2 presents the comparison of different methods. (Wang
et al., 2013) is geometric-based approach, whilst the others are appearance-based
approaches. It is clear that appearance-based methods outperform geometric-based
model. In this stage, the proposed method does not perform so good as the other
two appearance-based approaches. Unlike the whole face representation, our method
achieves a partial face representation, which will cause the loss of information, as well
as the reduction of accuracy. In the real-world applications, we believe it is reason-
able to improve person-independent emotion recognition that partially sacrifices the
accuracy.
In former experiments, person-independent cases are not emphasizes. Nearly ev-
ery testing face (subject) could appear in training sets. In order to evaluate person-
independent performance, we randomly choose half of the 118 subjects (individuals)
for training and the other half for testing, associated emotion sequences are also di-
vided. This scheme guarantees that the subjects used for training will never appear in
testing. The testing on a totally new faces is therefore person-independent. This step
is repeated ten times to achieve the average results.
As is described in table 3.3, our method achieves the best performance on person-
independent experiments. The other two appearance-based methods (Shan et al., 2009)
(Zhao & Pietikainen, 2007) show a dramatic drop in person-independent performance.
Meanwhile, our proposed method decrease very slightly (only 1%). The work from
(Wang et al., 2013) is not mentioned in this comparison. The authors did not release
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Table 3.1: Confusion matrix (%) of 6-class facial expression recognition for this work
Angry Disgust Fear Happy Sadness Surprise
Angry 75.00 4.17 0 20.83 0 0
Disgust 0 100.00 0 0 0 0
Fear 0 0 57.14 28.57 0 14.29
Happy 0 0 0 100.00 0 0
Sadness 16.67 0 0 16.67 66.67 0
Surprise 0 0 0 2.56 0 97.44
Table 3.2: Comparison of different methods for “leave one subject out” cross-
validation
Angry Disgust Fear Happy Sadness Surprise Total
(Shan et al., 2009) 86.67 96.61 84.00 100.00 67.86 98.80 92.88
(Wang et al., 2013) 91.1 94.0 83.3 89.8 76.0 91.3 86.3
(Zhao & Pietikainen, 2007) 86.67 100.00 92.00 100.00 90.91 98.80 94.50
Ours 75.00 100.00 57.14 100.00 66.67 97.44 87.74
Table 3.3: Comparison of different methods for “leave one subject out” cross-
validation and person-independent validation
Cross-validation Person-independent
(Shan et al., 2009) 92.88 85.16
(Zhao & Pietikainen, 2007) 94.50 85.89
Ours 87.74 86.56
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their source code so that we cannot directly test this algorithm by person-independent
evaluation protocol.
3.4.3 Discussion
According to the experimental results of cross validation, approaches based on whole
face registration outperforms our method which is based on “interest regions” reg-
istration. But our method achieves the best results in person-independent validation,
which suggests that ROI-based part registration is effective in extracting discriminative
features of facial expressions. Compared with whole face registration, ROI-based reg-
istration addresses expression-enriched regions while identity-enriched regions, such
as facial profile, are withdrawn. This strategy could effectively reduce the influence
of identity bias. However, we can also find that part registration may lead to a loss
of expression-related information due to the relatively low recognition rate of cross
validation.
Facial features are a compound that consists of both identity- and expression-
related cues. It would be better if we can normalize identity-related cues before cap-
turing the whole facial features. Face normalization refers to spatial alignment that
aligns all the faces into one or several common patterns. For example, as facial pro-
file features contains more identity-discriminative features, the influence of identity
bias is expected to be reduced if every face are normalized to share the same profile
features by a well-designed rule of spatial alignment. Inspired by this idea, the follow-
ing chapters will study face frontalization approaches and presents novel methods for
real-world FER.
3.5 Conclusion
In this chapter, we focus on the task of facial expression dynamics learning and person-
independent emotion estimation using localized, block-based LBP-TOP feature repre-
sentation. The main contribution in this study is that we propose a local patch ex-
traction method that extracts local patches from fiducial point-centered, fixed-sized
bounding boxes and preserve information about their spatial relations. These patches
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are considered to be more important for human beings to perform expressions. Thus,
a person-independent, spatially enhanced feature representation is obtained.
Experiments on CK+ database with person-independent implementation show that
our method is effective and favourable compared to other methods. Our approach
is more flexible for real application problems, because it not only achieves a good
solution to identity bias, but also allows tolerance against small changes in the facial
image size and head-pose. The main problem of this approach is that there will be
certain information lost if we only register ROIs and it is not suitable for FER under
unconstrained conditions. In the following chapters, we will investigate novel spatial
face normalization methods and go deeper into FER in the wild.
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Chapter 4
Facial Expression-Aware Face
Frontalization for Static FER in the
Wild
In Chapter 3, we found that the whole facial regions contain redundant information
which may lead to identity bias, but there will be certain information lost if we only
extract features on the so-called “salient regions”. The identity-related shape informa-
tion often lies into three factors: 1) outline of face, 2) different size of facial organs
and 3) different displacement of facial organs. ROI-based strategy would solve the first
problem by discarding regions of facial outlines and partially solve the third problems
by dividing a face into independent regions. Obviously, ROI-based approaches cannot
effectively remove all the factors caused by identity-bias. In this chapter, we present a
frontalization-based method which considers the features on the whole facial regions
and identity bias problems can be diminished by several normalization strategies. Fur-
thermore, we start to consider all the challenges of FER in the wild from this chapter.
The main goal of face frontalization is to synthesize realistic frontal face from non-
frontal facial images. The existing methods are either computational expensive or fail
to perform frontalization on novel subjects, none of them has been applied for FER. In
this work, we present a novel facial expression-aware face frontalization method which
jointly considers all the challenges of FER in the wild, as was discussed in Chapter 1.
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4.1 Introduction
It is commonly accepted that universal facial expressions of emotions include six ba-
sic categories: angry, disgust, fear, happy, sad and surprise. Following the research
work by Ekman at el. (Ekman & Friesen, 2011), facial expressions of emotions can be
semantically described as a group of Action Units (AUs) defined in Facial Action cod-
ing System (FACS). FACS is the most comprehensive and anatomic system in which
AUs are facial muscle action descriptor that encode the smallest visible facial muscle
movements. Some excellent results have been achieved for AU detection (Eleftheri-
adis et al., 2016; Koelstra et al., 2010; Rudovic et al., 2015; Walecki et al., 2015).
Although there are obvious connections between AUs and six facial emotions, there
are only a few approaches proposed for AU-based facial emotion analysis (Liu et al.,
2013; Taheri et al., 2014). This is because AUs are very small facial activities that are
quite sensitive to the unconstrained conditions such as head-pose changes and occlu-
sions. Therefore, AU-based approaches for facial emotion analysis has not yet been
fully developed.
Recently, face frontalization has attracted wide attentions due to its effectiveness in
facial analysis. It is commonly accepted that more robust features can be captured from
frontal face rather than profile face. Thus, the main objective of face frontalization is
to recover the frontal faces from non-frontal viewpoints. Meanwhile, there are also
several extended face frontalization approaches that generate facial images in not only
frontal view, but also other views in order to capture more facial features. In general,
face frontalization includes two key components: frontal facial shape estimation and
frontal facial texture fitting.
Frontal shape estimation starts from facial landmark detection. Recently, many
breakthroughs have been made on automatic facial landmark detection (Ren et al.,
2014; Xiong & De la Torre, 2013; Zhu & Ramanan, 2012). The objective of frontal
shape estimation is to align the non-frontal facial landmarks to their frontal positions.
Then, frontal texture-fitting recovers facial appearances by texture warping and rec-
tification. When the non-frontal facial textures are overlaid on a frontal face mesh,
there will be one half face (left or right side of face) with rich pixels and some regions
the other half without visible pixels. The task of texture fitting is to compensate these
regions and rectify the whole facial textures.
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There are currently two main problems in the existing face frontalzation approaches:
1) it is difficult to achieve real-time performance 2) most methods could only be used
for face recognition but not FER.
Face frontalization cannot achieve real-time performance because most approaches
are unsupervised so that it takes a long time to do the optimization. Meanwhile, a
majority of approaches achieve only person-specific face frontalization in which novel
subjects cannot be normalized to their frontal view. Therefore, they are not suitable for
FER because a good FER system should work well on any unseen faces. In the existing
generic (person-independent) face frontalization methods, a rough solution to frontal
shape estimation is presented in which an unmodified shape template (in frontal view)
is used as reference for all the query images and then texture-fitting is performed based
on this single template (Hassner et al., 2015; Sagonas et al., 2015). This strategy is
called hard frontalization in which the reconstructed frontal faces will share a common
2D/3D face shape. The template is often made in a neutral shape as a compromise.
However, the facial expression cues are ignored when reconstructing frontal face. It
is a challenging task to remain or recover facial expressions during the process of
face frontalization. As far as we know, there is no attempt so far that performs face
frontalization with full considerations of facial expressions. To this end, we present a
novel approach that develops supervised approach for real-time face frontalization and
combine the expert knowledge of AUs to achieve a facial expression-aware approach
for FER in the wild.
In this chapter, we propose an approach of Facial Expression-Aware face Frotaliza-
tion (FEAF). This approach includes three main steps: multi-template design, template
matching and texture fitting.
Firstly, multiple emotional shape templates are designed in order to fit in with more
facial expression changes. Considering that the facial regions of eyes, eyebrows and
mouth contain the most enriched facial expression cues (Shan et al., 2009; Xue et al.,
2013), all the possible combinations of AUs on these salient regions will be collected
to form the emotional templates. Obviously, not all the templates contain principal
emotional cues. We then propose a templates measurement strategy based on infor-
mation theory to measure their importance. The principal templates will be selected
by this strategy. Their shapes are obtained by computing the mean landmarks of all
the instances within each template category. In training data, we manually label each
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image with one of the emotional templates according to the visible AU combinations
of facial images.
The second step is template matching which automatically matches each query im-
age with an appropriate template. With all the images from training data and their
assigned templates as unique class label, template matching can be viewed as a classi-
fication problem which can be effectively solved by Support Vector Machine (SVM).
By these two steps, a multi-template model is presented. There are two main advan-
tages of this model: 1) the query facial images of arbitrary out-of-plane head rotations
can be recovered to the frontal view; 2) the three non-linear factors of identity bias
(different outlines, size and displacement of face) with regards to shape variations can
be normalized to several unified shape templates. Theoretically, multi-template model
provide a better solution of identity bias than ROI-based approaches since it considers
all the three factors and registers the whole face without any information lost.
Finally, we rectify the textures into the selected shape templates by Active Appear-
ance Model (AAM) instantiation (Sagonas et al., 2015). AAM can effectively recon-
struct facial textures by linearly combining a group of eigen faces whose coefficients
are learned and optimized through an unsupervised way. The experimental results on
a small-scale facial expression datatset demonstrate the effectiveness of FEAF. In or-
der to test the performance on large-scale dataset, we present a novel FEAF-based
deep learning model for interpersonal relation prediction (Zhang et al., 2018), which
achieves the state-of-the-art performance. The contributions of this work are summa-
rized as follow:
1) We propose a novel facial expression-aware face frontalization method which
reconstructs frontal faces with detailed facial expression cues from unconstrained fa-
cial images. This is the first work of its kind that jointly considers all the non-linear
factors in FER task.
2) The proposed method is robust to head-pose variations and occlusions, and pro-
vides a better solution of identity bias than ROI-based approaches. It is proved to be
an effective methods for the application of facial expression recognition in the wild.
3) FEAF provides a flexible platform for multiple facial template design for facial
expression recovery during face frontalization. The multi-template design strategy is
also fitted to other applications of FER. We demonstrate its flexibility by developing an
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FEAF-based deep learning model and test it on interpersonal relation estimation task.
It achieves the state-of-the-art performance.
4.2 Related Works
Most existing research on FER, as well as public facial expression database, processes
faces in controlled environment where the subjects exhibit posed expressions and their
facial images are captured in frontal or near-frontal view without occlusions (Zeng
et al., 2009). With the development of human-machine interaction system, there is a
significantly increasing demand for FER in the wild.
The variations of out-of-plane head rotation is one of the key challenges for FER
in the wild. There are only a few works on head-pose-invariant FER. Head-pose-
invariant FER approaches focus on how to tackle different views. Moore et al. (Moore
& Bowden, 2011) propose a multi-view approach which classifies all the possible head-
poses into multiple discrete categories of yaw angles. For all the training images, pose
estimation is performed and then head-pose angle is assigned to its closest category.
Then a view-specific facial expression classifier is trained in each yaw angle category.
This method requires a large amount of training data in each head pose in order to
train the classifier. It will fail to perform recognition on novel head pose categories.
Another multi-view FER method (Hesse et al., 2012) suffers the same problems. In
(Eleftheriadis et al., 2015) and (Rudovic et al., 2013), pair-wise view normalization
are described. Different Gaussian Process Regression model are used to model the
relations of landmarks between a non-frontal face and its pair-wise frontal face. They
can deal with novel head-pose categories, but still need a very large amount of training
samples.
It is obvious that head-pose-invariant FER highly relies on the performance of pose
estimation method. Meanwhile, training data is required to be in high-quality and
large-amount. The satisfied database is often not readily available. More importantly,
head-pose variation is just one factor of unconstrained facial images. The problem
of occlusion is not mentioned in these methods. Thus, head-pose-invariant FER ap-
proaches only partially solve the problem of FER in the wild.
The state-of-the-art performance on FER in the wild has been obtained by using
DCNN (Kim et al., 2015; Mollahosseini et al., 2016; Tang, 2013). However, deep FER
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models have not yet attracted wide attentions and their results were not such fabulous
as other applications of DCNN (e.g. face recognition (Parkhi et al., 2015; Taigman
et al., 2014), image recognition (Simonyan & Zisserman, 2014; Szegedy et al., 2015)
etc.). This is due to the very finite public resources of facial expression images, espe-
cially those captured in the wild. Meanwhile, it is also quite challenging to manually
collect and label millions of facial expression images due to the ambiguously semantic
nature of facial expressions. Human beings often exhibit expressions of mixed emo-
tions so that it is nearly impossible to label a facial expression image with a clear and
independent emotional category. Therefore, small-sample learning methods are still
the mainstream of current FER research.
Face frontalization aims to reconstruct the frontal facing view from non-frontal
viewpoints. It is a comprehensive research method, which is often associated with face
alignment, face morphing and texture rectification. Most approaches were designed
for face recognition task since it has been reported that most popular facial processing
methods had more than 10% superior performance on frontal-frontal verification over
frontal-profile verification. Face frontalization can be seen as an independent prepro-
cessing or registration strategy. It is used to normalize unconstrained facial samples
of various out-of-plane head rotations and occlusions into a controlled case of clean
frontal face. Based on the generalization capability, face frontalization methods can be
divided into two categories: person-specific approaches and generic approaches.
Frontal facial shape estimation is the fundamental step, but also very challenging.
In (Jeni et al., 2015) and (Roth et al., 2015), two approaches of person-specific 3D
model reconstruction are performed, in which several images captured from one person
in different poses and expressions are used to reconstruct his/her 3D model. These
methods can implement frontalization, but they are not practical since these methods
a) are computational expensive to build 3D model, b) require a massive training data
to learn shape models, and c) will fail in reconstructing 3D model of novel subjects.
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Figure 4.1: Relations between universal emotions and AUs
4.3 FEAF Model
4.3.1 Initial Design of Multi-template Model
Since FACS AUs have been effectively used in facial behaviour analysis, we design
the multi-template model according to AU combinations. As is previously mentioned,
there is a close relations between AUs and 6 universal facial emotions. As is decribed
in Fig. 4.1, the left table shows the AU numbers and their description. The right
table shows that each basic emotion can be described as a specific combination of
AUs, which suggests a typical relation between universal emotions and AUs. How-
ever, spontaneous facial expressions of one specific emotion varies due to individual
differences and expression intensities. Therefore, we design multiple templates by re-
grouping AUs in salient regions in order to meet the requirements of modelling various
expressions.
It is commonly accepted that the facial regions of eyebrows, eyes and mouth are
regions of interests(ROI) which convey the most enriched cues of facial expressions.
Thus, the emotional templates are designed according to the facial activities in ROI.
But in practice, the corresponding AUs or AU combinations are sometimes not sig-
nificantly visible or zre not associated with emotions. So we set an explicit exclude
criteria: 1) The less obvious features are excluded (eg, AU7 and AU16) due to the
ambiguous semantic nature of AUs. 2) Considered our template are shape models, the
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Figure 4.2: FACS AUs on eyebrow and eye regions
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Figure 4.3: FACS AUs on mouth regions
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AUs which are only reflected by texture features are excluded (eg, AU17 and AU24).
3) Those that are not related to facial emotions are excluded (eg, AU43).
Based on the above mentioned rule, we first design the shape model in eyebrows,
eyes and mouth regions, respectively. AU1, 2 and 4 encode the activities of eyebrows
and their combinations generate four emotional eyebrow behaviours: 1+4, 1+2, 1+2+4
and 4 corresponding to sad, surprise, fear and angry, respectively. The expression of
2+4 is not considered since it happens occasionally. By observing that the combination
1+4 and 1+2+4 are visibly similar and difficult to distinguish them only according to
shape features, we only maintain 1+4 and remove 1+2+4. Therefore, the results of
eyebrow templates include 3 combination, as is shown in Fig. 4.2.
The AUs related to eye movements are AU5, 7 and 43. AU43 is not a discriminative
feature for facial emotions, so it is excluded straightforwardly. AU7 is useful but its
shape features are not so obvious as they are nearly the same as neutral state of eyes.
So the eye behaviours include only two states: eyes widely open (AU5) and neutral, as
is illuminated in Fig. 4.2.
The mouth activities are much more complicated. AU 12, 15, 16, 20, 22, 23, 24,
25, 26, 27 and 28 describe the mouth actions. Among them, AU 16, 24 and 28 are less
significant shape features. The differences between 26 and 27, 25 and 22 cannot be
reflected by landmark features, so AU22 and 26 are excluded. The remaining AUs are
illuminated in Fig. 4.3.
Combining all these components will lead to 42 templates, but most of them are
meaningless or non-existent (eg, 4+12+25 and 1+2+15). We check all these templates
on a public facial expression database: Static Facial Expression in the Wild (SFEW),
and manually assign each facial image with a template. If a template cannot match
with any images in the database, we will think of it as an unreasonable template and
remove it. After this process, there are 16 templates left as is shown in Fig. 4.5 and
Fig. 4.6.
The 16 initial templates could cover nearly all the possible shapes facial expres-
sions of emotions. But how to distinguish them is a challenging problem. In order to
make it easier to classify these templates, we need to reduce the number of templates
by merging some similar templates. Details of template design and template matching
are discussed in Section 4.3.2.
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Frequency and J-measure of eyebrow AUs on CK+ database
angry disgust fear happy sad surprise J
AU1 0 0 0 0 2 0 0.0155
AU4 40 36 3 0 2 0 0.2405
AU1+2 0 0 4 0 3 80 0.3018
AU1+4 0 0 12 0 17 0 0.1661
AU1+2+4 0 0 6 0 4 1 0.0515
Neutral 5 23 0 69 0 2 0.2349
Figure 4.4: Principal shape template of eyebrow behaviours
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Figure 4.5: Initial shape template (part 1)
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Figure 4.6: Initial shape template (part 2)
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4.3.2 Template Design and Template Matching
The goal of template matching is to match the facial shape of a query image with its
most appropriate template. It, thus, starts from facial landmark detection. We em-
ployed Supervised Decent Method (SDM) (Xiong & De la Torre, 2013) for landmark
detection due to its effectiveness and small computational cost. SDM can well detect
49 landmark points located in eyebrows, eyes, nose and mouth. As is discussed be-
fore, our template model only focuses on eyebrows, eyes and mouth. So, the 9 points
located in the nose region are deleted, which results in 40 points for template match-
ing (Wang et al., 2016). As is shown in Fig. 4.7, the green points on nose region are
excluded from the shape model. Then, the shape is regularized to a uniformed size by
using procrustes analysis. With the obtained shape features, we classify an image into
one of 16 templates. This task can be seen as a classification problem which can be
solved by machine learning techniques.
The classification results on 16 templates can be seen in Table 4.1. It is obvious
that the accuracy of template matching on initial templates is low (The overall accu-
racy is 47%). This is because there are some similar templates, which may result in
mismatching. Apparently, the accuracy will improve if we reduce the number of tem-
plates by merging the similar templates. However, too few templates will oppositely
cause large distortion of expression reconstruction. The goal is to minimize the error
rate of template matching while retaining as many discriminative templates as possi-
ble. So we design the multi-template model according to two issues: discrimination of
templates and error rate.
For the first problem, discrimination describes how much information a template
may contain (how useful for learning). Although each template depicts a specific facial
shape movement and is substantial for expression modelling, their contributions to
facial emotion recognition task are quite different. The most informative templates
will be selected to build our multi-template model.
J-measure (Smyth & Goodman, 1992) is an effective criterion which is introduced
in information theory and usually uses rule-based learning approaches. Given two
distributions Y and T , y and t are their specific values, respectively. For our purpose,
Y is the distribution of labels of six facial emotions and T is the template distribution
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with T = t being a particular input event that one of 16 templates is selected. J-
measure, as well as one of its component j-measure, is expressed as follow:
j(Y ;T = t) =
∑
y
p(y|t) log(p(y|t)
p(y)
) (4.1)
J(Y ;T = t) = p(t) j(Y ;T = t) (4.2)
where p(y) and p(y|t) are priori and posteriori probabilities of Y , respectively. And
p(t) is the probability that event T = t occurs. The j-measure can be viewed as
the average mutual information of y and t, which defines the information theoretic
similarity between emotion categories and template. The template T = t with higher
value of j-measure is better because it is more biased to one emotion and, thus, more
discriminative. In J-measure, p(t) denotes how many training instances of a template
covers over the whole database. For example, t6 is biased to Sad but only a few images
are assigned to t6. Although t6 is discriminative, its contribution to average recognition
rate of facial expressions is still finite. So, J-measure is the average expectation of
discrimination with regards to each template.
Another problem of template matching is classification error. A well-designed
template should be not only discriminative with regards to emotions but also easily
distinguished with other templates. The classification accuracy of template matching
can be denoted by A(t).
We propose a new measurement for template matching, called T-measure:
T (Y ;T = t) = A(t) J(Y ;T = t) (4.3)
The T-measure computed on SFEW training data is shown in Table 4.1. A well-
designed template will have a higher value of T-measure. This kind of template should
be selected by a threshold strategy as follow: 1) sort templates according to T-measure
values from large to small, 2) calculate the summation of all the n T-measure values
S(n) =
∑n
i=1 T (Y ;T = ti), 3) calculate the summation S(j) =
∑j
i=1 T (Y ;T = ti)
where j = 1, 2, ...n, 4) calculate the percentage S(j)/S(n) starting from j = 1 and
moving on calculating the percentage with j ← j + 1 until the percentage is larger
than the threshold.
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Figure 4.7: Template Matching
If we set the threshold by 85%, 6 template t1, t2, t3, t9, t11 and t16 will be se-
lected. If we set the threshold by 95%, 8 templates t1, t2, t3, t7, t9, t10, t11 and t16
will be selected. In this set-up, we use 95% as the threshold, as illuminated in Fig.
4.4. Therefore, the corresponding 8 templates are selected as the best-designed fidu-
cial templates. According to definition of T-measure, it is obvious that the selected
templates have already covered most of the training instances over the whole database.
So there is no need to merge the rest of the templates to these fiducial ones because
their contributions to template design and matching is very small.
With all the 8 fiducial templates and their corresponding images, we manually
select the frontal facial images without occlusions from training data. The reference
templates are obtained by computing the mean shape of each template category. The
results are shown in Fig. 4.8.
As is previous mentioned, each facial image will be matched to one of 8 fiducial
templates and machine learning techniques can employed for this task. The above
mentioned classification accuracy of initial template matching is obtained by SVM.
Support Vector Machine: SVM is one of the most effective and accurate methods
for data classification (Heisele et al., 2001). In a two-class learning task, SVM assumes
that the best classification results are obtained by maximizing the margin of hyperplane
between two classes. It can be expressed by:
argmin
w,b
1
2
‖w‖
s.t. yi(w
Txi + b) ≥ 1, i = 1, ..., n
(4.4)
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Figure 4.8: Eight templates of face shape
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where (xi, yi) is a training instance, w and b denote weight vector and bias in the hy-
perplane, respectively. For non-linear problems, SVM allows domain-specific kernel
functions which map the coordinate system to a new feature space. SVM achieves
good trade-off between model complexity and generalization error. SVM shows pecu-
liar advantages in small sample learning, nonlinear or high-dimensional data patterns
recognition tasks.
In this approach, the coordinate values of landmarks are training instances and
corresponding number of templates are class labels. In this previous step, we have
already manually labelled the images by one of the templates, so a SVM model can
be trained on this training data. Considered there are many non-linear factors caused
by head-rotation and individual differences, we employed a non-linear kernel Radial
Basis Function (RBF) for this task.
The whole process of template matching can be seen in Fig. 4.7. This is a flex-
ible platform that any other applications of FER can employ the 8 fiducial templates
obtained on SFEW training data, but not limited on these templates. The algorithm
of multi-template design and matching are also suitable for other applications of FER,
such as interpersonal relation prediction.
The best result of these three methods will be used for template matching.
4.3.3 Texture Reconstruction
Once the template is well matched, we should reconstruct realistic facial textures
within this template. Texture reconstruction starts from filling in textures to the base
mesh (selected shape template) by a two-step image warping: 1) a warp function
W (x; p) is computed to associate the each pixel position from base mesh with the
pixel positions of input image I , and 2) the value each pixel x in the warped image
I(W (x; p)) is obtained by sampling the image I at that corresponding position. We
employed piecewise affine warping method (Matthews & Baker, 2004) to calculate
warp function W (x; p) . Piecewise affine warping is based on an assumption that im-
age warping on a small local region can be seen as a linear transformation although
whole face warping is nonlinear.
Given a base shape (one of the 8 principal templates), Delaunay triangulation is
used to create multiple non-overlapping triangles whose vertices are facial landmark
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points. All these triangles make up the mesh. Each triangle accounts for a fairly small
region such that it is reasonable to use linearly affine warping.
Let s0 denote the base mesh whose pixels are denoted as x = (x, y). Assume a
pixel (x0, y0) in the base mash lie into a triangle whose vertices are (x0i , y
0
i ), (x
0
j , y
0
j )
and (x0k, y
0
k), this pixel can be uniquely expressed as:
(x0, y0) = (x0i , y
0
i ) + α[(x
0
j , y
0
j )− (x0i , y0i )] + β[(x0k, y0k)− (x0i , y0i )]
where

α =
(x0 − x0i )(y0k − y0i )− (y0 − y0i )(x0k − x0i )
(x0j − x0i )(y0k − y0i )− (y0j − y0i )(x0k − x0i )
β =
(y0 − y0i )(x0j − x0i )− (x0 − x0i )(y0j − y0i )
(x0j − x0i )(y0k − y0i )− (y0j − y0i )(x0k − x0i )
(4.5)
Let s denote the shape of input face where there is an unique triangle (xi, yi),
(xj, yj) and (xk, yk) associated with the triangle (xi, yi), (xj, yj) and (xk, yk) from
base mesh. The results of α and β are used to calculate the associated pixel position
(x, y) in the input image:
W (x; p) = (x, y) = (xi, yi) + α[(xj, yj)− (xi, yi)] + β[(xk, yk)− (xi, yi)] (4.6)
As the location of each pixel of the base mesh is assigned to the corresponding position
in input image, the pixel value of base template is obtained by sampling pixel values
from input image I at corresponding position. The most commonly used sampling
strategy is bilinear interpolation.
After piece-wise affine warping, the selected template is filled in textures from in-
put images. However, the warped image may not be realistic due to the self-occlusion
caused by out-of-plane head rotation, as is illuminated in Fig. 4.10. There should
be further processing to rectify the textures. Current techniques for texture fitting in-
clude AAM model instantiation and RSF. We will implement both of them and their
comparison will be shown in the experiment section.
Active Appearance Model: AAM (Matthews & Baker, 2004) is well know for fa-
cial landmark detection. AAM model fitting is employed to reconstruct facial textures.
For each query image I ∈ Rm×n, AAM model instantiation minimizes an objective
function:
argmin
λ
‖ A(x)− I(W (x; p)) ‖2 (4.7)
65
4.3 FEAF Model
Figure 4.9: Eigen faces
Figure 4.10: Texture Fitting
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where A(x) = A0(x) +
∑m
i=1 λiAi(x) is the required frontal face in which A0(x) is
mean face and
∑m
i=1 λiAi(x) is a linear combination of a set of pre-defined eigen faces
MA = [A1(x)|A2(x)| · · · |Am(x)], parameterized by λ. The eigen faces are computed
by applying Principal Component Analysis (PCA) to a set of warped training images.
The original training images should normally contain clean (no occlusion) and frontal
faces. They are then shape normalized by piece-wise affine warping their facial shapes
and appearances onto a base mesh (selected template). By applying PCA, Ai is manu-
ally set to be m eigen faces with regards of m largest eigenvalues. An overview of this
process is illuminated in Fig. 4.9.
In our experiment, the shape of input face is automatically detected by SDM. The
detected landmarks may sometimes incorrect, which may directly lead to a failure of
frontalization result. Therefore, we continue employing AAM gradient search strategy
to enhance the landmark detection results. The Equation 4.7 is modified by minimiz-
ing:
argmin
λ,∆p
‖ A(x)− I(W (x; p+ ∆p)) ‖2 (4.8)
where p is updated by p ← p + ∆p. The linear approximation is given by a Taylor
series expansion:
I(W (x; p+ ∆p)) = I(W (x; p)) +∇I ∂W
∂p
∆p (4.9)
where ∇I is the gradient image, ∂W
∂p
is the warp Jacobian evaluated by p, and p is
the parameter of current shape referred to the equation s = s0 +
∑n
i=1 pisi defined by
Active Shape Model (ASM) (Cootes et al., 1995). The base shape s0 is the mean shape
of all shapes of training images and the eigenvectors si represent shape variance com-
puted by applying PCA to the training shapes. Let us denote the landmark positions as
s = (x1, y1, x2, y2, ..., xv, yv). The warp Jacobian is computed by applying chain rule:
∂W
∂p
=
v∑
i=1
[
∂W
∂xi
∂xi
∂p
+
∂W
∂yi
∂yi
∂p
]
(4.10)
where
∂W
∂xi
= (1− α− β, 0) and ∂W
∂yi
= (0, 1− α− β)
∂xi
∂p
= (sxi1 , s
xi
2 , ..., s
xi
n ) and
∂yi
∂p
= (syi1 , s
yi
2 , ..., s
yi
n )
(4.11)
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The solution of Equation 4.13 for λ is given as:
λ = (I(W (x; p+ ∆p))− A0(x))MTA (4.12)
where MTA = M
−1
A since they are orthonormal eigenvectors. Then the solution to ∆p
is to use Gaussian Newton approximation as:
∆p =
∑
x
([
∇I ∂W
∂p
]T [
∇I ∂W
∂p
])−1 [
∇I ∂W
∂p
]T
[A(x)− I(W (x; p))] (4.13)
The algorithm works iteratively with update rule p← p+ ∆p until converge. The final
parameter λ is used to calculate the frontal facial image A0(x) +
∑m
i=1 λiAi(x). The
overview is shown in Algorithm 1.
Robust Statistical face Frontalization: RSF can be seen as a variant of AAM. The
main advantage is that there is an additional error matrix whose coefficient can be set
manually to control the influence of occlusions. RSF is closely related to Transform
Invariant Low-rank Texture (TILT) (Zhang et al., 2012). RSF is based on the fact
that frontal face image has the minimum rank (smallest value of nuclear norm) when
compared to non-frontal face images. Although many different denotations of RSF
and AAM represent the same meanings, we still follow the denotations from ??. So an
optimization problem can be described as follow:
argmin
L,e,c,∆p
‖L‖∗ + λ ‖E‖1
s.t.

H(1)(∆p, c, e) = x(p) + J(p)∆p− Uc− e = 0
H(2)(L, c) = L−
k∑
i=1
R(ui)ci = 0
(4.14)
where L is low-rank matrix which is expected to be the recovered frontal face. E is
sparse error matrix. X(p) is the warped image and p is the parameter of its shape re-
ferred to the equation s = s0 + Usp defined by Active Shape Model (ASM) (Cootes
et al., 1995) where s0 is the reference template. J(p) = x(p)∂W∂p is the Jacobian matrix.
U = [u1|u2| · · · |uk] is the pre-computed appearance model (eigen faces computed on
only clean frontal faces). Equation H(1) indicates that the addition of low rank texture
L and sparse error E agrees with the warped image, such that X(p) = L+E. In equa-
tion H(2), the low rank matrix is represented as a linear combination of U where c is
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its parameter. R(•) is an operator that reshape a vector to its corresponding matrix. By
introducing augmented Lagrangian method (ALM) and alternating directions method
of multipliers (ADMM). The parameters can be optimized iteratively.
Algorithm 1 Facial Expression-Aware face Frontalization
Input:
Test image I , orthonormal appearance model MA = [A1(x)|A2(x)| · · · |Am(x)],
orthonormal shape model Ms = [s1|s2| · · · |sn], eight templates T =
[t1|t2|t3|t4|t5|t6|t7|t8]
1: Detect facial shape s49 of 49 landmarks of I using SDM
2: Assign I to one of the templates ti by performing Procrustes analysis on s49, ex-
tracting coordinate features and classifying feature representation using SVM
3: initial 66 landmarks s using SDM and compute p = MTs (s− ti).
4: while not converged do
5: I(W (x; p))←Warp I onto ti
6: J ← compute Jacobian matrix
7: while not converged do
8: compute ∆p and λ by Equation 4.12 and 4.13 or via inner loop of RSF
9: end
10: p = p+ ∆p
11: end
Output:
frontal face A(x) = A0(x) +
∑m
i=1 λiAi(x)
The whole RSF includes outer loop and inner loop. Inner loop solves the above
optimization problem and returns ∆p. Outer loop updates p by p = p + ∆p and then
use the new parameter to compute warp image X(p) and Jacobian matrix.
In (Koelstra et al., 2010), the author does not provide the source code of RSF,
so we implement it independently. The time complexity of RSF is relatively high.
Both optimization in inner loop and piecewise affine warping in outer loop are time
consuming. In practice, there will be more than 120 iterations in each inner loop and
no less than 40 iterations in outer loop. This situation makes RSF computationally
expensive.
Considering that RSF optimization is an unsupervised linear search, it will lead to
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Figure 4.11: Interpersonal relation traits
very slow convergence and expensive time cost. If the initialization is localized near
the optimal value, the number of outer loop will drop significantly. In order to achieve
the expected initialization, accurate landmark detection is needed. SDM is adequate,
but this time 66 points are needed to synthesize the face mesh instead of the original 49
points. The authors of SDM only provide a 49-points detection model and the training
part is totally hidden. So we implement SDM and train the 66-points landmark model.
The 66 points computed using SDM is not so accurate compared with its 49-points
counterpart, but it is still very close to the optimal values. In this strategy, outer loop
of RSF can converge within five rounds. By introducing this simple step, this method
become much more efficiency. The whole approach is shown in Algorithm 1.
4.4 FEAF for Interpersonal Relation Estimation
FEAF is proposed for small-sample learning task. In order to validate its performance
on large-scale dataset, we introduce interpersonal relation prediction, as well as the
corresponding large-scale dataset, and present a novel approach that integrates FEAF
with deep CNN for large-scale data processing.
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224×224×2
Extract spatial cues and 
facial expression cues
Neutral
Happy
             
Convolutional layers Fully connected layer
Figure 4.12: Approach for interpersonal relation prediction
In (Zhang et al., 2015) and (Zhang et al., 2018), Zhang et al. presented an inter-
personal relation dataset and proposed to use a deep learning architecture to predict
pair-wise interpersonal relation categories. The dataset is created based on the psycho-
logical study from (Kiesler, 1983). As is shown in Fig. 4.11, eight relation traits are
defined, which are dominant, competitive, trusting, warm, friendly, involved, demon-
strative and assured. Accordingly, their negative counterparts are submissive, deferent,
mistrusting, cold, hostile, detached, inhibited and unassured. Each image contains
two faces and is labelled by eight independent binary traits. Currently, (Zhang et al.,
2015, 2018) from Zhang et al. is the only research and benchmark for automatic facial
expression-driven interpersonal relation prediction. However, those methods capture
features of pair-wise faces separately and, therefore, neglect the mutual features. How
to capture mutual facial features is still a gap. In this chapter, we fill this gap by pre-
senting a FEAF-based deep learning approach.
In this work, we propose a new approach for interpersonal relation prediction,
where a shared representation of each related two faces is achieved by 1) deep feat-
ues leaned by deep CNN, 2) spatial cues and 3) facial expression cues. Firstly, two
faces are detected and normalized to frontal view using FEAF. Then, two frontal faces
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are combined in parallel so that a two-channel map (or six-channel map for colour
images) is generated, which goes though all the convolutional layers to extract image
features. Then, we employed the work from (Zhang et al., 2018) to represent spatial
cues as scale-normalized positions of two faces. Facial expression cue is the output of
individual emotion recognition predicted by FEAF model. Spatial and facial expres-
sion cues directly link to fully connected layer. Finally, we train a deep CNN model as
shown in Fig. 4.12.
The configuration of CNN is shown in Table 4.2. A computational block normally
includes an either convolutional or Fully Connected (FC) layer, a batch normalization
(BN) layer, an Activation function (Rectified Linear Unit, ReLU) and a Max-Pooling
layer. Stride describes how many pixel grids should be jumped over when sliding
the kernel windows on the image. Padding describes how many additional rows and
columns can be added to border of an image and empirically, all the additional ele-
ments should be zero. The spatial and facial expression cues are quantified into a six
dimensional feature vector and added to the input of block 7. We choose Sigmoid
function + Cross Entropy as the loss function because the eight interpersonal relation
traits are assumed to be mutually independent.
4.5 Experiment
4.5.1 Database and experimental design
The proposed method will be evaluated on a public database: Static Facial Expres-
sion in the Wild (SFEW) (Dhall et al., 2011). SFEW contains 700 spontaneous facial
expressions images annotated by human experts with seven categories: six universal
emotions and neutral. The images cover different real-world conditions such as oc-
clusion, low resolution and variations in illumination and head pose. SFEW include 2
image sets: one for training and the other for testing and vice versa. It provides a clear
person-independent evaluation protocol in which the images of one specific person
with one specific emotion can only exist in one image set, whatever training or testing
set. This setup ensures that the experiment is strictly person-independent. SFEW is
currently the only in-the-wild facial expression database which was fully annotated by
human experts. So, it is the only database that satisfied our needs.
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Figure 4.13: Face frontalization on unconstrained images
The experiment is designed as follow. With seven categories of templates, we first
train an SVM model on the training data. On the testing data, this SVM model is
used for template matching which returns the number of predicted template. Then
we perform facial texture fitting on both training and testing images according to the
assigned templates. The reconstructed frontal face will be used for the final expression
recognition which include feature extraction and emotion classification. In Section
4.5.2, the visual effects of face frontalization will be displayed. In Section 4.5.3, we
will show the results of recognition rate of facial expressions and compare our method
with the state-of-the-art FER approaches.
4.5.2 Face frontalization
In Fig. 4.13, we illuminate the result of face frontalization in different real-world
conditions. Fig. 4.13 (a) and (b) shows that out-of-plane head rotation in pan and tilt
angles can be well recovered to frontal view. Fig. 4.13 (c) shows that large variations
of facial expressions can be well maintained on the reconstructed frontal faces. Fig.6
(d), (e) and (f) displayed the facial images with the problem of illumination changes,
low resolution and occlusions, respectively. Our method shows robustness to these
problems.
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As discussed in Section 4.2, both soft symmetry (Hassner et al., 2015) and RSF
(Sagonas et al., 2015) represent the state-of-the-art results of generic face frontaliza-
tion. Their performances of visual effects on unconstrained images are displayed in
Table 4.3. In this experiment, we directly use the open source library of (Hassner
et al., 2015) provided by the authors. For RSF, the basic idea is also based on AAM
model instantiation and the unique reference template is often neutral. So we imple-
ment RSF and use T8 (neutral template) as reference template. In Table 4.3, we select
some typical real-world conditions and show the visual results of frontalization meth-
ods. For illumination, RSF and FEAF remain the real illumination changes, while
soft symmetry may produce fake illuminations when the illumination conditions in the
left face sides are different from the right side. Take the second image of illumina-
tion column from Table 4.3 as an example, the original image only shows one lighting
source in the left side. But in the synthesized image of soft symmetry, it looks like
there exists two lighting sources in both left and right sides. For occlusion problem,
the visual effects shows RSF and FEAF outperforms soft symmetry. If the occlusion
occurs on the pixel enriched face side, occlusion objects may also be used compensate
the other face part. So, soft symmetry is quite sensitive to occlusions. For out-of-plane
head rotation, all of these methods perform well on small-angle rotation. There are
some large distortions of the synthesized images using soft symmetry. RSF and FEAF
achieve better results but may fail to reconstruct the illumination changes on the orig-
inally invisible facial regions. For the problem of face alignment, face frontalization
must start from landmark detection. Although there are many successful landmark de-
tection methods, misalignment is inevitable. Misalignment will cause distortions when
using soft symmetry. RSF and FEAF is robust to the landmark location because they
are both based on AAM model instantiation which can search for appropriate land-
mark locations automatically. Actually, RSF and FEAF can achieve good results even
if they start from mean shape. But we still use the detected landmarks as initialization
because this set-up will significantly improve the efficiency.
Expression reconstruction is the most important issue in our work. In Table 4.3,
we can see that all the reconstructed faces by RSF share the same landmark locations,
in which many significant facial expressions are lost. Soft symmetry can well recon-
struct expressions on some images, but there is very large distortions, which will lead
to failure in recognizing facial expressions. FEAF works well on both frontalization
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(a) (b)
(c) (d)
(e) (f)
Figure 4.14: Face frontalization
and expression reconstruction. In general, soft symmetry is sensitive to illumination
changes, occlusions and misalignment. Its advantage is that it works well on main-
taining expressions to some extent. RSF and FEAF performs well on nearly all the
unconstrained real-world conditions. The problem of RSF is that it totally failed in
maintaining the facial expressions. FEAF is the most effective method in reconstruct-
ing facial expressions.
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4.5.3 Facial expression recognition
In this section, we evaluate the frontalization model on facial expression recognition
tasks. For each frontalized face, we use two popular local descriptors: Local Binary
Pattern (LBP) (Huang et al., 2011) and Histogram of Oriented Gradients (HOG) (Dalal
& Triggs, 2005) for feature extraction and SVM for emotion classification.
Histogram of Oriented Gradients is popular feature descriptor to describe lo-
cal spatial relations, which has been successfully used for object detection. It divides
an image into small adjacent regions and counts occurrences of gradient orientation
in each region. The gradient orientation is achieved by sliding a derivative mask
(weight kernel) through the whole image and calculating weighted summation within
each sliding window. Since both LBP and HOG descriptors are in histogram manner,
we can combine the two features together by cascading the two histograms, denoted
as LBP+HoG. The detailed introduction of LBP and SVM can be referred to Section
3.3.3 and Section 3.3.4, respectively.
Table 4.4 shows the confusion matrix for FER attained by cascaded histogram of
LBP+HoG features and SVM classifier. As can be seen, Happy achieves the best
performance while Neutral are easily confused with other categories. This is because
Happy is closely related to template T1 which is the most discriminative template.
Meanwhile Neutral faces are not often related to neutral template T8 due to individual
differences, which results in a low recognition rate of Neutral category.
In Table 4.5, we show FER performance of the three generic frontalization ap-
proaches and make a comprehensive comparison. LBP+SVM representation performs
better than single LBP feature. The results of single HOG representation is not listed
because of its poor performance. Soft symmetry based approach performs worse due
to the large distortion of the face reconstruction and sensitivity to occlusions. RSF
performs a little better because of its robustness to occlusions and realistic face re-
construction results. But the accuracy is still low because it often fails to reconstruct
detailed facial expressions. Our methods outperforms the other two methods, which
demonstrates its effectiveness of facial expression reconstruction.
Table 4.6 shows the comparison with the state-of-the-art approaches for FER in the
wild. The result of baseline is obtained from database creators (Dhall et al., 2011). It
neither employs view-invariant approaches nor addresses the problem of discriminative
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feature learning. So the baseline shows inferior performance than most view-invariant
FER methods. In (Eleftheriadis et al., 2015), the latest approach of view-normalization
model is presented. It achieves relatively high accuracy in Disgust and Sadness. Nev-
ertheless, its recognition rates of Neutral and Surprise are extremely poor, even lower
than random guess. As previously discussed, its performance highly relies on a large
amount high-quality training data. Therefore, we can conclude that this method is un-
stable in small sample learning tasks. In (Liu et al., 2013), a dictionary-learning model
is displayed and its result is a little better than (Eleftheriadis et al., 2015). The results
on all of the emotions categories are better than baseline, which reveals its good sta-
bility. Our method achieves an outstanding performance when compared with these
methods. The average recognition rate improves over 20%, which indicates an signifi-
cant improvement in the research of FER in the wild. The accuracy of both Angry and
Happy is more than 50% accuracy, while the others also achieves a considerable im-
provements. It can be seen that the other two frontalization methods are also superior
over the state-of-the-art approaches according to Table 4.5 and Table 4.6. Although
face frontalization was originally proposed for face recognition, it is proved that face
frontalization is also valuable for FER. Compared with traditional multi-view FER ap-
proaches, face frontalization is also a good choice for FER in the wild. What is worth
mentioning is that although great breakthrough has been made in this research, the ac-
curacy of FER using deep learning methods is still slightly higher than our methods.
But deep learning must be based on extremely large amount of extra training data and
its experiments are not strictly person-independent, which does not comply with the
evaluation protocol of SFEW. Our research is still currently the best work for small
sample learning task.
4.5.4 Interpersonal Relation Prediction
The experiment in this section is designed to demonstrate the flexibility of FEAF for
different applications of facial expression analysis. As is described in Section 4.4,
we develop a novel deep structure that flexibly integrates FEAF with DCNN. In this
Section, we evaluate this approach on interpersonal relation prediction dataset (Zhang
et al., 2018).
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This is a recent released public dataset containing 8016 unconstrained facial images
chosen from web and movies. Each image is annotated with faces’ bounding boxes
and labelled by 8 independent binary categories (positive or negative) of relation traits.
Different from SFEW, this is a large-scale dataset which enable training a deep CNN
model.
To evaluate the performance, we follow the evaluation metric from (Zhang et al.,
2018) where the accuracy is defined by:
accuracy = 0.5×
(
np
Np
+
nn
Nn
)
(4.15)
where Np and Nn represent the numbers of positive and native samples, respectively,
and np and nn are the numbers of true positive and true negative samples. This metric
accounts for the imbalanced attribution of samples.
The result is shown in Table 4.7. As this dataset is released recently, (Zhang et al.,
2018) is the only result that can be introduced for comparison. Our method has a 10%
superiority than (Zhang et al., 2018). Furthermore, the authors of (Zhang et al., 2018)
collected over 318K external images for training while we only use the images from
relation trait dataset without introducing any other images. This result demonstrates
that FEAF can be flexibly integrated FEAF with DCNN and work well on large-scale
dataset.
4.6 Summary
In this chapter, to the best of our knowledge, we present the first work that jointly
considers all the non-linear factors for FER in the wild. For the problem of identity
bias, we develop a multi-template model to normalize the various facial geometric
differences (the outline of face, different size and displacement of facial organs). Then,
we employed the latest techniques of face frontalization to solve the problem of head-
pose changes and occlusions. Finally, T-measure was proposed to carefully select
principal templates, which helped to reduce the large intra-class variance caused by
the irregularity of spontaneous expressions.
The state-of-the-art performance is achieved in the task of static facial expression
recognition in the wild. In the next chapter, we aim to capture more subtle facial
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expressions and further improve the face frontalization-based model for dynamic FER.
79
4.6 Summary
Table 4.2: The configuration of CNN
Layers Kernel Size Stride Padding
Block 1
Convolution 11× 11× 2× 64 4 0
BN - - -
ReLU - - -
Max-Pooling 3× 3 2 1
Block 2
Convolution 5× 5× 64× 256 1 2
BN - - -
ReLU - - -
Max-Pooling 3× 3 2 0
Block 3
Convolution 3× 3× 256× 256 1 1
BN - - -
ReLU - - -
Block 4
Convolution 3× 3× 256× 256 1 1
BN - - -
ReLU - - -
Block 5
Convolution 3× 3× 256× 256 1 1
BN - - -
ReLU - - -
Max-Pooling 3× 3 2 0
Block 6
FC 6× 6× 256× 4096 1 0
BN - - -
ReLU - - -
Block 7
FC 1× 1× 4102× 4096 1 0
BN - - -
ReLU - - -
Block 8 FC 1× 1× 4096× 8 1 0
Loss Sigmoid + Cross Entropy 1
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Table 4.4: Confusion matrix (%) on SFEW databse
Angry Disgust Fear Happy Neutral Sadness Surprise
Angry 51.79 2.68 5.36 10.71 12.50 7.14 9.82
Disgust 9.41 41.18 14.12 11.76 15.29 7.06 1.18
Fear 9.09 5.05 42.42 7.07 11.11 7.07 18.18
Happy 4.39 4.39 4.39 76.32 1.75 4.39 4.39
Neutral 16.00 10.00 9.00 6.00 36.00 12.00 11.00
Sadness 17.17 7.07 8.08 17.17 9.09 38.38 3.03
Surprise 15.38 3.30 15.38 10.99 14.29 3.30 37.36
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4.6 Summary
Table 4.7: Comparison of relation traits prediction performance
HOG+SVM (Zhang et al., 2018) ours
Accuracy 62.1% 70.0% 80.47%
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Chapter 5
Cascade Regression-Based Face
Frontalization for Dynamic FER
Facial expressions are inherently subtle facial muscle movements which can be better
analyzed in a dynamic manner rather static. Dynamic facial expression recognition
methods capture facial movements by means of modelling spatio-temporal features.
The influence of identity bias can be significantly diminished by dynamic approaches
because facial temporal features have nothing to do with identity-related cues but are
completely associated to expression changes. Although dynamic approaches provide
a good solution to identity bias challenge, the problems of occlusions and head rota-
tion variations still remain. Currently, most existing approaches only considered the
registration of time changes but ignored the above two problems. In Chapter 4, face
frontalization has been proved to be quite effective for head pose normalization and oc-
clusion obliteration. However, FEAF is based on several meaningful templates, which
is not able to track facial changes in an image sequence. In this chapter, we presents a
novel sequential face frontalization method for dynamic facial expression analysis.
5.1 Introduction
FER has various applications including, but not limited to, human computer interac-
tion (HCI) (Dureha, 2014; Wang et al., 2015; Wu et al., 2008), animation (Aneja et al.,
2016; Ichim et al., 2015; Thies et al., 2016) and security (Pfister et al., 2011). The
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existing works on expression analysis often focus on static facial images processing.
However, facial expressions are inherently dynamic actions which can be better de-
scribed as several sequential pieces of facial motions in a time interval. Although
static FER methods have achieved considerable results, they completely ignored dis-
criminative features conveyed by subtle facial muscle movements. Dynamic FER on
the whole image sequence is more natural and reasonable.
The aim of dynamic FER is to predict facial expression categories from an image
sequence in which expression evolutionary process often evolves initial neutral state,
onset, apex phase, offset and final neutral state. The existing dynamic facial feature
descriptors can be classified into two categories: low-level feature representation and
high-level facial motion representation. The best known low-level feature representa-
tions are LBP-TOP (Zhao & Pietikainen, 2007) and LPQ-TOP (Jiang et al., 2014)
which capture the local gradient features over both spatial neighbourhoods in one
frame and temporal neighbourhoods between frames. High-level semantic methods
aim to derive a meaningful facial motion representation in which temporal alignment
is often presented to different sequences with different time interval into a uniform
temporal space (five states of expression evolutionary process) (Guo et al., 2016). As
both two categories address the problem of temporal modelling, they have been proved
to be effective on the posed facial expression data sets but poor on unconstrained im-
age sequences where there is large head-pose changes and occlusions. Currently, there
is no attempt that focuses on head-pose normalization for dynamic facial expression
recognition.
Intuitively, the problem head-pose changes and occlusions from unconstrained fa-
cial images can be well normalized through face frontalization (Ferrari et al., 2016;
Zhu et al., 2016). The main objective of generic face frontalization is to automatically
recover the non-frontal face to its frontal view from a single image. In general, face
frontalization includes two key components: frontal face-shape estimation and frontal
face-texture fitting. Frontal shape estimation localizes facial key point positions and
aligns them to the frontal positions. The objective of frontal shape estimation is to
align the non-frontal facial landmarks to their frontal positions. The task of texture
fitting is to fit textures to the predicted shape by texture warping and rectification. It
has been reported that frontal shape estimation is quite challenging, the mainstream
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Figure 5.1: Overview of the proposed method
approaches focus on hard frontalization that an unmodified frontal shape template (of-
ten made in neutral) is used as reference and facial textures of all the query faces will
be fitted to the template (Zhu et al., 2015). By this strategy, the reconstructed faces
will lose of facial expression related information. There is only a few approaches so
far that performs face frontalization with full considerations of facial expressions.
In this chapter, a new facial expression-aware face frontalization method is pro-
posed for dynamic analysis of facial expressions. The key issue is how to predict
the frontal position of facial key points given detected non-frontal shape. Inspired by
the success of regression based 2D face alignment and morphable model in (Asthana
et al., 2011; Guo et al., 2016; Xiong & De la Torre, 2013), we propose a novel cas-
cade regression model for 2D frontal shape estimation. As is shown in Fig. 5.1, a
set of facial images in different viewpoints is collected and each non-frontal face is
associated with its frontal counterpart. Several regression approaches are chosen to
learn the pair-wise relations between non-frontal shape and frontal shape. It is obvious
that pair-wise changes in head-pose, expressions and individual differences are non-
linearly coupled in 2D shape. So one step regression cannot well model this relation.
We propose an adaptive cascade regression model so that the non-frontal shape can be
gradually approximated to its frontal shape. In this training stage, each cascade learns
a function that maps the input shape to the most approximated groundtruth position.
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During testing, the cascade regression model will be used as frontal face-shape predic-
tor that estimates the key point positions in frontal view. The obtained frontal shape
will be viewed as the based mesh. Then in the texture-fitting step, we employ Active
Appearance Model (AAM) instantiation (Matthews & Baker, 2004) to reconstruct the
facial appearances. The reconstructed face will be: (a) in frontal view, (b) remains
deformations of detailed facial expressions, (c) remove occlusions.
The contributions of the paper are summarized as follows:
1) We propose a cascade regression-based face frontalization approach. Different
from computational expensive 3D solutions which suffers from one-minute-per-frame
problem, this method is based on 2D face reconstruction and works in real-time.
2) Different from the existing 2D face frontalization methods that loses deforma-
tions of expressions, the proposed frontalization method is expression-aware. The
vivid expression changes are remains. Meanwhile, the occlusions are removed.
3) We demonstrate, for the first time, that 2D face frontalization is also effective
for dynamic analysis facial expressions in-the-wild.
5.2 Related Works
Dynamic FER models capture spatio-temporal features which represent a range of
frames within a time interval. As is mentioned above, The existing methods can be
divided into low-level feature based and motion based approaches.
Low-level spatio-temporal representations can be seen as an extension of low-level
spatial representations. Shape features are described by tracked facial fiducial points.
The location of each pints, as well as the length and angle of pair-wise points connec-
tion, forms the basic shape features. Till now, shape representations are less common
because it has been reported and validated over and over again that appearance models
outperform shape models (Sariyanidi et al., 2015). Appearance representation are the
mainstream for dynamic FER. LBP-TOP is a popular method that extracts Local Bi-
nary Pattern (LBP) features from Three Orthogonal Planes (TOP) (Zhao & Pietikainen,
2007). The original LBP features extracted from a single spatial plane are extended to
two more spatio-temporal plane, which enables extracting gradient features between
frames. LPQ-TOP follows the same principle and is used to Action Unit (AU) recog-
nition (Jiang et al., 2014).
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Obviously, low-level features didn’t consider the specific knowledge in facial ex-
pression domain. Recent research focuses more on capturing high-level semantic fea-
tures represented by facial motions. It is commonly accepted that facial expression
process of human beings includes five states: initial neutral, onset, apex, offset and fi-
nal neutral. This standard process can be seen as a template and motion based methods
are actually a time alignment strategy that normalizes the input sequence to the five ref-
erence states. Koelstra et al(Zhao & Pietikainen, 2007) used free-form deformations
(FFD) (Rueckert et al., 1999) based nonrigid registration to capture motions for AU
recognition. Guo el al.(Guo et al., 2016) used diffeomorphic transformation for time
alignment and proposed atlas construction to capture facial appearance movements.
Wang et al. (Wang et al., 2013) assumed each local facial points movement as a local
facial event and learned the motion dependency by modelling temporally overlapping
facial events and their temporal relations by interval temporal Bayesian network. In
(Liu et al., 2014a), a Universal Manifold Model (UMM) is learned to statistically unify
each input video (modelled as spatio-temporal manifold via low-level features) to the
standard expression evolutionary process.
All the methods mentioned above only address the problem of temporal state align-
ment, but ignore spatial texture alignment. If the subjects of the video clips move their
head frequently, the appearance changes caused by head-pose will be much larger than
subtle expressions changes. This is why most dynamic FER methods performs good
on the posed expression data sets but poor on the unconstrained image sequences. A
well designed dynamic descriptor should consider both time alignment and facial ap-
pearance normalization. The problem of facial appearance normalization for suitable
expression registration is quite challenging that no previous work has been done on it.
Face frontalization aims to recover the frontal facial appearances from non-frontal
images. It is a comprehensive research topic which is often associated with face align-
ment, face deformation and texture rectification. It provides a good way to normalize
facial appearances, in which the research output of face frontalization seems to be sat-
isfied with the demand of dynamic FER mentioned above. But current methods are not
suitable for this task due to many different problems.
If a facial image is captured from non-frontal view, there will be one face side
containing rich pixels while the other side missing some pixels. Direct interpolation
will cause large distortions on the reconstructed images. Therefore, the main problem
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of face frontalization is how to fill in the invisible part. Current methods for face
frontalization includes 2D based model and 3D based model.
In (Jeni et al., 2015) and (Roth et al., 2015), two approaches of person-specific 3D
model reconstruction are performed, in which several images captured from one person
in different poses and expressions are used to reconstruct his/her 3D model. The main
drawback of these methods are they are unable to reconstruct 3D surface of novel
faces. In order to deal with this problem, many methods were proposed based on 3D
Morphable Model (3DMM), which is, theoretically, capable of reconstructing a full 3D
facial surface from a single input image (Ferrari et al., 2016; Zhu et al., 2015, 2016).
Although 3D based methods can implement frontalization, they are not practical since
a) they are computational expensive to build 3D model, b) a massive training data to
learn shape models are required, and c) some of them will fail in reconstructing 3D
model of novel subjects.
In (Xue et al., 2013) and (Shan et al., 2009), two effective 2D frontalization ap-
proaches are presented and both of them belong to hard frontalization which employs
a single 2D/3D reference template as base shape and all the query images will fit their
facial textures to it. Separately, Soft symmetry (Xue et al., 2013) fills in the non-
visible regions by the corresponding symmetric visible parts of face. Apparently, this
approach is sensitive to occlusions and it only enables tilt head rotation recovery but
fails in recovering the faces in pan angles. The texture-fitting strategy of Robust Statis-
tical face Frontalization (RSF) (Zhu et al., 2016) is based on Active Appearance Model
(AAM) instantiation (Matthews & Baker, 2004) which reconstruct the appearances by
combining a group of eigen faces. It is robust to occlusions and capable of recover-
ing the faces in whatever pan or tilt angles. Therefore, RSF is more stable than soft
symmetry.
Recently, deep learning methods are also used face frontalization. In (Tran et al.,
2017), Generative Adversarial Network (GAN) is used to generate frontal faces. The
results showed that even very large head-pose can be recovered.
These methods have been proved to be effective in face recognition task. However,
the reconstructed faces are expected to approximate to real frontal faces in only the
identity and the expressions are more or less removed. As far as we know, there is only
one work on facial expression-aware face frontalization (FEAF) (Wang et al., 2016). In
this approach, multiple emotional shape templates are designed instead of single shape
91
5.3 Methodology
template and it achieves good results in static FER. Inherently, it is still hard frontaliza-
tion and not suitable for dynamic FER because all the frames of image sequences will
be arbitrarily normalized to finite templates so that the dynamic information of subtle
expression changes, as well as shape changes, will be lost. Dynamic FER requires a
novel face frontalization method that is able to not only recover appearances to frontal
view, but also distinguish very subtle changes in facial shape and appearances.
5.3 Methodology
We propose a new face frontalization method which synthesizes subtle expression-
aware frontal faces. There are mainly two problems: cascade regression-based frontal
face-shape estimation and AAM-based frontal face-texture fitting. There is no need to
further introduce texture fitting strategies since we have elaborated on them in Section
4.3.3. For the first problem, we firstly introduce several regression approaches, and
then present a novel cascade regression-based model to solve this problem.
5.3.1 Regression Approaches
In this stage, we propose the problem of learning an associated pattern between the
non-frontal facial shape and its corresponding frontal counterpart in a regression man-
ner. Given a pair of shape vectors:
x = [x1, y1, x2, y2, ...xn, yn] and x0 = [x10, y
1
0, x
2
0, y
2
0, ...x
n
0 , y
n
0 ] (5.1)
representing non-frontal and frontal facial annotations, respectively, the problem is to
learn a regression function R that makes R(x) most approximate to x0. We implement
three popular regressors for this task: Linear Regression, Support Vector Regression
(SVR) and Gaussian Process Regression (GPR).
Linear Regression: The regression function R refers to:
R(x) = 〈ω, x〉+ b (5.2)
where ω is the regressor expected to be learned from training data and b is bias. Con-
sider the training data {(x1, y1), ..., (xl, yl)}, where x = x1, ..., xl ∈ Rn is the n-
dimensional feature vector and y = y1, ..., yl ∈ R is the reponse, linear regression
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solve a least square problem by minimizing:
argmin
ω
‖ y − ωTx ‖2 +λ ‖ ω ‖2 (5.3)
where λ > 0 is a regularization coefficient used to avoid over-fitting. The solution for
ω is given as:
ω = yxT (xxT + λI)−1 (5.4)
where I is the identity matrix.
Support Vector Regression: SVR also Considers the linear function y = 〈ω, x〉+
b. It aims to learn a soft margin instead of a solid boundary so that the prediction
becomes less sensitive to noise and errors. The SVR function can be expressed as:
min
1
2
‖ω‖2 + C
l∑
i=1
(ξ−i + ξ
+
i )
s.t.

yi − 〈ω, xi〉 − b ≤ + ξ+i
〈ω, xi〉+ b− yi ≤ + ξ−i
ξ+i , ξ
−
i ≥ 0
(5.5)
where C > 0 is a constant which make the balance between maximum margin and
tolerance , and ξ is the slack variable which suggests that part of error is tolerated.
After introducing dual problem and Lagrangian multipliers. The optimization
problem becomes:
max

1
2
l∑
i,j=1
(αi − α∗i )(αj − α∗j )〈xi, xj〉
− 
l∑
i=1
(αi + α
∗
i ) +
l∑
i=1
yi(αi − α∗i )
s.t.
l∑
i,j=1
(αi − α∗i ) = 0 and αi, α∗ ∈ [0, C]
(5.6)
where αi and α∗ are the Lagrangian multipliers.
Kernel function is a trick in SVR to solve non-linear problems. The model is
obtained by replacing the dot product 〈xi, xj〉 in Equation 5.6 by a kernel function
K(xi, xj) = φ(xi), φ(xj)〉, where φ(x) is a human-designed transformation rule that
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map x to a transformed feature space. Radial Basis Function (RBF) is a commonly
used kernel where K(xi, xj) = exp
(
−‖xi−xj‖2
2σ2
)
and this function is applied in this
chapter. There are two different models of SVR in used for facial spatial alignment
task.
Gaussian Process Regression: Similar to non-linear SVR, GPR also starts from
linear function y = 〈ω, x〉 + b goes into kernel-based model. GPR is a probabilistic
model that introduces an unobserved variable f(x) in a spatial inference process. The
latent variable f(xi) is selected from a Gaussian Process (GP) which is a set of random
variables whose any arbitrary subsets complying with a joint Gaussian distribution. By
this assumption, we suppose a new testing instance xnew interpreted as f(xnew) will
fall into the same joint Gaussian distribution. So the problem is how to achieve this
extended distribution. This is formalized by:
f(x) ∼ GP (m(x), K(x, x,)) (5.7)
where m(x) is the mean of f(x1), f(x2), ..., f(xl) and K(x, x,) is the covariance ma-
trix. Given an observed training set (x1, f(x1)), ...(xl, f(xl)), we suppose they have
been modelled by f ∼ N(µ,K). According to GP assumption, we have a new in-
stance of x∗ following:[
f
f ∗
]
∼ N
( µ
µ∗
)
,
[
K K∗
KT∗ K∗∗
] (5.8)
The posterior probability of f ∗ can be computed as:
P (f ∗|x∗, x, f) ∼ N(µ∗,Σ∗) (5.9)
where µ∗ = µ(x∗) +KT∗ K−1(f − µ(x)) and Σ∗ = K∗∗ −KT∗ K−1K∗. The estimated
result is obtained by y = f(x) + , where  ∼ N(0, σ2y).
5.3.2 Cascade Regression Model
The problem of facial spatial alignment is obviously non-linear. Although the above
mentioned regression approaches are able to solve non-linear problem, they are still
based on only a single heuristic. The presented problem should model facial changes
under various head-pose and expressions, which is too complex to be solved in one-step
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regression. Therefore, we develop an adaptive cascade regression model that learns
the frontal-profile associations in a cascade manner that gradually approximates to
optimum in several steps of regression rather than only one step.
In the frontalization task, the landmark positions are normalized through Procrustes
analysis in which the in-plane rotation and size of the face are adjusted. Given M
annotated facial image pairs of non-frontal and corresponding frontal faces, the linear
function can be defined as x0 + ∆x = 〈ω,x0〉 + b, where x0 and x represents the
shape vector for non-frontal and frontal images, respectively. So ∆x = x − x0 is
known. Consequently, the final objective of regression can be expressed as:
∆x← 〈ω,x0〉+ b (5.10)
This equation can be referred to as the linear function of all the three regression meth-
ods mentioned above. This function is illuminated in Fig. 5.2.
Then we introduce the cascade regression manner regarding ∆xi representing the
obtained ∆x in the ith cascade. In each cascade, we revise Equation 5.10 into:
∆xi ← 〈ωi,x0i〉+ bi (5.11)
and train a regression model at current stage. In the new round, x0i+1 = ∆xi + x0i ,
∆xi+1 = x− x0i+1 and they will be used to train a regression model at this round.
With the cascade regression model works iteratively. The algorithm will stop when
these parameters and ∆xi turn zero. Empirically, the algorithm converges in 4 or 5
steps.
During testing, the non-frontal facial landmarks should be localized first. There
are many existing facial landmark detection methods that has been proved to be effec-
tive. With the obtained facial landmarks, frontal face-shape will be estimated using
Equation 5.11 sequentially.
By performing cascade on three regression approaches, we achieved three inde-
pendent cascade regression models. As is mentioned in Section 5.1, a single heuristic
is not sufficient to model such a complex problem of spatial alignment. We further
introduce ensemble to combine all the regression models together and make a compre-
hensive decision. Ensemble learning is a model combination strategy that combines all
the models together and then votes for the final prediction. We applies the ensemble
and makes the prediction by averaging each results predicted by the cascade regression
models.
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Figure 5.2: Cascade regression for frontal shape estimation
5.4 Experiment
The performance of the proposed method has been validated in three tasks: 1) re-
gression error of spatial alignment, 2) static FER in the wild, 3) dynamic FER in the
wild. For two FER tasks, the feature extraction and classification methods for static
and dynamic FER are diffident. So, we will give a brief introduction, separately.
5.4.1 Training data collection
Binghamton University 3D Facial Expression (BU3DFE) is a static 3D facial expres-
sion database which include 100 subjects with 2500 3D facial expression models. The
training data are captured by rendering 2D images using 3D models. Images are cap-
tured at 7 pan angles (-45◦, -30◦, -15◦, 0◦, 15 ◦, 30◦, 45◦) and 5 tilt angles (-30◦,
-15◦, 0◦, 15 ◦, 30◦), which results in totally 35 different viewpoints, as is shown in
Fig. 5.4. Each training instance includes the position landmark points in one of the 34
non-frontal rotations and the corresponding points in frontal pose.
BU3DFE provide the 3D position of 83 landmarks for each 3D facial model. When
the 3D landmark points were projected to 2D plane, there would be misalignments es-
pecially when there was large out-of-plane rotation. As is shown in Fig. 5.3, the red
points of 3D projection are obviously misaligned. So we use OpenFace to automat-
ically detect landmark points. OpenFace (Baltrusˇaitis et al., 2016) is a very simple
and effective tool for facial landmark detection. Most landmarks can be well detected
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Figure 5.3: Landmark positions: 2D vs 3D
Figure 5.4: 3D rendering
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Table 5.1: Alignment Error (%) of different regression methods
Linear SVR(linear) SVR(RBF) GPR Ensemble
Single-step Regression 18.87 18.44 16.99 11.13 14.88
Cascade Regression 13.82 12.92 12.40 10.84 10.53
using this software. Misaligned points were manually revised. This process generates
1887 training examples in pairs of [x,x0].
5.4.2 Spatial Alignment
In this section, we measure the accuracy of frontal facial shape prediction based on
the generated 1887 example pairs. We perform a 10-folder cross-validation strategy to
evaluate the performance of different regression model. The alignment error is mea-
sured by:
err =
√
(x− x0)2 + (y − y0)2/l (5.12)
where (x, y) and (x0, y0) are aligned position and groundtruth, respectively, and l is the
width of facial bounding box which is calculated by (max(x0)−min(x0)+max(y0)−
min(y0))/2.
Table 5.1 shows the comparison of alignment error using the regression approaches
mentioned in Section 5.3.1. We can several cues from this table:
1) Non-linear regression approaches (GPR and SVR with RBF kernel) performs
better than linear models (linear regression and linear SVR). GPR shows significant
superiority than other regressors.
2) Each cascade regression model has an around 5% superior performance the
corresponding single-step regression model. Furthermore, the error of cascade lin-
ear model is smaller than single-step RBF-based SVR models, which indicates that a
linear model embedded in a cascade manner could also achieve an effective non-linear
solution.
3) Ensemble of four cascade regressors could improve the performance over each
base regressor. On the contrary, the combination of four single-step regression models
has a higher error than GPR. This is because GPG is quite outstanding over the other
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regressors. Ensemble learning can boost the performance only when the base learners
have similar generalization abilities.
This result demonstrates the statement in Section 5.1 that combining multiple heuris-
tics is a better solution to facial spatial alignment rather than using a single heuristic. In
this experiment, the best result is obtained by the ensemble of four cascade regression
models and this approach will be used to facilitate the next step of texture fitting.
5.4.3 Static FER on SFEW
The proposed method is used to solve dynamic FER problems. It is also appropriate
to be applied for static FER. In this experiment, we firstly perform cascade ensemble
regression-based method on each input image to achieve the normalized face. Then,
Local Binary Pattern (LBP) and Support Vector Machine (SVM) are used for feature
extraction and emotion classification, respectively. The detailed introduction of LBP
and SVM can be referred to Section 3.3.3 and Section 3.3.4.
Statistical Facial Expression in the Wild (SFEW) (Liu et al., 2014a) is a static spon-
taneous facial expression database which contains 700 images captured from movies
labelled by seven categories: six universal emotions and neutral. There is a standard
evaluation protocol provided by the authors of SFEW. The evaluation is strictly person-
independent. In Table 5.2, the methods of (Thies et al., 2016) and (Jeni et al., 2015)
are the state-of-the-art approaches. It is clear that our method outperforms the others.
The overall recognition rate of the proposed method is 10% higher than the others,
which suggests a considerable improvement. Based on this result we can conclude
that the porposed method is effective for static FER in the wild. In chapter 4, FEAF is
specifically proposed for static FER task. So FEAF outperforms this method.
In this comparison, we did not mention deep learn because our work focus on
small sample learning task which is quite different from deep learning. Meanwhile,
deep learning methods must use a large volume of external training data, which do not
totally comply with the evaluation protocol of SFEW.
5.4.4 Dynamic FER on AFEW
In this section, the dynamic FER experiment and evaluation are presented. The ex-
perimental process still start from the proposed cascade ensemble regression-based
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method to normalize each facial image into frontal facing view. Then for the FER
methodology, we applies LBP-TOP and SVM on the reconstructed facial image se-
quences for feature extraction and emotion classification, respectively. In Chapter 3,
we have shown that ROI-based part registration may cause information loss. The pro-
posed method could well solved the problem of spatial alignment. So, there is no need
to apply ROI-based part registration and we directly use LBP-TOP to extract dynamic
features on the whole reconstructed faces. The detailed introduction of LBP-TOP can
be referred to Section 3.3.3.
In order to evaluate the performance on video sequences, we use another database:
Acted Facial Expressions In The Wild (AFEW) (Dhall et al., 2012). The AFEW is an
unconstrained facial expression database whose video clips are collected from movies.
It contains 1368 video clips which are divided into three parts: 578 for training, 383
for validation and 407 for testing. Considered that the groundtruth of testing images is
still unreleased, we follow the evaluation protocol of Emotion Recognition in the Wild
Challenge 2014 (EmotiW 2014) (Dhall et al., 2014) but only compare the performance
on validation data.
In Table 5.3, the baseline result is achieved by the database creators who used
traditional LBP-TOP + SVM strategy. The winner of EmotiW 2014 competition is (Liu
et al., 2014b) who used both audio and video signals, and combined SIFT, HOG and
DCNN with external training data. Due to the very large amount of external training
examples, (Liu et al., 2014b) still keeps the record of EmotiW 2014 competition. The
algorithm of (Guo et al., 2016) is a typical representation of time alignment which aims
to model the variations of time extent. There is no more external training data used in
this method. Our method achieves a comparable result, especially the recognition rate
of sad and surprise have over 10% superior than the other methods.
The result of ours and (Guo et al., 2016) are both based on reasonable heuristics
and no external training data is used. They both achieved high accuracy which is
only 0.2% inferior than the winners(Liu et al., 2014b) who introduced large amount of
external training data. By observing this fact, we can see that a reasonable heuristic is
also important for a learning task although downloading more data may improve the
performance.
We finally compare the two traditional methods between ours and (Guo et al.,
2016). Our method applies spatial alignment without temporal alignment while (Guo
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et al., 2016) goes opposite. Our method has a minor superiority than (Guo et al.,
2016), which demonstrates that both temporal alignment and spatial alignment are im-
portant to dynamic analysis of facial expressions. Although many researchers focus on
modelling temporal relations, the importance of spatial relations problems caused by
head-pose and occlusions still remain.
5.5 Summary
In this paper, we have presented a novel cascade regression-based approach for accu-
rate frontal facial shape estimation method applied it to dynamic FER in the wild. It
successfully fills the gap that there is no dynamic FER approaches for spatial align-
ment. To this point, FEAF has been proved to be effective on both static and dynamic
FER tasks.
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Chapter 6
Conclusions
6.1 Overview
This thesis aims to improve the recognition performance of facial expression analysis
in the wild. We start from the literature review of the state-of-the-art FER approaches,
and then present the main challenges and gaps in this research field. Correspondingly,
we propose new methods to close these gaps.
Firstly, a patch-based method is developed to deal with identity bias problem and
shows good results on person-independent dynamic FER. Secondly, a novel facial
expression-aware face frotnalization method is proposed, which is the first approach
concerning all the challenges of FER in the wild. Then, Chapter 5 goes back to the
inherent of facial expressions by further extending FEAF to fit in with dynamic FER.
These two models of FEAF has two main contributions: 1) all the challenges of FER
in the wild is considered and processed, which close the gap mentioned in Chapter 1;
2) FEAF dramatically improves the performance of FER in the wild and it outperforms
the state-of-the-art approaches, especially when there are finite training examples. Fi-
nally, an FEAF-based deep learning framework is developed for interpersonal relation
prediction, which demonstrates that FEAF is a flexible platform that can be applied to
various applications of facial expression analysis.
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6.2 Contributions
In this thesis, we propose novel methods for facial expression analysis in the wild.
By reviewing the state-of-the-art approaches, we summarized that the performance of
FER approaches are subject to five non-linear factors: identity bias, head pose vari-
ations, occlusions, illumination changes and irregularity of spontaneous expressions.
Accordingly, the proposed methods are targeting to deal with these problems.
6.2.1 Patch-based Person-independent FER
In Chapter 3, facial salient region detection and spatio-temporal feature extraction are
combined to reduce the influence of identity bias. Firstly, we detect point-based facial
landmark by means of SDM which separately detects facial fiducial points in the first
frame and tracks them in the following frames. Then, we extract local patches accord-
ing to fiducial points. This extraction method has two main advantages: (a) the effect
of identity bias can be better mitigate since the regions around fiducial points preserve
more expression-related cues, and (b) within all the frames in a sequence, the location
of subjects (e.g. eyes, nose) are more stable and facial texture movements are more
smooth. In each patch of sequence, block-based approach is exploited where LBP-
TOP features are extracted in each block and connected to represent facial motions.
Finally, we perform SVM classifier for emotion classification. The main contributions
of this work include: (1) propose a novel method for emotion-enhanced feature extrac-
tion, (2) integrate the most effective and latest methods, such as SDM and LBP-TOP,
for facial registration and facial representation. (3) the experimental results shows a
good performance on person-independent facial expression recognition.
6.2.2 Static Model of Facial Expression-Aware Face Frontalization
A novel facial expression-aware face frontalization architecture is proposed for static
FER. This approach includes three main steps: multi-template design, template match-
ing and texture fitting. The contributions of this work are summarized as follow: 1) We
propose a novel facial expression-aware face frontalization method which reconstructs
frontal faces with detailed facial expression cues from unconstrained facial images.
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This is the first work in its kind that fully considers facial expression recovery for face
frontalization; 2) This is the firs work that is able to process all the five non-linear
factors; 3) For the application of interpersonal relation estimation, FEAF is further
improved and combines with deep learning structure. The main contributions of this
work is that a) FEAF is proved to be a flexible platform for various applications of
facial expression analysis, and b) FEAF can well collaborate with deep neural network
and is also effective for large-scale facial image processing.
6.2.3 DynamicModel of Facial Expression-Aware Face Frontaliza-
tion
In Chapter 5, we presents a novel face frontalization method for dynamic facial ex-
pression analysis. In this method, we firstly collect facial images in a pair of a non-
frontal face and its corresponding frontal image, and the pair-wise relation between
non-frontal face-shape and frontal counterpart will be learned through a regression
model. Considered such relation is highly non-linear, a sequentially cascade manner
is proposed to iteratively fulfill this task. The obtained cascade regression models are
combined to make a comprehensive decision and the output will be used as frontal face-
shape predictor which transforms the non-frontal face-shape to its frontal view. Finally,
the estimated frontal face-shape can be seen as a base mash and Active Appearance
Model instantiation is employed to reconstruct facial appearances. The contributions
include: 1) We propose a cascade regression-based framework for face frontalization.
The whole process is in 2D without using any 3D information; 2) Different from the
static face frontalization methods that loses deformations of expressions, the proposed
method can track vivid expression changes; 3) Compare with static FEAF model, dy-
namic variant is more professional at dealing with identity bias problem.
6.3 Future Work
In the following section, the limitations of this thesis and some directions for future
work are discussed.
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6.3.1 Facial Expression Applications
In this thesis, the proposed system and methods have achieved the state-of-the-art per-
formance in recognition of 6 basic emotions and interpersonal relation traits. Ac-
cording to Chapter 2, the future research is expected to extend FEAF to several other
facial expression analysis tasks, such as compound FER or valence & arousal detec-
tion. Furthermore, we will also consider the applications in pain detection, intelligent
transportation system and intelligent tutorial system.
6.3.2 Facial Expression synthesis
FEAF can be seen as a branch of realistic facial synthesis. As deep learning requires
extremely large data collections for training, many works have been done on synthe-
sizing realistic images instead of manually collecting them. We have discussed that
spontaneous expressions are so irregular that it is difficult to model them. Therefore,
current approaches for facial expression synthesis can only generate expressions in
several uniformed patterns. Spontaneous facial expression generation is expected to
be an interesting and challenging topic in the future.
According to Chapter 1, most face generation methods are based on GAN or
3DMM model fitting. Both of the two types have limitations. Model-based meth-
ods often suffers from the problem of high computational cost. The problem of GAN
is that the variance of its models is usually quite large, which may generate unrealistic,
or even wired faces (e.g. a woman with beard).
FEAF is a model-based method. We plan to combine FEAF with GAN in the fu-
ture. FEAF model can be used as an constrain condition to balance the high variance
of GAN. Meanwhile, we expect to solve the problem of high computational cost by in-
tegrating supervised GAN training paradigm instead of the unsupervised FEAF model
fitting. Beside facial expression images, we also consider introduce more constrain
conditions during the GAN training process. For example, facial attributes dataset can
be used for jointly synthesizing facial expressions and attributes, so that GAN model
may learn a rule from the dataset that women and beard are mutually exclusive.
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