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El reconocimiento visual en tiempo real de líneas de cultivo es un objetivo 
complejo pero de mucha utilidad en gran cantidad de trabajos en el campo. 
Son numerosas las tareas en las que puede resultar útil un sistema capaz de 
reconocer las líneas de cultivo, por ejemplo, se podría utilizar para ayuda 
en el guiado de tractores aumentando la precisión de la tarea que se esté 
desarrollando. También puede utilizarse como elemento de guiado en la 
navegación autónoma de un robot móvil. En este trabajo se presenta el di-
seño y desarrollo de un sistema de reconocimiento visual en tiempo real de 
líneas de cultivo y se integra el mismo en un primer prototipo de robot de 
inspección en campo. El primer prototipo de vehículo de inspección se ha 
probado, con resultados satisfactorios, en campos de maíz con baja infes-
tación de malas hierbas y sin iluminación controlada, alcanzando veloci-
dades de 10Km/h.  
1 Introducción 
En los últimos años está cobrando fuerza la Agricultura de Precisión (AP), 
un concepto agronómico de gestión de parcelas agrícolas basado en la 
existencia de variabilidad en campo. La AP requiere el uso de tecnologías 
muy diversas para estimar, evaluar y actuar en función de las variaciones 
observadas. La información recolectada se puede usar para valorar con 
mayor precisión, por ejemplo, la densidad óptima de siembra, estimar ferti-
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lizantes, generar mapas de tratamiento o predecir con más exactitud la pro-
ducción de los cultivos. 
 
Por ejemplo, en lo que se refiere a los herbicidas, estos se aplican sobre 
todo el cultivo con una dosis fija cuando sólo en ciertas zonas existen ma-
las hierbas que presentan un crecimiento agregado, en rodales. Existen 
numerosos trabajos que demuestran un gran ahorro en herbicidas si la apli-
cación de tratamiento sólo se realiza en los rodales (Nordmeyer, 2002, 
Dammer et al., 2003, Barroso et al., 2004). Sin embargo un tratamiento se-
lectivo requiere conocer la distribución de las malas hierbas, una tarea cos-
tosa que no es necesaria en los tratamientos convencionales y que encarece 
el tratamiento selectivo hasta convertirlo en inviable económicamente a 
pesar de los beneficios medioambientales que origina.  
 
  Para construir el mapa de distribución de malas hierbas en un cultivo 
existen varias técnicas de recogida de información en el campo: 1) median-
te dispositivos a bordo de aeronaves, 2) mediante dispositivos a bordo de 
satélites, y 3) directamente desde tierra. El uso tanto de aeronaves como de 
satélites siempre ha sido muy costoso y difícil debido a que las fotografías 
solo se pueden capturar bajo condiciones climatológicas óptimas. Además, 
la altura desde la que se toman incide negativamente en la precisión de las 
imágenes, puesto que cada píxel puede llegar a representar áreas de más de 
un metro cuadrado. Desde finales de 1990, con el considerable incremento 
de las tecnologías, las investigaciones se han dirigido hacia el desarrollo de 
métodos de detección de líneas de cultivo y malas hierbas a partir de imá-
genes tomadas desde tierra  (Tellaeche et al., 2008a, Tellaeche et al., 
2008b, Burgos-Artizzu et al., 2009). Los estudios realizados hasta el mo-
mento son muestreos donde se toman imágenes en el campo en varios pun-
tos del cultivo habitualmente con un trípode y a pie para no dañar el culti-
vo. A continuación se estima la cantidad de malas hierbas que aparece en 
las fotografías bien manualmente, bien con la ayuda de alguna herramienta 
de procesamiento de imagen. Con los valores obtenidos de la estimación y 
con procedimientos de interpolación se pueden generar los mapas de tra-
tamiento.  El método, aunque efectivo, resulta costoso ya que hay que des-
plazar operarios al campo para realizar el muestreo, que puede además re-
sultar tedioso cuando hablamos de varias hectáreas.   
 
Considerando las significativas ventajas de la toma de imágenes desde 
tierra, el objetivo de este trabajo es desarrollar un método de procesamien-
to de imágenes capaz de extraer la información necesaria para saber dónde 
se encuentran las líneas de cultivo. A partir del procesamiento propuesto se 
desarrolla un control visual que se integra en un pequeño vehículo móvil 
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añadiéndole la capacidad de navegación autónoma siguiendo líneas de cul-
tivo. Una vez resuelto el problema de navegación el vehículo podrá incor-
porar una cámara con una buena resolución para tomar fotografías en los 
puntos que indique un plan de muestreo.  
 
El resto del artículo se estructura del siguiente modo: el apartado 2 ex-
plica la aproximación propuesta para determinar la dirección de las líneas 
de cultivo en tiempo real. En el apartado 3 se detalla la plataforma móvil 
utilizada. En el apartado 4 se describe el control visual desarrollado. El 
último apartado está dedicado a presentar las conclusiones más relevantes 
de este trabajo. 
2 Discriminación de líneas de cultivo en la imagen 
En lo que sigue centraremos nuestra propuesta en cultivos de maíz. El 
maíz se siembra en líneas paralelas con una separación entre ellas de 
75cm. En la figura 1 se puede apreciar el aspecto de estos campos en el 
momento del tratamiento.  Las imágenes se recogen desde una perspectiva 
cenital y a la altura que permita que en la imagen aparezcan dos líneas de 
cultivo vecinas, tal como se muestra en la Fig. 2(a). La cámara utilizada en 
la adquisición de las imágenes mostradas en este estudio fue una webcam 
de color de 8-bit con un  ángulo de visión de 80º, superior al habitual de 
50º. Este ángulo presenta la ventaja de que no es necesario elevar la cáma-
ra por encima del metro para tener dos líneas de cultivo en la imagen. El 
procesamiento que se realiza sobre cada fotograma es el siguiente.  
 
 
 
Fig. 1. Cultivo de maíz aproximadamente en la época de tratamiento 
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2.1 Segmentación de la imagen 
El objetivo de este paso es separar la capa vegetal del resto. En la segmen-
tación se han probado dos métodos. En el primero la imagen RGB se ex-
presa en el modelo HSI (matiz, saturación e intensidad), de este modo se 
puede separar la componente intensidad a la vez que se obtienen las com-
ponentes de matiz y saturación que están íntimamente relacionadas con el 
modo en el que los humanos perciben el color. Trabajar en este espacio de 
representación del color da buenos resultados cuando se quiere desarrollar 
un algoritmo de procesamiento de imágenes basado en alguna sensación de 
color del sistema visual humano (Pajares y de la Cruz, 2001). La Fig. 1(a) 
muestra una imagen original de un cultivo y la Fig. 1(b) ilustra el histo-
grama de color de la imagen entera. En este caso particular, la mayoría de 
los píxeles proviene de aquellos que forman el suelo (tono anaranjado) y 
en segundo lugar en cantidad, se aprecian los píxeles que provienen de las 
zonas de capa vegetal que hay en la imagen (color verde). Para obtener un 
histograma de referencia, se seleccionó una pequeña área de la imagen ori-
ginal que solo contenía plantas. La  Fig. 1(c) muestra el histograma se ob-
tiene de esta zona de referencia. Las plantas incluidas en ella contienen va-
lores de matiz similares pero diferentes valores de saturación. Analizando 
estos histogramas se propone la ecuación Eq. (1) con el objeto de separar 
la capa vegetal del resto. El resultado es el mostrado en la Fig. 1(d) donde 
sólo aparecen en negro las partes que no corresponden a cubierta vegetal.  
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Fig. 2. Uso de histogramas para clasificar objetos; (a) imagen original; (b) his-
tograma normalizado del color de la imagen entera; (c) histograma normalizado 
del color de una región seleccionada y (d) resultado del proceso de segmentación 
aplicado sobre la imagen original Eq(1). 
 
La segunda estrategia se basa en la propuesta de Ribeiro et al. (2005), 
utilizada con muy buenos resultados en Burgos-Artizzu et al. (2009), en la 
que la segmentación se lleva a cabo mediante una combinación lineal (Eq. 
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(2)) de las tres componentes RGB dando lugar a una imagen de diferentes 
niveles de gris. 
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Los valores input_red(i,j), input_green(i,j) e input_blue(i,j) son las in-
tensidades no-normalizadas [0,255] para los planos rojo, verde y azul del 
pixel (i, j) de la imagen, mientras que r, g, y b son valores reales constan-
tes, claves para obtener la segmentación más apropiada entre vegetación y 
no-vegetación. En Woebbecke et al. (1995) se determinan empíricamente 
valores para estos coeficientes y en Burgos-Artizzu et al. (2008) se utiliza 
una aproximación basada en algoritmos genéticos para encontrar los coefi-
cientes que mejor discriminan la capa vegetal. 
 
Las imágenes obtenidas por ambos procedimientos se umbralizan y a  
continuación se realzan las zonas de interés y se elimina ruido en la ima-
gen aplicando funciones morfológicas, como erosiones y dilataciones. 
 
De las pruebas realizadas se desprende que los dos métodos propuestos 
para obtener las imágenes en escala de grises funcionan bien, aunque el 
primero requiere un proceso de calibración con una imagen de referencia 
mientras que el segundo suministra buenos resultados en media, sin nece-
sidad de calibración y usando los coeficiente r, g, y b propuestos en Bur-
gos-Artizzu et al. (2008). Por estas razones se optó por utilizar el segundo 
método. 
2.2 Extracción de las líneas de guiado 
 
Después de llevar a cabo la segmentación, el siguiente paso es extraer las 
líneas de cultivo de la imagen. Un método que se usa con frecuencia es la 
transformada de Hough, explicada en detalle en Gonzalez and Woods 
(2003) y utilizada, por ejemplo, con buenos resultados en Tellaeche et al. 
(2008a). En nuestro caso debido al requisito de tiempo real este método es 
inviable por su alto coste computacional y hemos abordado el problema 
con otro tipo de estrategias que se exponen a continuación. Considerando 
que las imágenes se toman aproximadamente desde una posición cenital, 
las líneas de cultivo, después de la segmentación, deberían aparecer como 
dos columnas blancas casi verticales y la posición de estas columnas en la 
imagen se puede obtener si la imagen (matriz) se transforma en un vector 
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con tantas componentes como columnas y donde en cada componente fi-
gure el número de píxeles en blanco en la columna, tal como se detalla en 
la expresión Eq. (3)1. Una vez construido el vector, las componentes con 
valor máximo son las que se corresponden con las zonas de la imagen en 
las que se encuentran las líneas de cultivo. Como en la práctica y tal como 
se observa en la Fig. 2(a) hay distorsiones en la imagen debido al movi-
miento se ha optado por dividir la imagen en 5 franjas horizontales cons-
truyendo para cada una un vector de la forma anteriormente descrita. Aun-
que los  resultados son mejores cuanto mayor es el número de franjas 
horizontales, el tiempo de procesamiento se incrementa significativamente 
y las pruebas determinaron que con cuatro o cinco franjas es suficiente pa-
ra conseguir una buena aproximación hacia las líneas definidas por el cul-
tivo (Fig. 3) 
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Una vez obtenidos para cada vector las dos coordenadas donde hay una 
mayor presencia de blancos en la franja asociada, el objetivo es construir 
las dos rectas (y = m x + b) que pasan por los puntos determinados para 
cada franja. Para construir estas rectas se probaron dos métodos y se anali-
zaron los resultados comparando los tiempos de procesamiento.  
 
La primera aproximación se basa en la obtención de los valores medios 
superior e inferior. Dos puntos es la mínima información necesaria para 
definir una recta y el método utilizado en este caso calcula los valores me-
dios de x e y del más alto y más bajo conjunto de puntos y usa los dos pun-
tos resultantes para obtener la ecuación de la recta. El número de puntos 
que definen cada conjunto puede ser escogido arbitrariamente desde uno 
hasta n/2 usando el parámetro profundidad donde n es el número total de 
puntos extraídos y, en este caso, el número de franjas en las que se divide 
la imagen. En el ejemplo de la Fig. 3, se han definido 5 franjas (n=5), lo 
que significa que, por ejemplo, para la línea de la izquierda, el primer pun-
to se calcula con los valores medios de x e y de las tres franjas superiores y 
el segundo punto de la recta como los valores x e y medios de las dos fran-
jas restantes. El procedimiento es similar para la línea de la derecha. Una 
profundidad  más pequeña haría este método ligeramente más rápido pero 
                                                     
1 La imagen binaria obtenida del proceso de segmentación está formada por ceros 
y unos, donde los unos corresponden a los píxeles en blanco. 
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más propenso a fallos con el falso reconocimiento de líneas en el caso de 
la existencia de vegetación entre ambas líneas de cultivo, es decir malas 
hierbas. Una vez que se tienen los dos puntos el cálculo de la ecuación de 
la recta es inmediato. En el caso de la figura Fig. 3 el resultado se muestra 
en (e) como líneas de color azul. 
 
El segundo método utilizado se basa en una aproximación clásica como 
es el método de mínimos cuadrados que es ligeramente más costoso en 
tiempo de proceso. Su objetivo para este método es encontrar una línea re-
cta tal que la suma de las distancias entre cada punto y la línea sea mínima. 
Por tanto la recta se calcula según la Eq. (4). 
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La implementación de esta ecuación requiere dos bucles con n pasos: 
uno para calcular los valores medios x e y, y otro para las sumas en la frac-
ción. El esfuerzo extra de procesamiento es asumible y por lo que este 
método puede considerarse también apropiado para la obtención de las 
líneas de cultivo. En el ejemplo de la figura Fig. 3 el resultado para este 
método aparece en la imagen (e) marcado con líneas en rosa. 
 
 
 
Fig. 3. Aproximación de las líneas de cultivo a dos rectas: (a) imagen binaria 
después de la segmentación; (b) el mismo valor del vector que representa la franja  
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para todas las filas de la franja; (c) la imagen después de la aplicación de una um-
bralización; (d) Los centros de los bloques de la imagen (c) se marcan en rojo en 
la izquierda y en amarillo en la derecha sobre la imagen original (a). (e) Utilizando 
los puntos que aparecen en la imagen anterior se construyen las rectas que 
aproximan la línea de cultivo, en azul la que se obtiene del método de la media 
superior e inferior y en rosa la que se obtiene con el método de los mínimos cua-
drados. 
 
Otro aspecto importante a tener en cuenta en la obtención de las líneas 
son la posible aparición de falsos positivos, puntos que aparecen a conse-
cuencia de la existencia de malas hierbas, o lo que es lo mismo capa vege-
tal entre las líneas de cultivo. En la mayoría de los casos estos falsos posi-
tivos son fácilmente detectables porque, cuando la infestación no es 
grande, tienden a estar aislados. Por lo que, para distancias mayores de un 
cierto umbral se puede etiquetar un punto como falso positivo y eliminarlo. 
El cálculo de la distancia es necesario para cada punto, y tan pronto como 
se detecta un falso positivo, se debe recalcular la línea y comenzar de nue-
vo con la definición de la línea. El tiempo de computación puede reducirse 
considerando que las líneas de cultivo son más o menos verticales en la 
imagen, lo que permite saber si la diferencia entre el valor x del punto y el 
valor x de la media de la recta extraída es mayor de un cierto umbral, en 
este caso el punto que se está comprobando se clasifica como falso positi-
vo y es eliminado del conjunto. Obviamente, este método trabaja mejor si 
la línea es paralela al eje y. La Fig. 4 muestra un ejemplo donde el umbral 
es de 60 píxeles. Usando el procedimiento descrito, los dos puntos en el 
centro marcados con una cruz se eliminan y a continuación se recalculan 
las rectas, obteniéndose una mejor aproximación. 
 
 
Fig. 4 Eliminación de falsos positivos (a) La recta de la izquierda se calcula te-
niendo en cuenta todos los puntos negros. (b) Se aplica un umbral, en este caso de 
60 píxeles de modo que se detectan dos puntos (marcados con cruces blancas) a 
una distancia superior al umbral. Se eliminan y se recalcula la recta con los puntos 
restantes 
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En las siguientes secciones se explica cómo se utiliza la detección de las 
líneas de cultivo para guiar la navegación de un robot móvil de pequeña 
envergadura. 
3 Descripción de la plataforma móvil 
Para demostrar la validez del proceso propuesto en el reconocimiento de 
líneas  de cultivo en tiempo real se desarrolló un pequeño vehículo de ins-
pección de campo, con el objetivo de que fuese capaz de navegar autóno-
mamente entre las líneas de cultivo de un campo de maíz. Por tanto la pla-
taforma móvil se equipo con los siguientes dispositivos: 1) cámara de bajo 
coste, 2) ordenador de a bordo, y 3) sistema de comunicación inalámbrico. 
Asimismo, la plataforma debía cumplir los siguientes requisitos: 
 
 Anchura máxima de 60 cm para poder desplazarse entre las líneas 
de maíz. La separación entre las líneas de maíz es de aproximada-
mente 75 cm.). 
 Apropiada para el movimiento en superficies accidentadas, es de-
cir ruedas grandes, motor potente. 
 Suficientemente grande para transportar todo el equipamiento 
electrónico necesario. 
 Alimentación independiente. 
 Bajo coste 
 
A partir de las ideas expuestas en Corke and Sukkarieh (2006) y en Fe-
rre et al. (2007) y después de analizar diferentes opciones, la elección de 
partida fue un camión todoterreno a control remoto, en concreto un 
Traxxas E-MAXX de motor eléctrico modelo Truck (Fig. 5). 
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Fig. 5. Traxxas E-MAXX con motor eléctrico 
 
Sus dimensiones son aproximadamente 52 cm de largo por 42 cm de an-
cho y un espacio libre al suelo de 10 cm. Tiene tracción a las cuatro ruedas 
lo que lo hace idóneo para moverse en terrenos abruptos. Todas las piezas 
de la dirección y de la cadena de transmisión son de metal. Tiene dos mo-
tores de conducción y dos de dirección. La alimentación a los motores es a 
partir de dos packs de baterías de 7,2V.  
 
En la Fig. 6 se muestra el estado final de la plataforma móvil una vez 
incorporados todos los elementos que se detallan en la Fig. 7. 
 
 
 
Fig. 6 Estado final del vehículo. 
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Fig. 7. (a) webcam con unas lentes con amplitud de ángulo especial, (b) Advan-
tech PC/104, (c) Advantech PM-P001 que alimenta los dispositivos a 5V y 12V, y 
(d) Punto de acceso wireless D-Link 108G. 
 
Algunos aspectos interesantes sobre el robot móvil desarrollado son los 
siguientes: 
 
1) El ordenador de abordo es un PC/104 de Advantech que se eligió por 
tener todas las características de un ordenador personal de gama me-
dia, con unas dimensiones reducidas (108mm x 115mm) y poco peso 
(279g). Dispone de dos puertos serie, un puerto paralelo y seis puer-
tos USB 2.0 para conectar la plataforma con distintos dispositivos ex-
ternos; además de un puerto estándar PS/2 que permite conectar un 
teclado y un ratón, muy útiles durante el desarrollo. Está equipado 
con un  controlador VGA. El procesador embebido es un Intel Pen-
tium M de 1.1GHz. Tiene un 1 GB de memoria RAM y una tarjeta 
compact flash de 8GB que se usa como disco duro principal.  
2)  En cuanto a las baterías, las que se han mencionado anteriormente 
conectadas en serie suministran un voltaje de 14.4V, que es suficien-
temente para abastecer todos los componentes internos. Sin embargo, 
debido a la estabilidad y a los diferentes valores de voltaje requeri-
dos, se optó por usar una fuente de alimentación adicional (Fig. 7c).  
3)  En cuanto al sistema de comunicaciones se probaron diferentes solu-
ciones, optando finalmente por un punto de acceso wireless el cual 
incrementó significativamente la distancia de comunicación gracias 
al aumento de señal y a la optimización de las antenas. El modelo 
usado se muestra en la Fig. 7d. Una importante característica es su 
voltaje de entrada (5V) que encaja perfectamente con una de las sali-
das de la fuente de alimentación de a bordo.  
4) La webcam elegida es la que se describe en el apartado 2 de este artí-
culo y se conecta al ordenador de abordo (PC/104) vía un puerto 
USB. El detalle de la cámara se muestra en la Fig. 7a. La cámara se 
monta en la parte frontal del vehículo, centrada y a unos 70 cm. de al-
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tura de modo que perspectiva para adquisición de las imágenes sea 
cenital. 
4 Control visual 
En este apartado se explican los aspectos fundamentales del controlador a 
bordo del vehículo de inspección, que ajusta la posición relativa del vehí-
culo respecto a las líneas de cultivo.  
 
La posición relativa del vehículo se define mediante dos valores (Fig. 
8): 1) el desplazamiento (offset - d) entre el centro del vehículo y el punto 
medio entre las líneas de cultivo, y 2) el ángulo de la dirección del movi-
miento (α). El segundo parámetro es necesario para asegurar la alineación 
de las ruedas con el cultivo y evitar que el vehículo cabecee dirigiéndose al 
cultivo.   
 
 
 
Fig. 8. Ambos parámetros offset d y ángulo de dirección α deben considerarse 
para la corrección de la dirección del vehículo. 
 
Esta conducta no deseada puede ser compensada usando ambos paráme-
tros, offset y ángulo. Además, para eliminar errores asociados a la mala 
identificación de las líneas en fotogramas aislados, estos parámetros se fil-
tran usando una función de media móvil que utiliza información de los va-
lores anteriores de los parámetros. Por tanto, se tiene una matriz 2xn en la 
que se almacenan el offset y el ángulo de dirección en los n-1 instantes an-
teriores. La matriz también contiene el offset y el ángulo de dirección del 
instante actual, por lo que el filtro de media móvil calcula el valor medio 
de estos datos que también incluye los valores para la posición actual (Fig 
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9). La Fig. 10  muestra la cadena de procesamiento para el controlador PID 
de la dirección.  
 
 
 
Fig. 9. Cálculo del movimiento medio del desplazamiento (offset) del vehículo. 
El valor real para cada fotograma se muestre en azul mientras que la media se vi-
sualiza en rojo. Los datos se han extraído de un test de conducción manual. 
 
  
Fig. 10.  Controlador PID de la dirección. La entrada se filtra con una función 
de media móvil antes de alcanzar el controlador PID.  
 
La cuestión final es cómo se obtienen los parámetros offset d y ángulo α 
a partir de las imágenes capturadas. Puesto que la cámara está montada en 
la parte frontal del vehículo, centrada y a unos 70cm de altura de tal modo 
que la perspectiva es casi vertical respecto a la tierra, se supone que el 
ángulo de la dirección del movimiento es respecto a la recta vertical que se 
sitúa en el centro de las dos líneas de cultivo y es paralela a éstas. Además, 
considerando que la cámara se monta en el frontal del vehículo, en la parte 
central, la recta vertical centrada en la imagen representa el eje extendido 
del vehículo en la dirección del movimiento. Por ello, el offset se puede 
aproximar por la distancia entre este eje vertical en la imagen y la media de 
los valores x de las líneas extraídas en la parte inferior de la imagen (Fig. 
3c). 
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Finalmente, se han utilizado elementos de programación asíncrona co-
mo sockets no bloqueantes y multithreading para lograr el procesamiento 
en tiempo real de la imagen y la actuación sobre la dirección del vehículo, 
logrando el comportamiento “seguir línea de cultivo” con velocidades de 
alrededor de 10 Km/hora. 
5 Conclusiones 
Este artículo describe el desarrollo de un sistema de procesamiento para el 
reconocimiento visual de líneas de cultivo en tiempo real y la aplicación al 
guiado en la navegación autónoma de un pequeño vehículo para la inspec-
ción de campos.  
 
Cuando se activa en el vehículo el modo de navegación autónoma se 
procesan las imágenes de la cámara para extraer la posición relativa del 
vehículo respecto a las líneas de cultivo. Los valores de dos variables, off-
set y ángulo de dirección, son la entrada al controlador PID que calcula la 
acción sobre la dirección con el objetivo de generar el comportamiento 
“seguir línea” respecto a las filas del cultivo. El vehículo es capaz de mo-
verse correctamente con autonomía a una velocidad de más de 10 Km/h 
gracias al procesamiento de imágenes en tiempo real, procesando una me-
dia de 25 fotogramas por segundo. 
 
Los posibles errores en el cálculo de los parámetros de offset y ángulo 
en fotogramas aislados se atenúan con un filtro de media móvil que utiliza 
la información de fotogramas pasados.  
 
El proceso entero funciona bien y se ha añadido una función para la 
grabación del vídeo mientras el modo autónomo estés activo, mostrando 
los valores extraídos como el offset y el ángulo de dirección, en la parte 
superior de la imagen original tomada con la cámara.  
 
Puesto que solo se ha considerado una navegación local entre líneas de 
cultivo, los planteamientos posteriores deben dirigirse en una planificación 
global, que incluya el cambio de fila, abandonando la fila que se está ex-
plorando para entrar en alguna adyacente o el desarrollo estrategias que 
aseguren la cobertura total del campo de cultivo. Por último para la reali-
zación del muestreo fotográfico entre el equipo de a bordo habrá que aña-
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dir un receptor GPS y una cámara para recoger instantáneas en los puntos 
indicados en el plan de muestreo. 
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