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Non-locality is one of the hallmarks of quantum mechanics and is responsible for paradigmatic
features such as entanglement1 and the Aharonov-Bohm effect2,3. Non-locality comes in two
“flavours”: a kinematic non-locality– arising from the structure of the Hilbert space–4–6 and a
dynamical non-locality– arising from the quantum equations of motion–2,3,5,6. Despite of its main
role in quantum information processing, kinematic non-locality is unable to induce any change in
the probability distributions, so that the “action-at-a-distance” cannot manifest5,6. Conversely,
dynamical non-locality does create explicit changes in probability, though in a “causality-preserving”
manner6,7. Recently, the origin of the kinematic non-locality was related to the uncertainty principle8,
here we trace the origin of dynamical non-locality to the superposition principle. This relation
adds to the more fundamental understanding of the nature of quantum dynamics and allows us to
establish and identify how the uncertainty and the superposition principles determine the non-local
character of the outcome of a quantum measurement. Thus, dynamical non-locality emerges as the
responsible of the breakdown of the dynamical classical realism9 and therefore, as key feature in the
classical-quantum transition. Most importantly, being based on group theoretical and path integral
formulations, our formulation admits immediate generalizations and extensions to, e.g., quantum
field theory.
Since its formulation in the first decades of the XXth
century, quantum mechanics, the physics theory of the
atomic and molecular phenomena, has proved to be one
the of the most successful theories ever conceived. In
these more that hundred years, quantum mechanics has
not only provided a complete picture of the atomic and
the subatomic realms, but also has been the fulcrum for
the development of our more complete understanding
of Nature, the standard model of elementary particles.
Despite of its success in the long way till now, it is fair
to say that our understanding of the quantum theory is
inabsolutus5,10–12.
Undoubtedly, non-locality is the most intriguing and
barely understood phenomenon of the quantum theory.
However, the great interest in developing the field of
quantum information processing13 has provided some
physical insights into the kinetic flavour of the non-locality.
In particular, it has been related to the Hilbert space
structure8,13, formulated in terms of the Bell inequalities4
and experimentally verified14. In the modern formulation
of the quantum theory, the kinematic character has been
translated in terms of entropic measures and has been even
extended to more non-local and involved theories than
quantum mechanics7,8. By contrast, our understanding of
the dynamical character seems to have been frozen in time
since its original formulation by Aharonov and Bohm2,3,15.
Despite the fact that the dynamical character has also
been tested experimentally16, in terms of understanding,
it has been at the shadow of the kinematic non-locality.
To introduce the dynamical character of the quantum
theory, we take the discussion where the last significant
progress was made by Aharonov et al., more than four
decades ago, in terms of the non-local equation of mo-
tion of the modular variables5,6,15,17. In doing so, let
us consider, e.g., the displacement operator defined as
Dˆ = eipˆL/~, where pˆ denotes the momentum operator, L
is the length of the displacement and ~ stands for the
reduced Planck’s constant, ~ = h/2pi. When acting on a
wave function ψ(q), the displacement operators leads to
ψ(q+L). This operator can be decomposed into its Hermi-
tian (in principle measurable) components5,15 cos(pˆL/~)
and sin(pˆL/~) or re-expressed in terms of the modular
momentum, pˆ mod 2piL. For simplicity, below we focus
on the displacement operator itself.
Under the action of a one-dimensional standard Hamil-
tonian Hˆ = pˆ2/2m + V (qˆ), where m is the mass of the
particle and V (qˆ) is the potential energy, the displacement
operator evolves “classically” according to5,6,17
deipL/~
dt
= − i
~
L
dV (q)
dq
eipL/~, (1)
while quantum mechanically according to5,6,17
deipˆL/~
dt
= − i
~
[V (q + L)− V (q)] e−ipˆL/~. (2)
The direct comparison of the classical and quantum equa-
tions of motion, clearly, expresses the non-local character
of the quantum evolution provided by the fact that it de-
pends on the potential at two different places, V (q+L) and
V (q). This result, known as the scalar Aharonov-Bohm
effect, suggests that the quantum dynamics is fundamen-
tally non-local5,6,17,18, which is in sharp contrast with
the local evolution of the wave function (or probability
amplitude) governed by the Schro¨dinger equation5,6,17,18.
As it was pointed out by Popescu5, the non-local char-
acter of its quantum dynamics is not the only interesting
feature about the displacement operator, it is also the
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2only operator that is able to encode the key information
of quantum interference experiments: the relative phase
between interfering wave packets5. This fact is of foun-
dational relevance because it would provide insights into
the design of purely deterministic quantum experiments
to unravel the intricate and non-local character of the
quantum interference5,6. Hence, understanding the non-
local time evolution of the displacement operator would
shed new light on the non-local character of the quantum
interference.
But why is the displacement operator so special? Why
has the dynamical non-locality been entirely formulated
in terms of modular variables? Could it be observed in
other operators? What is the origin of the dynamical
non-locality? Having a locally time evolving wave func-
tion, how could we understand the non-local character
of the quantum dynamics in the Copenhagen interpreta-
tion? Is the quantum dynamics fundamentally non-local
as suggested by the Aharonov-Bohm effect or is it effec-
tively non-local? These are just a few of the foundational
questions our current comprehension of the quantum dy-
namics has no answer for but our formulation below adds
to.
In order to appreciate the crucial role of the displace-
ment operator and of the modular variables, we start by
making a connection with the formulation of quantum
mechanics developed by Weyl back in 192719. In doing so,
we need to realize that a physical system with f degree
of freedoms could be described in terms of its state or in
terms of its observables and the constraints on them20,
i.e., in terms of the algebra of observables. In general, the
observables of a system are functions of the position of
the system q and its momentum p, which turns out to
be operators in quantum mechanics. If we were about to
define a quantum system in terms of an algebra gener-
ated by the operators qˆ and pˆ, we need to consider the
Heisenberg commutation relations
[qˆ, pˆ] = i1~, [qˆ, qˆ] = 0, [pˆ, pˆ] = 0. (3)
The vector space generated by the operators qˆ and pˆ with
the commutation relations in equation (3) define what is
known as the Heisenberg Lie algebra20 (see Section M1
for more details on this formulation).
Weyl noted that the conmutation relations in equa-
tion (3) imply that qˆ and pˆ cannot be given a finite
norm19,20. Since the measurement of physical observables
made by a measurement device is expected to be bounded,
qˆ and pˆ are unphysical choices to construct the algebra
of quantum observables. Thus, Weyl suggested to con-
sider instead the polynomial algebra generated by the
bounded functions Pˆu = e
iu·pˆ/~ and Qˆv = eiv·qˆ/~ with
u,v ∈ <f . In shorthand notation, the algebra of the
quantum observables is generated by the operator
Tˆ (u,v) = eiφ(u,v)PˆuQˆv, (4)
where φ(u,v) = v·u/~2. In physical terms, that Tˆ (u,v) is
the generator means that any observable can be expressed
in terms of it, in the same way as any vector in space can
be expressed in terms of the unitary vectors along the x,
y and z axes.
For convenience, we assume that the system we want
to characterize has only one degree of freedom, f = 1,
and take then the double Fourier transform of Tˆ (u, v)
dˆ(p, q) =
1
2pi~
∫
dudv exp
[
i
~
(up+ vq)
]
Tˆ (−u,−v), (5)
where p, q ∈ < and Tr(dˆ) = 1. By means of this transfor-
mation, we have associated an operator dˆ(p, q) to each
point r = (p, q) of the phase space. Since Tˆ is unitary,
then one can easily show that dˆ(p, q) is a Hermitian oper-
ator and therefore, a legitimate observable. Being dˆ(p, q)
the Fourier transform of the generator of the algebra
Tˆ (u, v), we can also expressed any operator associated to
the physical system in terms of dˆ(p, q). In particular, if
we represent the state of a quantum system by means of
the density operator ρˆ, then we have that
ρˆ =
∫
drρW(r)dˆ(r), (6)
where ρW(r) can be interpreted as the coefficients of the
expansion of ρˆ in terms of dˆ(r). The “generalized” dis-
placement operator dˆ(p, q) is then the most fundamental
basis in quantum mechanics and therefore, it is expected
that all its intricate features are encoded in it. Since
dˆ(p, q) is constructed with the “modular” momentum Pˆu
and the “modular” position Qˆv variables, we can now
understand why the modular variables are so special.
Under the action of the Hamiltonian Hˆ, the state of
the system at time t is given by ρˆ(t) = Uˆ(t)ρ(0)Uˆ†(t),
where Uˆ(t) = exp(−iHˆt/~) is the unitary time-evolution
operator and Uˆ†(t) denotes its adjoint. In terms of the
generator dˆ(r) we have that
ρˆ(t) =
∫
dr′′ρW(r′′, t)dˆ(r′′), (7)
where
ρW(r
′′, t) =
∫
dr′GW(r′′, t; r′, 0)ρW(r′, 0) (8)
are just the expansion coefficients at time t (see the
Supplementary Information for details). The function
GW(r
′′, t; r′, 0) transforms the expansion coefficients at
t = 0 into the expansion coefficients at the later time t.
Thus, the non-local or local character of the quantum
dynamics is fundamentally encoded in the time evolu-
tion of ρW(r
′′, t) and, more concretely, in the function
GW(r
′′, t; r′, 0).
If we invert the equation (7) in favour of ρW(r
′′, t) [see
equation (A5) below], it turns out that the expansion co-
efficients are nothing but the Wigner function associated
to the state ρˆ! Alternately, note that up to a constant
3factor, the Wigner function can be interpret as the expec-
tation value of the generator of the algebra of quantum
observables dˆ(r). In the past, the Wigner function already
offered a unique scenario for the study of quantum dynam-
ical features such as decoherence and “scars” of classical
chaotic systems21,22. In particular, Zurek21 showed that
the phase space structures of the Wigner function as-
sociated with sub-Planck scales ( ~), originated from
interference processes, are not only physically meaning-
ful but are also related to fundamental aspects of the
classical-quantum transition21. The Wigner function, and
in particular its propagator (see below), also allowed for
the discovery of scars that, in contrast to scars in wave
functions23, are not subject to the uncertainty relation
and therefore need not show any smearing. These scars
in the propagator constitute important exceptions from a
continuous convergence in the classical limit22,24.
Our observation above not only explains the privileged
role of the Wigner function in the description of interfere
processes in quantum mechanics21, but also enables the
entire field of quantum homodyne tomography (exper-
imental reconstruction of the Wigner function) for the
study of fundamental phenomena such as the dynamical
non-locality. Thus suggesting the possibility of perform-
ing measurements of the dynamical breakdown of the
classical realism (violations of Bell’s inequalities due to
the time evolution). Moreover, this not only suggests
that in order to understand the dynamical non-locality
we need to understand the time evolution of the Wigner
function, but also offers the possibility of formulating
the dynamical non-locality in different contexts25 and in
different theories25 (we shall return to this point below).
If ρW(r
′′, t) is the Wigner function, then GW(r′′, t; r′, 0)
is its propagator22,24,26–29. In the classical limit, the prop-
agator of the Wigner function has a clear and well defined
analog—the Frobenius-Perron or Livoulle propagator,
which corresponds to a Dirac delta function along the solu-
tion of the classical equations of motion22,24,26–29. By fo-
cussing the discussion on the Wigner propagator22,24,26–29,
we isolate the dynamics features from the state of the
system, and we study then the dynamical non-locality in
terms of a dynamical object instead of doing so in a dy-
namical equation of motion. Undoubtedly, this is a great
advantage in order to compare quantum and classical
dynamics on the same ground.
In close analogy to Feynman’s path-integrals10, the
propagator of the Wigner function can be expressed in
terms of Marinov’s path-integrals as26
GW(r
′′, r′) =
1
h
∫
D2rD2r˜ exp
(
i
~
S[{r}, {r˜}, t]
)
, (9)
where D2r and D2r˜ denote a summation over all possible
paths with initial point at r(0) = r′ and time evolved in
the presence of the fluctuations r˜ (see the Supplementary
Information for details). If we assume the same standard
Hamiltonian as above, Hˆ(p, q) = 12m pˆ
2 + V (qˆ), then the
action in equation (A17) is given by
S[{r}, {r˜}, t] =∫ t
0
dt′
[
V
(
q +
q˜
2
)
− V
(
q − q˜
2
)
− q˜dV (q)
dq
]
,
(10)
where q and q˜ are functions of time. A crucial remark fol-
lows at this point: The propagator of the Wigner function
contains the non-local terms V (q + q˜/2)− V (q − q˜/2) of
the quantum evolution in equation (2) and associated to
the potential effect2,3 as well as the local term −dV (q)/dq
of the classical evolution in equation (1) and associated
to the classical force. Thus, the dynamical quantum non-
locality is imprinted in the very generator of the quantum
dynamics and is not an obscure curiosity of a particular
operator.
Non-locality and non-linearity—For the case of a har-
monic oscillator of natural frequency ω, the potential
energy is Vosc =
1
2mω
2q2, so that Vosc(q+ q˜/2)−Vosc(q−
q˜/2) = mω2q˜q and q˜dV (q)/dq = mω2q˜q. Thus, for a
harmonic oscillator the quantum and the classical dy-
namics coincide, this turns out to lead to the fact that
the resulting GW(r
′′, r′) is a structureless delta function
along the classical trajectory24,28,29. Thus, deviations
from the classical evolution are only expected for non-
harmonic cases– a very old and known fact; however, what
equation (A16) is really expressing is that the dynamical
non-local character of quantum mechanics, and therefore
the breakdown of the classical realism, is provided by the
degree of non-linearity of the system!
Non-linear interactions are everywhere in Nature, from
atoms and elementary particles all the way up to stars
and galaxies. There are four fundamental interactions in
Nature: the weak and the strong interactions (dominant
at sub-atomic scales), the electromagnetic interactions
(dominant at atomic and molecular scales) and the grav-
itational interaction (dominant at cosmological scales).
All of them, with no exception, lead to non-linear dy-
namics. Thus, it should be no surprising that there is a
dynamical non-local aspect to every interaction in Nature,
a non-local aspect that remains vastly unexplored and
unexploited5.
In order to explore our ideas in a concrete case, let
us consider a diatomic molecule and assume that the
interaction between the atoms is described by means of
the Morse potential, V (q) = D0[1− eα(q−qe)]2, where q is
the distance between atoms, qe is the equilibrium distance,
D0 is the well depth (deep of the potential defined relative
to the dissociated atoms) and α controls the width of
the potential. This potential energy describes a highly
non-linear interaction and it is an accurate model, e.g.,
of the nitrogen molecule N2. For small distances from
qe, V (q) can be taken in the harmonic approximation,
V (q) ≈ 12mω20(q − qe)2, where ωM =
√
2α2D0/m and m
denotes the reduced mass of the two atoms.
In Fig. 4, we have depicted the Wigner propagator
GW(r
′′, r0) as a function of r′′ = (q′′, p′′) for the Morse
4FIG. 1. Wigner Propagators. Wigner propagator for a
given initial condition in phase space for the non-linear (l.h.s)
and linear case (r.h.s.). Parameters m = 0.5, D = 1, α = 1.25,
qe = 0 with r0 = (0, 0.1) at approximately one quarter of
the period of the underlying classical orbit. The structure of
the Wigner propagator in the non-linear case is a hallmark of
dynamical non-locality. Color code ranges from blue (negative)
through white (zero) through red (positive).
interaction potential (left panel) and for its harmonic
version (right panel) for a given initial condition r0 =
(0, 0.1) at approximately one quarter of the period of the
underlying classical orbit. The fact that the propagator of
the Morse potential exhibits a highly structured pattern
is an unambiguous hallmark of a non-local, in position
and momentum, dynamics because it means that at time
t, the propagation of a single point depends on different
regions of phase space. By contrast, the propagator of the
harmonic version consists of a structureless Dirac delta
function, in position and momentum, and therefore can
unambiguously associated to a local dynamics.
Non-locality and the uncertainty principle—Recently, it
was suggested that the uncertainty principle determines
the non-locality of quantum mechanics8; however, this
claim can only be applied in the kinematic sense. In order
to explore the effect of the non-locality, kinematic as well
as dynamical, in the measurement of a given observable
Oˆ, we calculate the expectation value of Oˆ in terms of the
Wigner function, i.e., 〈Oˆ(t)〉 = ∫ dr′′OW(r′′)ρW(r′′, t) or
〈Oˆ(t)〉 =
∫
dr′′OW(r′′)
∫
dr′GW(r′′, t; r′, 0)ρW(r′, 0),
where we have made use of equation (8). Hence, the
non-local character of a quantum measurement is de-
termined by the dynamical non-locality provided by
GW(r
′′, t; r′, 0) and by the kinematic non-locality pro-
vided by ρW(r
′, 0). Not being a state, it is clear that the
propagator of the Wigner function is not restricted by
the uncertainty principle22,24,28 Note, e.g., that at t = 0,
GW(r
′′, 0; r′, 0) = δ(r′′ − r′) and that for the harmonic
case discuss above, GW(r
′′, t; r′, 0) = δ[r′′ − rcl(r′, t)], be-
ing rcl(r′, t) the classical trajectory with initial condition
r′. Thus, it is evident that the uncertainty principle influ-
ences the outcome of the measurement only throughout
ρW(r
′, 0), in a kinematic sense.
Non-locality and the superposition principle—At this
point, a natural question is, if the Wigner propagator is
not restricted by the uncertainty principle, is there any
relation between the latter and the non-locality encoded in
the former? The answer is no, the dynamical non-locality
is generated by the superposition principle, a dynamical
principle. As a motivation for the discussion on this
respect, note that for the quantum harmonic description
of the diatomic molecule above, even though the dynamics
are local, no dynamical non-locality at all, its canonical
conjugate variables pˆ and qˆ still do not commute. This
means that the observables are still restricted by the
uncertainty principle encoded in the initial state of the
system ρW(r
′, 0).
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FIG. 2. Semiclassical construction of the propagator
of the Wigner. The “superposition of classical trajectories”
generates the non-locality of the quantum evolution for non-
linear systems. We present the construction of the semiclassical
propagator for (a) a non-linear system and (b) for a linear
system. The semiclassical version of the Wigner propagator
corresponding to the left panel of Fig. 4 is depicted in (c),
although higher order corrections in ~ are needed to fully
reproduce the exact quantum result, the non-local character
is already present at this level of approximation.
We could argue in several ways about the connection
between the dynamical non-locality and the superposi-
tion principle. However, in its simplest formation, the
origin of this connection can be understood directly from
the path integral expression in equation (A17). There
we see that the propagator is constructed from the in-
terference of multiples trajectories. To pursue in this
direction while keeping our discussion as simple as pos-
sible, we resort here to the semiclassical description of
the Wigner propagator24,27,28 (see section M3 below) and
sketch the general case in the Supplementary Informa-
tion. By semiclassical description we mean that the path
integral expression in equation (A17) is evaluated along
the leading contributing trajectories24,27,28. By doing
so, the following simple and appealing scenario naturally
emerges24,27,28,30: every single point r′ in phase space is
propagated by all the trajectory pairs rj± for which r′
5is the midpoint between their initial conditions r′j+ and
r′j− (see Figs. 2.a and 2.b). The trajectories rj± evolve
in time under the action of the associated classical equa-
tion of motion, and at time t they reach the endpoints
r′′j±. The contribution from each pair to the evolution
of r′ is then located in the midpoint between r′′j+ and
r′′j−. Note that in general, the classical propagation of
the initial midpoint r¯j between r
′
j+ and r
′
j− does not
correspond to the midpoint between the endpoints r′′j+
and r′′j− (see Fig. 2.b). This fact plays a determinant role
in the discussion below.
We could think of the propagation in the following way:
When we refer to propagate a point r′, we indeed refer
to propagate the probability of finding the system at that
particular point. However, since the probability is con-
structed from the probability amplitude, the probability
of finding the system at r′ will depend on how the prob-
ability amplitude of finding the system at other points
interfere at r′. Thus, during the course of the time evolu-
tion, the inference between the probability amplitude of
finding the system at, e.g., r′′j+ and r
′′
j− will be located,
as in the case of a cat state, at the midpoint between
them, which of course, does not follow any classical tra-
jectory. This connection between the interference of the
probability amplitude and non-locality is the first element
in constructing a “Copenhagen interpretation” for the
quantum dynamics.
For harmonic systems (see Fig. 2.a), the contribution
from every pair is located exactly over the classical solu-
tion rcl(r′, t) of the equation of motion with initial condi-
tion r′. In contrast, for non-linear systems (see Fig. 2.b),
the contribution could be located anywhere. These con-
tributions outside rcl(r′, t) makes the propagator to be
non-local and differ from a structureless point at rcl(r′, t)
as observe in Fig. 4. Although in the Supplementary In-
formation we discuss the general case, in Fig. 2.c, we show
that the semiclassical picture is enough to reproduce the
non-local character of the quantum propagator depicted
in Fig. 4. Hence, the interference of all possible paths gen-
erate a complex pattern which, unambiguously, expresses
the non-local character of the quantum evolution.
Non-locality and the classical-quantum transition—In
the classical limit ~ → 0, dynamical non-locality is ex-
pected to be absent. This limit can be reached by con-
sidering large masses or the values of the parameters of
the potential in such way that the action S[{r}, {r˜}] in
equation (A16) changes dramatically at scales of the order
of the reduced Planck constant. We follow this approach
for the classical-quantum transition because of the lack
of a general theory of open quantum systems in phase
space24 prevents us from exploring the classical-quantum
transition in the spirit of Zurek’s program (decoherence
program)12.
For the particular case of the diatomic molecule we
are dealing with, the classical limit can be interpreted as
the limit at which the number of bounded states, λ =√
2mD0/α~, is large. So, we take, e.g., a small value
for the mass m and increase it systematically in order
to see how the dynamical non-locality just disappears.
In Fig. 3, we have depicted the Wigner propagator for
this situation at times equivalent to a quarter of the
natural period, 2pi/ωM, in each case. As we increase the
mass, we see how the Wigner propagator has less and less
structure, a feature related to the vanishing of dynamical
the non-locality in the classical limit.
FIG. 3. Disappearance of the dynamical non-locality
in the classical limit. We present the Wigner propagator
of the Morse oscillator with the parameters used in Fig. 4, but
four different values of the mass: (a) m = 0.25, (b) m = 1, (c)
m = 2 and (d) m = 10. It is clear how the propagator looses its
oscillatory structure, and therefore its non-locality character,
when entering into the classical regime (larger masses).
Although, as we mentioned, in the presence of deco-
herence a formal characterization of the Wigner prop-
agator is not available yet, we can certainly antici-
pate that decoherence will suppress the dynamical non-
locality. In particular, if we think of the non-local terms
V (q + q˜/2)− V (q − q˜/2) in equation (A16) as “dynami-
cal” coherences, then decoherence is expected to remove
the off-diagonal contributions, q˜ 6= 0, with the net re-
sult that the non-local contribution to the dynamics will
be suppressed. Besides, the fact that the suppression of
quantum interference does not imply a suppression of
commutation relations, the suppression of dynamical non-
locality by decoherence is just an additional confirmation
of its origin in the superposition principle.
Discussion—In Wheeler’s words11 “Quantum physics
[...] has explained the structure of the atoms and
molecules, the thermonuclear burning that lights the stars,
[...], and the comings and goings of particles from neutri-
nos to quarks.” [...] “Successful, yes, but mysterious, too.
6Balancing the glory of quantum achievements, we have
the shame of not knowing “how come.” Why does the
quantum exist?” Although, Wheeler’s words represent the
concerns of generations of scientists, they do not make
any reference of the eeriness of the quantum dynamics.
In this direction, Aharonov et al.’ efforts2,3,5,6,15,17 are
not only the first but also the only stones, in more than
four decades, in the conceptual construction of the un-
derlying physical picture of the quantum dynamics. The
connection presented here between the superposition prin-
ciple and the dynamical non-locality, based on the solid
grounds of the group theoretical and path integrals formu-
lations, contributes to the development of that conceptual
construction.
We consider that the fact that the interference of lo-
cal evolutions accounts for the non-local character of the
dynamics (cf. Fig. 2 and the Supplementary Informa-
tion) has the power of suggesting a reinterpretation of
the non-local character of the quantum dynamics itself,
and straightforwardly explains why quantum dynamics
preserves causality. Hence, before a deeper understand-
ing of the kinematic non-locality is developed, it differs
conceptually from dynamical non-locality by the fact that
the latter is an effective non-locality. Below we discuss
some of the consequences and questions arisen by our
formulation.
Quantum Chaos and Dynamical Non-Locality—We con-
sider that this new way of looking at quantum evolution
could, e.g., finally explain how chaos is suppressed in the
quantum realm. At the quantum level, dynamical non-
locality requires that points in phase space located at reg-
ular or chaotic regions are propagated taking into account
contributions by trajectory pairs formed of regular-regular,
regular-chaotic or chaotic-chaotic initial conditions. This
generates a dynamics neither completely regular nor com-
pletely chaotic. When approaching the classical limit,
only contributions pertaining to the same region, regular
or chaotic, contribute and finally in the classical realm, the
pair of trajectories coalesces into a single point, defining
so the nature of the evolution: chaotic or regular.
Dynamical Non-locality, Hilbert Space Structures and
Extensions—We consider that one of the reasons of why
our understanding of dynamical non-locality is at the
shadow of our understanding of kinematic non-locality
is the unfounded believe that this is a curiosity of the
modular variables. After the treatment presented here,
the formulation of the dynamical non-locality in terms
of Hilbert space structures, as well as its generalization
to other theories, is straightforward. In equation (4)
we write the general displacement operator as Tˆ (u, v) =
eiφ(u,v)PˆuQˆv, which is nothing but the generator of the
algebra of observables. It is also the generator of the
quantum dynamical group of quantum mechanics, namely,
the Weyl-Heisenberg group. Thus, the extension to, e.g.,
finite dimensional Hilbert spaces (as in the case of spin
systems) involves the generators of Pauli’s group25 while
the generators of Poincare´’s group are involved in the
extension to quantum field theory25.
Dynamical Non-locality and the Aharonov-Bohm Ef-
fect—In the seminal works of Aharonov and Bohm2,3,
their effect was completely understood in terms of the
exchange of modular momentum5,6,15,17. Recently, based
on the non-local time-evolution of the modular momen-
tum (cf. equation 2), Aharonov offered an appealing
interpretaion of quantum interference in the Heisenberg
picture18. In the light of our formulation, the dynamics
inside the region with no field is affected by the region
with non-vanishing field, not non-locally, but via the inter-
ference between the local dynamics in each region. This
is quite similar to the case of the chaotic and regular
contributions discussed above and can be extended to the
case of tunnelling24,28.
Dynamical Non-locality and Entangle-
ment—Entanglement between quantum systems
appears after they interact. Since their interaction will
induce a dynamical situation, which will be described
by the corresponding Wigner propagator, it will not be
surprising if a relationship between entanglement and
dynamical non-locality could be established.
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Methods
M1: Group Theoretical Formulation of Quantum Mechan-
ics—In classical mechanics, the state of an f -dimensional
system is described by its position q and its momentum p,
i.e., in classical mechanics the state of a system is a point in
phase space. In a more general context20, a classical system is
defined by the algebra of observables A, which in the case of a
compact phase space can be obtained in terms of the sup-norm
closure of the polynomial algebra generated by q and p. If we
were about to define a quantum system in terms of an algebra
generated by the operators qˆ and pˆ, we need to consider the
Heisenberg commutation relations in equation (3). The vector
space, over the field of complex numbers, generated by the
operators qˆ and pˆ with the Lie products in equation (3) define
the so-called Heisenberg Lie algebra20.
In 1927, Weyl noted that the Lie products in equation (3)
imply that qˆ and pˆ cannot be self-adjoint elements of a C∗-
algebra because they cannot be given a finite norm19,20. The
need of a C∗ algebra is motivated by the von Neumann theo-
rem which states that all the regular representation of a C∗
algebra are unitarily equivalent. This independence of the
representation is certainly a desirable feature in any physics
theory. Hence, Weyl suggested to consider instead the polyno-
mial algebra generated by the bounded (formal) functions of
qˆ and pˆ
Pˆu = e
iu·pˆ/~, Qˆv = e
iv·qˆ/~, u,v ∈ <d, (11)
7satisfying QˆvPˆu = PˆuQˆve
−iv·u/~2 , QˆvQˆv′ = Qˆv+v′ and
PˆuPˆu′ = Pˆu+u′ which can be compactly written, as we did in
equation (4), as Tˆ(u,v)(q,p) = e
iφ(u,v)PˆuQˆu. This leads to the
Heisenberg-Weyl algebra, which supports the Heisenberg-Weyl
group H19,20.
M2: The Phase-Space Formulation of Quantum Mechan-
ics—The fact that the Tˆ(u,v)(q,p)’s, or equivalently the
dˆ(p,q)’s, are the generator of the algebra of observables, means
that every element of the Heisenberg-Weyl group can be writ-
ten as a combination of them, i.e., ρˆ =
∫
dpdqρW(p,q)dˆ(p,q),
where ρW(p,q) is the Weyl symbol of ρˆ. By inverting this
relation, we obtain
ρW(p,q) =
1
2pi~
Tr
[
ρˆdˆ(p,q)
]
, (12)
so that we can interpret the Weyl symbol of an operator, as
the coefficients of the expansion of that operator onto the
generators of the algebra of observables.
Although all the irreducible representations of the
Heisenberg-Weyl group, e.g., the Schro¨dingier or the phase-
space representations, are equivalent, the description above
unambiguously shows the privileged character of the phase-
space representation. In harmonic analysis and group theoret-
ical applications beyond quantum mechanics, the phase space
representation also enjoys a privileged position20 .
M3: Semiclassical Approximation of Quantum Dynam-
ics—The semiclassical Wigner propagator24,27,28 is given by
GW(r
′′, t; r′, 0) =
4f
hf
∑
j
2 cos
(
1
~S
vV
j (r
′′, r′, t)− νj pi4
)∣∣det (Mj+ −Mj−)∣∣1/2 , (13)
where SvVj (r
′′, r′, t) =
∫ t
0
ds
[
˙¯rj(s) ∧ rj(s) − Hj+(rj+) +
Hj−(rj−)
]
, r¯j(s) ≡ [rj−(s) + rj+(s)]/2 and r˜j(s) ≡ rj+(s)−
rj−(s). Mj± denotes the stability matrix along the trajectory
rj± , νj is the Maslov’s index associate to the trajectory pair
j and ∧ stands for the symplectic product. As illustrated by
Fig. (2), the sum is over all the trajectories rj± for which
r′ is the midpoint between their initial conditions. See the
Supplementary Information for more details.
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Appendix A: Quantum Dynamics in Phase Space
Before discussing the phase space formulation of quantum mechanics, we briefly review the standard formulation in
terms of the density operator ρˆ. For an isolated system described by a time-independent Hamiltonian Hˆ, the time
evolution of an initial density operator ρˆ(0) is determined by the Landau-von Neumann equation, idρˆdt = [Hˆ, ρˆ], whose
solution can be determined through the unitary time-evolution operator
Uˆ(t) = exp
(
− i
~
Hˆt
)
(A1)
and its adjoint operator Uˆ†(t) by means of the relation
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ†(t). (A2)
In position representation, this expression turns into
ρ(q′′+, q
′′
−, t) =
∫
dq′+dq
′
−J(q
′′
+, q
′′
−, t; q
′
+, q
′
−, 0)ρ(q
′
+, q
′
−, 0) , (A3)
where
J(q′′+, q
′′
−, t; q
′
+, q
′
−, 0) = U(q
′′
+, q
′
+, t)U
∗(q′−, q
′′
−, t), (A4)
with U(q′′±, q
′
±, t) = 〈q′′±|Uˆ(t)|q′±〉 and ρS(q+, q−) = 〈q+|ρˆS|q−〉.
Our goal below is to use the generator of the algebra of observables to translate the expression (A1) into the phase
space language. In doing so, we discuss first, in detail, the composition law of the generators and how to construct the
expansion coefficients for the case of a product of operators.
1. Phase Space Formulation of Quantum Mechanics
In section Methods we already introduced the standard formulation of quantum mechanics developed by Weyl19?
and Wigner31 and Moyal32. Having in mind its relation with dynamical-non-locality, and the fact that we want to
study the product of three operators Uˆ(t)ρˆ(0)Uˆ†(t), we review now the interference of generators dˆ(r) in the product
of operators.
In doing so, we recall that the Weyl symbol OW(r) of an operator Oˆ is defined by
33
OW(p,q) = Tr
[
Oˆdˆ(r)
]
, (A5)
9and discuss first the product of two general operators Aˆ1 and Aˆ2. Thus,
A12(r) = Tr
[
Aˆ1Aˆ2dˆ(r)
]
= Tr
[∫
dr1A1(r1)dˆ(r1)
∫
dr2A2(r2)dˆ(r2)dˆ(r)
]
(A6)
=
∫
dr1A1(r1)
∫
dr2A2(r2)Tr
[
dˆ(r1)dˆ(r2)dˆ(r)
]
. (A7)
Before we proceed further, we need to calculate the composition law of generators dˆ(r). For the case of two generators,
we have
dˆ(r2)dˆ(r) =
2
pi~
∫
dr˜ dˆ(r˜) exp
[
i
~
∆3(r˜, r, r2)
]
, (A8)
where ∆3(r˜, r, r
′) = 2 (r˜ ∧ r+ r ∧ r′ + r′ ∧ r˜) being ri ∧ rj the symplectic product rTi Jrj with J =
(
0 I
−I 0
)
standing
for the symplectic matrix. This is a known result for those familiar with the phase space formulation of quantum
mechanics and, it is crucial for the general discussion of dynamical non-locality below. The composition law in
equation (A8) means that the composition of two generators of the algebra of quantum observables consists of the
superposition of an infinite number of generators. This interference, phase weighted by the symplectic area ∆3(r˜, r, r
′),
is the first step towards interpreting dynamical non-locality as the interference of local evolutions.
Applying equation (A8) once more yields to the composition law of three generators, which allows us to express the
product of two operators in phase space as
A12(r) =
1
(pi~)2
∫
dr1
∫
dr2A1(r1)A2(r2) exp
[
i
~
∆3(r2, r1, r)
]
. (A9)
The interpretation of this expression is quite similar to the one for the case of the composition of two generators, i.e.,
when projecting onto the basic basis of quantum mechanics, the product of two observables turns out to lead to a
“coherent superposition” of their respective Weyl symbols.
Since we after the Weyl symbol of ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ†(t), we make use of the composition of two operators
successively24,26? –28 and get24,26–28
ρW (r
′′, t) =
∫
dr′GW(r′′, r′)ρW(r′, 0), (A10)
where
GW (r
′′, t; r′, 0) ≡
∫
dr˜
(2pi~)2
exp
[
i
~
r˜ ∧ (r′′ − r′)
]
UW
(
r′′ + r′ + r˜
2
, t
)
U∗W
(
r′′ + r′ − r˜
2
, t
)
(A11)
is the propagator of the Wigner function and UW(r) is the Weyl symbol of the unitary-time evolution operator. In
shorthand notation,
GW(r
′′, t; r′, 0) ≡ 1
(2pi~)2
∫
dr˜ eir˜∧(r
′′−r′)/~UW (r˜+, t)U∗W (r˜−, t) , (A12)
with r˜±(r′′ + r′ ± r˜)/2. Based on the discuss above, the origin of the dynamical non-locality encoded in the propagator
Wigner start being completely apparent at this point.
Before discussing the properties and construction of the propagator of the Wigner function, it is illustrative to
compare, on a qualitatively level, the unitary-time evolution operator and the propagator of the Wigner function.
Fig. 4 shows this comparison and how the unitary-time evolution operator fails in expressing, qualitatively, the locality
of the evolution in the harmonic case.
2. Properties of the Wigner Propagator
Due to the close relation between the Weyl propagator and the Wigner propagator, it is not surprising that the
properties of the Wigner propagator depend directly on the properties of the time-evolution operator Uˆ . In particular,
the anti-unitarity of Uˆ is translated to the Weyl propagator as U∗W(r, t) = UW(r,−t) = U−1W (r, t).
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FIG. 4. Comparison the Unitary-Time Evolution Propagator and the Propagator of the Wigner Function. We
calculate unitary-time evolution operator for the Morse potential discussed in the Fig. 1 of the main text, for the non-linear and
the linear approximation, and compare them with the propagator of the Wigner function. In the upper panels we depict the real
part of the U(q′′+, q
′
+, t) and in the lower panels we reproduced the Fig. 1 of the main text. The inability of the unitary-time
evolution operator for qualitatively expressing the locality of the evolution in the harmonic case is evident. However, note that
the propagator of the harmonic oscillator, up to a scaling of the parameters, is the kernel of the fractional Fourier transform,
which is the responsible for rigid rotations in phase space, thus locality is indeed encoded in it, but in a obscure way.
• Since at t = 0, Uˆ(0) = 1ˆ, then UW(r, 0) = 1. Hence, it follows immediately that
G(r′′, 0; r′, 0) = δ(r′′ − r′),
which implies that the Wigner propagator is not restricted by the uncertainty principle. This fact allows for a
clear and conceptually simple study of the quantum-classical transition22.
• From the composition law for the unitary time-evolution operator we can show that
GW(r
′′, t; r′, 0) =
∫
d2fr′′′GW(r′′, t; r′′′, t′′′)GW(r′′′, t′′′; r′, 0), (A13)
i.e., the propagator satisfies a Chapmann-Kolmogorov type equation.
• From (A12), from the anti-unitarity of Uˆ and assuming that the quantum system is homogeneous in time, we
have that
GW(r
′′, t; r′, 0) = GW(r′,−t; r′′, 0) = GW(r′, 0; r′′, t).
In this way, for autonomous Hamiltonian systems, the Wigner propagator induces a dynamical group parameterized
by t. Other properties of GW(r
′′, t; r′, 0) are
• Since the Wigner function is real, then G(r′′, 0; r′, 0) ∈ <.
• The propagator of the Wigner function is an orthogonal operator, i.e.,∫
d2fr′′′G(r′′, t; r′, 0)G(r′′′, t; r′, 0) = δ(r′′ − r′).
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3. Wigner Propagator from Path Integral in Phase Space
In order to derive a path integral expression for the Wigner propagator, we follow the work by Marinov26 and divide
the time interval (t′, t′′), a` la Feynman10, in N small time steps ∆t = (t′′ − t′)/N . For small ∆t, the Weyl transform
of the unitary evolution operator reads UW(r,∆t) ∼ exp
[− i~HW(r)∆t], where HW(r) denotes the Weyl transform of
the Hamiltonian operator. By replacing this expression in equation (A12), we obtain that for short times the Wigner
propagator is given by
GW(rn, rn−1) =
1
(2pi~)f
∫
d2f r˜n exp
(
i
~
φn
)
, (A14)
where we have defined φn ≡ ∆rn∧ r˜n+
[
HW
(
r¯n +
r˜n
2
)−HW (r¯n − r˜n2 )]∆t , with ∆rn ≡ rn−rn−1 and r¯n ≡ rn+rn−12 .
Since the propagator satisfies a Chapman-Kolmogorov type equation [see equation (A13)], we can derive the propagator
for finite times,
GW(r, r0) = lim
N→∞
N−1∏
n=1
[∫
d2frn
] N∏
n=1
[∫
d2f r˜n
(2pi~)f
]
exp
(
i
~
N∑
n=1
φn
)
. (A15)
In the continuous limit, the phase in equation (A15) acquires the form of an integral functional action
N∑
n=1
φn → S[{r}, {r˜}, t] ≡
∫ t
0
[
r˙ ∧ r˜+HW
(
r+
1
2
r˜
)
−HW
(
r− 1
2
r˜
)]
dt′, (A16)
where r(t′) is a trajectory in phase space with initial point r(0) = r′ and final point r(t) = r′′, r˙ = dr/dt and r˜ can be
considered as a fluctuation without restrictions around r(t′). So, finally we have that the Wigner propagator can be
written as,
GW(r
′′, r′) =
1
(2pi~)f
∫
D2fr
∫
D2f r˜ exp
(
i
~
S[{r}, {r˜}, t]
)
, (A17)
where D2fr and D2f r˜ denote each one a set of infinity measures in phase space26.
4. From Phase-Space Path-Integrals to Semiclassical Wigner Propagator
In this section we evaluate the path-integral expression for the Wigner propagator given in equation (A17) by making
use of the stationary-phase approximation (see e.g., Refs. 34–36). In order to calculate the extremal trajectories
maximizing the action S[{r}, {r˜}, t],
∂S
∂r
= 0,
∂S
∂r˜
= 0, (A18)
we calculate the derivatives of S[{r}, {r˜}, t] in the discrete-time version in equation (A14). After taking the continuous
limit and defining r± = r± r˜2 , we get that the action is maximized by the trajectories r± satisfying26,27
r˙± = J∇HW(r˜±), (A19)
which means that r±, not only determine the propagation in phase space, but also are solutions of the classical equation
of motion. In this case, the path-integral expressions are replaced by summation over these trajectories and weighted
by the second derivatives of the action along these trajectories. This second-derivatives matrix can be related to the
difference of the stability matrices of r+ and r−,
det
(
∂2S[{r},{r˜},t]
∂q˜2
∂2S[{r},{r˜},t]
∂p˜2
∂2S[{r},{r˜},t]
∂q2
∂2S[{r},{r˜},t]
∂p2
)
=
1
4f
det
 ∂q′′+∂q′+ − ∂q′′−∂q′− ∂q′′+∂p′+ − ∂q′′−∂p′−
∂p′′+
∂q′+
− ∂p
′′
−
∂q′−
∂p′′+
∂p′+
− ∂p
′′
−
∂p′−
 = 1
4f
det(M+ −M−). (A20)
Since the summation over trajectories contains terms j+j− and j−j+, we can guarantee that the propagator is real.
By taking into account the last arguments, we show that the propagator takes the form24
GW(r
′′, t; r′, 0) =
4f
hf
∑
j
2 cos
(
1
~S
vV
j (r
′′, r′, t)− νj pi4
)∣∣det (Mj+ −Mj−)∣∣1/2 , (A21)
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with SvVj (r
′′, r′, t) given by
SvVj (r
′′, r′, t) = (r˜j+ − r˜j−) ∧ (r′′ − r˜′) + Sj+ − Sj−
=
∫ t
0
ds
[
˙¯rj(s) ∧ rj(s)−Hj+(rj+) +Hj−(rj−)
]
, (A22)
with r¯j(s) ≡ [rj−(s) + rj+(s)]/2 and r˜j(s) ≡ rj+(s) − rj−(s). Besides the two Hamiltonian terms, it includes the
symplectic area enclosed between the two trajectory sections and the vectors r′j+ − r′j− and r′′j+ − r′′j− . This result
form a path integral formulation coincides with the seminal result derived in Ref. 27.
Appendix B: Probability Amplitude Interference and Dynamical Non-Locality
Based on the local evolution of the wave function and its interpretation as a probability amplitude (Copenhagen
interpretation), we offered some general arguments about the emergence of the dynamical non-locality as the interference
of the local evolution of the probability amplitude. We further discuss, in detail, the emergence of the dynamical
non-locality based on the semiclassical approximation of the propagator de the Wigner function. Here we want to
support this discussion by considerings the general case.
Let us consider the case of a pure state |ψ〉 and express the density operator as ρˆ = |ψ〉〈ψ|37. Hence, based on
equation (A2) above, it is clear that Uˆ and Uˆ† are responsible for the evolution of |ψ〉 and 〈ψ|, respectively. Since the
dynamics of the wave function are local, this simply means that Uˆ and Uˆ† drive local dynamics by themselves, but
when expanded onto the generators of the algebra of observables [see equation (A12) above], their combined action
(interference) leads to the non-local dynamics encoded in the propagator of the Wigner function!
Although the argument above is general enough, it is only by the construction of the path integral formulation of the
Wigner propagator in equation (A17), that one can verify that this interference process actually yields to the non-local
and local terms discussed in the context of modular variables2,3,5,6,15,17 [see equations (1,2) and (10) in the main text].
Thus, only at this point it is clear that the non-locality of the quantum dynamics expressed in the modular variables is
the result of the interference of the local dynamics of the probability amplitude in the direct (where |ψ〉 lives) and in
the dual (where 〈ψ| lives) Hilbert space of the physical system under consideration.
By reconstructing the non-local character of the quantum dynamics in terms of the interference of local dynamics
(the dynamics of the probability amplitude), we consider that our formulation and results reconcile the dynamical
non-locality of the Aharonov-Bohm effect with the fundamentally local action of the electromagnetic field. As such,
we consider that our formulation allows for the development of new and different ways of exploring the fundamental
aspect of the quantum dynamics. We consider also that is a first step towards extending the kinematic Copenhagen
interpretation to the dynamical case.
In the preface of his 1931 Gruppentheorie una Quantenmechanik Weyl stated that “The importance of the standpoint
afforded by the theory of groups for the discovery of the general laws of quantum theory has of late become more and
more apparent.” We follow Weyl in his appreciation and report soon on the study of dynamical non-locality in finite
dimensional Hilbert spaces38 and on its extension to quantum field theory39.
