In the combined data, the 3-year observed and predicted risk of recurrence was 25.40% (95% CI: 23.76%, 27.04%) and 25.34% (95% CI: 24.73%, 25.95%), respectively. The predicted risk in the 1st and 10th decile risk group was 5.68% and 60.21%, respectively. Conclusions: The developed prediction model for recurrence of major depression has acceptable discrimination and excellent calibration, and is feasible to be used by physicians. The prognostic model may assist physicians and patients in quantifying the probability of recurrence so that physicians can develop specific treatment plans for those who are at high risk of recurrence, leading to personalized treatment and better use of resources.
INTRODUCTION
Major depression has a high rate of recurrence after recovery. [1] [2] [3] For physicians who treat patients with major depression, once the depressive episode is remitted, the goal of the next treatment stage is to prevent recurrence of a new episode. [4] This treatment stage is very challenging and there exists very little evidence to guide clinical management. In the NICE guidelines for depression, number of previous episodes of depression, residual symptoms and concurrent physical health problems, and psychosocial difficulties are considered as risk factors for recurrence of depression. [5] The Canadian CANMAT guidelines for depression specify three or more episodes as a risk factor for recurrence. [6] In community-based studies, younger age, younger age of onset, family history of depression, previous episodes, duration of the episode, residual symptoms, smoking, comorbid anxiety disorders, negative youth experiences, and ongoing difficulties have been found to be associated with recurrence. [6] [7] [8] [9] [10] [11] [12] [13] Although previous research has significantly enhanced our understanding about potential factors for depression recurrence and the clinical practice guidelines have clearly laid out the factors to be considered at maintenance stage, these have not provided physicians with sufficient ability to predict and quantify the risk of recurrence. Recurrence of major depressive episode (MDE) is not determined by a single factor, rather by the combined effect of multiple risk factors. To accurately predict and quantify the risk of recurrence, a prediction model that considers the combined effect of a key set of prognostic factor is needed. [14] A prediction or prognostic algorithm is not about searching for new risk factors; it is a combination of multiple known predictors from which risk of a specific endpoint can be calculated for individual patients. [14] Such models are embedded in clinicians' daily practice as the primary tool to estimate individual risk of future disease. Well-known examples include the Framingham risk prediction algorithms for cardiovascular disease [15] and prediction algorithms for cancer risk. [16, 17] Although many studies established the associations between factors described previously and recurrence of major depression, using statistical modeling approaches (either logistic regression or Cox model), the purpose of these models was to estimate relative risks (e.g., exposed vs. nonexposed), and they are different from prediction algorithms that provide absolute risk (probability of outcome at endpoint). They should have acceptable discriminating power and calibration not only in the population from which the models are developed, but also in distinct but related populations. Such models to predict recurrence of depressive episodes in specific individuals are not available, despite the fact that they could have clinical utility. The selection of maintenance therapy in remitted patients is guided in large part by the physicians' clinical judgment. Improved ability to identify recurrence risk for specific patients could, therefore, improve clinicians' decisions regarding the need for ongoing or maintenance therapy. The objective of this study was to develop and validate a prognostic model for predicting recurrence of major depression using data from a population-based, nationally representative cohort.
METHODS
We used the longitudinal data from the U.S. National Epidemiological Survey on Alcohol and Related Conditions (NESARC). The NESARC is a nationally representative survey of the U.S. population. [18] Wave 1 of the NESARC [19] was collected between   2001 and 2002, and included 43,093 respondents aged 18 years and  older. Wave 2 of the NESARC was collected between 2004 and 2005,  about 3 years after the wave 1, and completed interviews in 34,653 participants of the original wave 1 sample. [20] Individuals who were institutionalized, who joined in military, and who went to prisons after the wave 1 were not interviewed in wave 2. The response rate in eligible participants was 86.7%. [21] A detailed description of the design and field procedures of the NESARC can be found in previous publications. [19, 20] Assessment of mental disorders: Major depression and other Axis-I and Axis-II mental disorders were diagnosed using the Alcohol Use Disorder and Associated Disabilities Interview Schedule -DSM-IV version (AUDADIS-IV), [22] a fully structured diagnostic interview appropriate for use by trained lay interviewers and clinicians. Lifetime and past-year diagnoses were assessed at wave 1. At wave 2, diagnoses since wave 1 were assessed.
Participants included in this analysis: For this study, we included the wave 1 (baseline) participants who reported (1) current or lifetime MDE; (2) no lifetime manic episode or hypomanic episode; (3) having remitted from the recent depressive episode for at least 2 months; and (4) that they went to health professionals (councilors and/or medical doctors) for help to improve mood, were hospitalized for depression, or went to emergency room because of depression. In the NESARC, after participants were inquired about the presence of a MDE, they were asked: "Since this MOST RECENT time BEGAN, have there been at least 2 months when your mood was much improved or back to normal AND when you DIDN'T have ANY of the OTHER experiences you mentioned?" The NESARC used the answer (yes or no) to this question to determine whether remission had occurred. We included eligible participants from South and West region (regions 3 and 4) in the development data to develop the model (n = 1,518). Eligible participants from Northeast and Midwest region (regions 1 and 2) were kept in validation data (n = 1,195).
The outcome variable of this study was meeting the DSM-IV diagnostic criteria for MDE since wave 1 interview.
Risk factors for recurrence: We initially selected and examined the associations between the following potential risk factors and recurrence. We also examined the associations between other Axis-I and Axis-II disorders at baseline and the risk of recurrence.
Demographic and socioeconomic characteristics: Sex, age, marital status, annual personal income levels, educational levels, working status, race, living arrangement.
Clinical variables related to previous MDE: As part of the AUDADIS-IV module for major depression, the following were available: number of MDEs, age of first onset, duration of longest MDE, presenting depressive symptoms in an episode, presence of major depressive disorder (MDD) in the past year and prior to the past year.
Family history: As part of the AUDADIS-IV, participants were asked about whether their biological parents and siblings ever had depression (six items). [22] Physical conditions: Self-reported general health and physiciandiagnosed or healthcare professional diagnosed health conditions in the past year. [23] Stressful life events in the past 12 months included the occurrence of 14 stressful life events during the 12 months prior to the interview. [22] Past month health-related quality of life: Two derived variables were based on the Medical Outcomes study -Short Form (SF-12): [24] normbased physical disability scores and norm-based mental health disability scores.
Childhood adversities: 29 questions from the Conflict Tactics Scale [25] and the Childhood Trauma Questionnaire. [26] Discrimination: The Experiences with Discrimination scales [27] (54 items) were used to assess experience of discrimination in physical disability, race-ethnicity, gender, sexual orientation, religion, and overweight. These questions were asked at wave 2 and accommodated Depression and Anxiety two time periods: the past 12 months, and prior to the past 12 months. We assumed that people's experience of discrimination (especially related to race and religion) did not change significantly over a short time (2 years). Therefore, we used participants' answers about experience of discrimination prior to the past 12 months as an indicator for discrimination.
At the time of the wave 1 interview, missing data were imputed by the NESARC team for background variables deemed critical for analysis, for example, age, sex, race, education, income, and so forth. [28] Imputation was done by means of a hot-deck procedure defined by combinations of relevant characteristics. [28] Model development and validation: All analyses were conducted using STATA 12. [29] To develop the model, we first examined the bivariate relations between selected variables and the risk of recurrence in the development data. Variables that were statistically significant at the P-value level of .005 were retained as candidates for modeling. Although some variables were not statistically significant at the level of .005, they have been found to be strong risk factors for depression. These variables were later examined regarding their added values for model performance.
The prediction algorithm was developed using logistic regression modeling. To develop the algorithm, we used combined procedures of forward and backward selection as each individual approach has its own limitations. [30, 31] We first included age (continuous variable), sex, and number of previous depressive episodes in the model. We used two ways to determine whether an additional variable should be included in the model. First, by adding another variable from specific domains (demographic, psychosocial, and clinical), we examined whether it would improve the model's discriminative power and calibration with data. This was done by comparing the difference between the C statistics of the models with and without the variable. Once the variables from a specific domain had been examined, we used backward deletion to examine whether removing a variable would affect the performance of the model. The variable with the weakest association was first examined. After the backward deletion was completed, we repeated the forward selection by adding a variable from another domain. The combined forward and backward selection were repeated until all variables were examined. Second, we used the method of Net Reclassification Improvement (NRI) [32, 33] to examine whether adding this particular variable could correctly reclassify participants into appropriate categories. When participants with and without the outcome are considered separately, any upward movement in disease categories for subjects with the outcome implies improved classification, and any downward movement indicates worse reclassification. The interpretation is opposite for subjects without the outcome. The NRI was quantified as the sum of differences in proportions of individuals moving up minus the proportion moving down for those with the outcome, and the proportion of individuals moving down minus the proportion moving up for those without the outcome. [34] The P-value (.05) of statistical test for comparing the difference was used to determine if the improvement is significant. We also examined the interactions between the included predictors. Interaction terms that significantly contributed to C statistics and NRI were retained in the prediction model.
Internal validation: The model's performance was assessed by discrimination and calibration. Discrimination is the ability of a prediction model to separate those who experienced the outcome events from those who did not. We quantified this by calculating the C statistic, which is identical to the area under a receiver operating characteristic curve when the outcome variable is binary. Calibration measures how closely predicted outcomes agree with actual outcomes (or accuracy). For this, we used the Hosmer-Lemeshow test (H-L test) to compare the differences between mean predicted and actual event rates; large P-value (>.05) indicates good calibration.
Shrinkage:
The model developed using the development data may be vulnerable to overfitting. Therefore, we shrunk the coefficients with a heuristic shrinkage factor, which was estimated as follows: [35] 
where df indicates the degrees of freedom of the model and model χ 2 is calculated on the log-likelihood scale.
External validation:
We applied the shrunken model in the validation data (n = 1,195) and calculated C statistics (for discrimination) and the H-L χ 2 statistics (for calibration/accuracy). The H-L χ 2 is a test for overall calibration, but it provides no information about specific areas (risk groups) where the predicted risk agrees, over estimates, or under estimates the true risk. To examine the agreement between predicted and observed risk by specific risk groups, we combined the development and validation data and applied the model in the combined data. Participants were classified into 10 (decile) risk groups. The predicted versus observed risk of recurrence were visually compared. Additionally, we calculated the C statistics and the H-L statistics of the model in the combined data.
RESULTS
The characteristics of the participants in the development and validation datasets and in the combined dataset are in Table 1 . The participants in the development and validation data resembled each other, except that participants in the validation data were more likely to be men, white, and to have visited an emergency room for depression than those in the development data. In the development data (n = 1,518), 382 (25.16%) developed recurrent major depression since wave 1. In the validation data (n = 1,195), 307 (25.69%) developed recurrent major depression over the follow-up period. The participants had complete data about selected variables, except that two participants had missing data about the SF-12 scores.
In bivariate analysis, many variables including family history, duration of depressive episode, suicidal behaviors, and ongoing life events were associated with recurrence of major depression. However, these variables did not add to the prediction of recurrence by examination of their impacts on C statistics and NRI. The final model based on the development data contains 19 unique predictors and 4 interaction terms ( Table 2 ). The C statistics of this model was 0.7504. The model had excellent calibration in the development data (H-L χ 2 (8) = 10.48, P = .23).
The shrunken coefficients of the model are in Table 2 . We applied the model in the validation data. The data showed that the model had a C statistics of 0.7195 and excellent calibration in the validation data (H-L χ 2 (8) = 3.51, P = .90). We applied the algorithm in the combined development and validation data. With the combined data, the model had a C statistics of 0.7365 and excellent calibration (H-L χ 2 (8) = 6.22, P = .62). The observed risk of recurrence over 3 years was 25.40% (95% CI: 23.76%, 27.04%); the mean predicted risk of recurrence based on the model was 25.34% (95% CI: 24.73%, 25.95%). We visually compared the predicted versus the observed risk of recurrence by decile risk groups (Fig. 1) . In general, the predicted risk agreed with the observed risk very well. There was about 3% overprediction in group 7 and 4% underprediction in group 8. The predicted and observed risks were nearly identical in the highest risk group.
DISCUSSION
The purpose of this prognostic model is not to identify new risk factors for recurrent depression, nor is it to estimate the relative risks of the predictors. Instead, it provides a statistical formula based on which individuals' absolute risks of developing recurrent depressive episode in the future can be calculated. The developed prediction algorithm provides a statistical formula based on which individuals' absolute risks of developing recurrent depressive episode in the future can be calculated. This type of tool can be used collaboratively by both physicians and patients when deciding on ongoing treatment and monitoring after remission of their depressive episode. The model developed in this study based on the NESARC data had acceptable discrimination and excellent calibration. Unlike most prediction algorithms that did not have external validation when they were first developed, this prediction model was validated in independent samples.
Consistent with current clinical practice guidelines, number of previous episodes, residual symptoms, concurrent physical health problems, and psychosocial difficulties are import prognostic factors in this model. It should be noted that accurate prediction of recurrence can only be made when these factors are considered simultaneously, rather than by focusing on one or a few prognostic factors. Number of previous depressive episodes is emphasized in both NICE and CANMAT guidelines. [5, 6] In the NESARC data, when only number of previous episodes was used to predict recurrence, the model had a C statistic of 0.5897, which was similar to a model that included gender and age only (C = 0.5794). This highlights that using number of previous depressive episodes alone would not make accurate prediction of recurrence risk.
In addition to what clinical practice guidelines have previously noted, this model showed that demographic characteristics (gender, age, marital status, race) and comorbid psychiatric disorders (lifetime generalized anxiety disorder, specific phobia, and avoidant personality disorder) contributed to the prediction of recurrence. Previous studies are inconsistent in whether these factors are associated with recurrence of major depression. In a clinical study, Grilo et al. reported that personality disorders, specifically borderline and obsessive-compulsive disorders, were strong predictors for recurrence of major depression. [36] In another clinical study, avoidant personality disorder was strongly associated with relapse of MDD. [37] In an analysis of the NESARC data, Skodol et al. found that none of the personality disorders was associated with recurrence of MDD. [21] The discrepancy between current analysis and Skodol et al.'s study may be due to the fact that they included all participants who used and did not use mental health services for depression, whereas the data we used to develop and validate the algorithms included only those who used mental health services for depression. Gender, age, and negative life events were not associated with recurrence in the Netherlands Study of Depression and Anxiety. [8] However, in the Netherlands Mental Health Survey and Incidence Study, younger age, negative youth experiences, and the presence of ongoing difficulties were associated with recurrence. [9] There may be various explanations for the inconsistencies, including different study populations, and different measurements of prognostic factors and outcome variables. This highlights the importance that, in prognostic research of major depression, diagnostic instruments and the definitions of prognostic factors should be standardized. For some clinically important factors with inconsistent findings in relation to recurrence of major depression, their prognostic values (not statistical significance) should be examined in multiple studies.
Although the developed model contained 19 unique prognostic factors, it is feasible to be used by health professionals for the following reasons. Although the predictors were selected from a battery of questionnaires and instruments, this does not mean that these questionnaires and instruments should be administered completely in order to use the risk calculator. Rather the users just need to ask the questions and enter the data related to these 19 predictors. When patients with depression are treated by physicians, a thorough psychiatric assessment and psychosocial inquiry are often conducted. Most of the data related to the predictors in model are available at this stage and will remain constant and do not fluctuate with the course of a current episode. The data that may change over the course are age, marital status, and presence or absence of residual physical and mental health symptoms (the two prognostic factors in the model) that are assessed by the SF-12. This makes frequent assessments in clinical settings feasible. Health professionals would not be expected to manually calculate the predicted risk using the coefficients presented in Table 2 , rather a computerized or web-based version of this algorithm using these coefficients would calculate the predicted risk instantly upon input of the relevant variables. [38] The screen shots of the web version are in Supporting Information Fig. S1 . With frequent assessment, a chart that depicts the changes of risk over time can be constructed (see Supporting Information Fig. S1 ). This algorithm could also be programmed into an electronic health record, smartphones, or tablet computers.
The strength of this study is that the data were population-based and the sample size was large. Furthermore, the developed prognostic model was externally validated. This study also has limitations, including the fact that the NESARC relied on self-report, possibly increasing the risk of reporting and recall biases. Such biases may also contribute to the inconsistencies in the predictive power of some prognostic factors in different regions/populations. Another potential limitation is that both participants with current and lifetime major depression at wave 1 were included in this study. Restriction to participants who had recently remitted MDE would lead to reduced samples for algorithm development and validation and imprecise prediction. Nevertheless, in our additional analysis, we applied the algorithm in those who had MDE in the past 12 months at wave 1 (n = 419), and found that the predicted and observed risks were the same (33.41%). Although the algorithm was validated in participants from different census regions, the performance of the model has not been validated in populations outside of the United States. This should be a direction for future research.
Reducing recurrence of depressive episodes is the priority and challenge of maintenance treatment. The prediction algorithm we developed and validated is a tool that can assist physicians in accurately quantifying the absolute risk of recurrence in the future. This will enable physicians to plan personalized treatment strategies, leading to better outcome of patients with major depression.
