A technique for the computation of longwave radiative quantities using the line-by-line approach has been developed in the Soviet Union. The method has been applied to obtain fluxes and cooling rates for standard atmospheric profiles used in the Intercomparison of Radiation Codes Used in Climate Models (ICRCCM) sponsored by the World Meteorological Organization. The sensitivity of the result to changes in the vertical quadrature scheme, the angular integration, and the spectral line shape is evaluated. Fluxes and cooling rates in the troposphere are in general agreement with those obtained with different line-by-line models. Results from parameterized models, including a wideband statistical model and one employing the integral transmission function, have been compared to the line-by-line results. Flux errors in the simplified schemes are of the order of 10 W/m 2. The sensitivity of these models to changes in atmospheric profiles, or to an increase in CO2 amount, is similar to that of the line-by-line calculations.
LINE-BY-LINE MODEL CALCULATIONS

Basic Details of the Line-by-Line Integration
The LBL method is a direct evaluation of the contribution of the individual lines of atmospheric absorption bands; it therefore is possible to obtain the longwave radiative fluxes with a spectral resolution potentially as fine as the monochromatic resolution. The accuracy of the obtained results is limited only by uncertainties in the initial data pertaining to the fine-structure line parameters and to the atmospheric profile. In practice, it is a serious computational problem to implement the LB L technique, owing to the great number of spectral lines and to the complex nature of the inhomogeneous atmosphere. Therefore the fundamental requirement imposed upon LBL models is to improve their computational efficiency while retaining the desired accuracy. If information is available about the fine-structure parameters of the vibration/rotation bands of the molecular gases (line positions 12i, intensities S i, half widths ai, and their dependence on pressure and temperature), the monochromatic volume absorption coefficient k(12) at pressure P and temperature T can be evaluated by the formula
k(v): Z Pj(P, T) Z f[(v)
(1) j i where f•(v) is the absorption profile (in cm2/mol) of the ith spectral line of the jth absorbing gas and 7j(P, T) is the density of the jth absorbing gas (in mol/cm3 .
The principal idea in developing the computational technique for the IAE LB L model is the specification of the parameters determining the computational efficiency of calculations using (1) according to the accuracy desired for the results of the calculations. The selection of these parameters is based on physical considerations. Thus we may assume that computation of longwave fluxes due to weak lines requires less computation time than those due to strong (high-intensity) lines. We may therefore define a line absorption cutoff criterion e, giving the minimum value of the absorption profile included for any line. This value may be used to determine the cutoff frequency for each line:
v? --< f?l(t•) In all other calculations, the fpo (•) profile with a cutoff of 10 cm-' was adopted. The two reasons for adopting this profile are, first, that there are no experimental relations comparable to (6) for the other atmospheric absorbers such as H20 and 03 and, second, that the profile may be used in conjunction with empirical relations from Roberts et al. [1976] to account for H20 continuum absorption. In addition, as shown below, the use of (6) in the 15-•m CO2 band does not strongly affect the accuracy of the flux calculations for the atmospheric profiles used in this study. For this reason, the relation (6) is not applied for CO2 calculations in the 4.3-•m region and in any other bands.
The second principal feature of this technique is the shift in frequency of the line centers to the nearest frequency points (nodal points) at which the absorption coefficients are evaluated. This approach permits the use of a uniformly spaced frequency grid for the calculation, and permits substantial improvement in both the accuracy and the computational efficiency of the numerical frequency integration. An approximation for h may be specified as h • kHa-v
where a -v is the mean value of the Voigt half width at the specified pressure and temperature, and k H is a constant with value ranging from 1 to 3 [Fornin et al., 1984] . In practice, the values of h actually used in flux calculations are 2-5 times smaller than those predicted from (7). A deficiency in the direct application of (1)-(7) to flux computations is that, according to (2), a systematic underestimation of absorption occurs for "weak" lines, i.e., for the lines whose contributions to e(v) are less than e. In certain spectral regions, particularly the 8-to 13-/am "window" region, this underestimation can markedly affect the accuracy of the calculation. In order to compensate for this effect, the simple technique given below is used.
If the ith line is found to be "weak" (according to the above criterion), it should be possible to account for its intensity Si(= f fpO(v) dr) by replacing the real absorption profile fpo by a rectangular profile with a base proportional to a/v. In practical applications, we exploit the fact that, according to (7), the grid step h is roughly proportional to a/v. Therefore one may apply the rectangular profile with the base extending over a frequency range of 2h (centered on the line position) and a height of S i/2h. Since S i and a i are external model parameters, the inclusion of the weak lines does not significantly affect the computational efficiency of the model. In addition, the accuracy of the transmission function calculation is improved (at a specified e) by a factor of up to 10, as discussed below.
We begin by noting that the spectroscopic data compilation used here [Rothman, 1981] itself omits lines with intensities less than a criterion set differently for each absorbing gas. Therefore it is justifiable to consider transmission functions obtained by using (1)-(7) with e set to be a In cases when atmospheric absorption is strong (i.e., the atmospheric emission is close to the blackbody function), longwave fluxes are generated at points in close proximity to the point at which they are being calculated. In such circumstances, the relative flux error due to the "homogeneous layer" approximation may be estimated by the following expression: The gaseous absorber is CO:, and the spectral interval is 580 The computational technique adopted for the present calculations is therefore based on the interpolation of functions depending on T and k(•). This enables the calculation of fluxes and cooling rates to prespecified accuracy, limited only by the errors in the initial atmospheric data. A number of independent vertical interpolation grids are used in the present procedure; these will be described below.
In the first place, continuous interpolation is used to obtain altitude profiles of the initial data for the physical state of the atmosphere (P, T, p, etc.) taken from McClatchey et al. [1972] . Although any interpolation scheme may be used here, in the present calculation, we have employed linear interpolation to facilitate intercomparison with other LB L techniques.
To interpolate the absorption coefficients k•, we assume that at arbitrarily specified atmospheric levels Zj, which Calculations of the function qon(Z) using the Zv grid are unsuitable, however, for two reasons. First, the Z•, grid resolution is based on the emitting properties of the atmosphere. In certain cases (see (11)) this resolution may be too coarse to permit accurate absorptivity calculations. On the other hand, the evaluation of the E 2 integral is time consuming, even using special numerical procedures. As a result, it is necessary to compute qon(Z) by an interpolation technique using a nonuniform and less detailed altitude grid Z•. The final altitude integration remains over the Zv grid. In contrast to the "homogeneous layer" approach, the major computational problem in the evaluation of qon(Z) occurs when Z approaches H, since in this case the calculation involves the evaluation of E n(x) functions when x --> 0. In this situation, the En(x ) functions may not be expanded by Taylor's theorem, and common polynomial approximations of qon(Z) converge slowly. Since k• may attain values as large as 103 km -1 in frequency regions with strong atmospheric absorption, the accurate generation of qon(Z) in the vicinity of H requires the use of an altitude interpolation with a vertical resolution of 10-3-10 -5 km [Trotsenko and Fomin, 1987] . In contrast, when Z is far from H, and in spectral regions when atmospheric absorption is weak, the qou(Z) interpolation may be performed with a resolution of as much as 1-5 km. In actual computations, it thus becomes necessary to perform the altitude interpolation over nonuniform grids which may contain a large number of vertical levels.
Numerical integration of (12)-(13) to obtain fluxes thus involves obtaining the Planck function B[T(Z)] and the reconstruction of r•(Z) using (9)-(10). There is little difficulty in calculating B[T(Z)
To solve this singularity problem, we exploit the fact that in frequency regions with strong absorption, the longwave fluxes at H are generated by exchange of photons in spatial regions close to H. In consequence, we can obtain analytical expressions for F• and FX• in regions close to H, neglecting the altitude dependencies of some atmospheric parameters in these regions. Using these expressions, we can manipulate (12)-(13) in such a manner to obtain expressions in which the terms containing altitude integrals are a small correction to the flux values obtained from the other terms.
In practice, we have used two sets of expressions.
In the first approach, we assume that in spatial regions close to H the molecular absorption coefficients and the temperature are essentially constant, and the density of the atmospheric absorbers varies in altitude in the same manner as the atmosphere as a whole (assuming an isothermal layer in hydrostatic equilibrium)' (19)-(20) . The latter equations were used, however, in testing the altitude integration principle (using the trapezoidal rule) and for the selection of the interpolation grid for •n(Z).
p(Z) = p(H) exp R(H) / (16) Here R(tt) is proportional to T(tt). It then follows that k•,(Z) varies in altitude in
As indicated above, the algorithms for computation of the upwelling and downwelling fluxes are designed primarily for spectral intervals containing strong absorption bands. Thus one would expect significant difficulties in the computation of these fluxes in other regions, since photon exchanges that generate flux at H no longer occur in close vicinity to H. In practice, this caused difficulties in the selection of the altitude interpolation grid (AZ0.
These difficulties are illustrated in Figures 5 and 6 . In Figure 5 , the altitude dependence of F•(H) obtained using -1 different AZv grids is presented for the 600-700 cm spectral interval, a region with strong absorption. Figure 6 is the corresponding result for the 800-900 cm -1 interval, which has weak absorption. It is found that in the strong 15-/am CO2 band, the interpolation grid with 100 vertical levels is sufficient to produce flux results insensitive to increasing grid size. However, in the weak absorption band, a grid with 260 vertical levels is required to achieve good convergence. In practice, the latter grid has been applied at all frequencies, in order to give the algorithm greater applicability to a wide range of atmospheric conditions. Table 6 , fluxes for all levels between the surface and 100 km are displayed for five atmospheric profiles: tropical (TR), mid-latitude summer (MS) and winter (MW), and subarctic summer (SS) and winter (SW), with absorption from H20, CO2, and 03 all included. Table 7 gives results at the surface, tropopause, and top of the atmosphere for several more specialized cases; Table 8 Table 8 that the IAE calculations give discrepancies of several W/m 2 in certain cases (e.g., in the case when H20 (with continuum), CO2, and 03 are all included). In other cases, the discrepancy is small, as in the CO2-only calculations. Since the initial data for these calculations are essentially identical, the explanation of these differences must lie in the various LBL calculational techniques and the methods for accounting for atmospheric inhomogeneity. In some cases, such as the choice of absorption profile in distant wings of lines, the influence of LBL methods on the results is fairly evident. In other cases, such as the method for performing the angular integration, the differences are difficult to interpret.
It is apparent from the results in
To clarify these effects, we have performed a series of test calculations for the MS profile, in which a number of modifications have been made to the IAE technique given above. Results for the downward flux at the surface and at the tropopause are presented in Table 9 
km wide to perform the vertical integrations of (12)-(13). In this case, the vertical interpolation of % and associated functions remain as outlined in (9)-(10) (i.e., using the AZj interpolation grid).
It is apparent that the largest differences in the computed fluxes occur when the actual techniques accounting for temperature stratification Fomin, 1986, 1987] Determined by e criterion (see Table 4 above 25 km are too large to be explained by errors in the net flux differentiation procedure; the cause of these differences is presently under investigation.
BAND MODEL CALCULATIONS
Development of the Wideband Model
A frequently employed practical solution to the problem of computing longwave fluxes and flux divergences is to consider radiation in spectral bands of finite width, for which transmission functions may be determined in various ways. One of the first papers using this method was that of Rodgers and Walshaw [ 1966] ; the approach was further developed by Ellingson and Gille [ 1978] . In this paper, we adopt a similar approach.
For [see Gorchakova and Feigelson, 1982] . Ozone absorption is 
SUMMARY AND CONCLUSIONS
A technique for calculation of longwave transmissivities, fluxes, and cooling rates using an LBL technique has produced results in general agreement with other LBL results given in the WCP-93 document [Luther, 1984] . We have tested a number of methods for handling the vertical temperature stratification observed in the atmosphere; our tests indicate that errors of several W/m 2 may be made if an improper vertical quadrature scheme is employed in these calculations.
Wideband models, such as the one described in section 3, obtain fluxes to an accuracy of about 5%. The ITF model 
