In this paper, we present a space code agility-based single receive channel digital beamforming (DBF) method for ultra-wideband radar. The proposed single channel DBF method outperforms the existing single channel DBF method with a space-time coded array architecture regarding both the angular and the range sidelobe levels by integrating multiple pulses modulated by irrelevant space codes. A frequency-domain equivalent DBF algorithm is also developed. This algorithm is immune to the mismatch between the sampling rate of the recorded signal and the space-time response function of the space-time coded array under ultra-wideband circumstances, in which cases the existing space-time coded array DBF methods will suffer. Moreover, the target motion over multiple pulse repetition intervals (PRIs) is taken into account in the development of the frequency-domain DBF algorithm. Therefore, performance degradation due to target motion is avoided. Numerical simulations verify the effectiveness of the proposed method.
I. INTRODUCTION
The digital beamforming (DBF) technique has been widely studied in the last few decades since it outperforms the analog beamforming technique in many aspects [1] . However, the DBF technique must employ an independent radio frequency (RF) receive channel for each array element or subarray; as a result, the hardware of the antenna system is expensive. Moreover, the DBF performance will suffer from errors between the receive channels. Therefore, over the past decade, low-cost single-channel DBF methods have been developed.
By sequentially connecting a single RF receive channel to different array elements, the spatial multiplexing of local elements (SMILE) method [2] - [6] can recover the spatial samples of the array from the time-domain sample sequence. However, the recovered spatial samples are not recorded at the same time. Therefore, this approach requires a more complex DBF processing procedure. This problem can be resolved by introducing true-time delay (TTD) lines with different delay times [7] . However, the SMILE method requires a sampling rate much larger than the signal The associate editor coordinating the review of this manuscript and approving it for publication was Huawei Chen. bandwidth such that the original signal can be fully recorded. In an ultra-wideband case, the available sampling rate of the analog to digital converter (ADC) may not meet this requirement, even if a small number of elements are utilized. The time sequence phase weighting (TSPW) method proposed in Ref. [8] - [11] can also realize DBF with a single receive channel. This method is essentially based on the spectrum spread technique. The received signals of array elements are modulated by orthogonal codes. Therefore, one can recover the received signals of the expected element by dispreading processing. The recovered spatial samples of TSPW will be obtained at the same sampling time. However, TSPW also requires a sampling rate much larger than the signal bandwidth, which will limit its application in ultrawideband cases. In Ref. [12] , another single receive channel DBF method was developed based on the circulating time-delay coded array (CTDCA) [13] - [15] . Compared to the method proposed in Ref. [7] , this CTDCA-based method also introduces an increasing time delay across the array elements through TTD lines. The delayed signals are then summed together and fed to the single receiver. DBF can be accomplished through time-domain filtering if the time delay between any two neighboring elements equals the reciprocal of the signal bandwidth. This method still works even if the sampling rate of the ADC is slightly larger than the signal bandwidth, which facilitates its application in ultra-wideband cases. Moreover, in ultra-wideband cases, shorter TTD lines are required, which also facilitates the implementation of a CTDCA in practice. However, such a method will result in a decrease in the range resolution. The range resolution can be preserved by further introducing space coding into the circulating time-delay coded array [16] . Such a technique, which has been developed for transmit beamforming, can also be utilized for single channel receive DBF. However the space coding technique will result in increases in the sidelobe levels in both the range domain and the angular domain. A subarraybased space-time coded array (STCA) was proposed in Ref. [17] to reduce the sidelobe levels. However, such STCA approach will result in a reduced spatial coverage. Furthermore, the methods mentioned above employ time-domain convolution to accomplish receive DBF. In ultra-wideband cases, time-domain convolution based DBF will suffer from a mismatch between the sampling rate of the recorded signal and the CTDCA system response function.
In this paper, we present a space code agility-based single receive channel DBF method for ultra-wideband radar. Under the proposed architecture of a single receive channel STCA, the received signals of multiple pulse repetition intervals (PRIs) will be utilized for DBF. The space code will vary from PRI to PRI. After coherently integrating the received signals of multiple PRIs, the relative sidelobe levels in both the range domain and the angular domain will be decreased compared to those in the existing single channel DBF methods with an STCA architecture. Furthermore, equivalent DBF processing is carried out in the frequency domain instead of the time domain; hence this process will be immune to the above mentioned sampling rate mismatch. The motion of the target over multiple PRIs is also taken into account in the development of the frequency-domain DBF algorithm to prevent performance degradation. This paper is organized as follows. In Section II, the principles of a single receive channel circulating time-delay coded array and STCA will be briefly reviewed first. Then, the signal models of these two arrays under ultra-wideband circumstances will be developed, and a performance analysis of the time-domain DBF algorithm in such cases will be performed. The space code agility-based single channel DBF method for ultra-wideband radar will be presented in Section III. The signal model and low sidelobe principle of the space code agility-based space-time coded array (SCA-STCA) will then be introduced, followed by the frequency-domain DBF algorithm. Section IV concludes this paper.
II. PROBLEM FORMULATION
In this paper, it is assumed that an ultra-wideband signal with central frequency f c and bandwidth B (f c B) is transmitted by a radar. Without loss of generality, the ultra-wideband transmit signal can be expressed as: where s B (t) is the baseband signal with bandwidth B that can be either a linear frequency-modulated (LFM) signal or a phase-coded (PC) signal.
A. SIGNAL MODEL AND PERFORMANCE ANALYSIS OF A CIRCULATING TIME-DELAY CODED ARRAY RADAR UNDER ULTRA-WIDEBAND CIRCUMSTANCE
In the following, we will first review the architecture of a CTDCA [12] - [15] . Then, the CTDCA signal model under ultra-wideband circumstances will be developed, and a performance analysis of existing single-channel DBF methods under ultra-wideband circumstances will be conducted. For simplicity, a uniform linear array (ULA) consisting of N elements is employed for receiving. The element spacing is one-half of the wavelength. As shown in Figure 1 , under the circulating time-delay coded array architecture, the received signals of the array elements are delayed by TTD lines with progressively increasing delay times. The delay time for the nth element is set to (n − 1) τ . Herein, τ is a constant. To avoid the coherent combination of these received signals, τ should satisfy τ ≥ 1 B. For simplicity, we assume τ = 1 B in this paper. After the delay operation, these received signals are summed together. Then, one can use a single receiver and a single ADC to record the combined signal. Consider the returned signal from a point-like target with range R and impinging angle θ . The summation of all received signals of the array elements can be expressed as follows:
where σ 0 is the complex amplitude of the returned signal, τ (θ ) = τ + d sin θ c, d is the element spacing, d = λ 2 and λ is the wavelength. Note that the spatial samples obtained by the array elements have been transformed into temporal sequential samples at this stage. Moreover, that the delay of the signal envelope introduced by the path difference between array elements is taken into account in (2) , which is different from the signal models presented in Ref. [12] - [15] . The element spacing is comparable to the range resolution under ultra-wideband circumstances. Then, the delay of the signal envelope cannot be ignored in such cases. If this delay is ignored, the performance of the existing single channel DBF methods [12] - [15] with a CTDCA architecture will degrade, which will be discussed later in this subsection.
The baseband output signal of the single receiver will be recorded by an ADC. Then, the pulse compression operation will be carried out on the recorded signal. The output signal of the pulse compression process can be expressed as:
where '' * '' denotes convolution and s c (t) represents the pulse compression output with respect to the transmit signal. For example, s c (t) will be a sinc function if an LFM signal is transmitted. The half-power width of s c (t) in the time domain equals 1 B. a (τ (θ )) and δ (τ (θ)) can be expressed as:
where δ (t) represents the impulse function. Obviously, δ (τ (θ )) is a sampling function. Let:
where s st (t, θ) is the space-time response function of the CTDCA. As shown in Figure 2 , one can find that s st (t, θ) is a discrete sampling representation of the complex sinusoid signal e −j2πf c ·t . Denote the sampling rate of s st (t, θ) by f SE (θ).
We have:
One can find that the sampling rate of s st (t, θ) depends on the impinging angle of the returned signal. Returned signals from different angles will result in discrete complex sinusoid signals sampled with different sampling rates. Furthermore,
is much smaller than f c . As a result, s st (t, θ) is actually an undersampled representation of e −j2πf c ·t . Therefore, s st (t, θ) is equivalent to the sampling representation of e −j2πf am (θ)·t . Herein, f am (θ ) is the folded ambiguous frequency of f c under the sampling rate f SE (θ ). For example, consider a CTDCA consisting of 8 elements. The other array parameters are listed in TABLE 1. Figure 2 plots the resulting s st (t, θ) under two impinging angles θ 1 = −30 • and θ 2 = −10 • . One can find that the returned signals from different angles result in time-domain discrete complex sinusoid signals with different frequencies.
A time-domain bandpass filter should then be utilized to extract the signals from a given angle. Therefore, DBF can be accomplished through time-domain convolution based bandpass filtering instead of spatial filtering. This time-domain bandpass filter will be referred to as the time-domain equivalent DBF (EDBF) filter hereafter. To form a receive beam pointing with an angle θ 0 , the impulse response function of the time-domain EDBF filter is given by:
where '' †'' represents conjugation. Then, the EDBF output signal can be expressed as follows:
where
In the case of θ = θ 0 , δ c (θ, θ 0 ) can be rewritten as:
This means that some impulses of δ c (θ, θ 0 ) will overlap with each other. As shown in Figure 3 , one can find that δ c (θ 0 , θ 0 ) is actually a discrete triangular function with only 2N − 1 impulses. Herein, the array parameters are the same as Figure 2 . Then, we have: One can find that the 2N − 1 scaled and delayed replicas of s c t − 2R c will have little impact on each other. Because the time interval between any two neighboring replicas is τ (θ 0 ), which is around the mainlobe width of s c t − 2R c , the maximum gain of the proposed EDBF process equals N , as with ordinary DBF.
In the case of θ = θ 0 , the N 2 impulses of δ c (θ, θ 0 ) are separated from each other in the time domain, as shown in Figure 3 . These N 2 impulses can be divided into 2N − 1 groups. The phase difference between any two neighboring impulses in each group equals e −j2πf c ·d·(sin θ−sin θ 0 )/c , and the time difference between them equals d · (sin θ − sin θ 0 ) /c, which is much smaller than the range resolution of s c (t). Therefore, the phase-shifted and delayed replicas of s c t − 2R c resulting from the impulses within a group will interfere with each other in a manner similar to the synthesis of far-field array signals. As a result, the magnitude of r EDBF (t, θ 0 ) will be modulated by the pattern of the receive array with respect to the expected angle θ 0 and impinging angle θ . Therefore, spatial filtering (i.e., DBF) is accomplished.
Moreover, according to (12) , one can find that the timedomain half-power width of
. This means that the EDBF process will degrade the range resolution by a factor of 2 1 − 1 √ 2 N . This is the cost of implementing DBF with a single receive channel through circulated time-delay receiving. The range resolution can be improved by the spacetime coded technique, which will be discussed in the next subsection.
It should be noted that the time-domain EDBF process described by (9) will work normally only in the case that the sampling rate of the ADC is identical to a multiple of the sampling rate of h (t, θ 0 ), i.e., Q · f SE (θ 0 ). Herein, Q is a positive integer. However, f SE (θ 0 ) will vary with the angle θ 0 . Additionally, the sampling rate of ADC f SADC is usually fixed. For example, let f SADC = B = 1 τ . In such a case, one can create an EDBF filter as follows:
where τ = round (τ · f s ) f s , in which round (·) denotes the operation to obtain the integer nearest to the variable in the brace and f s is the sampling rate of the ADC. The difference between the temporal widths of h (t, θ 0 ) and h (t, θ 0 ) equals (N − 1) ·d · sin θ 0 c, which will increase with |θ 0 |. For ultrawideband radar, (N − 1) ·d · sin θ 0 c will be comparable to the time delay τ . Thus, the mismatch between h (t, θ 0 ) and h (t, θ 0 ) is not negligible. Consequently, the performance of the discussed EDBF process will degrade. To demonstrate this performance degradation, a CTDCA consisting of 63 elements is employed. The other parameters of this array are listed in TABLE 1. f s is assumed to be 1.05 GHz, which is slightly larger than the bandwidth of the array. It is also assumed that there exist four equalpower targets with different impinging angles and ranges, which are listed in TABLE 2. The velocity of the target is neglected in this section since only one pulse is considered. One can find that the angular difference between any two targets is larger than the mainlobe beamwidth of the array and that the range difference between any two targets is larger than the degraded range resolution after the EDBF process. Therefore, these targets will appear in different receive beams and range resolution cells. Then, the EDBF algorithm described by (9) and (13) can be utilized to form receive beams with angles of 0 • , 20 • , 40 • and 60 • , through which the echoes of each target can be extracted. Figure 4 plots the simulation results of the pulse compression and EDBF process. As shown in Figure 4 (a), the pulse compression results of signals from different impinging angles exhibit different frequencies. Moreover, as shown in Figure 4 (b), the range resolution deteriorates to 5.5 m after the EDBF process. However, the range resolution corresponding to a 1 GHz bandwidth should be 0.15 m. One can further find that the gain in the EDBF process decreases with an increase in the impinging angle, which results from the sampling rate mismatch. Finally, the resulting beampatterns of the EDBF process with different beam pointing angles are plotted in Figure 4 (c) and Figure 4 (d). As one can see, the sidelobe nulls disappear from the resulting beampatterns, and the shape of the beampattern distorts significantly in the case of a large beam pointing angle due to the sampling rate mismatch.
B. SIGNAL MODEL AND PERFORMANCE ANALYSIS OF A SPACE-TIME CODED ARRAY RADAR UNDER ULTRA-WIDEBAND CIRCUMSTANCES
The array architecture discussed in the last subsection will result in a reduced range resolution. To preserve the range resolution, an STCA should be employed [16] . Such an array is developed for transmit DBF. However the principles of this array can also be utilized for receiving. The architecture of such an array is demonstrated in Figure 5 . As one can see, a constant phase shifter is employed by each VOLUME 7, 2019 receiving element. For simplicity, we consider constant phase shifters with phase shifts of 0 or π ; in practice, such phase shifters can be implemented by a delay line with a length of 0 or λ 2, respectively. Therefore, the range compression output signal can be expressed as:
Herein, '' '' represents the Hadamard product, = e jφ (1) , e jφ (2) , · · · , e jφ(N ) T is a pseudorandom binary phase code vector, and φ(n) is the constant phase shift assigned to the nth element of the array. φ(n) can only be 0 or π . will be referred to as the space coding vector in this paper, and δ p (τ (θ ) , ) is given by:
where s stp (t, θ) is the space-time response function of the STCA. Compared to s st (t, θ), s stp (t, θ) is a discrete phase-coded complex sinusoid signal, as shown by Figure 6 (wherein the array parameters are the same as those in Figure 2) . Let:
The output signal of the EDBF process under the array architecture discussed in this section can be expressed as follows: where
The possible values of λ · (φ (n) − φ (m)) (2π · c) are λ 2c, 0 and −λ 2c. f c B, λ 2c 1 B, and δ cp (θ 0 , θ 0 ) can be approximated by the following:
Hence, one can find that χ (l) is the auto correlation function of the pseudorandom space coding vector . |χ (l)| will reach its maximum when l = 0 and drop sharply when l = 0. Therefore, the range resolution of δ cp (θ 0 , θ 0 ) equals τ (θ 0 ), as shown in Figure 7 (wherein the parameters are the same as those in Figure 3 ). Since τ = 1 B d c, the halfpower width of δ cp (θ 0 , θ 0 ) is approximately 1 B. Therefore, the half-power width of s c t − 2R k c * δ cp (θ 0 , θ 0 ) will remain almost 1 B. This implies that the range resolution will be preserved under the array architecture discussed in this section.
The EDBF process described by (18) is in fact the match filter employed to coherently integrate the received signals from the expected angle. The match filter of a pseudorandom phase-coded signal is sensitive to the frequency shift. Since the returned signals from different angles will result in discrete phase-coded complex sinusoid signals with different frequencies, the match filtering operation will be sensitive to the impinging angle of the returned signal. In the case of θ 0 = θ, the EDBF process is essentially equivalent to a mismatch filter for the pseudorandom phase-coded signal. Similarly, the maximum magnitude of the corresponding output will decrease with increasing |θ 0 − θ |. Therefore, spatial filtering (i.e., DBF) is accomplished. However, the EDBF process described by (18) will also suffer from the mismatch between the sampling rates of the ADC and h p (t, θ 0 ).
Moreover, as is well known, for a pseudorandom phasecoded signal, the sidelobe level of the match filtering output is inversely proportional to the number of phase codes. The average output power of the mismatch filter is also inversely proportional to the number of phase codes. Therefore, under the array architecture discussed in this subsection, the sidelobe levels of the EDBF output in both the range domain and the angular-domain will be inversely proportional to the number of space codes, i.e., the number of array elements. For a very large-scale receive array, the resulting sidelobe levels will be acceptable; otherwise, the resulting sidelobe levels will be apparently higher than those of an ordinary array. However, for the array architecture discussed above, the number of array elements will be limited by the implementation of analog time-delay mechanisms. Therefore, it is necessary to find a way to reduce the sidelobe levels of the above mentioned array architecture without increasing the number of array elements. The solution to this problem will be discussed in the next section.
To demonstrate the range resolution preserving capability and the sidelobe degradation, an STCA with 63 elements is employed. An M-sequence code vector with a length of 63 is employed as the space coding vector. The other parameters of the array and targets are listed in TABLE 1 and TABLE 2 , respectively. f s is still assumed to be 1.05 GHz. The timedomain EDBF process described by (18) is employed to form receive beams with angles of 0 • , 20 • , 40 • and 60 • . Figure 8 plots the simulation results of the pulse compression and EDBF process. As shown in Figure 8(a) , the pulse compression outputs are no longer single-frequency pulses due to the space coding. Moreover, as shown in Figure 8(b) , the range resolution after the EDBF process is approximately 0.15 m, which is identical to that of a signal with a 1 GHz bandwidth. This proves that the range resolution is preserved. However, a range sidelobe, which is identical to that of an ordinary M-sequence coded signal, arises under the array architecture discussed in this subsection. The gain of the EDBF also degrades with an increase in the impinging angle. Figure 8 (c) and Figure 8(d) plot the resulting beampatterns of the EDBF process. In addition to the observed pattern distortion, the angle sidelobe level increases significantly in the case of a large beam pointing angle.
III. SPACE CODE AGILITY BASED SINGLE CHANNEL DBF
As discussed above, the drawback of a CTDCA is the degradation of the range resolution, and the drawback of an STCA is the increased sidelobe levels in both the range and the angular domains. Moreover, the drawback of the time-domain VOLUME 7, 2019 convolution based EDBF algorithm is the performance degradation caused by the sampling rate mismatch. In this section, a new array architecture and a frequency-domain EDBF algorithm will be presented to overcome these problems.
A. ARRAY ARCHITECTURE AND LOW SIDELOBE EDBF PRINCIPLES
To reduce the sidelobe levels of an STCA with a single receive channel, the number of space codes must be increased. One feasible solution without increasing the number of array elements is to use irrelevant space coding vectors in different pulse repetition intervals (PRIs), i.e., space code agility. This is similar to the principle of synthetic aperture radar (SAR), which enlarges the aperture of the array by coherently integrating the signals received at different PRIs [18] , [19] . Therefore, by coherently integrating signals received at multiple PRIs and modulated by irrelevant space coding vectors, the number of available space codes can be increased by a factor equal to the number of PRIs. Specifically, assume that there are M PRIs in each coherent processing interval (CPI). The total number of space codes will be enlarged by M times through space code agility. After coherently integrating the EDBF outputs of the M PRIs, the relative sidelobe levels in both the range domain and the angular domain can be decreased by a factor of M . From another point of view, for any two irrelevant phase-coded signals, their match filtering outputs will be independent, except the peak points. Therefore, the relative sidelobe levels can be reduced by coherently integrating the match filtering outputs of multiple irrelevant phase-coded signals. Similarly, the relative sidelobe levels of the EDBF output of an STCA can also be reduced by employing irrelevant space coding vectors in different PRIs.
The architecture of the space code agility-based spacetime coded array (SCA-STCA) is demonstrated in Figure 9 . Different from the architecture discussed in the last section, binary phase shifters are employed for the array elements. The phase shift of each element will remain constant within each PRI, and the phase shift will change from PRI to PRI. In such a case, the pulse compression output of the mth PRI can be expressed as:
where R (m) is the target range in the mth PRI and s stpa (t, m, θ) is given by:
Herein, m = e φ(1,m) , e φ(2,m) , · · · , e φ(N ,m) T is the space coding vector of the mth PRI. We assume that m and k are irrelevant to each other when m = k. Let:
For convenience, we first assume that R (m) is a constant R 0 . The time-domain EDBF process under the array architec-ture proposed in this section can be expressed as follows:
To reduce the relative sidelobe levels, one must coherently integrate the EDBF outputs of the M PRIs. Let:
One can find that δ cpa (θ, θ 0 , m) and δ (θ, θ 0 ) only differ in their space code terms, i.e., e j(φ(k,m)−φ(q,m)) and M m=1 e j(φ(k,m)−φ(q,m)) . Since m is a pseudorandom phase code vector, e jφ(k,m) and e jφ(q,m) can be regarded as irrelevant to each other when k = q.Then, the power of the space code term in δ cpa (θ, θ 0 , m) is given by:
where E (·) denotes the statistical average. Since m and k are assumed to be irrelevant to each other when m = k, the power of the space code term in δ (θ, θ 0 ) is given by: 
The peaks of δ cpa (θ, θ 0 , m) and δ (θ, θ 0 ) will appear when k = q and θ = θ 0 . The peak power of δ cpa (θ, θ 0 , m) equals N 2 , while the peak power of δ (θ, θ 0 ) equals N 2 · M 2 . The gain is M 2 . However, the average sidelobe power of δ cpa (θ, θ 0 , m) equals 1, while the average sidelobe power of r (t, θ, θ 0 ) equals M . Therefore, the relative sidelobe levels in both the range domain and the angular domain will be reduced by a factor of M . Figure 10 plots the resulting |δ (θ, θ 0 )| when M = 32 (the other parameters are the same as those in Figure 3 ). Compared with those plotted in Figure 7 , the relative sidelobe levels are reduced significantly. One can further reduce the sidelobe levels by employing more PRIs with irrelevant space coding vectors.
Moreover, in most radar applications, the target of interest is not stationary; i.e., R (m) is not a constant. The timedomain migration of the envelope of received signals during the M PRIs cannot be ignored in ultra-wideband cases. Therefore, in addition to the mismatch of the sampling rate, the performance of the time-domain convolution based EDBF process will also suffer from the motion of the target. In the next subsection, we will present an EDBF algorithm that can overcome the above problems through 2D frequency-domain processing.
B. FREQUENCY-DOMAIN EDBF ALGORITHM
Denote the velocity of a point-like target by v. Then, we have R (m) = R 0 − (m − 1) · v · T r , where T r is the pulse repetition interval. Denote the baseband recorded signal of the SCA-STCA at the mth PRI by r pa (t, θ, m) . The spectrum of r pa (t, θ, m) in the range frequency domain can be expressed as:
where S B (f r ) is the spectrum of the transmit signal s B (t).
A (τ (θ ) , m ) and (τ (θ ) , m ) can be expressed as:
To coherently integrate the returned signals of M PRIs under ultra-wideband circumstances, the migration of the signal envelope resulting from the motion of the target should also be compensated. Specifically, the phase term e −j4πf r ·R(m) / c should be removed from r pa (f r , θ, m). If v is known, it can be removed directly from the range frequency domain. However, v is usually unknown in practice. In such cases, the migration of the signal envelope can be corrected by using the Keystone transform. The details of the Keystone transform can be found in Ref. [20] , [21] , and thus, the specifics will not be further discussed in this paper. After applying Keystone transform, the spectrum of r pa (t, θ, m) can be expressed as:
The Fourier transform of h pa (t, m, θ 0 ) can be expressed as follows:
One can find that H pa (f r , m, θ 0 ) can be precisely generated regardless of the practical sampling rate of the ADC. Therefore, the performance degradation resulting from the sampling rate mismatch can be avoided. Furthermore, range compression is usually accomplished in the frequency domain in practice. Therefore, receive beamforming can be accomplished with range compression simultaneously. The range and angle joint match filtering function can be expressed as:
Moreover, before integrating the signals of M PRIs, the Doppler term e −j4πf c ·R(m) / c should also be compensated, which can be achieved through a Doppler filter bank [24] . Then, the EDBF output in the kth Doppler channel can be expressed as follows: where F r denotes the pulse repetition frequency, T r = 1 F r , and F −1 (·) represents the inverse Fourier transform. The signal of the target will appear in the Doppler channel corresponding to its Doppler frequency. The signal processing workflow of the proposed frequency-domain EDBF approach is plotted in Figure 11 , wherein r pa (t, θ, m) denotes the output signal of the single receive channel in the mth PRI.
One should note that the range mainlobes of the target in the M PRIs will be coherently accumulated just at the Doppler channel corresponding to the Doppler frequency of the target according to (37). However, the range sidelobes cannot be coherently integrated since the range sidelobes of different PRIs are irrelevant. The energy of the range sidelobes will uniformly spread over the Doppler domain in a statistical sense. As a result, the Doppler sidelobe levels will be identical to the range sidelobe levels. However, as discussed before, the relative range sidelobe level of each target will be reduced by a factor of M through the proposed method. By increasing M , the relative Doppler sidelobe levels can also be reduced.
To demonstrate the effectiveness of the proposed array architecture and signal processing algorithm, we still consider a scene consisting of 4 targets with different ranges, impinging angles and velocities, and an STCA consisting of 63 elements is employed. The array parameters and target parameters are listed in TABLE 1 and TABLE 2 , respectively. The velocities of these targets are different; hence, they should appear at different Doppler channels. Moreover, f s is also assumed to be 1.05 GHz. For the convenience of the Doppler filtering process, we use 2 n PRIs within each CPI, where n is an integer. Moreover, 2 n irrelevant chaotic random binary phase code vectors [22] , [23] are employed instead of the M-sequence code vector since the number of irrelevant M-sequence code vectors can be only 2 n − 1. Figure 12 plots the simulation results of the array architecture and signal processing procedure proposed in this section. Herein, M = 64. As shown in Figure 12 (a)-(d), one can find that the four targets appear in different receive beams and Doppler channels due to their different impinging angles and velocities. More importantly, as shown in Figure 12 (e), the range resolution is preserved while the sidelobe level is apparently improved compared with that plotted in Figure 8 . Moreover, the peak of the target signal dose not degrade with an increase in the impinging angle. The slight variation in peak values is due to the mismatch between the center frequency of the Doppler filter and the Doppler frequency of the target. This indicates that the proposed frequency-domain EDBF algorithm is immune to the sampling rate mismatch. Figure 13 (a) and Figure 13 (b) plot the normalized receive beampatterns when different numbers of PRIs are utilized. The sidelobe level in the angular domain decrease when only 16 PRIs are employed. The sidelobe level in this case will approach that with the ordinary DBF when M = 256. Moreover, the beampattern does not distort in the case of a large beam pointing angle. Figure 13 (c) plots the normalized range profile of target 1. Similarly, the sidelobe level in the range domain also decreases with an increasing PRI number. However, the number of PRIs available will be limited by the motion of the target and the processing capability of the radar. One must compromise between the sidelobe levels and the above limitations.
In TABLE 3 , the DBF quality parameters of the proposed SCA-STCA and the frequency-domain EDBF algorithm are compared with those of the CTDCA, STCA and time-domain EDBF algorithm. It should be noted that the mainlobe width of an ordinary array is utilized to calculate the angular peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR) of the CTDCA since the sidelobe nulls of the CTDCA disappear. One can find that the angular sidelobe level of the proposed SCA-STCA is closest to that of the ordinary digital array. The range sidelobe level of the SCA-STCA is even better than that of the ordinary LFM signal without the windowing process. In addition, the range resolution of the SCA-STCA is identical to that of the ordinary digital array and STCA. Moreover, the performance of the frequency-domain EDBF algorithm does not degrade with an increasing beam pointing angle.
In summary, the proposed SCA-STCA and frequencydomain EDBF algorithm outperform the existing array architectures and algorithms.
IV. CONCLUSION
In this paper, a space code agility-based single channel DBF method for ultra-wideband radar was proposed. Compared to the single-channel EDBF of a circulating time-delay coded array, the range resolution of an ultra-wideband signal can be preserved through the proposed array architecture. Moreover, by using the received signals of multiple PRIs for DBF and changing the space code from PRI to PRI, the relative sidelobe levels in both the range and the angular domains can be reduced significantly, compared to the existing EDBF method with a space-time coded array. A frequency-domain equivalent DBF algorithm is developed that is immune to the mismatch between the sampling rate of the recorded signal and the space-time response function of the space-time coded array under ultra-wideband circumstances. The target motion is also taken into account in the development of the frequency-domain DBF algorithm. Numerical simulations verify the effectiveness of the proposed method.
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