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Introduction
The objective of this work is to introduce some results and applications of Interpolation
Theory (as a reference we use the books [4] and [3]) .
The interpolation theory was aimed in the two classical theorems: The Riesz-Thorin
Interpolation Theorem that motivates the complex interpolation and was proved by Riesz
in 1927 but only for the lower-triangle case, and the general case by Thorin in 1938; and
the Marcinkiewicz Interpolation Theorem that motivates the real interpolation and was
proved by Marcinkiewicz in 1939.
In the first chapter, we will introduce some tools in complex, functional and harmonic
analysis that will be useful in the following chapters to state and prove theorems.
In the second chapter, we will give the statements and proofs of the two classical theo-
rems and see several applications of the Marcinkiewicz theorem for the Fourier Transform
for Lp spaces and Lppωq with p P r1, 2s and ωpθq “ |θ|´np2´pq being a weight on Rn.
In the third chapter, we will introduce the real interpolation methods, in particular,
we will study the K´ and J´ functionals and the interpolation spaces generated by this
functionals, giving the definitions and some properties of those methods and those spaces.
Also we will see that the spaces generated by the K´functionals are the same than the
spaces generated by the J´functional. Finally, we will see the Reiteration Theorem which
tells us that interpolate two interpolation spaces is the same that interpolate the original
spaces.
In the fourth chapter, we will introduce the complex interpolation methods, in particu-
lar, we will study the Cθ´ and Cθ´ functionals and the interpolation spaces generated by
these functionals, giving the definitions and some properties of those methods and spaces.
Also we will see that in this case, the spaces generated by the Cθ´functionals are not
the same than the spaces generated by the Cθ´functional, but there are some inclusions
between them. Finally, we will see the Reiteration Theorem which tells us that interpolate
two interpolation spaces is the same that interpolate the original spaces.
In the fifth chapter, we will see some applications of those methods in some functional
spaces. For example, we will interpolate Lp spaces and see that we obtain the Lorentz
spaces, also we will interpolate the Hardy spaces.
In the last chapter, we will apply those methods to the boundedness of operators
between some Banach spaces. For example, we will use them in the case of the Fourier
Multipliers and the Hilbert Transform.
1

Chapter 1
Basic Notions and Preliminary
Results
In this chapter we will introduce a few results of Complex Analysis, Functional Analysis
and Harmonic Analysis which will be useful in the next chapters.
1.1 Complex Analysis
In this section we introduce some tools in order to prove the Riesz-Thorin Interpolation
Theorem 2.1.1, in particular, we will need the Hadamard Three Line Theorem and the
Phragme´n-Lindelo¨f Principle. Also, we will define what is a conformal mapping, the
Poisson kernel and give an expression for the Poisson kernel in the strip tz P C : 0 ď <z ď
1u.
The aim of the Phragme´n-Lindelo¨f Principle is to generalize on the horizontal strip of
the complex plane, the maximum modulus principle, which does not apply to unbounded
regions.
Theorem 1.1.1 (Phragme´n-Lindelo¨f Principle). Let f be a holomorphic function on the
horizontal strip "
z : ´pi
2
ď =pzq ď pi
2
*
.
If
|fpzq| À ecoshC<pzq
for some constant 0 ď C ă 1 and |fpzq| ď 1 on the edges of the strip. Then, |fpzq| ď 1 in
the interior of the strip.
Proof. This proof reduces to the maximum modulus principle. Fix D such that C ă D ă 1
and fix ε ą 0. The function
Fεpzq “ fpzq{eε coshDz
is bounded by 1 on the edges of the strip, and in the interior goes to 0 uniformly in y as
xÑ ˘8. Then, on a rectangle
RTε “
"
z : ´pi
2
ď =pzq ď pi
2
, ´Tε ď x ď Tε
*
3
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the function Fε is bounded by 1 on the edges.
Then, the maximum modulus principle implies that Fε is bounded by 1 in the whole
rectangle. That is, for each z0 fixed in the strip,
|fpz0q| ď exppε coshD<pz0qq.
We can let εÑ 0`, giving |fpz0q| ď 1. 
Now, we can prove the Hadamard Three Line Theorem which says that if we have an
holomorphic function inside a strip of the form tz1 ` iz2 : a ď z1 ď bu in the complex
plane, and this function is continuous on the whole strip then the logarithm of Mpz1q “
supz2 |fpz1 ` iz2q| is a convex function in the interval ra, bs.
Theorem 1.1.2 (Hadamard Three Line Theorem). Let fpzq be a bounded function of
z “ z1 ` iz2 defined on the strip tz1 ` iz2 : a ď z1 ď bu holomorphic in the interior and
continuous on the whole strip. If we define
Mpz1q “ sup
y
|fpz1 ` iz2q|
then logpMpz1qq is a convex function in ra, bs. That is, if z1 “ ta` p1´ tqb with t P r0, 1s
then
Mpz1q ďMpaqtMpbq1´t.
Proof. We can assume that the interval ra, bs is r0, 1s, this assumption only change some
constants in the proof and reduces the notation. Then, by hypothesis we have that
|fpyiq| ďMp0q and |fp1` yiq| ďMp1q.
Let ε be positive and λ be a real number. Define
Fεpzq :“ exppεz2 ` λzqfpzq.
Where z “ z1 ` z2i P C with z1 P r0, 1s. Notice that we have
Fεpzq :“ exppεpz21 ´ z22q ` λz1q exppipεp2z1z2q ` λz2qqfpzq.
Since z1, fpzq and exppipεp2z1z2q ` λz2qq are bounded we have that
Fεpzq Ñ 0 as z2 Ñ ˘8.
We also have that
|Fεpiz2q| “ |e´z22ε||eiλz2 ||fpiz2q| ď |fpz2iq| ďMp0q,
and that
|Fεp1` iz2q| “ | exppεp1´ z22q ` λq|| exppipε2z2 ` λyqq||fpz2iq|
ď | exppεp1´ z22q ` λq||fp1` z2iq|
ď eε`λ|fp1` z2iq| ď eε`λMp1q.
Now using Theorem 1.1.1 with <pzq “ εpz21 ´ z22q ` λz1, we obtain
|Fεpzq| ď maxpMp0q, eε`λMp1qq.
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Hence,
|Fεpz1 ` z2iq| ď expp´εpz21 ´ z22qqmaxpMp0qe´z1λ, eε`λp1´z1qMp1qq.
This holds for any z. Now, taking εÑ 0 we obtain that
|F pzq| ď maxpMp0qe´z1λ, eλp1´z1qMp1qq.
The right hand side is as small as possible when Mp0qe´z1λ “ eλp1´z1qMp1q. So, we get
|F pz1 ` z2iq| ďMp0q1´z1Mp1qz1 . (1.1)
Taking z1 “ ta` p1´ tqb “ 1´ t with t P r0, 1s we can write (1.1) as
|F pz1 ` z2iq| ďMp0qtMp1q1´t
as we want. 
1.1.1 Poisson Kernel in the Strip
In this section we will give some notions that will be useful in the Section 4.3 and in the
Section 5.2. We will begin by defining conformal maps.
Definition 1.1.3. Let Ω be a domain in C and f P HolpCq. We say that f is a conformal
mapping if f 1pzq ‰ 0 for all z P Ω.
Recall that if z “ x` iy then
f 1pzq “ BfBz pzq “
1
2
ˆBf
Bx ´ i
Bf
By
˙
pzq.
Now we are going to give some expressions of the Poisson kernel in the unit disk and
in the strip S. First we will see an expression for the unit disk, this will be used in the
Section 5.2.
Definition 1.1.4. Let D be the unit disk in the complex plane, and let 0 ă r ď 1. We
define a Poisson kernel in D as
Prpz, eitq “ r
2 ´ |z|2
|reit ´ z|2 .
Then, we define the Poisson integral of a function f in the unit disk as
1
2pi
ż 2pi
0
fpeiθqPrpz, eitqdθ.
Now, we are going to see two expressions of the Poisson kernel in the strip S.
Definition 1.1.5. Let s` it P S. We define a Poisson kernel in S as
P0ps` it, τq “ e
´pipτ´tq sinpis
sin2 pis` pcospis´ e´pipτ´tqq2 .
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Definition 1.1.6. Let s` it P S. We define a Poisson kernel in S as
P1ps` it, τq “ e
´pipτ´tq sinpis
sin2 pis` pcospis` e´pipτ´tqq2 .
Those expressions will we used in the Section 4.3, and some properties of those expres-
sions will be seen in the mentioned section. Also, it can be proved that the Poisson kernel
in the unit disk and those expressions are equivalent under some conformal mapping from
D to S (see [10, Chapter 14, Theorem 14.8]).
1.2 Functional Analysis
In this section we will introduce the most useful topics in functional analysis, in particular,
we will see how integrate functions with values in Banach spaces. Also, we will see the
Completeness Theorem in Banach spaces.
1.2.1 Completeness
When we study if a normed space is complete it will be useful to work with series instead of
sequences. The following theorem tells us that in normed spaces the convergence of Cauchy
sequences is equivalent to proving that all absolutely convergent series are convergent.
Theorem 1.2.1 (Completeness). Let E be a normed space. Then the following are equiv-
alent:
1. E is a Banach space
2. all absolutely convergent series are convergent.
Proof. p2q ñ p1q Let pxnqn Ă E be a Cauchy sequence such that
If ε “ 1 ñ Dn0 : }xm ´ xn} ă 1 if m,n ě n0,
If ε “ 2´k ñ Dn0 : }xm ´ xn} ă 2´k if m,n ě nk.
Take #
y0 “ xn0
yk “ xnk ´ xnk´1
+
ñ }yk} ď 2´k.
Then,
ř
k yk is absolutely convergent, so
ř
k yk is convergent. By definition it is equivalent
to say that ˜
Nÿ
k“1
yk
¸
N
is convergent in E. Therefore, pxnqn has a partial which is convergent. But, as we can do
it for all the partials of pxnqn we have that pxnqn is convergent.
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p1q ñ p2q Let ř8j“1 xj be an absolutely convergent series, and assume that m ą n.
Define
Sn “
nÿ
j“1
xj .
Then,
}Sm ´ Sn} “
›››› mÿ
j“n
xj
›››› ď mÿ
j“n
}xj} Ñ 0, as m,n Ò 8.
So, pSnqn is a Cauchy sequence which implies that pSnqn is convergent to S “ ř8j“1 xj .
Consequently,
ř8
j“1 xj is a convergent series. 
1.2.2 Weak Topologies
In this section we will introduce what the weak topologies for a normed space X and its
dual X 1. Also, we will see the Banach-Alaoglu Theorem which deals with weak compact-
ness of the unit ball in X 1.
We will begin by defining the dual space of a normed space and a seminorm, since the
weak topology is defined in terms of the dual space and seminorms.
Definition 1.2.2. Let X be a normed space in the field F, we define its dual space, X 1,
as the set of ω satisfying that
ω : X Ñ F
such that ω is linear and continuous. We define the norm in X 1 as
}ω}X 1 “ sup
}x}X“1
|ωpxq|.
Usually we will denote ωpxq as xω, xy which means the action of ω over x.
Definition 1.2.3. Let V be a vector space in the field F, then a function σ : V Ñ F is
called a seminorm if satisfies
1. σpxq ě 0 for all x P V ,
2. σpx` yq ď σpxq ` σpyq for all x, y P V ,
3. σpλxq “ |λ|σpxq for all x P V and for all λ P F.
Notice that can happens that σpxq “ 0 and x ‰ 0. Now we are going to define the
weak and the weak˚ topologies.
Definition 1.2.4. Let X be a normed space and X 1 its dual, we call the weak topology
in X to the topology induced by the family of seminorms of the form
σωpxq “ |xω, xy|
where x P X and ω P X 1.
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Definition 1.2.5. Let X be a normed space and X 1 its dual, let pxnqn Ă X and x P X.
We say that xn converges in the weak topology (or converges weakly) if
ωpxnq Ñ ωpxq @ω P X 1.
We denote this convergence as xn
wÑ x.
Remark 1.2.6.
(i) In the literature the weak convergence can be found as xn á x.
(ii) A subset B of X is called weakly closed if B is closed with the weak topology. The
same happens with the notions of weakly compact, weakly open and weak closure.
Definition 1.2.7. Let X be a normed space, ϕ P X 1 and let pϕnqn Ă X 1 be a sequence
in X 1. Then, we say that ϕn converges to ϕ in the weak˚ topology if
lim
nÒ8ϕnpxq “ ϕpxq @x P X.
We will write this as
ϕn
w˚Ñ ϕ.
Also we need to define what is a reflexive Banach space.
Definition 1.2.8. Let X be a Banach space and X 1 its dual. We say that X is reflexive
if X is isomorphic and isometric to the dual of X 1, this is the bidual of X. This means
that there exists an isomorphism ϕ from X to pX 1q1 “ X2 such that for all x P X we have
that
}x}X “ }ϕpxq}X2 .
Finally, we are going to prove the Banach-Alaoglu Theorem, but in order to do this
we need the Tychonov Theorem.
Theorem 1.2.9 (Tychonov’s Theorem). Let tXα : Uαu be a family of compact spaces.
Then
ś
αXα endowed with the product topology is compact.
The proof can be found in [5, Chapter 1, section 8].
Theorem 1.2.10 (Banach-Alaoglu Theorem). Let X be a normed space and X 1 its dual.
Then, the unit ball of X 1 is weak˚ compact.
Proof. Let X be a normed space and X 1 its dual and let B˚ “ tT P X 1 : }T } ď 1u. If
T P B˚, then T pxq P r´}x}, }x}s for all x P X. Consider the cartesian product
P “
ź
xPX
r´}x}, }x}s.
A point in P is a function f : X Ñ R such that fpxq P r´}x}, }x}s, and P is the collection
of all such functions. The set B˚ is a subset of P and inherits the product topology of P .
On the other hand, since B˚ Ă X 1 we have that B˚ also inherits the weak˚ topology of
X 1. Then we have to prove the following things:
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(i) These two topologies coincide on B˚.
(ii) B˚ is closed in its relative product topology.
Let us prove (i), every weak˚ open neighborhood of a point T0 P X 1 contains an open
set of the form
O “ tT P X 1 : |T pxjq ´ T0pxjq| ă δ for some δ ą 0, and for finite xj , j “ 1, ¨ ¨ ¨ , nu.
Likewise, every neighborhood of T0 P P open in the product topology of P contains an
open set of the form
V “ tf P P : |fpxjq ´ T0pxjq| ă δ for some δ ą 0, and for finite xj , j “ 1, ¨ ¨ ¨ , nu.
These open sets form a base for the corresponding topologies. Since B˚ “ P X X 1, we
have that
O XB˚ “ V XB˚.
These intersections form a base for the corresponding relative topologies inherited by B˚.
Therefore, the weak˚ topology and the product topology coincide in B˚.
In order to prove (ii), let f0 be in the closure of B
˚ in the relative product topology.
Fix x, y P X and α, β P R and consider the three points
a1 “ x, x2 “ y, x3 “ αx` βy.
For ε ą 0, the sets
Vε “ tf P P : |fpxjq ´ f0pxjq| ă ε for j “ 1, 2, 3u
are open neighborhoods of f0. Since they intersect B
˚, there exists T P B˚ such that
|f0pxq ´ T pxq| ă ε, |f0pyq ´ T pyq| ă ε
and since T is lineal,
|f0pαx` βyq ´ αT pxq ´ βT pyq| ă ε.
Using this three inequalities we have that
|f0pαx` βyq ´ αf0pxq ´ βf0pyq| ă p1` |α| ` |β|qε.
So, we have that f0 is linear and as it holds for any ε ą 0, we have that f0 P B˚.
Since the intervals r´}x}, }x}s are compact in the euclidean topology, by the Tychonov’s
Theorem 1.2.9 we have that P is compact in the product topology. But since by (ii) B˚
is closed in P with this topology, we have that B˚ is compact with the product topology.
Now by (i) the product topology and the weak˚ topology coincide in B˚, therefore B˚ is
compact with the weak˚ topology. 
Corollary 1.2.11. If X is a reflexive Banach space, then if we apply the Banach-Alaoglu
Theorem 1.2.10 we will have that the unit ball of X is weak compact.
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1.2.3 Bochner Integral
In this section we give a vision on vector calculus. In fact, we will define the Bochner
integral and give a generalization of the Riemann-Stieltjes integral for functions with
values in Banach spaces.
Since the J-method 3.1.2 is defined in terms of the Bochner integral, we need to see
how to integrate a function that takes values in a Banach space. We are going to follow
the book [12, Chapter V, Section 5].
The aim of the Bochner integral is to extend the Lebesgue integral to functions that
take values in a Banach space. The way to define this integral is the usual, we start
integrating a simple function, and later we take the limit of integrals of simple functions.
So, let us start defining the integral for simple functions.
Definition 1.2.12. Let xpsq be a simple function defined on a measure space pS,F , µq
with values in a Banach space X. That is,
xpsq “
#
xi ‰ 0, s P Bi P F
0, s P Sz Yi Bi
where Bi XBj “ H for all i ‰ j P t1, ¨ ¨ ¨ , nu and µpBiq ă 8 for all i P t1, ¨ ¨ ¨ , nu. Then,
we define the integral as ż
S
xpsqµpdsq :“
nÿ
i“1
xiµpBiq.
The following definition will be useful to prove that this integral is well defined.
Definition 1.2.13. Let xpsq be a function defined on a measure space pS,F , µq with
values in a Banach space X. xpsq is said to be a strongly F -measurable if there exists a
sequence of simple functions convergent to xpsq µ-a.e. (i.e. except in sets of measure 0)
on S.
Definition 1.2.14. A function xpsq defined on a measure space pS,F , µq with values in
a Banach space X is said to be Bochner integrable, if there exists a sequence of simple
functions txnpsqu which is s-convergent (convergent in S) to xpsq µ´a.e. in such a way
that
lim
nÒ8
ż
S
}xpsq ´ xnpsq}µpdsq “ 0. (1.2)
For any set B P F , the Bochner integral of xpsq over B is defined asż
B
xpsqµpdsq “ S ´ lim
nÒ8
ż
S
χBpsqxnpsqµpdsq (1.3)
where χBpsq is the characteristic function of the set B. i.e.
1. χBpsq ” 1 if s P B;
2. χBpsq ” 0 if s P SzB.
Lemma 1.2.15. The Bochner integral is well-defined.
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Proof. We have to see that (1.3) exists and that this value does not depend on txnpsqu.
First note that (1.2) makes sense because xpsq is strongly F-measurable. From the
inequality ››››ż
B
xnpsqµpdsq ´
ż
B
xkpsqµpdsq
››››
X
“
››››ż
B
xnpsq ´ xkpsqµpdsq
››››
X
ď
ż
B
}xnpsq ´ xkpsq}Xµpdsq
ď
ż
S
}xnpsq ´ xkpsq}Xµpdsq
ď
ż
S
}xnpsq ´ xpsq}Xµpdsq
`
ż
S
}xpsq ´ xkpsq}Xµpdsq,
and this tends to 0. Since X is a Banach space we have that
S ´ lim
nÒ8
ż
S
CBpsqxnpsqµpdsq
exists. Now, we will see the independence of txnpsqu. Let txnu and tynu be two sequences
such that
xnpsq Ñ xpsq
ynpsq Ñ xpsq
but satisfying that
S ´ lim
nÒ8
ż
S
CBpsqxnpsqµpdsq “ a
S ´ lim
nÒ8
ż
S
CBpsqynpsqµpdsq “ b.
Then, taking pznq such that
znpsq “
#
xnpsq, if n is odd
ynpsq, if n is even,
we have that pznq converges to xpsq, and
S ´ lim
nÒ8
ż
S
CBpsqznpsqµpdsq
has to be convergent. Therefore a “ b and this implies that this integral does not depend
on the sequence. 
The following proposition will be useful in the proof of Proposition 3.1.20.
Proposition 1.2.16. Let T be a bounded linear operator on a Banach space X into a
Banach space Y . If xpsq takes values in X and is a Bochner integrable function, then
Txpsq takes values in Y and, also, is Bochner integrable. Moreover,ż
B
Txpsqµpdsq “ T
ˆż
B
xpsqµpdsq
˙
.
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Proof. Let a sequence of simple functions tynpsqu satisfying
}ynpsq}X ď }xpsq}Xp1` n´1q
and
S ´ lim
nÒ8 ynpsq “ xpsq µ´ a.e.
Then, by linearity and continuity of T , we have thatż
B
Tynpsqµpdsq “ T
ˆż
B
ynpsqµpdsq
˙
.
Also, by the continuity of T ,
}Tynpsq}X ď }T }XÑY }ynpsq}X ď }T }XÑY }xpsq}Xp1` n´1q.
And
S ´ lim
nÒ8Tynpsq “ Txpsq µ´ a.e.
Hence Txpsq is Bochner integrable andż
B
Txpsqµpdsq “ S ´ lim
nÒ8
ż
B
Tynpsqµpdsq “ S ´ lim
nÒ8T
ˆż
B
ynpsqµpdsq
˙
“ T
ˆż
B
xpsqµpdsq
˙
.

As happens when we integrate functions with values in R or in C, we can extend
the Bochner integral in the way that instead of integrate with respect to µpdsq we in-
tegrate with respect to other function which takes values in a Banach space, defining
the vector-valued Stieltjes Integral. This generalization will be useful when we prove the
Theorem 4.1.10.
1.2.4 Fre´chet Spaces and the Big Theorems
In this section we will define the Fre´chet Spaces and we will see some of the most important
theorems in the functional analysis.
In the following lemma we will define what is a Fre´chet norm.
Lemma 1.2.17. Given an increasing sequence of seminorms as in Definition 1.2.3,
p1pxq ď p2pxq ď ¨ ¨ ¨ ď pnpxq ď pn`1pxq,
such that pkpxq “ 0 for all k implies x “ 0, then
}x} “
nÿ
k“1
“ pkpxq
2kp1` pkpxqq
is a Fre´chet norm, that is
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(a) }x` y} ď }x} ` }y},
(b) } ´ x} “ }x},
(c) }x} “ 0 ñ x “ 0.
Proof. Since pk are seminorms we have that pkp´xq “ pkpxq for all k, then (b) is satisfied.
Also, we have that pkpxq ě 0, then the only way that }x} “ 0 is that pkpxq “ 0 for all k
but, by hypothesis, this implies that x “ 0. Therefore, (c) holds. In order to prove (a) we
will use that
ϕptq “ t
t` 1
is an increasing function with respect to t, and that pk are seminorms, then we have that
pkpx` yq
1` pkpx` yq ď
pkpxq ` pkpyq
1` pkpxq ` pkpyq ď
pkpxq
1` pkpxq `
pkpyq
1` pkpyq .
This implies (a). 
Now we are going to define the Fre´chet spaces.
Definition 1.2.18. A Fre´chet space is a topological vector space endowed with a Fre´chet
norm so that it is complete.
The first theorem that we will see is the Baire’s Theorem, this theorem deals with
the union of open and dense sets, and will be useful for the proof of the Open Mapping
Theorem.
Theorem 1.2.19 (Baire’s Theorem). If pGnqn is a sequence of open and dense sets in a
complete metric space, E, then
Ť
nGn is also dense.
Proof. Let G be an open set, we want to prove that G X pXnGnq ‰ H. Since G1 is
dense we have that there exists a ball Bpx1, r1q with r1 ă 1 and x1 P G X G1 such that
ClpBpx1, r1qq Ă GXG1. Then, since G2 is dense we have that there exists a ball BpX2, r2q
with r2 ă 1{2 and x2 P Bpx1, r1q X G2 such that ClpBpx2, r2qq Ă Bpx1, r1q X G2. Now,
iterating this we obtain that for all n
ClpBpxn, rnqq Ă Bpxn´1, rn´1q XGn, with rn ă 1{n.
Now, if p, q ě n then the distance between xp and xq is less than or equal to 2{n. Therefore
the sequence pxpqp Ă E is a Cauchy sequence, so there exists x “ limp xp.
On the other hand, by construction we have that xk P ClpBpxn, rnqq for all k ě n
this implies that x P ClpBpxn, rnqq Ă Gn for all n. Hence, x P XnGn. But, in particular,
x P ClpBpxn, rnqq so x P GX pXnGnq. 
Corollary 1.2.20. If pFnqn is a countable collection of closed sets in a complete metric
space such that the interior of Fn is the empty set, F˚n “ H for all n, then Ťn F˚n “ H.
The next theorem is the Open Mapping Theorem and is, maybe, one of the most useful
theorems in functional analysis.
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Theorem 1.2.21 (Open Mapping Theorem). Let E and F be two Fre´chet spaces. If
T : E Ñ F is a linear continuous operator so that T pEq “ F then T is open, i.e. for all
G open set in E T pGq is open in F .
If T is also injective, then T´1 is also continuous.
The proof of this theorem can be found in [9, Theorem 2.11 and Corollary 2.12].
Theorem 1.2.22 (Closed Graph Theorem). Let E and F be two Fre´chet spaces. Then a
linear map T : E Ñ F is continuous if and only if GraphpT q “ tpx, Txq : x P Eu is closed
in E ˆ F .
Proof. Assume that T is continuous, and take a sequence pxn, Txnq convergent to px, yq
we want to see that y “ Tx, but since T is continuous we have that if xn Ñ x then
Txn Ñ Tx. Therefore y “ Tx because pxn, Txnq Ñ px, yq implies that xn Ñ x and that
Txn Ñ y.
In order to see the other implication, since GraphpT q is closed then it is a Fre´chet
space. Let us consider the mappings
pi1 : GraphpT q Ñ E,
pi2 : GraphpT q Ñ F.
Since pi1 is linear, continuous and exhaustive we have that by the Open Mapping Theo-
rem 1.2.21 pi´11 is continuous. So
Tx “ ppi2 ˝ pi´11 qpxq
is continuous. 
1.3 Harmonic Analysis
In this section we will study the results in harmonic analysis that will be of interest for
our work.
1.3.1 The Weak-Lp Spaces
In this section we will define the weak-Lp spaces, but in order to define these spaces first
we need to introduce the distribution function and the non-increasing rearrangement of
f , this topic will be important for give the statement and the proof of the Marcinkiewicz
Interpolation Theorem and the next chapters.
So, let us define the distribution function of f .
Definition 1.3.1. Let pX,µq be a measure space, and let f PMpXq, whereMpXq is the
space of measurable functions.
Fix t ą 0 and consider the level set
ft “ tx P X : |fpxq| ą tu.
Then, we define the distribution function of f as
λf ptq “ µpftq.
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Now, we are going to see some properties of the distribution function.
Remarks 1.3.2. (i) λf P r0,8s.
(ii) If s ă t and x P ft, then |fpxq| ą t ą s, in other words, ft Ă fs. Hence, λf psq ě λf ptq.
Therefore, λf is a decreasing function.
(iii) Let α P C, E P σpXq, and take f “ αχE PMpXq. Then, λf ptq “ µpEqχr0,|α|sptq.
(iv) Let f1, f2 P MpXq. Then, λf1`f2pt1 ` t2q ď λf1pt1q ` λf2pt2q. In fact, this follows
because
tx P X : |f1pxq ` f2pxq| ą t1 ` t2u Ă tx : |f1pxq| ą t1u Y tx : |f2pxq| ą t2u.
(v) If 0 ă |f1| ď |f2|, then λf1ptq ď λf2ptq. So, the distribution function is a increasing
function as a function of f .
The next remark is important in order to the proof of Proposition 1.3.7.
Remark 1.3.3. Let pX,µq be a measure space, and let f P MpXq. Then, λf is right-
continuous.
Proof. Recall
ft “ tx P X : |fpxq| ą tu,
and fix t0 ą 0. The sets ft are increasing as t decrease, and
ft0 “
ď
tąt0
ft “
8ď
n“1
ft0` 1n .
Hence, we can apply the Monotone Convergence Theorem, (MCT),
lim
n
λf
ˆ
t0 ` 1
n
˙
“ lim
n
µ
´
ft0` 1n
¯
MCT“ µ
˜ 8ď
n“1
ft0` 1n
¸
“ µpft0q “ λf pt0q.

The following proposition gives us a characterization of the Lp norm of f in the space
pX,µq.
Proposition 1.3.4. For any 0 ă p ă 8, the following equality holdsż
X
|f |pdµ “ p
ż 8
0
tp´1λf ptqdt.
Proof. Assume that µ is smooth enough in order to be able to apply Fubini.ż 8
0
tp´1λf ptqdt “
ż 8
0
tp´1
ż
tx : |fpxq|ątu
dµdt
Fubini“
ż
X
ż |fpxq|
0
tp´1dtdµ “
ż
X
1
p
tp||fpxq|0 dµ “
1
p
ż
X
|fpxq|pdµ.

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The following definition that we need is the non-increasing rearrangement of f (or
decreasing rearrangement of f).
Definition 1.3.5. We define the non-increasing rearrangement of f as
f˚ptq “ infts ą 0 : λf psq ď tu.
The non-increasing rearrangement of f is also known as the right-inverse of the distri-
bution function of f .
Now let us see some properties of f˚ptq.
Remarks 1.3.6. (i) If λf is a bijection then f
˚ “ λ´1f .
(ii) If t1 ą t2, then f˚pt2q ě f˚pt1q, since λf psq ď t2 ă t1, where s is the infimum of
ts ą 0 : λf psq ď t2u
(iii) Let α P C, E P σpXq, and take f “ αχE PMpXq. Then, f˚ptq “ |α|χp0,µpEqqptq.
(iv) Let f1, f2 PMpXq. Then, pf1 ` f2q˚pt1 ` t2q ď f1˚ pt1q ` f2˚ pt2q.
We can characterize the LppXq norm of f using the non-increasing rearrangement of
f .
Proposition 1.3.7. Let 0 ă p ă 8 and f PMpXq. Then,
}f}pp “
ż
X
|f |p “
ż 8
0
pf˚ptqqpdt.
Before we prove this result we introduce what means that two functions are equimea-
surable.
Definition 1.3.8. We say that f1 and f2 are equimeasurable if
λf1 ” λf2 .
Remark 1.3.9. By Proposition 1.3.4 that f1 and f2 are equimeasurable implies that
}f1}p “ }f2}p @0 ă p ă 8.
Proof of Proposition 1.3.7: We have to see that
λf ” λf˚ .
Because, if this happens then by Proposition 1.3.4 we obtainż
X
|f |p “ p
ż 8
0
tp´1λf ptqdt “ p
ż 8
0
tp´1λf˚ptqdt “
ż 8
0
pf˚ptqqpdt.
So, let us see that λf ” λf˚ .
As f is measurable we can take a sequence of a nonnegative simple functions pfnqn
such that fn Ò |f |. Then, if we are able to prove that for each n
λfnptq “ λfn˚ ptq,
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using the monotone convergence theorem we will have that
λf ptq “ lim
n
λfnptq “ limn λfn˚ ptq “ λf˚ptq.
Then, we verify that λfnptq “ λfn˚ ptq for each n.
Fix n, then
fnpxq “
rÿ
j“1
ajχEj pxq.
Where Ej are disjoint measurable sets in X. Call
mj “
jÿ
i“1
µpEiq, if j ě 1
m0 “ 0.
Now, we can observe that f˚ptq “ 0 if t ě mr, f˚ptq “ ar if mr ą t ě mr´1, and so on.
Then,
fn˚ ptq “
rÿ
j“1
ajχrmj´1,mjqptq.
Note that, the coefficients of fn and fn˚ are the same aj . So, if |fnpxq| ă s implies that
fn˚ ptq ă s. And, as by definition of mj , the measure of Ej is the measure of mj ´mj´1.
we have that λfnptq “ λfn˚ ptq. 
Definition 1.3.10. Let Tn : B ÑMpXq be a sequence of lineal operators. We define the
maximal operator
T ˚fpxq “ sup
nPN
|Tnfpxq|.
Remark 1.3.11. T ˚ is sublinear, this means that T ˚ satisfies
(i) T ˚pf ` gqpxq ď T ˚fpxq ` T ˚gpxq (sub-additive),
(ii) T ˚pαfqpxq “ |α|T ˚fpxq (homogeneous).
The following definition is the main estimates in the Marcinkiewicz Interpolation The-
orem.
Definition 1.3.12. Given 1 ď p ď 8, we define the weak-type (p,8) space as follows
Lp,8 “ tf PMpRnq : }f}p,8 “ sup
tą0
tλ
1{p
f ptq ă 8u.
Lp,8 is also called weak-Lp space.
Remarks 1.3.13. (i) Lp,8 is a linear space and } ¨ }p,8 is a quasi-norm, i.e.
(a) }f}p,8 ě 0 and }f}p,8 “ 0 ô f ” 0,
(b) }αf}p,8 “ |α|}f}p,8,
(c) }f ` g}p,8 ď Cp p}f}p,8 ` }g}p,8q with Cp ą 1.
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Moreover, pLp,8, } ¨ }p,8q is a quasi-Banach space.
(ii) If p ą 1, then Lp,8 is a Banach space.
(iii) Lp Ł Lp,8, this inclusion is the Chebyshev’s inequality.
Let us see an example of function that belongs in Lp,8 but not in Lp.
Example 1.3.14. Let fαpxq “ |x|1´α with α ą 0. Then, it is clear that fα R Lp.
Now, compute the distribution function of fα.
λfαptq “
ˇˇtx P Rn : |x|´α ą tuˇˇ “ ˇˇˇtx P Rn : |x| ą t´ 1α uˇˇˇ “ Cnt´nα .
Then, putting this in }fα}p,8.
}fα}p,8 “ sup
tą0
t ¨ t´ nαp ă 8 ô n
αp
“ 1 ô α “ n
p
.
Therefore, |x|´n{p belongs in Lp,8 but not in Lp.
Now we will define what is a weak type pp, pq operator and see a simpler example of a
weak type p1, 1q operator.
Definition 1.3.15. Let 1 ď p ă 8. We say that T is a weak type pp, pq operator, if
T : Lp Ñ Lp,8.
If
T : Lp Ñ Lp.
We say that T is a strong type pp, pq operator.
Now let us give a simpler example of a weak type p1, 1q operator.
Definition 1.3.16. Let f P L1locpR`q. We define the Hardy operator as
Sfptq “ 1
t
ż t
0
fpsqds.
Before proving that is a weak-type p1, 1q we need the Minkowski’s integral inequalities.
Theorem 1.3.17 (Minkowski’s integral inequalities). Let F : X ˆ Y Ñ R`, 1 ď p ď 8.
Then, ˆż
Y
ˆż
X
F px, yqdx
˙p
dy
˙ 1
p ď
ż
X
ˆż
Y
F px, yqpdy
˙ 1
p
dx.
Proof. If p “ 1 the theorem holds by Fubini.
If p “ 8, in this case we have to change the integrals by the essential supremum and
since
sup
j
sup
i
αi,j “ sup
i
sup
j
αi,j ,
if we can take αi,j “ F px, yq, supi “ supxPX and supj “ supyPY , then we have the equality.
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If 1 ă p ă 8, then via Ho¨lder’s inequality we have that
}f}p “ sup
gPLp1
ˇˇş
fg
ˇˇ
}g}p1 .
Now, if we define
fpyq :“
ż
X
F px, yqdx
then
}f}p “ sup
}g}p1ď1
ˇˇˇˇż
Y
fpyqgpyqdy
ˇˇˇˇ
“ sup
}g}p1ď1
ˇˇˇˇż
Y
ż
X
F px, yqdxgpyqdy
ˇˇˇˇ
.
Applying Fubini we have
}f}p ď sup
}g}p1ď1
ż
X
ż
Y
F px, yq|gpyq|dydx Ho¨lderď sup
}g}p1ď1
ż
X
}g}p1
ˆż
Y
F px, yqpdy
˙
dx.
And now, since we are taking }g}p1 ď 1 we can take out the supremum and we are done.
}f}p ď sup
}g}p1ď1
ż
X
}g}p1
ˆż
Y
F px, yqpdy
˙
dx “
ż
X
ˆż
Y
F px, yqpdy
˙
dx.

Once we have proved the Minkowski’s integral inequality, we are able to prove the
Hardy’s inequality that says that the Hardy operator is a strong type pp, pq operator if
p ą 1 and a weak type operator if p “ 1.
Theorem 1.3.18 (Hardy’s inequalities). If 1 ă p ď 8 then
S : Lp Ñ Lp.
Moreover,
S : L1 Ñ L1,8.
Proof. If p “ 8, then
|Sfptq| ď 1
t
ż t
0
|fpsq|ds ď 1
t
ż t
0
}f}8ds “ }f}8.
If 1 ă p ă 8, then
Sfptq “ 1
t
ż t
0
fpsqds “ 1
t
ż 1
0
tfptrqdr “
ż 1
0
fptrqdr.
Thus,
}Sfptq}p “
ˆż 8
0
ˇˇˇˇż 1
0
fprtqdr
ˇˇˇˇp
dt
˙ 1
p
.
20 CHAPTER 1. BASIC NOTIONS AND PRELIMINARY RESULTS
Applying the Minkowski’s integral inequality, we get
}Sfptq}p ď
ż 1
0
ˆż 8
0
fpprtqdt
˙ 1
p
dr “
ż 1
0
ˆż 8
0
fppsqds
r
˙ 1
p
dr
“ }f}p
ż 1
0
dr
r
1
p
“ r
1
p1 |10
1
p1
}f}p “ p1}f}p.
So, we have proved that S is a strong type pp, pq operator if 1 ă p ď 8.
Now, let us see it is a weak type p1, 1q operator. For this purpose we first check that
exists f P L1 such that Sf R L1.
Let f “ χp0,1q, then
Sfptq “ 1
t
ż t
0
χp0,1qpsqds “
#
1, 0 ă t ă 1
1
t , t ě 1
So, Sfptq R L1.
Now take f P L1 and we want to see that Sf belongs in L1,8. So, we have to compute
the λSf .
λSf ptq “
ˇˇˇˇ"
s ą 0 : 1
s
ˇˇˇˇż s
0
fprqdr
ˇˇˇˇ
ą t
*ˇˇˇˇ
ď }f}1
t
ñ sup t}f}1
t
“ }f}1.
Therefore, }Sf}1,8 ď }f}1. Then S is a weak type p1, 1q operator. 
1.3.2 Lebesgue Differentiation Theorem
In this section we will prove the Lebesgue differentiation theorem that is an analogous
version of the Fundamental Calculus Theorem, and it will be useful when we want to
prove that the Fourier multipliers, M2, are the functions of L8pRnq.
In order to prove the Lebesgue differentiation theorem we need to define the Hardy-
Littlewood maximal function.
Definition 1.3.19. Let f P L1locpRnq, we define the Hardy-Littlewood maximal function
of f as
Mfpxq :“ sup
rą0
1
|Bpx, rq|
ż
Bpx,rq
|fpyq|dy
where Bpx, rq is the ball of radius r and center x.
Remark 1.3.20. The Hardy-Littlewood maximal function of f satisfies the following
properties:
(a) Let f P L1locpRnq, then Mfpxq ě 0 and there exists x P Rn such that Mfpxq “ 0 if
and only if f ” 0 a.e. x.
(b) f, g P L1locpRnq, then Mpf ` gqpxq ď Mfpxq `Mgpxq and Mpαgqpxq “ |α|Mgpxq for
all α P Rn.
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(c) If f P L8pRnq then for all x P Rn we have that Mfpxq ď }f}8. So, we have that
}Mf}8 ď }f}8 and that
}M} “ sup
fPL8pRnq
}Mf}8
}f}8 “ 1.
(d) If f P L1pRnqzt0u then Mf R L1pRnq.
The following theorem shows that the Hardy-Littlewood maximal function, is a con-
tinuous operator from L1pRnq to L1,8pRnq, the proof of this theorem can be found in [3,
Chapter 3, pg 119].
Theorem 1.3.21 (Hardy-Littlewood Theorem). Let M be the Hardy-Littlewood maximal
function, then
M : L1pRnq Ñ L1,8pRnq.
Theorem 1.3.22 (Lebesgue Differentiation Theorem). If f P L1locpRnq then
lim
rÓ0
1
|Bpx, rq|
ż
Bpx,rq
fpyqdy “ fpxq a.e. x P Rn
where Bpx, rq is the ball of radius r and center x.
Proof. Let Qj be cubes in Rn such that Qj are disjoint and Rn “ Ťj Qj . Then, it suffices
to prove the result for fχQj P L1pRnq. Observe that if g P CpR1q X L1pRnq then, by the
Fundamental Calculus Theorem, we have that
lim
rÓ0
1
|Bpx, rq|
ż
Bpx,rq
gpyqdy “ gpxq @x P Rn. (1.4)
Assume that f P L1pRnq, we only need to prove that for a given j P N the set
Aj :“
#
x P Rn : lim sup
rÑ0
ˇˇˇˇ
ˇ 1|Bpx, rq|
ż
Bpx,rq
fpyqdy ´ fpxq
ˇˇˇˇ
ˇ ą 1j
+
has measure 0. Take ε ą 0 and g P CpR1q X L1pRnq such that }g ´ f}1 ă ε. Define
h “ f ´ g and put f “ h` g, by (1.4) we can rewrite Aj as
Aj :“
#
x P Rn : lim sup
rÑ0
ˇˇˇˇ
ˇ 1|Bpx, rq|
ż
Bpx,rq
hpyqdy ´ hpxq
ˇˇˇˇ
ˇ ą 1j
+
.
But, by the inclusion ta` b ą tu Ă ta ą t{2u Y tb ą t{2u we have that
|Aj | ď
ˇˇˇˇ"
x P Rn : Mhpxq ą 1
2j
*ˇˇˇˇ
`
ˇˇˇˇ"
x P Rn : |hpxq| ą 1
2j
*ˇˇˇˇ
.
Now, using the Hardy-Littlewood Theorem 1.3.21 and the Chebyshev theorem we have
that
|Aj | ď
ˇˇˇˇ"
x P Rn : Mhpxq ą 1
2j
*ˇˇˇˇ
`
ˇˇˇˇ"
x P Rn : |hpxq| ą 1
2j
*ˇˇˇˇ
ď K2jε` 2jε “ 2jεpK ` 1q,
where K is the constant such that }Mh}1,8 ď K}h}1. Moreover, since 2jpK ` 1q is fixed
and independent of ε we have that
|Aj | ď 2jεpK ` 1q Ñ 0, as εÑ 0.

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1.3.3 Fourier Transform
In this section we will introduce the Fourier Transform and some of its properties for
functions of L1pRnq and L2pRnq.
Let us begin by defining the Fourier Transform for functions in L1pRnq.
Definition 1.3.23. For all f P L1pRnq we define its Fourier Transform as
fˆpξq “
ż
Rn
fpxqe´ix¨ξdx
with ξ P Rn.
Proposition 1.3.24. The Fourier transform is a continuous map from L1pRnq to L8pRnq.
Proof. Let f P L1pRnq, then we have that
sup
ξPRn
|fˆpξq| ď sup
ξPRn
ż
Rn
|fpxq||e´ix¨ξ|dx “ sup
ξPRn
ż
Rn
|fpxq|dx “ sup
ξPRn
}f}1 “ }f}1.

Theorem 1.3.25 (Hat Theorem). If f, g P L1pRnq, thenż
Rn
fˆpξqgpξqdξ “
ż
Rn
fpxqgˆpxqdx.
Proof. The proof of this theorem follows by applying Fubini’s Theorem to the definition
of F . In fact, by definition of fˆ we have thatż
Rn
fˆpξqgpξqdξ “
ż
Rn
ˆż
Rn
fpxqe´ix¨ξdx
˙
gpξqdξ.
Now, since f, g P L1 we can apply Fubini and we obtain thatż
Rn
ˆż
Rn
fpxqe´ix¨ξdx
˙
gpξqdξ “
ż
Rn
fpxq
ˆż
Rn
gpξqe´ix¨ξdξ
˙
dx “
ż
Rn
fpxqgˆpxqdx.

Now, we will define the convolution of two functions.
Definition 1.3.26. Let f, g P L1 and Ω “ Rn, then we define the convolution of f and g
as
pf ˚ gqpxq “
ż
Rn
gpx´ yqfpyqdy “ Λf pτxg˜q,
where g˜pzq “ gp´zq and τxgpyq “ gpy ´ xq.
Remark 1.3.27. If f, g P L1pRnq, then
(a) pyτxfqpξq “ fˆpξqe´ix¨ξ, where τxfpyq “ fpy ´ xq.
(b) peix¨yfpyqqˆpξq “ τxfˆpξq.
(c) pzf ˚ gqpξq “ fˆpξqgˆpξq.
(d) If λ ą 0 and hpxq “ fpx{λq then hˆpξq “ λnfˆpλξq.
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1.3.4 Schwarz Class
In this section we will introduce the class of Schwarz functions and we will see some
properties of this class, in particular, we will apply the Fourier Transform to this class and
use some of these results to prove some properties of F in L1.
Let P be a polynomial of n variables of the form
P pξq “
ÿ
α
Cαξ
α1
1 ¨ ¨ ¨ ξαnn .
Let Dα “ i´|α|Dα, i.e.
Dα “
nź
j“1
ˆ B
iBxj
˙αj
.
Then, P pDq “ řαCαDα and P p´Dq “ řαCαp´1q|α|Dα. This definition of P pDq will be
the main definition in the chapter of PDE’s. Now we are going to define the space S.
Definition 1.3.28. A function f P C8pRnq belongs in the space Snp“ Sq if for all N P N
we have that
PN pfq “ sup
xPRn|α|ďN
p1` |x|2qN |Dαfpxq| ă 8.
Remark 1.3.29.
(a) If f P S and Q is any polynomial then
|Dαfpxq| À |Qpxq|´1 @x P Rn.
(b) pS, tPnunq is a Fre´chet space.
Theorem 1.3.30.
(a) If P is a polynomial and g P S then the following mappings are linear and continuous
S Ñ S
f ÞÑ Pf
f ÞÑ gf
f ÞÑ Dαf.
(b) If f P S then pP pDqf qˆ “ P fˆ and pPf qˆ “ P p´Dqfˆ .
(c) The mapping F : S Ñ S is linear and continuous.
Proof. We will begin by prove (a). First Pf P C8, and for all N P N by Leibniz Formula
we have that
sup
xPRn|α|ďN
p1` |x|2qN |DαpPfqpxq| ď CPN`M pfq ď 8
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where M “ degpP q. To see that gf P S we have to use the same argument. Now since S
is a Fre´chet space the continuity follows from the Closed Graph Theorem 1.2.22. In fact
fn Ñ f in S ñ fnpxq Ñ fpxq@x,
and
gfn Ñ h in S ñ gpxqfnpxq Ñ hpxq@x.
That f ÞÑ Dαf is continuous follows since S is Fre´chet and f P C8.
Now we are going to prove (b), but we can reduce to prove for P pxq “ x1 by symmetry
and iteration. First we will see that S Ă L1. Let g P S thenż
Rn
|gpxq|dx “
ż
Rn
p1` |x|2qN |gpxq| 1p1` |x|2qN dx ď PN pgq
ż
Rn
1
p1` |x|2qN dx.
But this type of integrals are finite if and only if 2N ą n. So taking N big enough we
have that ż
Rn
|gpxq|dx ă 8.
So, since S Ă L1 we have that
pP pDqf qˆpξq “
ż
Rn
P pDqfpxqe´ix¨ξdx “ 1
i
ż
Rn
df
dx1
pxqe´ix¨ξdx.
Now using Fubini and taking x¯ “ px2, ¨ ¨ ¨ , xnq, we obtain that
1
i
ż
Rn
df
dx1
pxqe´ix¨ξdx “ 1
i
ż
Rn´1
ˆż
R
df
dx1
pxqe´ix1ξ1dx1
˙
e´ix¯¨ξ¯dx¯.
Now integrating by parts
1
i
ż
Rn´1
ˆż
R
df
dx1
pxqe´ix1ξ1dx1
˙
e´ix¯¨ξ¯dx¯ “
ż
Rn´1
ˆż
R
ξ1
df
dx1
pxqe´ix1ξ1dx1
˙
e´ix¯¨ξ¯dx¯
“ ξ1 1
i
ż
Rn
df
dx1
pxqe´ix¨ξdx “ ξ1fˆpξq
“ P pξqfˆpξq.
Therefore, we have that pP pDqf qˆ “ P fˆ . Now we will see that pPf qˆ “ P p´Dqfˆ . Let
t “ pt1, ¨ ¨ ¨ , tnq and t1 “ pt1 ` ε, ¨ ¨ ¨ , tnq. Then
fˆpt1q ´ fˆptq
iε
“
ż
Rn
x1fpxqe
´ix1ε ´ 1
iεx1
e´ix¨tdx.
But,
lim
εÑ0
fˆpt1q ´ fˆptq
iε
“ 1
i
d
dx1
fˆptq.
In the other hand, since x1fpxq P L1pRnq and
e´ix1ε ´ 1
iεx1
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is bounded, we can apply the Dominated Convergence Theorem, and we arrive at the fact
that there exists
dfˆ
dx1
and
1
i
d
dx1
fˆptq “ ´pPf qˆ.
Then xPf “ ´1
i
d
dx1
fˆptq “ P p´Dqf.
It remains to see (c), let f P S and define
gpxq “ p´1q|α|xαfpxq P S
then gˆpξq “ Dαfˆpξq. Therefore, P pξqgˆ “ pP pDqgqˆpξq P L8, then fˆ P S. The linearity ofF
follows from definition and the continuity follows from the Closed Graph Theorem 1.2.22
using that if fi Ñ f in S then fi Ñ f in L1 and therefore fˆipξq Ñ fpξq for all ξ. 
Remark 1.3.31. The function φpxq “ expp´|x|2{2q P S and φ “ φˆ.
Now, we are going to see two Inversion Theorems, the first version deals with functions
in S and the second deals with functions in L1.
Theorem 1.3.32 (Inversion Theorem).
(a) If g P S then
gpxq “
ż
Rn
gˆpξqeix¨ξdξ.
(b) The Fourier Transform F is an injective and continuous mapping from S to S, it has
period 4 and its inverse
F´1 : S Ñ S
is continuous.
Proof. We will begin by proving (a), let φpxq “ expp´|x|2{2q and g P S, then by the Hat
Theorem 1.3.25ż
Rn
g
ˆ
t
λ
˙
φˆptqdt “
ż
Rn
λ´ngˆpλtqφptqdt “
ż
Rn
gˆptqφ
ˆ
t
λ
˙
dt.
Using again the Dominated Convergence Theorem, the Remark 1.3.31 and letting
λÑ8 we obtain that
gp0q “ gp0q
ż
Rn
φˆ “ φp0q
ż
Rn
gˆpxqdx “
ż
gˆpxqdx.
So, we have (a) proved for x “ 0. Now consider x ‰ 0, then
gpxq “ pτ´xgqp0q “
ż
Rn
pτ´xgqˆpyqdy “
ż
Rn
gˆpyqeix¨ydy.
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Now we are going to see (b), but by (a) by know that F is one-to-one, also we proved
the continuity in last Theorem, so if we see that F 2g “ g˜p“ gp´xqq then we will have
that F 4g “ g and that F´1 “ F 3 which is continuous. But we have that
gp´xq “ pτxgqp0q “
ż
Rn
pτxgqˆpyqdy “
ż
Rn
gˆpyqe´ix¨ydy “ F 2gpxq.

Corollary 1.3.33. If f, g P S then we have
(a) f ˚ g P S
(b) pf ˚ g
Ź
qpξq “ fˆpξqgˆpξq.
Proof. We will begin by proving (a), since f, g P S we have that fˆ , gˆ P S, this implies that
fˆ gˆ “ pf ˚ gqˆ P S. Therefore, f ˚ g P S. The proof of (b) is the same that for L1pRnq. 
The following theorem deals with functions in L1pRnq.
Theorem 1.3.34 (Inversion Theorem). If f and fˆ are in L1pRnq, then
fpxq “
ż
Rn
fˆpξqeiξxdξ a.e. x.
Proof. Let
f0pxq “
ż
Rn
fˆptqeixtdt
and g P S. Then ż
Rn
f0pxqgˆpxqdx “
ż
Rn
ˆż
Rn
fˆptqeixtdt
˙
gˆpxqdx.
Using Fubini and the Hat Theorem 1.3.25 we arrive atż
Rn
ˆż
Rn
fˆptqeixtdt
˙
gˆpxqdx “
ż
Rn
ˆż
Rn
gˆpxqdxeixt
˙
fˆptqdt
“
ż
Rn
gptqfˆptqdt “
ż
Rn
fptqgˆptqdt.
Since F : S Ñ S we can write gˆ as g. Thenż
Rn
pf0 ´ fqptqgptqdt “ 0 @g P S.
Then, by density f0ptq “ fptq a.e.t. 
Theorem 1.3.35 (Plancherel’s Theorem). If f P L1pRnq X L2pRnq, then }f}2 “ }fˆ}2.
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Proof. Let f P L1pRnq X L2pRnq, then we have that
}f}22 “
ż
Rn
|fpxq|2dx “ pf˜ ˚ f¯qp0q,
where f˜pxq “ fp´xq and f¯ is the conjugate of f . Since f, f˜ P L1pRnq, by the Re-
mark 1.3.27, we have that g “ f˜ ˚ f¯ is continuous and is in L1pRnq. Moreover
gˆpξq “ ˆ˜fpξq ˆ¯fpξq “ ˜ˆfpξq ¯˜fˆpξq “ | ˜ˆfpξq|2.
Now, we can apply the inversion Theorem 1.3.34 and obtain that
gpxq “
ż
Rn
| ˜ˆfpξq|2eix¨ξdξ a.e. x.
In particular, for x “ 0, we have that
}f}22 “ gp0q “
ż
Rn
| ˜ˆfpξq|2dξ “ }fˆ}22.
Then, we have that }f}2 “ }fˆ}2. 
Proposition 1.3.36. The space L1pRnq X L2pRnq is dense in L2pRnq.
Proof. Let f P L2pRnq and let fT pxq “ fpxqχBp0,T qpxq, we are going to see that fT P
L1pRnqXL2pRnq. Since }fT }2 ď }f}2 we have that fT P L2pRnq, also since f P L2pRnq we
have that f P L1locpRnq so fT P L1pRnq. Therefore fT P L1pRnq X L2pRnq. Notice that
lim
TÒ8 |fT pxq ´ fpxq| “ 0 a.e.x P R
n.
Even more, since |fT pxq´fpxq| ď |fpxq| we can dominate |fT pxq´fpxq|2 by |fpxq|2. Then
we can apply the Dominated Convergence Theorem to
lim
TÒ8
ż
Rn
|fT pxq ´ fpxq|2dx “
ż
Rn
lim
TÒ8 |fT pxq ´ fpxq|
2dx “ 0.
With this we can conclude that L1pRnq X L2pRnq is dense in L2pRnq. 
Remark 1.3.37. Let f P L2pRnq since, by Proposition 1.3.36 L1pRnq X L2pRnq is dense
in L2pRnq, we have that if pfjqj Ă L1 X L2 so that f “ L2 ´ lim fj , then by Plancherel’s
Theorem 1.3.35, we have that
}fj ´ fi}2 “ }fˆj ´ fˆi}2 ñ DL2 ´ lim fˆj .
Hence, we can define the Fourier Transform in L2pRnq as
F pfqpξq “ L2 ´ lim fˆj ,
such that fj Ñ f in L2pRnq.
Remark 1.3.38. (a) The Fourier Transform in L2pRnq is well defined.
(b) If f P L1pRnq X L2pRnq, then F pfq “ fˆ .
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(c) If f P L2pRnq and fr “ fχBrp0q P L1pRnq X L2pRnq, then
fr Ñ f in L2 ñ Ff “ L2 ´ lim
rÒ8 fˆr “ L
2 ´ lim
rÒ8
ż
Brp0q
fpxqe´ixξdx.
For n ą 1 it still unknown if
Ffpξq “ lim
RÒ8
ż
BRp0q
fpxqe´ix¨ξdx a.e. x.
As a consequence of Plancherel’s Theorem 1.3.35 and Remark 1.3.37 we have the
following theorem.
Theorem 1.3.39 (Parseval’s Theorem). If f P L2pRnq then }Fpfq}2 “ }f}2.
Proof. By Remark 1.3.37 the Fourier transform extends in a uniquely way in L2pRnq.
Moreover we have that, if gi P L1pRnq X L2pRnq satisfying that L2 ´ limiÒ8 gipxq “ fpxq,
then, by Plancherel’s Theorem 1.3.35, we have that
}Fpfq}2 “ } lim
iÒ8 gˆi}2 “ limiÒ8 }gi}2 “ }f}2.

1.4 Distribution Theory
In this section we are going to define what is a distribution and a tempered distribution,
also we will see that if f P L1locpRnq then we can construct a distribution that acts by
integration.
Let Ω be an open set in Rn and for each compact set K Ă Ω (K P KpΩq), consider the
subspace
DK “ tf P C8pΩq : supppfq Ă Ku
with the topology induced by C8pΩq. Recall that
pC8pΩq, tPKj ,jujq
is a Fre´chet space (see Section 1.2.4), where Kj Ă ˚Kj`1 Ă ¨ ¨ ¨ Ă Ω, ŤKj “ Ω and
PKj ,jpfq “ sup|α|ďj
xPKj
|Dαfpxq|.
Since DK is closed in C
8pΩq, we have that DK is also a Fre´chet space.
Observe that in this subspace the topology is also given by the following family of
seminorms:
}f}N :“ sup
|α|ďN
xPΩ
|Dαfpxq|.
Now we are going to define the test functions space.
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Definition 1.4.1. The test space is DpΩq “ ŤKPKpΩqDK , that is the set of all C8pΩq
functions with compact support in Ω.
In general, DpΩq is not a Fre´chet space.
Definition 1.4.2. Let ϕ, pϕjqj Ă DpΩq we say that ϕj Ñ ϕ if and only if there exist
K P KpΩq and j0 P N such that @j ě j0 we have that ϕj P DK and ϕj Ñ ϕ in DK .
Now we can define what is a distribution.
Definition 1.4.3. A distribution, Λ, is a linear and continuous functional over DpΩq such
that Λ P D1pΩq and
Λ : DpΩq Ñ K
in the following sense:
@K P KpΩq there exist N P N and C ą 0 such that
|Λpϕq| ď C}ϕ}N , @ϕ P DK .
And we will say that pΛjqj Ă D1pΩq converges to Λ P D1pΩq if and only if
Λjpϕq Ñ Λpϕq, @ϕ P DK .
Remark 1.4.4. The map
L1locpΩq Ñ D1pΩq
f Ñ Λf
where
Λf pϕq “
ż
Rn
fpxqϕpxqdx
is injective but not exhaustive.
1.4.1 Tempered Distributions
The aim of the tempered distributions is that if ϕ P D and ϕˆ is its Fourier Transform
then we never have that ϕˆ P D. So, in general, we cannot apply the Fourier Transform to
distributions.
Definition 1.4.5. A tempered distribution u is an element of the dual space S1.
Remark 1.4.6. Let u P S1 as D ãÑ S we have that u|D is a distribution.
Theorem 1.4.7. If P is a polynomial, g P S and u P S1 then Dαu, Pu and gu are also
tempered distributions.
The proof of this theorem can be found in [9, Theorem 7.13].
Definition 1.4.8. If u P S1 we define uˆpϕq :“ upϕˆq where ϕ P S.
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Now we are going to see that this definition is consistent when f P L1pRnq and u P S1
is of the form
uf pφq “
ż
Rn
fpxqφpxqdx.
Let ϕ P S, then by definition we have that
uˆf pϕq “ uf pϕˆq “
ż
Rn
fpxqϕˆpxqdx.
Using the Hat Theorem 1.3.25 we arrive at
uˆf pϕq “ uf pϕˆq “
ż
Rn
fpxqϕˆpxqdx “
ż
Rn
ϕpxqfˆpxqdx “ ufˆ pϕq.
Remark 1.4.9. The mapF : S1 Ñ S1 is continuous, bijective, has period 4 and its inverse
is also continuous.
The proof of this result can be found in [9, Theorem 7.15].
Example 1.4.10. 1ˆ “ δ0 and δˆ0 “ 1.
Let ϕ P SpRq, by the Definition 1.4.8 we have that
1ˆpϕq “ 1pϕˆq “
ż
R
ϕˆpxqdx “
ż
R
ϕˆpxqeix¨0dx.
And, by the Inversion Theorem 1.3.32 we obtain that
1ˆpϕq “
ż
R
ϕˆpxqeix¨0dx “ ϕp0q “ δ0pϕq.
Therefore, 1ˆ “ δ0 in the sense of distributions. Now, again by the Definition 1.4.8 we have
that
δˆ0pϕq “ δ0pϕˆq “ ϕˆp0q “
ż
Rn
ϕpxqdx “ 1pϕq.
Hence, δˆ0 “ 1 in the sense of distributions.
Chapter 2
Classical Methods in the
Interpolation Theory
In this chapter we study the classical methods in the interpolation theory, these are the
Riesz-Thorin Theorem and the Marcinkiewicz Theorem. These results provided the im-
petus for the study of the interpolation theory, the proof of the first theorem gives the
idea behind the complex interpolation method, meanwhile the proof of the second theorem
provides the construction of the real interpolation method.
2.1 Riesz-Thorin Theorem
The first theorem that we will prove is the Riesz-Thorin Theorem. For this theorem we
assume that the scalars are complex numbers.
Theorem 2.1.1 (Riesz-Thorin interpolation Theorem). Let pU, µq and pV, νq be two mea-
surable spaces. Assume that p0 ‰ p1, q0 ‰ q1, and that
T : Lp0pUq Ñ Lq0pV q
is bounded with norm M0, and that
T : Lp1pUq Ñ Lq1pV q
is also bounded with norm M1. Then
T : LppUq Ñ LqpV q
is bounded with norm
M ďM1´θ0 M θ1
provided that 0 ă θ ă 1 and
1
p
“ 1´ θ
p0
` θ
p1
,
1
q
“ 1´ θ
q0
` θ
q1
. (2.1)
Notice that the points p1{p, 1{qq described in (2.1) can be geometrically interpreted as
the points in the line with end points p 1p0 , 1q0 q and p 1p1 , 1q1 q.
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1
q
1
p
p1, 1q
( 1
p0
, 1
q0
)
( 1
p
, 1
q
)
( 1
p1
, 1
q1
)
Figure 2.1: Geometric interpretation of (2.1)
Proof. Let
1
p
“ 1´ θ
p0
` θ
p1
,
1
q
“ 1´ θ
q0
` θ
q1
.
And let 1q1 “ 1´ 1q . Then, by Ho¨lder’s inequality,
M “ sup
"ˇˇˇˇż
V
Tfpyqgpyqdν
ˇˇˇˇ
: }f}p “ }g}q1 “ 1
*
.
Since p ă 8, q1 ă 8 we can assume that f P Lp and g P Lq1 are bounded with compact
supports.
For 0 ď <pzq ď 1, we put
1
ppzq “
1´ z
p0
` z
p1
,
1
q1pzq “
1´ z
q10
` z
q11
,
and
ϕpzq “ ϕpx, zq “ |fpxq| pppzq fpxq|fpxq| , x P U,
ψpzq “ ψpy, zq “ |gpyq| q
1
q1pzq gpyq|gpyq| , y P V.
Now, we will see that ϕpzq P Lpj pUq.
}ϕ}pp “
ż
U
|ϕpx, zq|pjdµ “
ż
U
|fpxq|pjp{ppzq |fpxq|
pj
|fpxq|pj dµ
“
ż
U
|fpxq|pjp{ppzqdµ ď
ż
U
|fpxq|<ppjp{ppzqqdµ.
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Since, 0 ď <pzq ď 1, we have that pj{<pppzqq ď 1. Then, we obtainż
U
|ϕpx, zq|pjdµ ď
ż
U
|fpxq|<ppjp{ppzqqdµ
ď
ż
U
|fpxq|pdµ ď }f}pp.
And the same argument can be used to see that ψpzq P Lq1j pV q.
Since ϕpzq P Lpj pUq, then Tϕ P Lqj pV q with j “ 0, 1. Also, we can check that
ϕ1pzq P Lpj pUq, ψ1pzq P Lq1j pV q and thus also that pTϕq1pzq P Lqj pV q if p0 ă <pzq ă 1q.
This implies the existence of
F pzq “
ż
V
Tϕpyqψpyqdν, 0 ď <pzq ď 1.
Even more, we have that F is an analytic function on the open strip 0 ă <pzq ă 1, and
bounded and continuous on the closed strip 0 ď <pzq ď 1.
Also, by definition of ϕ and ψ we have that
}ϕpitq}p0 “ }|f |p{p0}p0 “ }f}p{p0p “ 1,
}ϕp1` itq}p1 “ }|f |p{p1}p1 “ }f}p{p1p “ 1,
and the same for ψ
}ψpitq}q10 “ }ψp1` itq}q11 “ 1.
Therefore, we obtain
|F pitq| Ho¨lderď }Tϕpitq}p0}ψpitq}q10 ďM0,
|F p1` itq| Ho¨lderď }Tϕp1` itq}p1}ψp1` itq}q11 ďM1.
Moreover, since ppθq “ p and q1pθq “ q1, we have
ϕpθq “ f, ψpθq “ g,
and so,
F pθq “
ż
V
Tfpyqgpyqdν.
Using now Theorem 1.1.2 we obtainˇˇˇˇż
V
Tfpyqgpyqdν
ˇˇˇˇ
ďM1´θ0 M θ1 ,
or what is the same (taking supremum in the both sides and using that M1´θ0 M θ1 is
constant)
M ďM1´θ0 M θ1 .

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2.2 The Marcinkiewicz Theorem
In this section we give the statement and the proof of the Marcinkiewicz Interpolation
Theorem. As we said before this theorem contains the main ideas used in the real inter-
polation method. We are going to use some results seen in Section 1.3.
Also, it is important to note that from now the functions f can take values in R and in
C as a difference with the Riesz-Thorin Theorem 2.1.1 where the values had to be complex.
Another important difference between these two theorems is that now, in the hypothe-
sis, we replace the strong spaces (Lp) for the weak spaces who are largest spaces. Therefore,
this theorem can be used where Theorem 2.1.1 fails.
So, let us give the statement of the Marcinkiewicz Interpolation Theorem.
Theorem 2.2.1 (The Marcinkiewicz Interpolation Theorem). Let pU, µq and pV, νq be two
measurable spaces. Assume that p0 ‰ p1, q0 ‰ q1, and that
T : Lp0pUq Ñ Lq0,8pV q
is bounded with norm M0˚ , and that
T : Lp1pUq Ñ Lq1,8pV q
is also bounded with norm M1˚ .
Let
1
p
“ 1´ θ
p0
` θ
p1
,
1
q
“ 1´ θ
q0
` θ
q1
,
and assume that
p ď q. (2.2)
Then,
T : LppUq Ñ LqpV q
with norm M satisfying
M ď CθpM0˚ q1´θpM1˚ qθ.
Before we start with the proof we pay attention with the statement. Notice that we
have one hypothesis more than in the Theorem 2.1.1 that is the restriction (2.2). Moreover,
notice that in this theorem M satisfies
M ď CθpM0˚ q1´θpM1˚ qθ
while
M ď pM0˚ q1´θpM1˚ qθ
this is because if the scalars are real then we can only prove the convexity inequality
M ď CθpM0˚ q1´θpM1˚ qθ.
Now, let us prove the theorem but only for q0 “ p0 and p1 “ q1. The general case can be
found in [13, Theorem 4.6, p.112].
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Proof. Let p0 “ q0 and that p1 “ q1 then we define p as
1
p
“ 1´ θ
p0
` θ
p1
and we have that p “ q.
Let f P Lp, we want to see that Tf belongs in Lp, that is, there exists M ă 8 such
that
}Tf}p ďM}f}p.
Define
f0pxq “ f0pt, xq “
"
fpxq, if x P E
0, otherwise
where E Ă tx P U : |fpxq| ě f˚ptqu.
Define also f1pxq “ fpxq ´ f0pxq. Then, f0 P Lp0pUq and f1 P Lp1pUq.
Recall that we want to see that }Tf}p ďM}f}p, and that by can write }Tf}p as follows
}Tf}pp “
ż 8
0
ppTfq˚ptqqpdt.
Also, we have that
pTfq˚ptq “ pTf0 ` Tf1q˚ptq ď pTf0q˚pt{2q ` pTf1q˚pt{2q.
Therefore,
}Tf}pp “
ż 8
0
ppTfq˚ptqqpdt ď
ż 8
0
ppTf0q˚pt{2qqpdt`
ż 8
0
ppTf1q˚pt{2qqpdt.
And, by the hypothesis of T , we have that
pTfjq˚pt{2q ďMj˚ t´1{pj}fj}pj with j “ 0, 1.
Thus,
}Tf}pp ď
ż 8
0
pM0˚ t´1{p0}f0}p0qpdt`
ż 8
0
pM1˚ t´1{p1}f1}p1qpdt.
So,
}Tf}pp ď pM0˚ qp
ż 8
0
pt´1{p0}f0}p0qpdt` pM1˚ qp
ż 8
0
pt´1{p1}f1}p1qpdt
“ pM0˚ qpI0 ` pM1˚ qpI1.
Now, we will study I0 and I1 separately. We start with I0.
I0 “
ż 8
0
pt´1{p0}f0}p0qpdt “
ż 8
0
´
t´p0{p0}f0}p0p0
¯p{p0
dt.
Applying the definition of f0 and } ¨ }p0 we obtain
I0 “
ż 8
0
ˆ
t´p0{p0
ż t
0
pf˚psqqp0ds
˙p{p0
dt.
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Then, we have that
I0 “
ż 8
0
ˆż t
0
pf˚psqqp0 ds
t
˙p{p0
dt.
And taking σ “ s{t, we obtain
I0 “
ż 8
0
ˆż 1
0
pf˚ptσqqp0dσ
˙p{p0
dt.
Now, in order to be able to apply Minkowski’s integral inequalities we take pI0q1{p,
notice that }Tf}p ď pI0 ` I1q1{p ď I1{p0 ` I1{p1 .
I
1{p
0 “
˜ż 8
0
ˆż 1
0
pf˚ptσqqp0dσ
˙p{p0
dt
¸1{p
ď
˜ż 1
0
ˆż 8
0
pf˚ptσqqpdt
˙p0{p
dσ
¸1{p0
.
Doing the change of variables t “ sσ .
I
1{p
0 ď
˜ż 1
0
ˆż 8
0
pf˚psqqpds
σ
˙p0{p
dσ
¸1{p0
.
Using Theorem 1.3.7, we obtain that˜ż 1
0
ˆż 8
0
pf˚psqqpds
σ
˙p0{p
dσ
¸1{p0
“
ˆż 1
0
}f}p0p dσσp0{p
˙1{p0
“ }f}p
ˆż 1
0
dσ
σp0{p
˙1{p0
Since p0 ď p, we have thatˆż 1
0
dσ
σp0{p
˙1{p0
“
ˆ
σ1´p0{p
1´ p0{p
˙p0 ˇˇˇˇˇ
1
0
“
ˆ
1
1´ p0{p
˙p0
“
ˆ
p
p´ p0
˙p0
“ Cp.
Therefore, we obtain that
I
1{p
0 ď Cp}f}p.
As we have the bound for I0 let us study the I1 integral.
I1 “
ż 8
0
pt´1{p1}f1}p1qpdt
Let ϕ “ |f |p1 and η “ pp1 ă 1, then ϕ˚ “ pf˚qp1 and I1 becomes
I1 “
ż 8
0
ˆ
t´1
ż 8
t
ϕ˚psqds
˙η
dt.
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Since t´1
ş8
t ϕ
˚psqds and ϕ˚ptq are positive and decreasing functions of t we can apply the
integral test for convergence, using the dyadic partition in the two intervals, we haveż 8
0
ˆ
t´1
ż 8
t
ϕ˚psqds
˙η
dt ď C
8ÿ
v“´8
˜
2v
ÿ
měv
ϕ˚p2mq2m
¸η
2v.
Since px` yqη ď xη ` yη, we can estimate the right hand side by a constant multiplied by
ÿ
v
ÿ
měv
2p1´ηqvpϕ˚p2mqqη2mη “
ÿ
m
˜
2mηpϕ˚p2mqqη
ÿ
věm
2vp1´ηq
¸
.
But, note that
ÿ
m
˜
2mηpϕ˚p2mqqη
ÿ
věm
2vp1´ηq
¸
ď
ÿ
m
2mηpϕ˚p2mqqη ď
ÿ
m
2mpϕ˚p2mqqη.
Therefore, we obtain ż 8
0
ˆ
t´1
ż 8
t
ϕ˚psqds
˙η
dt ď
ÿ
m
2mpϕ˚p2mqqη.
And applying again the integral test for convergence we deduceż 8
0
ˆ
t´1
ż 8
t
ϕ˚psqds
˙η
dt ď
ÿ
m
2mpϕ˚p2mqqη ď C
ż 8
0
pϕ˚psqqηds.
Now, applying the definition of η and ϕ˚, we obtain
I1 ď C
ż 8
0
pϕ˚psqqηds “ C
ż 8
0
pf˚psqq
p1p
p1 ds “ C
ż 8
0
pf˚psqqpds.
Therefore, we have that
I1 ď C
ż 8
0
pf˚psqqpds “ C}f}pp.
Hence,
I
1{p
1 ď C1{p}f}p.
Then, putting the two bounds in }Tf}p we obtain
}Tf}p ď pM0˚Cp `M1˚C1{pq}f}p “M}f}p.
Now, we go to see that M ď CθpM0˚ q1´θpM1˚ qθ.
First, we express M0˚Cp `M1˚C1{p in terms of pM0˚ q1´θ and pM1˚ qθ.
M0˚Cp `M1˚C1{p ď Cp pM0˚ q
1´θpM0˚ qθpM1˚ qθ
pM1˚ qθ
` C1{p pM1˚ q
1´θpM0˚ q1´θpM1˚ qθ
pM0˚ q1´θ
.
As p depends of θ we can take C 1θ “ maxpCp, C1{pq, then
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M0˚Cp `M1˚C1{p ď C 1θ
ˆpM0˚ q1´θpM0˚ qθpM1˚ qθ
pM1˚ qθ
` pM1˚ q
1´θpM0˚ q1´θpM1˚ qθ
pM0˚ q1´θ
˙
“ C 1θpA`Bq.
So, we want to bound A`B by KθpM0˚ q1´θpM1˚ qθ, and considering C 1θ ¨Kθ “ Cθ, we
will obtain that M ď CθpM0˚ q1´θpM1˚ qθ.
But,
A`B ď pM0˚ q1´θpM1˚ qθ `maxpM0˚ ,M1˚ q,
and as M0˚ and M1˚ are finite and greater than 0 there exist Kθ ą 0 such that
maxpM0˚ ,M1˚ q ď KθpM0˚ q1´θpM1˚ qθ.
So,
A`B ď pM0˚ q1´θpM1˚ qθ `KθpM0˚ q1´θpM1˚ qθ ď pKθ ` 1qpM0˚ q1´θpM1˚ qθ.
Therefore, taking Cθ “ C 1θ ¨ p1`Kθq, we have that M ď CθpM0˚ q1´θpM1˚ qθ, as we want.

Before finish this chapter we will see an application of Marcinkiewicz interpolation
theorem, this will be the interpolation of the Fourier Transform operator.
2.3 An Application of Marcinkiewicz Theorem
As we mentioned before in this section we will see an application of Marcinkiewicz inter-
polation theorem for the Fourier Transform operator.
Assume that we are in pRn, dxq, where dx denotes the Lebesgue measure in Rn. Denote
by Lp the Lp-space of pRn, dxq, and let ω be a weight function on Rn, that is, a positive,
measurable function on Rn and such that ω P L1locpRnq. Then, we denote by Lppωq the
Lp-space with respect to ωdx.
In fact, we will see two things:
1. The Fourier Transform goes from Lp to Lp
1
if 1 ď p ď 2.
2. The Fourier Transform goes from Lp to Lppωq if 1 ď p ď 2, where, in this case,
ωpξq “ |ξ|´np2´pq.
First we see that the Fourier transform goes from Lp to Lp
1
if 1 ď p ď 2.
To see the proof of this we use that as we saw in Section 1.3.3, the Fourier transform
(F ) goes from L1 to L8, and also is an isometry from L2 to L2. Then, by Marcinkiewicz
interpolation Theorem 2.2.1 we have that F goes from Lp to Lq with p and q satisfying
1
p
“ 1´ θ
p0
` θ
p1
“ 1´ θ ` θ
2
“ 2´ θ
2
,
1
q
“ 1´ θ
q0
` θ
q1
“ 1´ θ8 `
θ
2
“ θ
2
,
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with 0 ă θ ă 1.
But notice, that
1
p
` 1
q
“ 2´ θ ` θ
2
“ 2
2
“ 1.
Therefore, q “ p1.
Also, since M1 “ 1 because the Fourier Transform is an isometry from L2 to L2, we
obtain that
M ď CθM1´θ0 M θ1 “ CθM1´θ0 .
And since M0 is also 1, we have that
M ď CθM1´θ0 “ Cθ.
Notice that we can apply the Theorem 2.2.1 because the Fourier transform is a strong
type p1,8q and is also a strong type p2, 2q. Then, in particular, it is a weak type p1,8q
and is also a weak type p2, 2q. We have that p ď q. So, we are in the hypothesis of the
Marcinkiewicz interpolation theorem.
Now, let us see that if ω is a weight in Rn, then the Fourier Transform goes from Lp
to Lppωq if 1 ď p ď 2.
Theorem 2.3.1. Assume that 1 ď p ď 2. Then
}Ff}Lpp|ξ|´np2´pqq ď }f}p.
Here, } ¨ }Lpp|ξ|´np2´pqq denotes the norm in Lpp|ξ|´np2´pqq.
Proof. Consider the map
pTF qpξq “ |ξ|nfˆpξq.
Then, using Parseval’s Identity, for all f P L2 we have that
}Tf}2L2p|ξ|´nq “
ż
Rn
|Tfpξq|2|ξ|´2ndξ
“
ż
Rn
|ξ|2n|fˆpξq|2|ξ|´2ndξ
“
ż
Rn
|fˆpξq|2dξ “ }fˆ}22 “ }f}22.
Therefore, T is a strong type p2, 2q operator, and so T is a weak type p2, 2q operator.
Then, in order to apply the Theorem 2.2.1 we have to see that T is a weak type p1, 1q
operator because if we see it, then p “ q and T is a strong type pp, pq operator.
Let us see that T is a weak type p1, 1q operator. If f P L1, then
}Tf}L1,8p|ξ|´2nq “ sup
tą0
tλTf ptq.
Now, using that the measure of a set E with respect to ωdx is
ş
E ωdx, we have that
λTf ptq “ µtξ P Rn : |ξ|n|fˆpξq| ą tu
“
ż
tξPRn: |ξ|n|fˆpξq|ątu
|ξ|´2ndξ.
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Assume that }f}1 “ 1, then since }fˆ}8 ď }f}1 “ 1 we have that
sup
ξ
|fˆpξq| ď 1.
Therefore, |fˆpξq| ď 1. Putting this in λTf we obtain
λTf ptq “
ż
tξPRn: |ξ|n|fˆpξq|ątu
|ξ|´2ndξ
ď
ż
tξPRn: |ξ|nątu
|ξ|´2ndξ
“
ż
|ξ|nąt
|ξ|´2ndξ ď Ct´1.
So, we obtain that
}Tf}L1,8p|ξ|´2nq “ sup
tą0
tλTf ptq ď sup
tą0
tCt´1 “ C.
And since }f}1 “ 1, we have that }Tf}1,8 ď C}f}1.
Therefore, we are in the hypothesis of Marcinkiewicz interpolation theorem and then
T : Lp Ñ Lpp|ξ´2n|q with 1 ď p ď 2.
Notice that when we take f P Lp and compute }Tf}pLp|ξ|´2nq what we have is
}Tf}Lpp|ξ|´2nq “
ż
Rn
|ξ|np|fˆpξq||ξ|´2ndξ
“
ż
Rn
|ξ|´np2´pq|fˆpξq|dξ
“ }fˆ}Lpp|ξ|´np2´pqq.
Therefore, for 1 ď p ď 2 we have that
}Ff}Lpp|ξ|´np2´pqq ď }f}p.

Chapter 3
Real Interpolation
In this chapter we will study the real interpolation methods and also some properties
of the real interpolation spaces. As we said in the previous chapter, those methods are
inspired in the proof of the Marcinkiewicz Theorem 2.2.1.
3.1 Real Interpolation Methods
In this section we will study the main subject of this chapter, that is the Real Interpolation
Methods. In particular, we will study the J-method and the K-method.
But, before to see the results we have to introduce the compatible couple of quasi-
Banach spaces.
Definition 3.1.1 (Compatible couple of quasi-Banach spaces). Let A0 and A1 be two
quasi-Banach spaces. We say that A¯ “ pA0, A1q is a compatible couple if there exists a
Banach space A such that A0, A1 ãÑ A.
With this definition we can define the different methods that will describe the diverse
interpolation spaces.
3.1.1 K-method
In this section we will study the K-method, but first we define when a belongs in A0`A1,
where pA0, A1q is a compatible couple of quasi-Banach spaces.
Definition 3.1.2. If pA0, A1q is a compatible couple of quasi-Banach spaces, we say that
a P A0 `A1 if there exist a0 P A0 and a1 P A1 such that a “ a0 ` a1.
The K-method is based in the Peetre’s K-functional which is defined as follows.
Definition 3.1.3 (Peetre’s K-functional). Let A¯ “ pA0, A1q be a compatible couple of
quasi-Banach spaces, and let a P A0 `A1. We define the Peetre’s K-functional as follows
Kpt, a;A0, A1q “ inf
a“a0`a1
 }a0}A0 ` t}a1}A1(, with t ą 0.
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Let us see one property of the Peetre’s K-functional.
Remark 3.1.4. Fix a P A0 ` A1, then Kpt, a;A0, A1q is an increasing function with
respect to t.
Proof. Let t ă s and a “ a0 ` a1 be an arbitrary decomposition of a. Then,
Kpt, a;A0 `A1q ď }a0}A0 ` t}a1}A1 ď }a0}A0 ` s}a1}A1 .
And, as it holds for any decomposition of a, in particular it holds for the infimum. So,
Kpt, a;A0 `A1q ď }a0}A0 ` t}a1}A1 ď Kps, a;A0 `A1q.

Now, we are going to see that, in fact, Kpt, ¨;A0, A1q is a norm in the space A0 ` tA1.
Proposition 3.1.5. Kpt, ¨;A0, A1q is a norm in A0 ` tA1.
Proof. We have to see that
1. Kpt, a;A0, A1q ě 0 for all a P A0 `A1 and is 0 if and only if a “ 0,
2. Kpt, a` b;A0, A1q ď Kpt, a;A0, A1q `Kpt, b;A0, A1q for all a, b P A0 `A1,
3. Kpt, λa;A0, A1q “ |λ|Kpt, a;A0, A1q for all a P A0 `A1 and for all λ P R.
By definition,
Kpt, a;A0, A1q “ inf
a“a0`a1
 }a0}A0 ` t}a1}A1(, t ą 0.
Then, Kpt, a;A0, A1q ě 0, and if a “ 0, then Kpt, a;A0, A1q “ 0. So, let us see the
converse implication.
Let a P A0 ` A1 such that Kpt, a;A0, A1q “ 0. As Kpt, a;A0, A1q is an infimum, we
have that for all k P N, there exist elements ak0 P A0 and ak1 P A1, so that a “ ak0 ` ak1 and
}ak0}A0 ` t}ak1}A1 ď Kpt, a;A0, A1q ` 1k “
1
k
.
Letting k tends to infinity, as t ą 0, we have that
}ak0}A0 Ñ 0
}ak1}A1 Ñ 0.
And as A0 and A1 are quasi-Banach spaces this implies that
ak0 Ñ 0
ak1 Ñ 0.
Then, the sequence ´
ak0 ` ak1
¯
k
.
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is convergent to 0 in A0 ` tA1. Hence, a “ 0.
Now, let us see that Kpt, a` b;A0 ` A1q ď Kpt, a;A0 ` A1q `Kpt, b;A0 ` A1q for all
a, b P A0 `A1.
Let a, b P A0 ` tA1, let ε ą 0 and let a “ a0 ` a1 and b “ b0 ` b1 be a decomposition
of a and b satisfying that
}a0}A0 ` t}a1}A1 ď p1` εqKpt, a;A0 `A1q,
}b0}A0 ` t}b1}A1 ď p1` εqKpt, b;A0 `A1q.
Then, we have that
Kpt, a` b;A0 `A1q ď }a0 ` b0}A0 ` t}a1 ` b1}A1
ď }a0}A0 ` t}a1}A1 ` }b0}A0 ` t}b1}A1
ď p1` εqKpt, a; A¯q ` p1` εqKpt, b; A¯q
“ p1` εq `Kpt, a; A¯q `Kpt, b; A¯q˘ .
And, as it holds for any ε ą 0, we can make ε Ó 0 and obtain that
Kpt, a` b;A0 `A1q ď Kpt, a; A¯q `Kpt, b;A0 `A1q.
Finally, we will see Kpt, λa;A0, A1q “ |λ|Kpt, a;A0, A1q for all a P A0 `A1 and for all
λ P R.
Let a P A0 `A1 and λ P R. Then, λa “ λa0 ` λa1.
So, we have that
Kpt, λa;A0, A1q “ inf
 }λa0}A0 ` t}λa1}A1 : λa “ λpa0 ` a1q(
“ inf  |λ|p}a0}A0 ` t}a1}A1q : λa “ λpa0 ` a1q(
“ |λ| inf
a“a0`a1
 }a0}A0 ` t}a1}A1( “ |λ|Kpt, a;A0, A1q.
Therefore, the Peetre’s K-functional is a norm in A0 ` tA1. 
For simplicity, from now we call Kpt, a;A0, A1q as Kpt, a; A¯q.
Remark 3.1.6. Fix a P A0 `A1, then Kpt, a; A¯q is a concave function with respect to t.
Proof. Let x, y ą 0 and 0 ď t ď 1, let z “ tx` p1´ tqy. Take a “ a0 ` a1 be an arbitrary
decomposition of a. Then,
tKpx, a; A¯q ` p1´ tqKpy, a; A¯q ď t p}a0}A0 ` x}a1}A1q
` p1´ tq p}a0}A0 ` y}a1}A1q
“ }a0}A0 ` z}a1}A1 .
As it holds for any decomposition of a, in particular holds for the infimum, that is
Kpz, a; A¯q. Then,
tKpx, a; A¯q ` p1´ tqKpy, a; A¯q ď Kpz, a; A¯q.

44 CHAPTER 3. REAL INTERPOLATION
With this norm we have the following proposition that gives us a bound for operators.
Proposition 3.1.7. Let A¯ and B¯ be two compatible couples of quasi-Banach spaces. If
T : Aj Ñ Bj is bounded with norm Mj for j “ 0, 1, then
Kpt, Ta, B¯q ďM0K
ˆ
M1
M0
t, a; A¯
˙
.
Proof. Let a P A0 `A1, ε ą 0 and t ą 0. Then, there exist a0 P A0 and a1 P A1 such that
}a0}A0 ` tM1M0 }a1}A1 ď p1` εqK
ˆ
t
M1
M0
, a; A¯
˙
. (3.1)
Thus, Ta “ Ta0 ` Ta1 P B0 `B1. So,
Kpt, Ta, B¯q ď }Ta0}B0 ` t}Ta1}B1 ďM0}a0}A0 `M1t}a1}A1
“M0
„
}a0}A0 ` M1M0 t}a1}A1

.
And applying (3.1) we obtain
Kpt, Ta, B¯q ďM0
„
}a0}A0 ` M1M0 t}a1}A1

ďM0p1` εqK
ˆ
t
M1
M0
, a; A¯
˙
.
And since Kpt, Ta, B¯q does not depend on ε if we make ε tend to 0, we have
Kpt, Ta, B¯q ďM0K
ˆ
t
M1
M0
, a; A¯
˙
.

With all those things we can define the real interpolation spaces obtained with the
K-method.
Definition 3.1.8. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces. We
define the real interpolation space pA0, A1qθ,p as follows
pA0, A1qθ,p “
#
a P A0 `A1 : }a}pA0,A1qθ,p “
ˆż 8
0
t´pθKpt, a; A¯qpdt
t
˙1{p
ă 8
+
.
Here we consider the cases 0 ă θ ă 1, 1 ď p ď 8 and 0 ď θ ď 1, p “ 8.
We have two important properties of the K-functional and other relation of this func-
tional with this norm.
Properties 3.1.9.
1. For any a P A0 `A1 we have that
Kpt, a; A¯q ď maxp1, t{sqKps, a; A¯q.
2. Kps, a; A¯q ď γθ,psθ}a}pA0,A1qθ,p .
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Proof. Start with the first property.
If t{s ă 1, then s ą t and as Kpt, a; A¯q is increasing with respect to t we have that
Kpt, a; A¯q ď Kps, a; A¯q.
If t{s ą 1, take a “ a0 ` a1 be any decomposition of a, then
}a0}A0 ` t}a1}A1 “ }a0}A0 ` st{s}a1}A1 ď ts p}a0}A0 ` s}a1}A1q .
Taking infimums in both sides we obtain that
Kpt, a; A¯q ď maxp1, t{sqKps, a; A¯q.
Now, let us see the second property. To prove it we will use the previous property but
write in the form
minp1, t{sqKps, a; A¯q ď Kpt, a; A¯q.
Using this we arrive atˆż 8
0
t´θp minp1, t{sqpKps, a; A¯qpdt{t
˙1{p
“ Kps, a; A¯q
ˆż 8
0
t´θp minp1, t{sqpdt{t
˙1{p
ď
ˆż 8
0
t´θpKpt, a; A¯qpdt{t
˙1{p
“ }a}pA0,A1qθ,p
So, we want to bound ˆż 8
0
t´θp minp1, t{sqpdt{t
˙1{p
.
Let r “ t{s, thenˆż 8
0
t´θp minp1, t{sqpdt{t
˙1{p
“ s´θ
ˆż 8
0
r´θp minp1, rqpdr{r
˙1{p
.
But, ˆż 8
0
r´θp minp1, rqpdr{r
˙1{p
“
ˆ
1
pθp1´ θq
˙1{p
“ 1
γθ,p
.
Therefore, we have that
Kps, a; A¯q
sθγθ,p
ď }a}pA0,A1qθ,p .

Proposition 3.1.10. If A0 and A1 are quasi-Banach spaces, then pA0, A1qθ,p is a Banach
space with norm } ¨ }pA0,A1qθ,p.
Proof. Note, that in the earlier prove we do not use that } ¨ }pA0,A1qθ,p is a norm. So, in
order to see that pA0, A1qθ,p is a Banach space with the norm } ¨ }pA0,A1qθ,p we have to
prove the following things.
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1. } ¨ }pA0,A1qθ,p is a norm,
2.
`pA0, A1qθ,p , } ¨ }pA0,A1qθ,p˘ is complete.
Note that
} ¨ }pA0,A1qθ,p “ }t´θKpt, ¨; A¯q}Lppdt{tq,
where Lppdt{tq is the Lp space with respect to the Lebesgue measure with weight t´1.
But, in Proposition 3.1.5 we proved that Kpt, ¨; A¯q is a norm in A0 ` tA1. So,
} ¨ }pA0,A1qθ,p “ }t´θp} ¨ }A0`tA1q}Lppdt{tq.
Then, that for all a P pA0, A1qθ,p we have that }a}pA0,A1qθ,p is positive and that is 0 if and
only if a “ 0 is clear.
Let us see the triangular inequality. Take a, b P pA0, A1qθ,p.
}a` b}pA0,A1qθ,p “ }t´θp}a` b}A0`A1q}Lppdt{tq
ď }t´θp}a}A0`A1 ` }b}A0`A1q}Lppdt{tq
ď }t´θp}a}A0`A1q}Lppdt{tq ` }t´θp}b}A0`A1q}Lppdt{tq
“ }a}pA0,A1qθ,p ` }b}pA0,A1qθ,p .
Then, }a` b}pA0,A1qθ,p ď }a}pA0,A1qθ,p ` }b}pA0,A1qθ,p .
Now, let us see that for all a P pA0, A1qθ,p and for all λ P R we have that
}aλ}pA0,A1qθ,p “ |λ|}a}pA0,A1qθ,p .
Let a P pA0, A1qθ,p and λ P R, then
}aλ}pA0,A1qθ,p “ }t´θp}aλ}A0`A1q}Lppdt{tq
“ }t´θp}a}A0`A1 |λ|q}Lppdt{tq
“ |λ|}t´θp}a}A0`A1q}Lppdt{tq
“ |λ|}a}pA0,A1qθ,p .
Therefore, }aλ}pA0,A1qθ,p “ |λ|}a}pA0,A1qθ,p and, hence, } ¨ }pA0,A1qθ,p is a norm.
So, we have to see the completeness of
`pA0, A1qθ,p , } ¨ }pA0,A1qθ,p˘. By, the Theo-
rem 1.2.1 it is enough to see that every absolute convergent series is a convergent series in`pA0, A1qθ,p , } ¨ }pA0,A1qθ,p˘.
Let
ř8
n“1 }an}pA0,A1qθ,p be an absolute convergent series in pA0, A1qθ,p, then we want
to see that
ř8
0 an is convergent in pA0, A1qθ,p.
In order to simplify the notation we put the space in the superindex instead of in the
subindex.
Let a0n ` a1n be a decomposition of an satisfying that
}a0n}A0 ` }a1n}A1 ď Kp1, an; A¯q ` 2´n. (3.2)
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By the Properties 3.1.9 we have that Kp1, an; A¯q ď γθ,p}an}pA0,A1qθ,p . Then, we have
that 8ÿ
n“1
Kp1, an; A¯q ď γθ,p
8ÿ
n“1
}an}pA0,A1qθ,p ,
which is convergent in R, so
ř8
n“1Kp1, an; A¯q is convergent in R. By (3.2) we have that
8ÿ
n“1
}a0n}A0 ď
8ÿ
n“1
Kp1, an; A¯q ` 1.
And the same for
ř8
n“1 }a1n}A1 . Then, we have that
ř8
n“1 }a0n}A0 and
ř8
n“1 }a1n}A1 are
convergent in R. Since, A0 and A1 are quasi-Banach we have that
ř8
n“1 a0n and
ř8
n“1 a1n
are convergent in A0 and A1 respectively. Therefore,
8ÿ
n“1
an “
8ÿ
n“1
a0n `
8ÿ
n“1
a1n
is convergent in pA0, A1qθ,p. 
The first theorem that we meet with these definitions is the Interpolation theorem
that tells us that if an operator is continuous between two compatible couples of quasi-
Banach spaces then, it is continuous between the interpolation spaces of the two couples.
Moreover, its norm in the interpolation spaces is }T }pA0,A1qθ,p ďM1´θ0 M θ1 .
Theorem 3.1.11 (Interpolation theorem). Let A¯ “ pA0, A1q and B¯ “ pB0, B1q be two
compatible couples of quasi-Banach spaces. Let
T : Aj Ñ Bj , j “ 0, 1
be continuous with norm Mj. Then,
T : pA0, A1qθ,p Ñ pB0, B1qθ,p
is continuous with norm M , for 0 ă θ ă 1 and 1 ď p ă 8.
Moreover,
M ďM1´θ0 M θ1 .
Proof. Let a P pA0, A1qθ,p . By the previous proposition we have that
}Ta}pB0,B1qθ,p “
ˆż 8
0
t´pθKpt, Ta, B¯qpdt
t
˙1{p
ďM0
ˆż 8
0
t´pθK
ˆ
M1
M0
t, a; A¯
˙pdt
t
˙1{p
.
Taking s “ M1M0 t we have that dss “ dtt and that t´pθ “ s´pθpM0{M1q´pθ. Putting this in
the last expression we obtain
M0
ˆż 8
0
t´pθK
ˆ
M1
M0
t, a; A¯
˙pdt
t
˙1{p
“M0M
´θ
0
M´θ1
ˆż 8
0
s´pθKps, a; A¯qpds
s
˙1{p
.
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And by definition of }a}pA0,A1qθ,p we have that
M0
M´θ0
M´θ1
ˆż 8
0
s´pθKps, a; A¯qpds
s
˙1{p
“M1´θ0 M θ1 }a}pA0,A1qθ,p .
Therefore,
}Ta}pB0,B1qθ,p ďM1´θ0 M θ1 }a}pA0,A1qθ,p
and M ďM1´θ0 M θ1 . 
Because of this bound, we say that the K-functor is an exact interpolation functor.
We can generalize this method in many ways, but the most useful is the discrete
K-functional, where t is changed for a discrete variable n using the relation t “ 2n.
Denote by λθ,q the space of all sequences pαnqnPZ, such that
}pαnqn}λθ,q “
˜ÿ
nPZ
p2´nθ|αn|qq
¸1{q
ă 8.
The next lemma says us that we can characterize the elements in pA0, A1qθ,p via the
sequence αn “ Kp2n, ¨; A¯q.
Lemma 3.1.12. Let pA0, A1q be compatible couple of quasi-Banach spaces.
If a P A0 ` A1 and we take αn “ Kp2n, a; A¯q, then a P pA0, A1qθ,p if and only if
pαnqnPZ P λθ,p. Even more, we have
2´θplogp2qq1{p}pαnqn}λθ,p ď }a}pA0,A1qθ,p ď 2plogp2qq1{p}pαnqn}λθ,p .
Proof. First note that we can write }a}pA0,A1qθ,p as
}a}pA0,A1qθ,p “
˜ÿ
nPZ
ż 2n`1
2n
pt´θKpt, a; A¯qqpdt
t
¸1{p
.
because this is the dyadic partition of the interval p0,8q.
Now, since Kpt, a; A¯q is increasing and concave with respect to t, if we take 2n ď t ď
2n`1, then
Kp2n, a; A¯q ď Kpt, a; A¯q ď Kp2n`1, a; A¯q ď 2Kp2n, a; A¯q.
Hence, t´θ P r2´nθ´θ, 2´θs and using the concavity with respect to t we obtain that
Kpt ¨ t´θ, a; A¯q ď t´θKpt, a; A¯q ď 2´nθ2Kp2n, a; A¯q.
And that,
t´θKpt, a; A¯q ě 2´θ2´nθKp2n, a; A¯q.
Thus,
2´θ2´nθKp2n, a; A¯q ď t´θKpt, a; A¯q ď 2 ¨ 2´nθKp2n, a; A¯q.
And by definition of αn, it is
2´θ2´nθαn ď t´θKpt, a; A¯q ď 2 ¨ 2´nθαn.
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Applying this to }a}pA0,A1qθ,p we obtain the following:
}a}pA0,A1qθ,p “
˜ÿ
nPZ
ż 2n`1
2n
pt´θKpt, a; A¯qqpdt
t
¸1{p
ď
˜ÿ
nPZ
ż 2n`1
2n
p2 ¨ 2´nθKp2n, a; A¯qqpdt
t
¸1{p
“ 2
˜ÿ
nPZ
2´npθKp2n, a; A¯qp
ż 2n`1
2n
dt
t
¸1{p
“ 2
˜ÿ
nPZ
2´npθKp2n, a; A¯qp log
ˆ
2n`1
2n
˙¸1{p
“ 2plogp2qq1{p}pαnqn}λθ,p .
Doing the same argument with 2´θ2´nθαn ď t´θKpt, a; A¯q, we conclude that
2´θplogp2qq1{p}pαnqn}λθ,p ď }a}pA0,A1qθ,p ď 2plogp2qq1{p}pαnqn}λθ,p .
Then, }pαnqn}λθ,q is finite if and only if }a}pA0,A1qθ,p is finite. So, we have proved that
a P pA0, A1qθ,p if and only if pαnqnPZ P λθ,p. 
3.1.2 J-Method
In this section we will study the J-method. Instead of starting with the space A0 ` A1
starts with the space A0XA1. Therefore, we start this section defining the space A0XA1.
Definition 3.1.13. Let pA0, A1q be a compatible couple of quasi-Banach spaces. Then,
a P A0 XA1 if }a}A0 ă 8 and }a}A1 ă 8.
And we define the J-functor as follows.
Definition 3.1.14 (J-functor). Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach
spaces and let a P A0 XA1. We define the J-functor as
Jpt, a;A0, A1q “ maxp}a}A0 , t}a}A1q, t ą 0.
And, by simplicity we denote Jpt, a;A0, A1q by Jpt, a; A¯q.
As in the K-method, the J-functional is a norm in A0 XA1.
Proposition 3.1.15. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces.
Then
Jpt, ¨; A¯q
is a norm in A0 XA1.
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Proof. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces and let a P A0XA1.
And fix t ą 0. As
Jpt, a; A¯q “ maxp}a}A0 , t}a}A1q.
Then, Jpt, a; A¯q is positive and is 0 if and only if }a}A0 “ }a}A1 “ 0. And, as A0 and A1
are quasi-Banach spaces this implies that a “ 0, hence Jpt, a; A¯q “ 0 if and only if a “ 0.
Let λ P R, then
Jpt, aλ; A¯q “ maxp}λa}A0 , t}aλ}A1q.
And, as } ¨ }A0 and } ¨ }A1 are quasi-norms, then }λa}A0 “ |λ|}a}A0 and t}aλ}A1 “
|λ|t}a}A1 . So,
Jpt, aλ; A¯q “ |λ|maxp}a}A0 , t}a}A1q “ |λ|Jpt, a; A¯q.
Let a, b P A0 X A1. Then, as } ¨ }A0 and } ¨ }A1 are quasi-norms, then }a ` b}A0 ď
}a}A0 ` }b}A0 and }a` b}A1 ď }a}A1 ` }b}A1 . Therefore,
Jpt, a` b; A¯q ď Jpt, a; A¯q ` Jpt, b; A¯q.

Using this proposition, the J-functor is a positive function of t. Also, it is increasing as
a function of t because if t}a}A1 ě }a}A0 , then Jpt, a; A¯q “ t}a}A1 . So, it is a polynomial
of t of degree 1 and positive coefficients.
And, using a similar argument as in the Remark 3.1.6 we can prove that this functor
is a concave function of t.
The following lemma gives us a relation between Jpt, a; A¯q and Jps, a; A¯q; and between
Jps, a; A¯q and Kpt, a; A¯q.
Lemma 3.1.16. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces and let
a P A0 XA1. Then,
Jpt, a; A¯q ď maxp1, t{sqJps, a; A¯q,
Kpt, a; A¯q ď minp1, t{sqJps, a; A¯q.
Proof. First, let us see Jpt, a; A¯q ď maxp1, t{sqJps, a; A¯q.
If t{s ď 1, then t ď s and maxp1, t{sq “ 1. And, as Jpt, a; A¯q is an increasing function
of t, then Jpt, a; A¯q ď Jps, a; A¯q.
If t{s ě 1, then t ě s and maxp1, t{sq “ t{s. So, we have to see that
Jpt, a; A¯q ď t
s
Jps, a; A¯q.
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Jpt, a; A¯q “ J
´
t
s
s
, a; A¯
¯
“ max
ˆ
}a}A0 , s ts}a}A1
˙
“ max
ˆ
}a}A0 , s}a ts}A1
˙
ď max
ˆ
}a t
s
}A0 , s}a ts}A1
˙
“ Jps, apt{sq; A¯q.
And, by Proposition 3.1.15, Jps, apt{sq; A¯q “ ps{sqJpt, a; A¯q. Then, we have proved that
Jpt, a; A¯q ď maxp1, t{sqJps, a; A¯q.
Now, we are going to see that Kpt, a; A¯q ď minp1, t{sqJps, a; A¯q.
First, since a P A0 XA1 we have that
Kpt, a; A¯q ď minp}a}A0 , t}a}A1q.
Because, as a P A0 X A1 we can consider the decompositions a “ a0 ` 0 and a “ 0 ` a1.
So,
inf
a“a0`a1
t}a0}A0 ` t}a1}A1u ď minp}a}A0 , t}a}A1q.
Now, consider t ě s, so minp1, t{sq “ 1 and we have three cases:
• If }a}A0 ď s}a}A1 ď t}a}A1 , then
Kpt, a; A¯q ď }a}A0 ď Jps, a; A¯q.
• If s}a}A1 ď }a}A0 ď t}a}A1 , then
Kpt, a; A¯q ď }a}A0 ,
and Jps, a; A¯q “ }a}A0 . Therefore, Kpt, a; A¯q ď Jps, a; A¯q.
• If t}a}A1 ď }a}A0 , then
Kpt, a; A¯q ď t}a}A1 ď }a}A0 ,
and Jps, a; A¯q “ }a}A0 . Therefore, Kpt, a; A¯q ď Jps, a; A¯q.
And, finally take t ă s, this implies that minp1, t{sq “ t{s. Again, we have three cases
• If }a}A0 ď t}a}A1 , then
Kpt, a; A¯q ď }a}A0 ,
Jpt, a; A¯q “ t}a}A1 “ ts}a}A1s “ pt{sqJps, a; A¯q.
So, Kpt, a; A¯q ď Jpt, a; A¯q “ pt{sqJps, a; A¯q.
• If t}a}A1 ď }a}A0 ď s}a}A1 , then
Kpt, a; A¯q ď t}a}A1 ,
Jpt, a; A¯q “ }a}A0 ě Kpt, a; A¯q.
52 CHAPTER 3. REAL INTERPOLATION
But, notice that writing t as ts{s we can get
Jpt, a; A¯q “ max p}a}A0 , s}ta{s}A1q ď Jps, ta{s; A¯q.
And, by Proposition 3.1.15, Jps, apt{sq; A¯q “ pt{sqJps, a; A¯q. So, we have that
Kpt, a; A¯q ď pt{sqJps, a; A¯q.
• If s}a}A1 ď }a}A0 , then
Kpt, a; A¯q ď t}a}A1 ,
Jpt, a; A¯q “ }a}A0 ě Kpt, a; A¯q.
And, using the same argument that in the case t}a}A1 ď }a}A0 ď s}a}A1 , we arrive
at
Kpt, a; A¯q ď pt{sqJps, a; A¯q.
Therefore, we have that Kpt, a; A¯q ď minp1, t{sqJps, a; A¯q. 
Now, we are going to define the interpolation spaces obtained via the J-functor. But,
first we introduce some notation in order to distinguish the spaces generated by the K-
and the J-functors.
From now, the spaces
pA0, A1qθ,p “
#
a P A0 `A1 : }a}pA0,A1qθ,p “
ˆż 8
0
t´pθKpt, a; A¯qpdt
t
˙1{p
ă 8
+
will be denoted by pA0, A1qKθ,p and its norm will we denote by } ¨ }pA0,A1qθ,p,K , and the
real interpolation spaces generated by the J-method will be denoted by pA0, A1qJθ,p and
its norm will we denote by } ¨ }pA0,A1qθ,p,J .
So, let us define the pA0, A1qJθ,p spaces.
Definition 3.1.17. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces. We
define the spaces pA0, A1qJθ,p, as the elements in A0 `A1, such that:
• There exists a measurable function u with values in A0 XA1, satisfying that
a “ pA0 `A1q ´ lim
kÒ8
ż k
1
k
uptq
t
dt “
ż 8
0
uptq
t
dt. (3.3)
Notice that this integral is a limit of Bochner integrals as in Definition 1.2.3.
• ˆż 8
0
t´pθJpt, uptq; A¯qpdt
t
˙1{p
ă 8. (3.4)
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Here we consider the cases 0 ă θ ă 1, 1 ď p ď 8 and 0 ď θ ď 1, p “ 1.
We define the norm in pA0, A1qJθ,p as
}a}pA0,A1qθ,p,J “ infu
ˆż 8
0
t´pθJpt, uptq; A¯qpdt
t
˙1{p
,
where the infimum is taken over all u such that (3.3) and (3.4) hold.
As in the K-method we have the following proposition that tells us that the pA0, A1qJθ,p
spaces are Banach spaces.
Proposition 3.1.18. If A¯ “ pA0, A1q is a compatible couple of quasi-Banach spaces, then
pA0, A1qJθ,p is a Banach space with norm } ¨ }pA0,A1qθ,p,J .
Proof. Using a similar argument that in Lemma 3.1.10 we have that } ¨ }pA0,A1qθ,p,J is a
norm. So, let us prove that the space pA0, A1qJθ,p is complete with the norm } ¨ }pA0,A1qθ,p,J .
Let panqn be a Cauchy sequence in pA0, A1qJθ,p, then
}an ´ am}pA0,A1qθ,p,J Ñ 0
as n,mÑ8. But,
}an ´ am}pA0,A1qθ,p,J “ infu
ˆż 8
0
t´pθJpt, unptq ´ umptq; A¯qpdt
t
˙1{p
where un is a sequence of measurable functions such that
an “
ż 8
0
unptqdt
t
(with convergence in A0 `A1q.
This means that,
Jpt, unptq ´ umptq; A¯q “ maxp}unptq ´ umptq}A0 , t}unptq ´ umptq}A1q Ñ 0
as n,mÑ8. Hence
}unptq ´ umptq}A0 Ñ 0,
}unptq ´ umptq}A1 Ñ 0.
And, as A0 and A1 are quasi-Banach spaces there exist b P A0 and c P A1 such that
}unptq ´ b}A0 Ñ 0 and }unptq ´ c}A1 Ñ 0 as nÑ8.
Now, if we are able to prove that b “ c, then unptq has a limit in A0 XA1 and taking
a “
ż 8
0
lim
n
unptqdt
t
we have that }an ´ a}pA0,A1qθ,p,J Ñ 0 as nÑ8.
In order to prove that b “ c let unkptq be a subsequence with limit b and unlptq be a
subsequence with limit c, and assume that b ‰ c. Then,
Jpt, b´ c; A¯q ą 0.
Thus,
Jpt, unkptq ´ unlptq; A¯q Ñ Jpt, b´ c; A¯q ą 0.
This is a contradiction with the that punqn is a Cauchy sequence, so b “ c. 
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Proposition 3.1.19. Let a P A0 XA1, then
}a}pA0,A1qθ,p,J ď Cs´θJps, a; A¯q
where C is independent of θ and p.
Proof. Let a P A0 XA1, then by Proposition 3.1.16 we have that
}a}pA0,A1qθ,p,J “ infu
ˆż 8
0
t´pθJpt, uptq; A¯qpdt
t
˙1{p
ď inf
u
ˆż 8
0
t´pθ maxp1, t{sqpJps, uptq; A¯qpdt
t
˙1{p
ď
ˆż 8
0
t´pθ maxp1, t{sqpJps, uptq; A¯qpdt
t
˙1{p
.
Now, as it happens for all uptq such that
a “
ż 8
0
uptqdt
t
we can take
uptq “ plogp2qq´1aχp1,2qptq
and we obtain that
}a}pA0,A1qθ,p,J ď
ˆż 8
0
t´pθ maxp1, t{sqpJps, uptq; A¯qpdt
t
˙1{p
“
ˆż 2
1
t´pθ maxp1, t{sqpJps, plogp2qq´1a; A¯qpdt
t
˙1{p
.
But notice that we can decompose the interval p1, 2q in the intervals p1, sq and ps, 2q
where the values of maxp1, t{sq are 1 and t{s respectively. Thus,
}a}pA0,A1qθ,p,J ď plogp2qq´1
ˆż 2
1
t´pθ maxp1, t{sqpJps, a; A¯qpdt
t
˙1{p
“ plogp2qq´1
ˆż s
1
t´pθJps, a; A¯qpdt
t
` 1
sp
ż 2
s
t´pθtpJps, pa; A¯qpdt
t
˙1{p
.
As Jps, pa; A¯qp does not depend on t, we can take it out and obtain:
}a}pA0,A1qθ,p,J ď plogp2qq´1Jps, a; A¯q
ˆż s
1
t´pθ dt
t
` 1
sp
ż 2
s
t´pθtpdt
t
˙1{p
.
But, notice that t´pθ{t is positive, soż s
1
t´pθ dt
t
ď
ż 2
1
t´pθ dt
t
ď 2p.
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For the other integral, as we are in ps, 2q we have that tp ď 2p and t´pθ ď s´pθ. So,
1
sp
ż 2
s
t´pθtpdt
t
ď 2
ps´pθ
sp
ż 2
s
dt
t
.
Again, as t is positive we have that
2ps´pθ
sp
ż 2
s
dt
t
ď 2
ps´pθ
sp
ż 2
1
dt
t
“ 2
p
sppθ`1q
logp2q.
And, as s ě 1 and logp2q ă 1, we arrive at
2p
sppθ`1q
logp2q ď 2
p
spθ
.
Therefore,
}a}pA0,A1qθ,p,J ď plogp2qq´1Jps, a; A¯q
ˆż s
1
t´pθ dt
t
` 1
sp
ż 2
s
t´pθtpdt
t
˙1{p
ď plogp2qq´1Jps, a; A¯q
ˆ
2p ` 2
p
spθ
˙1{p
ď plogp2qq´1Jps, a; A¯q2
´
1` s´pθ
¯1{p
.
But, we have that ´
1` s´pθ
¯1{p ď 1` s´θ.
Then,
}a}pA0,A1qθ,p,J ď plogp2qq´1Jps, a; A¯q2
´
1` s´pθ
¯1{p
ď plogp2qq´1Jps, a; A¯q2` plogp2qq´1Jps, a; A¯q2s´θ.
Notice that now there exists some constant k such that it is independent of θ and p; and
satisfies that
}a}pA0,A1qθ,p,J ď plogp2qq´1Jps, a; A¯q2` plogp2qq´1Jps, a; A¯q2s´θ
ď kplogp2qq´1Jps, a; A¯q2s´θ.
Calling C “ 2plogp2qq´1k, we arrive at
}a}pA0,A1qθ,p,J ď CJps, a; A¯qs´θ.

Now we will prove that as the K-method, the J-method is an exact functor of exponent
θ and that the J-method can be discretized in the same way that the K-functor.
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Proposition 3.1.20. Let A¯ “ pA0, A1q and B¯ “ pB0, B1q be two compatible couples of
quasi-Banach spaces. Let
T : Aj Ñ Bj , j “ 0, 1
be continuous with norm Mj. Then,
T : pA0, A1qJθ,p Ñ pB0, B1qJθ,p
is continuous with norm M . Moreover,
M ďM1´θ0 M θ1 .
Proof. Let a P pA0, A1qJθ,p, then
Ta “ T
ˆż 8
0
uptqdt
t
˙
.
But, as T is bounded in Bj and u is measurable we can commute it with the integral and
obtain that
Ta “
ż 8
0
Tuptqdt
t
.
This follows from Proposition 1.2.16. Using this, we have that
Jpt, Tuptq; B¯q “ maxp}Tuptq}B0 , t}Tuptq}B1q
ď maxpM0}uptq}A0 , tM1}uptq}A1q
ďM0 maxp}uptq}A0 , tM1{M0}uptq}A1q
“M0JptM1{M0, uptq; A¯q.
So, we have thatż 8
0
t´θpJpt, Tuptq; B¯qpdt
t
ďMp0
ż 8
0
t´θpJptM1{M0, uptq; A¯qpdt
t
.
Taking s “ tM1{M0 in the second integral we obtainż 8
0
t´θpJpt, Tuptq; B¯qpdt
t
ďMp0
ż 8
0
t´θpJptM1{M0, uptq; A¯qpdt
t
ďMp0
ż 8
0
ˆ
M0
M1
˙´θp
s´θpJps, upsq; A¯qpds
s
“ pM1´θ0 M θ1 qp
ż 8
0
s´θpJps, upsq; A¯qpds
s
.
Now, taking infimums in both sides we arrive at
}Ta}ppB0,B1qθ,p,J ď pM1´θ0 M θ1 qp}a}
p
pA0,A1qθ,p,J .

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Proposition 3.1.21. Let θ P p0, 1q, if p P p1,8s and θ P r0, 1s, if p “ 1. Then a P
pA0, A1qJθ,p if and only if there exist un P A0 XA1, n P Z, with
a “
ÿ
nPZ
un (3.5)
with convergence in A0 `A1, and such that Jp2n, unq P λθ,p. Moreover
}a}pA0,A1qθ,p,J „ infun }Jp2
n, unq}λθ,p ,
where the infimum is extended over all sequences tunu satisfying (3.5).
Proof. Let a P pA0, A1qJθ,p. Then,
a “
ż 8
0
uptqdt
t
.
So, we can take as tunu
un “
ż 2n`1
2n
uptqdt
t
.
Then (3.5) holds because this is the dyadic partition of p0,8q. Even more,
}Jp2n, un; A¯q}pλθ,p “
ÿ
nPZ
´
2´nθJp2n, un; A¯q
¯p
ď C
ÿ
nPZ
ż 2n`1
2n
´
t´θJpt, uptq; A¯q
¯p dt
t
.
Taking infimums we arrive at
inf
un
}Jp2n, un; A¯q}pλθ,p ď C}a}ppA0,A1qθ,p,J .
For the converse implication, assume that a “ řn un and Jp2n, un; A¯q P λθ,p. Taking
uptq “ un
log 2
, 2n ď t ď 2n`1,
we obtain that
a “
ÿ
n
un “
ÿ
n
ż 2n`1
2n
uptq
logp2q
dt
t
“
ż 8
0
uptqdt
t
.
Also, we have thatż 8
0
´
t´θJpt, uptq; A¯q
¯p dt
t
“
ÿ
nPZ
ż 2n`1
2n
´
t´θJpt, uptq; A¯q
¯p dt
t
ď C2
ÿ
nPZ
´
2´nθJp2n, un; A¯q
¯p
.
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Again, taking infimums we arrive at
C2}a}ppA0,A1qθ,p,J ď infun }Jp2
n, un; A¯q}pλθ,p .
Then, as we have#
infun }Jp2n, un; A¯q}pλθ,p ď C}a}ppA0,A1qθ,p,J
C2}a}ppA0,A1qθ,p,J ď infun }Jp2n, un; A¯q}
p
λθ,p
,
we conclude that
}a}pA0,A1qθ,p,J „ infun }Jp2
n, unq}λθ,p .

3.2 The Equivalence Theorem
In this section we will prove that the spaces generated by the K´ and the J´ methods
are equivalent for the θ and p where the two methods are defined. But for this purpose we
need the following lemma that gives us a bound for the J´functional by the K´functional.
Lemma 3.2.1 (The fundamental lemma of interpolation theory). Assume that
minp1, 1{tqKpt, a; A¯q Ñ 0
as t Ó 0 or as t Ò 8.
Then, for any ε ą 0, there is a representation
a “
ÿ
n
un, with convergence in A0 `A1
such that
Jp2n, un; A¯q ď pγ ` εqKp2n, a; A¯q,
where γ is a universal constant less than or equal to 3.
Proof. Let a P A0 `A1. For every integer n, there exists a decomposition a “ a0,n ` a1,n,
such that for a given ε ą 0
}a0,n}A0 ` 2n}a1,n}A1 ď p1` εqKp2n, a; A¯q. (3.6)
Thus, since
minp1, 1{tqKpt, a; A¯q Ñ 0
as t Ó 0 or as t Ò 8, we obtain that
}a0,n}A0 Ñ 0, as nÑ ´8,
}a1,n}A1 Ñ 0, as nÑ8.
Take
un “ a0,n ´ a0,n´1 “ a1,n´1 ´ a1,n.
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Then, un P A0 XA1 and
a´
Mÿ
´N
un “ a´ a0,M ` a0,´N´1 “ a1,M ` a0,´N´1.
Hence
K
˜
1, a´
Mÿ
´N
un; A¯
¸
ď }a0,´N´1}A0 ` }a1,M}A1 .
Letting N,M Ñ8 and using that the K-functor is a norm (Proposition 3.1.5) we can see
that
a “
8ÿ
´8
un,
where the convergence is in A0 `A1.
But, by definition of un we also have that
Jp2n, un; A¯q ď maxp}a0,n}A0 ` }a0,n´1}A0 , 2np}a1,n}A1 ` }a1,n´1}A1qq.
Using (3.6) and that Kpt, a; A¯q is increasing with respect to t, we have that
maxp}a0,n}A0 ` }a0,n´1}A0 , 2np}a1,n}A1 ` }a1,n´1}A1qq
ďmaxp2p1` εqKp2n, a; A¯q, 2n}a1,n}A1 ` 2 ¨ 2n´1}a1,n´1}A1qq
ďmaxp2p1` εqKp2n, a; A¯q, 3pp1` εqKp2n, a; A¯qqq
“ 3p1` εqKp2n, a; A¯q.

Theorem 3.2.2 (The equivalence theorem). If 0 ă θ ă 1 and 1 ď p ď 8, then
pA0, A1qJθ,p “ pA0, A1qKθ,p with equivalence of norms.
Proof. Let us verify that } ¨ }pA0,A1qθ,p,K ď } ¨ }pA0,A1qθ,p,J .
Take a P pA0, A1qJθ,p and
a “
ż 8
0
uptqdt
t
.
Then, by Proposition 1.2.16 and the Lemma 3.1.16, we have that
Kpt, a; A¯q ď
ż 8
0
Kpt, upsq; A¯qds
s
ď
ż 8
0
minp1, t{sqJps, upsq; A¯qds
s
“
ż 8
0
minp1, s´1qJpts, uptsq; A¯qds
s
.
So, we have that
}a}pA0,A1qθ,p,K ď
ˆż 8
0
t´pθ
ˆż 8
0
minp1, s´1qJpts, uptsq; A¯qds
s
˙p dt
t
˙1{p
.
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Let r “ st, then
}a}pA0,A1qθ,p,K ď
ˆż 8
0
r´pθ
ˆż 8
0
s´θ minp1, s´1qJpr, uprq; A¯qds
s
˙p dr
r
˙1{p
“ }a}pA0,A1qθ,p,J
ˆż 8
0
s´θ minp1, s´1qds
s
˙
“ C}a}pA0,A1qθ,p,J .
Then, we have that } ¨}pA0,A1qθ,p,K ď }¨}pA0,A1qθ,p,J . Now, let us see the converse inequality.
Let a P pA0, A1qKθ,p, by Properties 3.1.9 we have that
Kpt, a; A¯q ď Cθ,ptθ}a}pA0,A1qθ,p,K .
Thus, it follows that minp1, 1{tqKpt, a; A¯q Ñ 0 as t Ñ 0 or t Ñ 8. Consequently, the
Lemma 3.2.1 implies the existence of a representation a “ řn un such that
Jp2n, un; A¯q ď pγ ` εqKp2n, a; A¯q.
Thus,
}Jp2n, un; A¯q}γθ,p ď pγ ` εq}Kp2n, a; A¯q}γθ,p .
But, by Lemma 3.1.12 we have that
2´θ logp2q1{p}Kp2n, a; A¯q}γθ,p ď }a}pA0,A1qθ,p,K .
Then,
}Kp2n, a; A¯q}γθ,p ď
}a}pA0,A1qθ,p,K2θ
logp2q1{p ď
2}a}pA0,A1qθ,p,K
logp2q “ C}a}pA0,A1qθ,p,K .
And, by Proposition 3.1.21 we have that
}Jp2n, un; A¯q}γθ,p „ }a}pA0,A1qθ,p,J .
Therefore, we have that
}a}pA0,A1qθ,p,J ď C}a}pA0,A1qθ,p,K .
And this implies that } ¨ }pA0,A1qθ,p,J ď } ¨ }pA0,A1qθ,p,K . Then, we have that } ¨ }pA0,A1qθ,p,J
and } ¨ }pA0,A1qθ,p,K are equivalent and, in particular, that pA0, A1qJθ,p “ pA0, A1qKθ,p. 
This theorem tells us that if 0 ă θ ă 1 and 1 ď p ď 8, then the notations pA0, A1qJθ,p
and pA0, A1qKθ,p are not necessary because they are the same space, so we can call this
space pA0, A1qθ,p as in the beginning of this chapter.
As if p “ 1 and 0 ď θ ď 1 we only have defined the space pA0, A1qJθ,p and if p “ 8
and 0 ď θ ď 1 we only have defined the pA0, A1qKθ,p, we can also denote these spaces bypA0, A1qθ,p. And, we denote the norm on pA0, A1qθ,p by } ¨ }θ,p.
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3.3 Some Properties of pA0, A1qθ,p
In this section we will study some properties of the space pA0, A1qθ,p. We divide the prop-
erties in three theorems, the first theorem deals with inclusions between various pA0, A1qθ,p
spaces. The second deals with the inclusion of the space A0 XA1 and its closure between
the space pA0, A1qθ,p. And the last theorem which deals with the duals of A0 ` A1 and
A0 XA1.
Theorem 3.3.1. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces. Then
we have that
1. pA0, A1qθ,p “ pA1, A0q1´θ,p, with equal norms;
2. pA0, A1qθ,p Ă pA0, A1qθ,r if p ď r;
3. pA0, A1qθ0,p0 X pA0, A1qθ1,p1 Ă pA0, A1qθ,p if θ0 ď θ ď θ1;
4. if θ0 ď θ1 and A1 Ă A0, then pA0, A1qθ1,p Ă pA0, A1qθ0,p;
5. A0 “ A1 with equal norms implies that pA0, A1qθ,p “ A0 and
}a}A0 “ ppθp1´ θqq1{p}a}θ,p.
Proof. Let us prove that pA0, A1qθ,p “ pA1, A0q1´θ,p, with equal norms. Let a P pA0, A1qθ,p
by the definition of the norm in pA0, A1qθ,p we have that
}a}pθ,p “
ż 8
0
´
t´θKpt, a; A¯q
¯p dt
t
“
ż 8
0
ˆ
inf
a“a0`a1
!
}a0t´θ}A0 ` t1´θ}a1}A1
)˙p dt
t
“
ż 8
0
ˆ
t1´θK
ˆ
1
t
, a; pA1, A0q
˙˙p dt
t
.
Taking r “ 1{t we arrive at
}a}pθ,p “
ż 8
0
ˆ
t1´θK
ˆ
1
t
, a; pA1, A0q
˙˙p dt
t
“
ż 8
0
´
r´p1´θqKpr, a; pA1, A0qq
¯p dr
r
“ }a}p1´θ,p.
So, pA0, A1qθ,p “ pA1, A0q1´θ,p, with equal norms.
In order to prove that pA0, A1qθ,p Ă pA0, A1qθ,r if p ď r, we will notice that as the
K-functional satisfies that
Kps, a; A¯q ď γθ,psθ}a}θ,p,
which implies pA0, A1qθ,p Ă pA0, A1qθ,8 if p ď 8. So, assume that p ď r ă 8. Then
}a}rθ,r “
ż 8
0
´
t´θKpt, a; A¯q
¯r dt
t
“
ż 8
0
´
t´θKpt, a; A¯q
¯p ´
t´θKpt, a; A¯q
¯r´p dt
t
ď C}a}pθ,p}a}r´pθ,p ,
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which implies that pA0, A1qθ,p Ă pA0, A1qθ,r if p ď r.
To prove that pA0, A1qθ0,p0 X pA0, A1qθ1,p1 Ă pA0, A1qθ,p if θ0 ď θ ď θ1 we observe the
following inequalities.
}a}θ,p “
ˆż 8
0
´
t´θKpt, a; A¯q
¯p dt
t
˙1{p
ď
ˆż 1
0
´
t´θKpt, a; A¯q
¯p dt
t
˙1{p
`
ˆż 8
1
´
t´θKpt, a; A¯q
¯p dt
t
˙1{p
ď
ˆż 1
0
´
t´θ1Kpt, a; A¯q
¯p1 dt
t
˙1{p1
`
ˆż 8
1
´
t´θ0Kpt, a; A¯q
¯p0 dt
t
˙1{p0
ď }a}θ1,p1 ` }a}θ0,p0
This implies that if a P pA0, A1qθ0,p0 X pA0, A1qθ1,p1 , then a P pA0, A1qθ,p. Therefore,
pA0, A1qθ0,p0 X pA0, A1qθ1,p1 Ă pA0, A1qθ,p.
Now, we are going to see that if θ0 ď θ1 and A1 Ă A0, then pA0, A1qθ1,p Ă pA0, A1qθ0,p.
First observe that if A1 Ă A0, then there exists some constant k such that }a}A0 ď k}a}A1 .
So, if t ą k then Kpt, a; A¯q “ }a}A0 because if a “ a0 ` a1 is any decomposition of a in
A0 `A1 then
}a}A0 ď }a0}A0 ` tk }a1}A0 ď }a0}A0 ` t}a1}A1 ,
taking the infimum over the decomposition of a in both sides we arrive at }a}A0 ď
Kpt, a; A¯q and by definition of infimum }a}A0 “ Kpt, a; A¯q. With this equality we can
conclude that
}a}θ,p „
ˆż k
0
´
t´θKpt, a; A¯q
¯p dt
t
˙1{p
` }a}A0 .
Thus,
}a}θ0,p „
ˆż k
0
´
t´θ0Kpt, a; A¯q
¯p dt
t
˙1{p
` }a}A0
ď
ˆż k
0
´
t´θ1Kpt, a; A¯q
¯p dt
t
˙1{p
` }a}A0 „ }a}θ1,p.
Then }a}θ0,p ď }a}θ1,p. So, pA0, A1qθ1,p Ă pA0, A1qθ0,p.
Now it remains to see that if A0 “ A1 with equal norms, then pA0, A1qθ,p “ A0 and
}a}A0 “ ppθp1´ θqq1{p}a}θ,p.
As A0 “ A1 we have that pA0, A0qθ,p “ pA0, A0q1´θ,p. Even more, we have that
pA0, A0qθ1,p Ă pA0, A0qθ,p is θ ď θ1. Therefore, taking θ near 0 we have that for all
θ1 P pθ, 1q, then pA0, A0qθ1,p Ă pA0, A0qθ,p. But, in particular, if 1 ´ θ ą θ1 we have that
pA0, A0qθ,p “ pA0, A0q1´θ,p Ă pA0, A0qθ1,p. This implies that the spaces pA0, A0qθ1,p and
pA0, A0qθ,p are equal for all θ1, θ P p0, 1q.
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By the Properties 3.1.9 we have that minp1, t{sqKps, a; A¯q ď Kpt, a; A¯q, using this with
s “ 1 we have that
}a}θ,p “
ˆż 8
0
´
t´θKpt, a; A¯q
¯p dt
t
˙1{p
ě Kp1, a; A¯q
ˆż 1
0
´
t1´θ
¯p dt
t
`
ż 8
1
´
t´θ
¯p dt
t
˙1{p
“ Kp1, a; A¯q
ˆ
1
p1´ θqp `
1
θp
˙1{p
“ Kp1, a; A¯q
ˆ
1
p1´ θqθp
˙1{p
.
Since Kp1, a; A¯q “ }a}A0 we arrive at
}a}θ,ppp1´ θqθpq1{p ě }a}A0 .
So, we have to see the other inequality, but for this we will use the Lemma 3.1.16 that
tells us that
Kpt, a; A¯q ď minp1, t{sqJps, a; A¯q.
Take s “ 1, then we have that
Jp1, a; A¯q “ maxp}a}A0 , }a}A0q “ }a}A0 .
So, we have that
}a}θ,p “
ˆż 8
0
´
t´θKpt, a; A¯q
¯p dt
t
˙1{p
ď }a}A0
ˆż 8
0
´
t´θ minp1, tq
¯p dt
t
˙1{p
“ }a}A0
ˆ
1
p1´ θqθp
˙1{p
.
Hence, we obtain that
}a}A0 ě }a}θ,ppp1´ θqθpq1{p ě }a}A0 .
So we conclude that }a}A0 “ }a}θ,ppp1´θqθpq1{p. And this finish the proof of the theorem.

Theorem 3.3.2. Let A¯ “ pA0, A1q be a compatible couple of quasi-Banach spaces. Then
we have that
1. If p ă 8 then A0 XA1 is dense in pA0, A1qθ,p.
2. The closure of A0 XA1 in pA0, A1qθ,p is the space pA0, A1q0θ,p of all a such that
t´θKpt, a; A¯q Ñ 0
as tÑ 0 or tÑ8.
3. If A0j denotes the closure of A0 XA1 in Aj we have for p ă 8,
pA0, A1qθ,p “ pA00, A1qθ,p “ pA0, A01qθ,p “ pA00, A01qθ,p.
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Proof. Let us prove that if p ă 8 then A0XA1 is dense in pA0, A1qθ,p. Note, that if p ă 8
then 0 ă θ ă 1. By Theorem 3.2.2 and Proposition 3.1.21 every a P pA0, A1qθ,p can be
expressed as
a “
ÿ
n
un
where un P A0 XA1 and ˜ÿ
n
p2´nθJp2n, un; A¯qqp
¸1{p
ă 8.
Then ››››a´ ÿ
|n|ďN
un
››››
θ,p
ď
ˆ ÿ
|n|ąN
p2´nθJp2n, un; A¯qqp
˙1{p
Ñ 0,
as N Ò 8. In other words, every a P pA0, A1qθ,p can be approximated by a sequence in
A0 XA1, so A0 XA1 is dense in pA0, A1qθ,p.
Now we are going to prove that the space pA0, A1q0θ,p is closed. Let an be a convergent
sequence on pA0, A1q0θ,p, then we know that there exists a P pA0, A1qθ,p such that an Ñ a,
but we want to see that a P pA0, A1q0θ,p. Also, we know that
t´θKpt, an; A¯q ď γθ,p}an}θ,p ď γθ,p sup
n
}an}θ,p.
As an is convergent we have that supn }an}θ,p is finite, and by hypothesis we have that
lim
nÒ8 limtÓ0`
t´θKpt, an; A¯q “ 0.
So, applying the Dominated Convergence Theorem we arrive at
0 “ lim
nÒ8 limtÓ0`
t´θKpt, an; A¯q “ lim
tÓ0`
lim
nÒ8 t
´θKpt, an; A¯q “ lim
tÓ0`
t´θKpt, a; A¯q.
Therefore, t´θKpt, a; A¯q Ñ 0 as t Ñ 0`. And the same happens when we take t Ñ 8
since the bound supn }an}θ,p does not depend on t.
We now prove that the closure of A0 X A1 in pA0, A1qθ,p is the space pA0, A1q0θ,p. Let
a P pA0, A1q0θ,p and assume that θ P r0, 1s. By Lemma 3.2.1 we have that a “
ř
n un,
where un P A0 XA1 and
Jp2n, un; A¯q ď CKp2n, un; A¯q.
Then ››››a´ ÿ
|n|ďN
un
››››
θ,p
ď C sup
|n|ěN
2´nθKp2n, un; A¯q Ñ 0, as N Ò 8.
Hence, A0 X A1 is dense in pA0, A1q0θ,p. If we are able to see that the closure of A0 X A1
is in pA0, A1q0θ,p, we will be done because pA0, A1q0θ,p is closed. So, take a in the closure
of A0 X A1 in pA0, A1qθ,p then we can find b P A0 X A1 such that }a ´ b}θ,p ď ε. By
Lemma 3.1.16 and Properties 3.1.9, we obtain that
Kpt, a; A¯q ď Kpt, a´ b; A¯q `Kpt, b; A¯q ď Ctθ}a´ b}θ,p `minp1, tqJp1, b; A¯q.
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Thus,
t´θKpt, a; A¯q ď Cε` t´θ minp1, tqJp1, b; A¯q.
It follows that a P pA0, A1q0θ,p.
It remains to see that if A0j denotes the closure of A0 XA1 in Aj we have for p ă 8,
pA0, A1qθ,p “ pA00, A1qθ,p “ pA0, A01qθ,p “ pA00, A01qθ,p.
As p ă 8 then 0 ă θ ă 1 and we can use the J-functor. Even more, since pA00 ` A01q Ă
pA0 `A01q Ă pA0 `A1q and pA00 XA01q Ă pA0 XA01q Ă pA0 XA1q, we obtain that
pA00, A01qθ,p Ă pA0, A01qθ,p Ă pA0, A1qθ,p.
So, we only need to prove that pA0, A1qθ,p Ă pA00, A01qθ,p (because we have the same
inclusions for pA00, A1qθ,p). Let a P pA0, A1qθ,p we want to see that a P pA00, A01qθ,p. By
Proposition 3.1.19 we have that
}a}pA0,A1qθ,p ď CJp1, a; pA0, A1qq ă 8.
Note that pA0XA1q Ă pA00XA01q because pA0XA1q Ă A0j . Then, if uptq takes values in A0X
A1 then uptq takes values in pA00XA01q. Therefore, Jpt, uptq; pA0, A1qq ě Jpt, uptq; pA00, A01qq,
so we have thatˆż 8
0
t´pθJpt, uptq; pA00, A01qqpdtt
˙1{p
ď
ˆż 8
0
t´pθJpt, uptq; pA0, A1qqpdt
t
˙1{p
So, if we take uptq satisfying that
a “ pA0 `A1q ´ lim
kÓ0
ż 1{k
k
uptqdt
t
,
and take the infimum over those u in both sides, we can conclude that
}a}pA0,A1qθ,p ě }a}pA00,A01qθ,p .
Therefore, pA0, A1qθ,p Ă pA00, A01qθ,p and this implies that
pA0, A1qθ,p “ pA00, A1qθ,p “ pA0, A01qθ,p “ pA00, A01qθ,p.

Also we have the following theorem which gives a relation between pA0`A1q1, A0`A1,
A0 XA1 and A10 XA11.
Theorem 3.3.3. Suppose that A0 X A1 is dense in A0 and in A1. Then, pA0 X A1q1 “
A10 `A11 and pA0 `A1q1 “ A10 XA11. More precisely
}a1}A10`A11 “ sup
aPA0XA1
|xa1, ay|
}a}A0XA1
and
}a1}A10XA11 “ sup
aPA0`A1
|xa1, ay|
}a}A0`A1
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Proof. Let us begin by proving the first formula. First, let a1 P A10 `A11 and a1 “ a10 ` a11
with a1i P A1i. Then
|xa1, ay| ď |xa10, ay| ` |xa11, ay| ď p}a10}A10 ` }a11}A11qmaxp}a}A0 , }a}A1q,
with a P A0 XA1. Consequently, a1 P pA0 XA1q1 and }a1}pA0XA1q1 ď }a1}A10`A11 .
Conversely, let l P pA0 XA1q1, i.e.,
|xl, ay| ď }l}pA0XA1q1}a}A0XA1 , a P A0 XA1.
Then the linear from
λ : pa0, a1q ÞÑ
A
l,
a0 ` a1
2
E
on E “ tpa0, a1q P A0 ‘ A1 : a0 “ a1u is continuous in the norm maxp}a0}A0 , }a1}A1q
on A0 ‘ A1, E is a subspace of A0 ‘ A1. Then, by Hahn-Banach theorem, there is
pa10, a11q P A10 ‘A11 such that
}a10}A10 ` }a11}A11 ď }l}pA0XA1q1
and
λpa0, a1q “ xa10, a0y ` xa11, a1y, pa0, a1q P E.
Thus, taking a0 “ a1 “ a, we obtain
xl, ay “ xa10, ay ` xa11, ay “ xa10 ` a11, ay, a P A0 XA1.
As A0 XA1 is dense in Aj a10 and a11 are determined by their values on A0 XA1. Putting
l “ a10 ` a11, we have that
}l}A10`A11 ď }l}pA0XA1q1 .
This implies that
}a1}A10`A11 “ sup
aPA0XA1
|xa1, ay|
}a}A0XA1
.
Now we are going to prove the second formula. Let a1 P A10 X A11 and a P A0 ` A1.
Take ε ą 0 and let a0,ε P A0 and a1,ε P A1 such that a “ a0 ` a1 and satisfying that
}a0,ε}A0 ` }a1,ε}A1 ď }a}A0`A1 ` ε.
Then, as a1 P A10 XA11 we have that a1 P A10 and a1 P A11. Therefore
|xa1, ay| ď |xa1, a0,εy| ` |xa1, a1,εy| ď }a1}A10}a0,ε}A0 ` }a1}A11}a1,ε}A1
ď p}a1}A10 ` }a1}A11qp}a}A0`A1 ` εq.
Letting ε Ñ 0 and taking the supremum over a P A0 ` A1 we can conclude that a1 P
pA0 `A1q1 and that
}a1}A10XA11 ď }a1}pA0`A1q1 .
For the other inclusion, let a1 P pA0`A1q1. We will start proving that a1 P pA0XA1q1 and
by density of A0 XA1 in Ai we will see that a1 P A10 XA11.
So, take a P A0 XA1, then by definition of }a}A0`A1 we have that
|xa1, ay| ď }a1}pA0`A1q1}a}A0`A1 ď }a1}pA0`A1q1}a}Ai i “ 0, 1.
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Therefore, taking supremum of a P A0 XA1, we have that
}a1}pA0`A1q1 ď }a1}pA0XA1q1 .
Now, since A0XA1 is a subspace of A0 and A1 for Hahn-Banach theorem we have that
there exist b P A10 and c P A11 such that
b|A0XA1 “ c|A0XA1 “ a1.
And as A0 X A1 is dense in A0 and in A1, we have that b and c are determined by their
values in A0 X A1, so they are a1 “ b “ c. Hence, a1 P A10 and a1 P A11 which implies that
a1 P A10 XA11. Therefore,
}a1}A10XA11 ě }a1}pA0`A1q1
and pA0 `A1q1 “ A10 XA11. 
3.4 The Reiteration Theorem
In this section we will study one of the most important property of the interpolation spaces,
that is the Reiteration Theorem that gives us a relation between the space obtained via
a couple of interpolation spaces and the original couple. Also, we will give an expression
for the K-functional under some reiterations.
Let us begin by defining intermediate space and the classes CK and CJ .
Definition 3.4.1 (Intermediate spaces). Let A¯ “ pA0, A1q be a given couple of normed
spaces. We say that X is an intermediate space with respect to A¯ if
A0 XA1 Ă X Ă A0 `A1.
Definition 3.4.2. Let A¯ “ pA0, A1q be a given couple of normed spaces. Suppose that
X is an intermediate space with respect to A¯. Then we say that
1. X is of class CKpθ; A¯q if Kpt, a; A¯q ď Ctθ}a}X for all a P X;
2. X is of class CJpθ; A¯q if }a}X ď Ct´θJpt, a; A¯q for all a P X.
Here θ P r0, 1s. We also say that X is of class C pθ; A¯q if X P CKpθ; A¯q and X P CJpθ; A¯q.
By Properties 3.1.9 and Proposition 3.1.19 we have that if 0 ă θ ă 1 then the spaces
pA0, A1qθ,p P C pθ; A¯q. Moreover, we have that A0 P C p0; A¯q and A1 P C p1; A¯q. This
follows from
Kpt, a; A¯q ď minp}a}A0 , t}a}A1q ď maxp}a}A0 , t}a}A1q “ Jpt, a; A¯q.
Proposition 3.4.3. Let A¯ “ pA0, A1q be a given couple of normed spaces. Suppose that
X is an intermediate space with respect to A¯. Then,
1. X is of class CKpθ; A¯q if and only if for any t ą 0 there exist a0 P A0 and a1 P A1,
such that a “ a0 ` a1 and }a0}A0 ď Ctθ}a}X and }a1}A1 ď Ctθ´1}a}X .
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2. X is of class CJpθ; A¯q if and only we have
}a}X ď C}a}1´θA0 }a}θA1 .
Proof. Let us begin by proving that X is of class CKpθ; A¯q if and only if for any t ą 0
there exist a0 P A0 and a1 P A1, such that a “ a0 ` a1 and }a0}A0 ď Ctθ}a}X and
}a1}A1 ď Ctθ´1}a}X .
First, assume that for all t ą 0 there exist a0 P A0 and a1 P A1, such that a “ a0 ` a1
and }a0}A0 ď Ctθ}a}X and }a1}A1 ď Ctθ´1}a}X . Then
}a0}A0 ` t}a1}A1 ď C}a}Xptθ ` tθq “ 2Ctθ}a}X .
Taking the infimum over the decompositions of a we arrive at
Kpt, a; A¯q ď 2Ctθ}a}X .
For the other implication, as we know that X is of class CKpθ; A¯q, then we have that
Kpt, a; A¯q ď Ctθ}a}X for all a P X. Since, the K-functor is an infimum by definition we
have that there exists a decomposition a0 ` a1 “ a such that
}a0}A0 ` t}a1}A1 ď Ctθ}a}X
Therefore, }a00}A0 ď Ctθ}a}X and }a01}A1 ď Ctθ´1}a}X .
Now we are going to see that X is of class CJpθ; A¯q if and only we have
}a}X ď C}a}1´θA0 }a}θA1 .
If X P CJpθ; A¯q then
}a}X ď C maxpt´θ}a}A0 , t1´θ}a}A1q.
As it holds for any t ą 0 we can take
t “ }a}A1}a}A0
and obtain that
}a}X ď C}a}1´θA0 }a}θA1 .
For the converse implication, if }a}X ď C}a}1´θA0 }a}θA1 then we can write this inequality as
}a}X ď Ct´θ}a}1´θA0 pt}a}A1qθ ď Ct´θJpt, a; A¯q.
Therefore,
}a}X ď Ct´θJpt, a; A¯q ñ X P CJpθ; A¯q.

We can formulate the definition of those classes in another useful way given by the
following theorem.
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Theorem 3.4.4. Suppose that 0 ă θ ă 1. Then
1. X P CKpθ; A¯q if and only if A0 XA1 Ă X Ă pA0, A1qθ,8.
2. A Banach space X is of class CJpθ; A¯q if and only if pA0, A1qθ,1 Ă X Ă A0 `A1.
Proof. By definition of pA0, A1qθ,8 we have that X Ă pA0, A1qθ,8 if and only if
sup
tą0
t´θKpt, a; A¯q ď C}a}X .
By definition of supremum, for all t ą 0 we have that
t´θKpt, a; A¯q ď sup
tą0
t´θKpt, a; A¯q ď C}a}X ñ Kpt, a; A¯q ď tθC}a}X .
So, we have that X P CKpθ; A¯q if and only if A0 XA1 Ă X Ă pA0, A1qθ,8.
In order to prove that a Banach space X is of class CJpθ; A¯q if and only if pA0, A1qθ,1 Ă
X Ă A0 ` A1, we assume that a “ řn un in A0 ` A1. Then if X is a Banach space of
class CJpθ; A¯q we have that
}a}X ď
ÿ
nPZ
}un}X ď C
ÿ
nPZ
2´nθJp2n, un; A¯q.
And
ř
nPZ 2´nθJp2n, un; A¯q converges by Proposition 3.1.21. Therefore, pA0, A1qθ,1 Ă X.
For the other implication, if we have that pA0, A1qθ,1 Ă X then we can put
un “
#
a, if n “ m,
0, otherwise.
Hence
}a}X ď C}a}θ,1 ď C2´mθJp2m, a; A¯q,
which shows that X P CJpθ; A¯q. 
We now are going to see one of the most important results in interpolation theory,
which is the Reiteration Theorem also called the stability theorem.
Theorem 3.4.5 (The Reiteration Theorem). Let A¯ “ pA0, A1q and X¯ “ pX0, X1q be two
compatible couple of normed linear spaces, and assume that Xi are complete and of class
C pθi; A¯q, where 0 ď θi ď 1 and θ0 ‰ θ1.
Put θ “ p1´ ηqθ0 ` ηθ1 with 0 ă η ă 1. Then, for 1 ď p ď 8
pX0, X1qη,p “ pA0, A1qθ,p,
with equivalent norms. In particular, if 0 ă θi ă 1 and pA0, A1qθi,pi are complete then
ppA0, A1qθ0,p0 , pA0, A1qθ1,p1qη,p “ pA0, A1qθ,p,
with equivalent norms.
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Proof. Suppose that a “ a0 ` a1 P pX0, X1qη,p with ai P Xi. Since Xi P C pθi; A¯q, we have
Kpt, a; A¯q ď Kpt, a0; A¯q `Kpt, a1; A¯q ď Cptθ0}a0}X0 ` tθ1}a1}X1q.
It follows that
Kpt, a; A¯q ď Ctθ0Kptθ1´θ0 , a; X¯q.
So, we have thatˆż 8
0
pt´θKpt, a; A¯qqpdt
t
˙1{p
ď C
ˆż 8
0
pt´pθ´θ0qKptθ1´θ0 , a; X¯qqpdt
t
˙1{p
.
Changing s “ tθ1´θ0 and as θ “ p1´ ηqθ0 ` ηθ1, then η “ pθ ´ θ0q{pθ1 ´ θ0q, we have
that
}a}pA0,A1qθ,p “
ˆż 8
0
pt´θKpt, a; A¯qqpdt
t
˙1{p
ď C
ˆż 8
0
ps´ηKps, a; X¯qqpds
s
˙1{p
“ }a}pX0,X1qη,p .
This inequality implies that pX0, X1qη,p Ă pA0, A1qθ,p. For the reverse inclusion, as-
sume that a P pA0, A1qθ,p and choose a representation
a “
ż 8
0
uptqdt
t
of a P A0 `A1. If a P pX0, X1qη,p we have that
}a}ppX0,X1qη,p “ C
ż 8
0
´
t´pθ´θ0qKptθ1´θ0 , a; X¯q
¯p dt
t
.
Using Lemma 3.1.16 and that Xi P C pθi, A¯q we obtain that´
tθ0Kptθ1´θ0 , a; X¯q
¯p ď ż 8
0
´
tθ0Kptθ1´θ0 , upsq; X¯q
¯p ds
s
ď
ż 8
0
´
tθ0 minp1, pt{sqθ1´θ0qJpsθ1´θ0 , upsq; X¯q
¯p ds
s
ď C
ż 8
0
´
tθ0 minppt{sqθ0 , pt{sqθ1qJps, upsq; A¯q
¯p ds
s
.
Integrating this inequality with respect to dt{t, changing t “ s{r and using again the
Lemma 3.1.16, we arrive at
}a}ppX0,X1qη,p ď C
ˆż 8
0
rθ minpr´θ0 , r´θ1qdr
r
˙ˆż 8
0
ps´θJps, upsq; A¯qqpds
s
˙
.
As ż 8
0
rθ minpr´θ0 , r´θ1qdr
r
“ D
is finite, if we take infimum over u and using the Theorem 3.2.2 we arrive at
}a}ppX0,X1qη,p ď CD}a}
p
pA0,A1qθ,p .
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So, we have that pX0, X1qη,p “ pA0, A1qθ,p and that the norms }¨}pX0,X1qη,p and }¨}pA0,A1qθ,p
are equivalent.
In particular, if 0 ă θi ă 1 and pA0, A1qθi,pi are complete, then pA0, A1qθi,pi P C pθi; A¯q.
So, taking Xi “ pA0, A1qθi,pi we arrive at
ppA0, A1qθ0,p0 , pA0, A1qθ1,p1qη,p “ pA0, A1qθ,p,
with equivalent norms. 
Suggested by this theorem we have a formula connecting the functional Kpt, a; A¯q and
Kpt, a; X¯q, where X¯ “ ppA0, A1qθ0,p0 , pA0, A1q. Such formula was given by Holmstedt in
[8].
Theorem 3.4.6 (T. Holmstedt). Let A¯ “ pA0, A1q be a given couple of normed spaces and
put X0 “ pA0, A1qθ0,p0 and X1 “ pA0, A1qθ1,p1, where 0 ď θ0 ă θ1 ď 1 and p0, p1 P r1,8s.
Put λ “ θ1 ´ θ0. Then
Kpt, a; X¯q „
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
` t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
.
Proof. We first prove that
Kpt, a; X¯q Á
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
` t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
.
Let a “ a0` a1 P A0`A1. By Properties 3.1.9 and Minkowski’s inequality it follows that˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
ď
˜ż t1{λ
0
ps´θ0Kps, a0; A¯qqp0 ds
s
¸1{p0
`
˜ż t1{λ
0
ps´θ0Kps, a1; A¯qqp0 ds
s
¸1{p0
ď }a0}X0 ` C
˜ż t1{λ
0
psλ}a1}X1qp0 dss
¸1{p0
ď Cp}a0}X0 ` t}a1}X1q.
Using a similar argument we arrive at
t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
ď C 1p}a0}X0 ` t}a1}X1q.
Therefore, we have that˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
` t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
ď C2p}a0}X0 ` t}a1}X1q.
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Taking the infimum over the decompositions of a P A0 `A1, we conclude that
Kpt, a; X¯q Á
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
` t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
.
Let us prove the other inequality. By definition of Kpt, a; A¯q, we may choose a0ptq P A0
and a1ptq P A1 such that a “ a0ptq ` a1ptq and
}a0ptq}A0 ` t}a1ptq}A1 ď 2Kpt, a; A¯q.
With this choice we have
Kpt, a; X¯q ď }a0pt1{λq}X0 ` t}a1pt1{λq}X1
“
ˆż 8
0
ps´θ0Kps, a0pt1{λq; A¯qqp0 ds
s
˙1{p0
` t
ˆż 8
0
ps´θ1Kps, a1pt1{λq; A¯qqp1 ds
s
˙1{p1
ď
˜ż t1{λ
0
ps´θ0Kps, a0pt1{λq; A¯qqp0 ds
s
¸1{p0
`
ˆż 8
t1{λ
ps´θ0Kps, a0pt1{λq; A¯qqp0 ds
s
˙1{p0
` t
˜ż t1{λ
0
ps´θ1Kps, a1pt1{λq; A¯qqp1 ds
s
¸1{p1
` t
ˆż 8
t1{λ
ps´θ1Kps, a1pt1{λq; A¯qqp1 ds
s
˙1{p1
.
Call
pIq “
˜ż t1{λ
0
ps´θ0Kps, a0pt1{λq; A¯qqp0 ds
s
¸1{p0
;
pIIq “
ˆż 8
t1{λ
ps´θ0Kps, a0pt1{λq; A¯qqp0 ds
s
˙1{p0
;
pIIIq “ t
˜ż t1{λ
0
ps´θ1Kps, a1pt1{λq; A¯qqp1 ds
s
¸1{p1
;
pIV q “ t
ˆż 8
t1{λ
ps´θ1Kps, a1pt1{λq; A¯qqp1 ds
s
˙1{p1
.
We will study pIq, pIIq, pIIIq and pIV q separately. Since the study of pIIIq and pIV q is
analogous to the study of pIq and pIIq we only study such integrals. So, let us estimate
the term pIq. By the triangle inequality, we obtain that
pIq ď
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
`
˜ż t1{λ
0
ps´θ0Kps, a1pt1{λq; A¯qqp0 ds
s
¸1{p0
.
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Since by Remark 3.1.6 s´1Kps, a; A¯q is a decreasing function with respect to s, we have
that ˜ż t1{λ
0
ps´θ0Kps, a1pt1{λq; A¯qqp0 ds
s
¸1{p0
ď
˜ż t1{λ
0
ps´θ0s}a1ptt1{λq}A1 dss
¸1{p0
ď Ct´1{λKpt1{λ, a; A¯qtp1´θ0{λ
ď C
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
.
Then,
pIq ď p1` Cq
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
.
For pIIq we have that
pIIq ď
ˆż 8
t1{λ
ps´θ0}a0pt1{λq}A0qp0 dss
˙1{p0
ď C 1t´θ0{λ}a0pt1{λq}A0
ď C 1t´θ0{λKpt1{λ, a; A¯q
ď C 1
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
.
Therefore,
pIq ` pIIq ď K
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
,
where K “ p1`C`C 1q. As we already mentioned an analogous argument holds for pIIIq
and pIV q. So, we have that
pIIIq ` pIV q ď K 1t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
.
Hence, we conclude that
Kpt, a; X¯q À
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
` t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
.
Therefore,
Kpt, a; X¯q „
˜ż t1{λ
0
ps´θ0Kps, a; A¯qqp0 ds
s
¸1{p0
` t
ˆż 8
t1{λ
ps´θ1Kps, a; A¯qqp1 ds
s
˙1{p1
.

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3.5 Duality Theorem
The last property of the real methods that we will see is the relation between interpolate
a dual couple of Banach spaces and dualize a interpolation space.
Theorem 3.5.1 (The duality theorem). Let A¯ be a compatible couple of Banach spaces,
such that A0 XA1 is dense in A0 and in A1. Assume p P r1,8q and 0 ă θ ă 1. Then
pA0, A1q1θ,p “ pA10, A11qθ,p1
with equivalent norms, where 1 “ 1{p` 1{p1.
Proof. For the proof of this theorem we will use the Equivalence Theorem 3.2.2 and the
Theorem 3.3.1. Also we will use the discretization of the K´ and J´ methods (Theo-
rem 3.1.12 and Theorem 3.1.21). In fact we will see the following inclusions
pA0, A1q1Jθ,p Ă pA11, A10qK1´θ,p1 (3.7)
pA0, A1q1Kθ,p Ą pA11, A10qJ1´θ,p1 . (3.8)
Recall that the superindex is the method used to obtain those spaces. In order to prove
(3.7), we take a1 P pA0, A1q1Jθ,p, and apply the first formula of the Theorem 3.3.3. Thus,
given ε ą 0, we can find bn P A0XA1 such that bn ‰ 0 and, since a1 P pA0XA1q1 “ A10`A11,
Kp2´n, a1; pA10, A11qq ´ εminp1, 2´nq ď pJp2n, bn; A¯qq´1xa1, bny.
Choose a sequence pαnq Ă λθ,p, and put
aα “
ÿ
n
pJp2n, bn; A¯qq´1αn ¨ bn.
Then since pαnq P λθ,p we have thatÿ
n
pJp2n, bn; A¯qq´1αn ă 8
and as bn P A0 XA1 we have that aα P pA0, A1qJθ,p. Moreover we have thatÿ
n
pKp2´n, a1; pA10, A11qq ´ εminp1, 2´nqq ď xa1, aαy
and, since }a}θ,p,J ď }α}λθ,p we have that
xa1, aαy ď }α}λθ,p}a1}pA0,A1q1θ,p,J .
Also, by Theorem 3.3.1 we have that Kp2´n, a1; pA10, A11qq “ 2´nKp2n, a1; pA11, A10qq, so we
obtain thatÿ
n
2´nαnpKp2n, a1; pA11, A10qq ´ εminp1, 2´nqq ď }α}λθ,p}a1}pA0,A1q1θ,p,J .
Now, since λθ,p and λ1´θ,p1 are dual via the dualityÿ
n
2´nαnβn
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and ε is arbitrary, letting εÑ 0 we obtain that
}α}λ1´θ,p1 }a1}pA11,A10qθ,p1,K ď }α}λθ,p}a1}pA0,A1q1θ,p,J .
And by the duality of λθ,p and λ1´θ,p1 , we arrive at
}a1}pA11,A10qθ,p1,K ď }a1}pA0,A1q1θ,p,J .
In order to prove (3.8), we take an element a1 P pA11, A10qJ1´θ,p1 and a P pA0, A1qrθs. We
write a1 as
a1 “
ÿ
n
a1n
with convergence in A10 `A11 “ pA0 XA1q1. Then it follows that
|xa1, ay| ď
ÿ
n
|xa1n, ay| ď
ÿ
n
Jp2´n, a1n; pA10, A11qqKp2n, a; A¯q.
And since
Jp2´n, a1; pA10, A11qq “ 2´nJp2n, a1; pA11, A10qq
we obtain that
|xa1, ay| ď
ÿ
n
2´nJp2n, a1n; pA11, A10qqKp2n, a; A¯q.
But, using Ho¨lder’s inequality we have thatÿ
n
2´nJp2n, a1n; pA11, A10qqKp2n, a; A¯q ď }a}pA0,A1qθ,p,K }a1}pA11,A10q1´θ,p1,J .
So, we have that
|xa1, ay| ď }a}pA0,A1qθ,p,K }a1}pA11,A10q1´θ,p1,J
and this implies that
|xa1, ay|
}a}pA0,A1qθ,p,K
ď }a1}pA11,A10q1´θ,p1,J .
Taking the supremum over a P pA0, A1qKθ,p, we have that
}a1}pA0,A1q‘θ,p,K ď }a1}pA11,A10q1´θ,p1,J .
Hence, we have that
pA0, A1q1Jθ,p Ă pA11, A10qK1´θ,p1
pA0, A1q1Kθ,p Ą pA11, A10qJ1´θ,p1 .
But, by the Theorem 3.3.1 we have that
pA0, A1q1Jθ,p Ă pA11, A10qK1´θ,p1 “ pA10, A11qKθ,p1
pA0, A1q1Kθ,p Ą pA11, A10qJ1´θ,p1 “ pA10, A11qJθ,p1 .
And by the Equivalence Theorem 3.2.2 we have that
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pA0, A1q1θ,p Ă pA10, A11qθ,p1
pA0, A1q1θ,p Ą pA10, A11qθ,p1 .
Therefore
pA0, A1q1θ,p “ pA10, A11qθ,p1 .

Remark 3.5.2. The J´ and K´ functional with p “ 1 and p “ 8 respectively are ex-
tremals in the sense that if F is any interpolation functor of exponent θ then pA0, A1qθ,1 Ă
F pA¯q Ă pA0, A1qθ,8, where F pA¯q is the interpolation space obtained with F .
We say that F is an interpolation functor of exponent θ if for all pairs of couples A¯
and B¯, and for all linear and continuous operators T : Aj Ñ Bj , with norms M0 and
M1 respectively, then we have that T : F pA¯q Ñ F pB¯q is linear and continuous with norm
M ď CM1´θ0 M θ1 , where C is a positive constant. If C “ 1 we say that F is an exact
interpolation functor of exponent θ, so the J´ and K´ functional are exact interpolation
functors of exponent θ.
Chapter 4
Complex Interpolation
In this chapter we will study the most relevant methods in the complex interpolation
theory, those techniques are based in the Calderon’s theory. We will see that usually the
results are analogous to those obtained in the real case, but they are more precise.
In this chapter our couple of spaces need to be Banach instead of quasi-Banach or
normed spaces as in the previous chapter.
We have two interpolation functors, Cθ and C
θ, we will define them and their spaces,
and we will see that unlike in the real case those spaces, in general, are not the same, but
we have an inclusion of Cθ in C
θ.
We will focus to study of the properties of the spaces A¯rθs, letting the space A¯rθs as a
technical tool.
4.1 Definition of Methods
In this section we will define the Cθ and C
θ methods and see some properties of this
methods. We will work with analytic functions with values in Banach spaces.
Given a couple of Banach spaces A¯ “ pA0, A1q, we consider the space F pA¯q of all
functions f with values in A0`A1, which are bounded and continuous on the closed strip
S “ tz P C : 0 ď <z ď 1u,
and analytic in the open strip
S˚ “ tz P C : 0 ă <z ă 1u,
and moreover, the functions tÑ fpj ` itq with j “ 0, 1 are continuous functions from the
real line into Aj , which tends to 0 as |t| Ñ 8. We provide F with the norm
}f}F “ maxpsupp}fpitq}A0q, supp}fp1` itq}A1qq. (4.1)
Lemma 4.1.1. The space F is a Banach space.
Proof. In order to prove that F is a Banach space with the norm } ¨ }F we have to see
that
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1. } ¨ }F is a norm,
2. F is complete with this norm.
That } ¨ }F is a norm follows because, by (4.1), for any t P R we have that }fpj ` itq}Aj is
a norm, that is that for all f, g P F and λ P C we have
}fpj ` itq}Aj ě 0;
}fpj ` itq}Aj “ 0 ô fpj ` itq “ 0;
}fpj ` itq ` gpj ` itq}Aj ď }fpj ` itq}Aj ` }gpj ` itq}Aj ;
}fpj ` itqλ}Aj “ |λ|}fpj ` itq}Aj .
Then, taking supremum in those inequalities we arrive at supp}fpj ` itq}Aj q is a norm for
j “ 0, 1, so } ¨ }F is a norm.
Now we are going to see the completeness of F with this norm. By Theorem 1.2.1 we
can see the completeness via series. Assume thatÿ
n
}fn}F ă 8.
Since fnpzq is bounded in A0 ` A1 and Aj Ă A0 ` A1, and fnpzq are analytic in S˚ and
continuous in S, we can apply the Hadamard Three Line Theorem 1.1.2 to each fn and
obtain that
}fnpzq}A0`A1 ď maxpsupp}fnpitq}A0`A1q, supp}fnp1` itq}A0`A1qq ď }fn}F
for all n P N. Then, we have that ÿ
n
}fnpzq}A0`A1 ă 8,
but as A0 `A1 is a Banach space there exists f P A0 `A1 such that
fpzq “
ÿ
n
fnpzq
and the convergence is uniformly in the closed strip S. Moreover, we have that this happens
also in the boundary of S, so it happens for z “ j ` it, this means that fpj ` itq P Aj and
fpj ` itq “
ÿ
n
fnpj ` itq.
Also, since the convergence is uniformly in S, we have that f is bounded and continuous
in S and analytic in S˚. Therefore, f P F , so F is a Banach space with the norm } ¨ }F .

In order to define the space generated by the Cθ´functional we need to define the
space G pA¯q.
Definition 4.1.2. The space G pA¯q is the space of analytic functions g defined on the strip
S with values in A0 `A1, satisfying the following properties:
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a) }gpzq}A0`A1 ď cp1` |z|q,
b) g is continuous on S and analytic on S˚,
c) gpj ` it1q ´ gpj ` it2q has values in Aj for all t1, t2 P R and for j “ 0, 1, and
}g}G “ max
ˆ
sup
t1,t2
››››gpit1q ´ gpit2qt1 ´ t2
››››
A0
, sup
t1,t2
››››gp1` it1q ´ gp1` it2qt1 ´ t2
››››
A1
˙
is finite.
Lemma 4.1.3. The space G pA¯q, reduced modulo constant functions and provided with the
norm } ¨ }G pA¯q is a Banach space.
Proof. In order to see that } ¨ }G is a norm we only need to see that }g}G “ 0 if and only
if g is constant. Because for any t1, t2 P R we have that››››gpj ` it1q ´ gpj ` it2qt1 ´ t2
››››
Aj
satisfies the other properties of being a norm for j “ 0, 1, so taking supremum in t1, t2
and taking the maximum still satisfying those properties.
So, let us check that }g}G “ 0 if and only if g is constant. Take h ‰ 0 a real number
then ››››gpz ` ihq ´ gpzqih
››››
A0`A1
ď }g}G .
Thus, letting hÑ 0 we have that
}g1pzq}A0`A1 ď }g}G .
Therefore, if }g}G “ 0 then g is constant, and then for all t1, t2 P R we have that››››gpj ` it1q ´ gpj ` it2qt1 ´ t2
››››
Aj
“ 0.
So, }g}G “ 0 and therefore } ¨ }G is a norm.
Now we are going to see the completeness. We have that on the open strip S˚
}gpzq ´ gp0q}A0`A1 ď |z|}g}G . (4.2)
By Theorem 1.2.1 we can study the completeness using series. So, take pgnqn P G pA¯q such
that ÿ
n
}gn}G ă 8.
By (4.2) and since A0 `A1 is Banach we have thatÿ
n
pgnpzq ´ gnp0qq
converges uniformly to g on every compact subset of S˚. Again, by (4.2) we have that
gpzq satisfies the property a) of Definition 4.1.2 and as the convergence is uniformly we
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have that gpzq also satisfies the property b) of Definition 4.1.2. So, we need to see that
gpj ` it1q ´ gpj ` it2q has values in Aj for all t1, t2 P R because if this happens thenÿ
n
}gn}G “ }g}G ă 8.
So, let us see that gpj ` it1q ´ gpj ` it2q has values in Aj for all t1, t2 P R. Notice that by
definition of supremum and maximum we have thatÿ
n
››››gnpj ` it1q ´ gnpj ` it2qt1 ´ t2
››››
Aj
ď
ÿ
n
}gn}G ă 8.
And as Aj are Banach spaces thenÿ
n
pgnpj ` it1q ´ gnpj ` it2qq
converges to gpj ` it1q ´ gpj ` it2q in Aj . So, g P G pA¯q and this implies that G pA¯q is a
Banach space. 
Now we are able to define the functors Cθ and C
θ which are based in the spaces F pA¯q
and G pA¯q respectively.
4.1.1 Functional Cθ
In this section we will define the spaces generated by the functor Cθ and we will see that
those spaces are Banach. Recall that those method is based in the F pA¯q space.
Definition 4.1.4. Given A¯ “ pA0, A1q a compatible couple of Banach spaces and θ P
p0, 1q, we define the space A¯rθs “ CθpA¯q as
A¯rθs “ ta P A0 `A1 : Df P F such that fpθq “ au.
We define the norm in A¯rθs as
}a}rθs “ inft}f}F : fpθq “ a, f P F u.
Now we are going to check that } ¨ }rθs is really a norm.
Proposition 4.1.5. Given A¯ “ pA0, A1q a compatible couple of Banach spaces. } ¨ }rθs is
a norm.
Proof. In order to see that } ¨ }rθs is a norm we need to check that for all a, b P Aθ and for
all λ P C we have that
(i) }a}rθs ě 0;
(ii) }a}rθs “ 0 ô a “ 0;
(iii) }a` b}rθs ď }a}rθs ` }b}rθs;
(iv) }aλ}rθs “ |λ|}a}rθs.
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(i) follows because the infimum of positive numbers is positive. If a “ 0 then taking f ” 0
we have that }a}rθs “ 0. Conversely, if }a}rθs “ 0 then the infimum is taken by f ” 0 and
as 0 “ fpθq “ a, this implies that a “ 0. So this shows (ii). For (iii), Let a, b P A¯rθs and
let any f, g P F pA¯q such that fpθq “ a and gpθq “ b. So, fpθq ` gpθq “ a` b, but
}f ` g}F ď }f}F ` }g}F .
Taking infimums we have that }a`b}rθs ď }a}rθs`}b}rθs. In order to prove (iv), if fpθq “ a
then λfpθq “ λa, and }λf}F “ |λ|}f}F . Taking infimums we have that }aλ}rθs “ |λ|}a}rθs.

Theorem 4.1.6. The space A¯rθs is a Banach space and an intermediate space with respect
to A¯.
Proof. Let us start proving that A¯rθs is an intermediate space with respect to A¯, that is
that pA0 XA1q Ă A¯rθs Ă pA0 `A1q. Since, fpθq “ a P A0 `A1 we have that
}a}A0`A1 “ }fpθq}A0`A1 ď }f}F .
Taking infimum we have that A¯rθs Ă pA0 `A1q. Let δ ą 0 and take
fpzq “ eδpz´θq2a.
Note that fpzq “ a if and only if z “ θ. As pA0 XA1q Ă Aj we have that
}a}rθs ď }f}F ď maxpsupp}fpitq}A0XA1q, supp}fp1` itq}A0XA1qq.
But, by definition of fpzq we have that
maxpsupp}fpitq}A0XA1q, supp}fp1` itq}A0XA1qq
“}a}A0XA1 max
´
sup
´ˇˇˇ
eδpit´θq2
ˇˇˇ¯
, sup
´ˇˇˇ
eδp1`it´θq2
ˇˇˇ¯¯
.
So, letting δ Ñ 0 we have that ˇˇˇ
eδpj`it´θq2
ˇˇˇ
Ñ 1.
for j “ 0, 1, then when δ Ñ 0 we have that
maxpsupp}fpitq}A0XA1q, supp}fp1` itq}A0XA1qq Ñ }a}A0XA1 .
Therefore, }a}rθs ď }a}A0XA1 . So, we have that pA0 XA1q Ă A¯rθs.
Take the linear mapping f ÞÑ fpθq, it is continuous because
}fpθq}A0`A1 ď }f}F .
Denote by Nθ “ tf : f P F pA¯q, fpθq “ 0u the kernel of this map. Then, by the First
Isomorphism Theorem A¯rθs is isomorphic and isometric to the quotient F pA¯q{Nθ. As
this mapping is continuous and t0u is closed we have that Nθ is closed, so the quotient
F pA¯q{Nθ is closed. Since, closed subspaces of a complete space are complete spaces and
A0 `A1 is a Banach space, we have that A¯rθs is a Banach space. 
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The last theorem shows that the functor Cθ is an exact interpolation functor of expo-
nent θ (see Remark 3.5.2).
Theorem 4.1.7. The functor Cθ is an exact interpolation functor of exponent θ.
Proof. Let A¯ “ pA0, A1q and B¯ “ pB0, B1q be a pair of compatible couple of Banach
spaces, and T is continuous with norms Mj . Let a P A¯rθs and ε ą 0 such that there exists
f P F pA¯q with fpθq “ a and }f}F ď }a}rθs ` ε. Since T is continuous in A0 ` A1 then
T pfq is continuous on the closed strip S. Even more, as f is bounded and analytic in S˚
then T pfq is bounded and analytic in S˚. Therefore if we consider
gpzq “M z´10 M´z1 T pfpzqq
then, g P F pB¯q. Moreover, since }T pfq}Aj ď }f}Aj we have that
}g}F pB¯q ď }f}F pA¯q ď }a}rθs ` ε.
Taking z “ θ we have that
gpθq “M θ´10 M´θ1 T pfpθqq “M θ´10 M´θ1 T paq ô T paq “M1´θ0 M θ1 gpθq.
Hence,
}T paq}rθs ďM1´θ0 M θ1 }g}F pB¯q ďM1´θ0 M θ1 p}a}rθs ` εq.
Letting εÑ 0, we have that
}T paq}rθs ďM1´θ0 M θ1 }a}rθs.
So, T : A¯rθs Ñ Brθs with norm
M “M1´θ0 M θ1 .

4.1.2 Functional Cθ
In this section we will define the space A¯rθs “ CθpA¯q where A¯ “ pA0, A1q is a couple of
compatible Banach spaces. Also, we will see that those spaces are Banach spaces and that
the functor Cθ is an exact interpolation functor of exponent θ.
Definition 4.1.8. Let 0 ă θ ă 1 we define the space A¯rθs as
A¯rθs “ ta P A0 `A1 : a “ g1pθq, g P G pA¯qu.
We define the norm on A¯rθs as
}a}rθs “ inft}g}G : g1pθq “ a, g P G u.
The proof that
}a}rθs “ inft}g}G : g1pθq “ a, g P G u
is a norm is analogous to the proof of Proposition 4.1.5.
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Theorem 4.1.9. The space A¯rθs is a Banach space and an intermediate space with respect
to A¯.
Proof. We first will prove that A¯rθs is an intermediate space with respect to A¯. The
fact that A¯rθs Ă A0 ` A1 follows from the definition of A¯rθs. So, we have to see that
A0 XA1 Ă A¯rθs. Let a P A0 XA1 and let gpzq “ a then g1pzq “ a, so
}a}A0XA1 “ }gpzq}A0XA1 .
But, as }a}A0XA1 ě }a}Aj for j “ 0, 1 we have that
}gpzq}A0XA1 ě }g}G .
And by definition of infimum we have that
}gpzq}A0XA1 ě }g}G ě }a}rθs.
Therefore, A0 XA1 Ă A¯rθs.
Now we are going to the that A¯rθs is complete. We will use an analogous argument
as in Theorem 4.1.6. Since }g1pθq}A0`A1 ď }g}G , we see that the mapping g ÞÑ g1pθq
is continuous from G to A0 ` A1. The kernel N θ of this mapping is closed and A¯rθs is
isomorphic and isometric to G {N θ which is closed. So, A¯rθs is a closed subspace of A0`A1
which is a Banach space, therefore, A¯rθs is a Banach space. 
The following theorem shows that as the functor Cθ the functional C
θ is an exact
interpolation functor of exponent θ.
Theorem 4.1.10. The functional Cθ is an exact interpolation functor of exponent θ.
Proof. Assume that T : Aj Ñ Bj with norm Mj for j “ 0, 1. Then we choose a function
g P G pA¯q such that g1pθq “ a,
}g}G pA¯q ď }a}rθs ` ε.
Consider the function
hpzq “Mη´10 M´η1 T pgpηqq
ˇˇˇη“z
η“0
´
ż
r0,zs
ˆ
log
M0
M1
˙
Mη´10 M
´η
1 T pgpηqqdη, (4.3)
there r0, zs means any path in the closed strip S connecting 0 and z. Notice that if we
have η P S˚ then
dpT pgpηqqq
dη
“ T pg1pηqq
and by definition g1pηq is bounded and continuous on S˚. Thus T pg1pηqq is continuous on
S˚ and bounded in B0 `B1. So, if the path r0, zs has all its points except the point 0 and
maybe z in S˚ then we can integrate (4.3) by parts. Therefore, we obtain
hpzq “
ż
r0,zs
Mη´10 M
´η
1 T pdgpηqq,
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where in general the integral is to be interpreted as a vector-valued Stieltjes integral. As
T pdgpηqq is bounded in B0 `B1 we have that
}h}B0`B1 ď c|z|.
Notice that since gpj ` itq takes values in Aj then T pgpj ` itqq takes values in Bj for
j “ 0, 1, and T pgpj ` itqq is a Lipschitz function in Bj . Thus it follows that
}hpj ` it1q ´ hpj ` it2q}Bj ďM´1j
ż t2
t1
}T pdgpj ` itqq}Bjdt
if t1 ă t2. But
M´1j
ż t2
t1
}T pdgpj ` itqq}Bjdt ď
ż t2
t1
}dgpj ` itq}Ajdt ď pt2 ´ t1q}g}G pA¯q.
And as }g}G pA¯q ď }a}rθs ` ε we arrive at
}h}G pB¯q ď }a}rθs ` ε.
Moreover
h1pθq “M θ´10 M´θ1
ˆ
d
dη
T pgpηqq
˙
η“θ
“M θ´10 M´θ1 T paq.
Then
T paq “ h1pθqM1´θ0 M θ1 P B¯rθs,
and we conclude that
}T paq}rθs ďM1´θ0 M θ1 p}a}rθs ` εq.
Letting ε Ñ 0, we have that }T paq}rθs ď M1´θ0 M θ1 }a}rθs. So, T : Arθs Ñ Brθs with norm
M “M1´θ0 M θ1 . 
4.2 Some properties of Cθ
In this section we will prove two theorems concerning with inclusion and density properties
of the spaces A¯rθs. The first theorem deals with the inclusions between A¯rθ0s and A¯rθ1s.
The second theorem deals with the density and closures of the space A0 X A1 in these
spaces.
Theorem 4.2.1. We have
(i) pA0, A1qrθs “ pA1, A0qr1´θs with equal norms,
(ii) if 0 ă θ ă 1 then pA,Aqrθs “ A,
(iii) if A1 Ă A0 and θ0 ă θ1 then A¯rθ1s Ă A¯rθ0s.
Proof. In order to prove that pA0, A1qrθs “ pA1, A0qr1´θs with equal norms, note that if
f P F ppA0, A1qq then if we define gpzq “ fp1 ´ zq we have that g P F ppA1, A0qq and
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fpθq “ a “ gp1 ´ θq. Therefore, we have that pA0, A1qrθs “ pA1, A0qr1´θs with equal
norms.
Now, for proving that if 0 ă θ ă 1 then pA,Aqrθs “ A, but if A0 “ A1 “ A then
AXA “ A and A`A “ A. Therefore, since A¯rθs is an intermediate space we have that.
A Ă A¯rθs Ă A.
So, if 0 ă θ ă 1 then pA,Aqrθs “ A.
Now, it remains to see that if A1 Ă A0 and θ0 ă θ1 then A¯rθ1s Ă A¯rθ0s we will use thatpA0, A1qrθs “ pA1, A0qr1´θs with equal norms. We are going to see that A0 Ă A1 implies
pA0, A1qrθs Ă pA0, A1qrθ˜s when θ ă θ˜. Let a P pA0, A1qrθs we can choose f P F pA¯q such
that fpθq “ a and }f}F ď }a}rθs ` ε. Put θ “ λθ˜ where 0 ď λ ă 1 and
ϕpzq “ fpθ˜zq exppεpz2 ´ λ2qq.
Writing B1 “ pA0, A1qrθ˜s we have that
}fpθ˜ ` itq}B1 ď }f}F pA¯q.
It follows that
}ϕ}F pA0,B1q ď p}a}rθs ` εqeε.
But ϕpλq “ a and pA0, B1qrλs Ă pB1, B1qrλs “ B1, the equality follows from (ii), and that
pA0, B1qrλs Ă pB1, B1qrλs follows since A0 Ă B1. And this holds since if we take a P A0
and f P F pA¯q then fpθ˜ ´ zq P F pA¯q, if we call gpzq “ fpθ˜ ´ zq then gpθ˜q “ fp0q. So,
a P B1, as this happens for all a P A0 we have that A0 Ă B1. Thus
}a}rθ˜s ď c}ϕpλq}pA0,B1qrλs ď c}ϕ}F pA0,B1q.
Then, }a}rθ˜s ď c}a}rθs. 
As we said the second theorem deals withe the closure and density of A0 X A1 in the
space A¯rθs. But, the proof of this theorem requires the following lemma.
Lemma 4.2.2. Let F0pA¯q be the space of all linear combination of functions of the form
eδz
2
Nÿ
n“1
ane
λnz
where an P A0 XA1, λn P R and δ ą 0, then F0pA¯q is dense in F pA¯q.
Proof. Since } exppδz2qfpzq´ fpzq}F Ñ 0 as δ Ñ 0 for all f P F pA¯q, it is enough to show
that all functions gpzq “ exppδz2qfpzq with f P F pA¯q can be approximated by functions
in F0pA¯q. Take
gnpzq “
ÿ
k
gpz ` 2piiknq,
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where n ě 1. Then gn is analytic in the open strip S˚ and continuous on the closed strip
S with values in A0 `A1. Moreover, gn is periodic with period 2piin, and gnpj ` itq P Aj
for j “ 0, 1. Even more,
}gnpj ` itq ´ gpj ` itq}Aj Ñ 0
as nÑ8 uniformly in compact sets of t-values and }gnpj`itq}Aj is bounded as a function
of n and t. It follows that, for all s ą 0, we have
esz
2
gnpzq P F pA¯q.
Therefore, we can find s and n so that
}esz2gnpzq ´ gpzq}F ă ε.
But gnpzq can be represented by a Fourier series
gnpzq “
ÿ
k
akne
kz{n, z “ s` it, (4.4)
where
akn “ 1
2pinm
ż pinm
´pinm
gnps` itqe´kps`itq{ndt.
As gn are periodic we have that this integral is independent of m. Let s1, s2 two values of
s then
1
2pinm
ˇˇˇˇ ż pinm
´pinm
gnps1 ` itqe´kps1`itq{ndt´
ż pinm
´pinm
gnps2 ` itqe´kps2`itq{ndt
ˇˇˇˇ
Ñ 0
as mÑ8, and these integrals do not depend of m we have that
akn “ 1
2pinm
ż pinm
´pinm
gnps` itqe´kps`itq{ndt
is also independent of s, so we can take m “ 1 and s “ j for j “ 0, 1. Then we have that
akn P A0 XA1. Now we consider the pC, 1q-means of the sum (4.4), i.e. we consider
σmgnpzq “
ÿ
|k|ďm
ˆ
1´ |k|
m` 1
˙
akne
kz{n.
Then
}σmgnpj ` itq ´ gnpj ` itq}Aj Ñ 0, as mÑ8,
uniformly in n. Thus
}esz2pσmgn ´ gq}F ă 2ε.
But esz
2
σmgn P F0pA¯q. So, F0pA¯q is dense in F pA¯q. 
Theorem 4.2.3. Let 0 ď θ ď 1. Then
(i) A0 XA1 is dense in A¯rθs;
(ii) let A0j denote the closure of A0 XA1 in Aj, then
pA0, A1qrθs “ pA00, A1qrθs “ pA0, A01qrθs “ pA00, A01qrθs;
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(iii) the space Bj “ A¯rθs with j “ 0, 1 is a closed subspace of Aj and the norms coincide
in Bj;
(iv) pA0, A1qrθs “ pB0, B1qrθs, with Bj as in (iii).
Proof. Let us prove (i), if a P A¯rθs there exists a function f P F pA¯q, such that fpθq “ a.
Then, by Lemma 4.2.2, there exists g P F0pA¯q, such that }f ´ g}F ă ε. Therefore
}a´ gpθq}rθs ă ε and since gpθq P A0 XA1 we have that A0 XA1 is dense in A¯rθs.
In order to prove (ii) notice that
pA0, A1qrθs Ą pA00, A1qrθs Ą pA00, A01qrθs.
Then, it is enough to prove that pA0, A1qrθs “ pA00, A01qrθs. Note that A0j are closed in Aj
and since Aj are Banach spaces then A
0
j are also Banach spaces so, by Theorem 4.1.6, the
space pA00, A01qrθs is also Banach.
Now we want to see that pA00, A01qrθs is closed in pA0, A1qrθs. So, let panqn Ă pA00, A01qrθs
be a convergent sequence with the norm in pA0, A1qrθs, call a the limit in this norm. Then,
we want to see that a P pA00, A01qrθs. Since
}an}pA0,A1qrθs Ñ }a}pA0,A1qrθs , as n Ò 8
we have that for j “ 0, 1
sup }fnpj ` itq}Aj Ñ sup }fpj ` itq}Aj ,
where fn, f P F ppA0, A1qq, fnpθq “ an and fpθq “ a. But, since by definition A0j are
closed in Aj and panqn Ă pA00, A01qrθs, we have that fn, f P F ppA00, A01qq and that
sup }fnpj ` itq}A0j Ñ sup }fpj ` itq}A0j .
As this happens for any fn and f such that fnpθq “ an and fpθq “ a, we can take the
infimum and obtain that
}an}pA00,A01qrθs Ñ }a}pA00,A01qrθs , as n Ò 8.
Therefore, pA00, A01qrθs is closed in pA0, A1qrθs. Moreover, we have that pA00, A01qrθs is an
intermediate space, so we have that
A0 XA1 Ă A00 XA01 Ă pA00, A01qrθs.
Taking closures with respect to pA0, A1qrθs and using (i) we have that
pA0, A1qrθs piq“ A0 XA1pA0,A1qrθs Ă pA00, A01qrθs
pA0,A1qrθs “ pA00, A01qrθs.
Therefore, we have that
pA0, A1qrθs “ pA00, A1qrθs “ pA0, A01qrθs “ pA00, A01qrθs.
For (iii) we have that Bj Ă Aj for j “ 0, 1. Let us prove that the norm in B0
coincides with the norm on A0 (for B1 it is the same argument). Take a P B0. Then,
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by Lemma 4.2.2, we can find a1 P A0 X A1 such that }a ´ a1}B0 ă ε. Consider fnpzq “
a1 exppz2 ´ nzq P F pA¯q. Then fnp0q “ a1 and }fn}F ď }a1}A0 ` expp1´ nq}a1}A1 . Since
}a1}B0 ď }fn}F for all n, we conclude that }a1}B0 ď }a1}A0 . But }a}A0 ď }a}B0 and so
}a´ a1}A0 ď }a´ a1}B0 ď ε.
Therefore we have that
}a}B0 ď ε` }a1}B0 ď 2ε` }a}A0 .
So, }a}B0 ď }a}A0 , and this proves that }a}B0 “ }a}A0 . Also, since Bj are Banach spaces,
they are closed spaces with their own norm, but as their norm coincides with the norm of
Aj we have that Bj are closed subspaces of Aj .
(iv) follows if we are able to see that F pA¯q “ F pB¯q. As Bj Ă Aj we have that
F pA¯q Ą F pB¯q. Let fpzq P F pA¯q then fpj ` itq P Bj . So, fpzq P F pB¯q, this means that
F pA¯q Ă F pB¯q. Therefore, F pA¯q “ F pB¯q. 
4.3 The Equivalence Theorem
In this section we will study the relation between the functional Cθ and C
θ. For instance,
we will prove that in general we have that A¯rθs Ă A¯rθs and that if A0 or A1 are reflexive
then A¯rθs “ A¯rθs with equality of norms. In order to see this we need two previous lemmas.
Let us denote by Pj with j “ 0, 1 the Poisson kernels for the strip S. They can be
obtained from the Poisson kernel for the half-plane by means of a conformal mapping.
Explicitly, we have that
Pjps` it, τq “ e
´pipτ´tq sinpis
sin2 pis` pcospis´ eijpi´pipτ´tqq2 , j “ 0, 1.
Lemma 4.3.1. If f P F pA¯q we have that
(i) log }fpθq}rθs ď
ř1
j“0
`ş
R log }fpj ` iτq}AjPjpθ, τqdτ
˘
.
(ii)
}fpθq}rθs ď
ˆ
1
1´ θ
ż
R
}fpiτq}A0P0pθ, τqdτ
˙1´θ ˆ1
θ
ż
R
}fp1` iτq}A1P1pθ, τqdτ
˙θ
.
(iii) }fpθq}rθs ď
ř1
j“0
`ş
R }fpj ` iτq}AjPjpθ, τqdτ
˘
.
Proof. The most difficult part of this proof resides in (i), since (ii) follows applying Jensen’s
inequality to the exponential to (i) and using thatż
R
P0pθ, τqdτ “ 1´ θ
and that ż
R
P1pθ, τqdτ “ θ.
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In fact, applying the exponential to (i) we have that
}fpθq}rθs ď exp
ˆż
R
log }fpiτq}A0P0pθ, τqdτ
˙
exp
ˆż
R
log }fp1` iτq}A1P1pθ, τqdτ
˙
.
Now, in order to apply Jensen’s inequality we will multiply and divide the first integral
by 1´ θ and the second by θ. Then,
P0pθ, τqdτ
1´ θ and
P1pθ, τqdτ
θ
are probabilistic measures (this means that the measure of the full space is 1), and using
that exppabq “ pexppbqqa, we have that
}fpθq}rθs ď exp
ˆż
R
log }fpiτq}A0 P0pθ, τqdτ1´ θ
˙1´θ
exp
ˆż
R
log }fp1` iτq}A1 P1pθ, τqdτθ
˙θ
.
Now, we can apply Jensen’s inequality and obtain that
}fpθq}rθs ď
ˆ
1
1´ θ
ż
R
}fpiτq}A0P0pθ, τqdτ
˙1´θ ˆ1
θ
ż
R
}fp1` iτq}A1P1pθ, τqdτ
˙θ
.
Finally (iii) follows sinceˆ
1
1´ θ
ż
R
}fpiτq}A0P0pθ, τqdτ
˙1´θ ˆ1
θ
ż
R
}fp1` iτq}A1P1pθ, τqdτ
˙θ
is the geometric mean and
1ÿ
j“0
ˆż
R
}fpj ` iτq}AjPjpθ, τqdτ
˙
is the arithmetic mean of these integrals, and the geometric mean is less than or equal to
the arithmetic mean. So, proving (i) we will have the lemma proved. Then, let us prove
(i). Since f P F pA¯q we have that log }fpj ` itq}Aj is upper bounded we have that there
exists ϕj infinitely differentiable bounded function such that
log }fpj ` itq}Aj ď ϕjptq, j “ 0, 1.
Let Φpzq be an analytic function such that
<Φpzq “
ż
R
ϕ0pτqP0pz, τqdτ `
ż
R
ϕ1pτqP1pz, τqdτ.
Therefore, <Φpj ` itq “ ϕjpitq for j “ 0, 1 and Φ is continuous and bounded on S. Since
}e´Φpj`itqfpj ` itq}Aj ď e´ϕjptq}fpj ` itq}Aj ď 1
it follows that }e´Φf}F ď 1, thus e´Φf P F pA¯q and
}e´Φf}rθs ď 1.
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So,
}f}rθs ď }eΦ}rθs.
Therefore we conclude that
log }f}rθs ď <Φpθq “
ż
R
ϕ0pτqP0pθ, τqdτ `
ż
R
ϕ1pτqP1pθ, τqdτ.
Since f P F pA¯q we have that f is continuous in the boundary of S. Then, we can take a
decreasing sequence of functions ϕj converging to log }fpj ` itq}Aj , we get
log }fpθq}rθs ď
1ÿ
j“0
ˆż
R
log }fpj ` iτq}AjPjpθ, τqdτ
˙
.

Lemma 4.3.2. If f P G pA¯q satisfies that
fpit` ihq ´ fpitq
h
converges in A0 on a set E of positive measure as hÑ 0 with h P R, then f 1pθq P A¯rθs for
0 ă θ ă 1.
Proof. Take
fnpzq “
ˆ
i
n
˙´1ˆ
f
ˆ
z ` i
n
˙
´ fpzq
˙
.
Then }fnpitq ´ fmpitq}A0 Ñ 0 as n,mÑ8 for all t on a set E of positive measure. Even
more, we have that
eεz
2
fnpzq P F pA¯q
for all ε ą 0. From Lemma 4.3.1 we obtain that
log}eεθ2pfnpθq ´ fmpθq}rθs
ď
1ÿ
j“0
ˆż
R
log }eεpj`iτq2pfnpj ` iτq ´ fmpj ` iτq}AjPjpθ, τqdτ
˙
.
Since }fnpj ` itq ´ fmpj ` itq}Aj ď 2}f}G and since }fnpitq ´ fmpitq}A0 Ñ 0 for all t P E,
we obtain that }f}G Ñ ´8 as n,mÑ8. Thus
log }eεθ2pfnpθq ´ fmpθqq}rθs Ñ ´8
as n,m Ñ 8. Therefore }pfnpθq ´ fmpθqq}rθs Ñ 0. So, fnpθq converges in A¯rθs. But, we
have that fnpθq Ñ f 1pθq in A0`A1. Since, by Theorem 4.1.6 we have that A¯rθs is Banach
and then it is closed, we can conclude that fnpθq Ñ f 1pθq in A¯rθs. 
Theorem 4.3.3 (The complex equivalence theorem). For any couple A¯ “ pA0, A1q we
have that
A¯rθs Ă A¯rθs
and }a}rθs ď }a}rθs.
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Also, if at least one of the two spaces A0 or A1 is reflexive and 0 ă θ ă 1, then
A¯rθs “ A¯rθs
with equality of norms.
Proof. We begin by proving that for any couple A¯ “ pA0, A1q we have that
A¯rθs Ă A¯rθs
and }a}rθs ď }a}rθs. Take a P A¯rθs, and choose f P F pA¯q so that fpθq “ a and }f}F ď
}a}rθs ` ε. Then put
gpzq “
ż
r0,zs
fpζqdζ,
where r0, zs is a path connecting 0 and z. Then g1pzq “ fpzq and
}gpzq}A0`A1 ď
ż
r0,zs
}fpζq}A0`A1dζ ď }f}F
ż
r0,zs
dζ ď p1` |z|q}f}F .
So, g P G pA¯q and
}g}G ď }f}F .
Since g1pzq “ fpzq, we have that g1pθq “ fpθq “ a. So,
}a}rθs ď }g}G ď }f}F ď }a}rθs.
Therefore we have that
A¯rθs Ă A¯rθs.
Now we are going to see the second part of the theorem. By Theorem 4.2.1 it is enough
to prove that if A0 is reflexive then A¯rθs “ A¯rθs with equality of norms.
If f P G pA¯q then fpitq is continuous and therefore its range lies in a separable subspace
V of A0. Take
fnpzq “
ˆ
f
ˆ
z ` i
n
˙
´ fpzq
˙´n
i
¯
and let Rmptq be the weak closure of the set tfnpitq : n ě mu. Put Rptq “ ŞmRmptq.
Then Rmptq and Rptq are uniformly bounded subsets of A0 wit respect to t and m. Since
Rmptq is bounded and weakly closed, and since by Corollary 1.2.11 we have that the unit
sphere of A0 is weakly compact (because A0 is reflexive), we can deduce that Rmptq is
weakly compact. Therefore Rptq is non-empty. Let gptq be a function such that gptq P Rptq
for each t. Since Rptq Ă V , the range of g is separable.
Now we want to prove that fpitq “ fp0q ` i şt0 gpτqdτ , because if this happens then
fpitq is derivable almost everywhere and we can use Lemma 4.3.2 to finish the proof of
this theorem. So, let us prove that fpitq “ fp0q` i şt0 gpτqdτ . Let L be a continuous linear
functional on A0, and put ϕptq “ ´iLpfpitqq. Since f P G pA¯q we have that ϕ is Lipschitz
continuous. Even more,
Lpfnpitqq “ n
ˆ
ϕ
ˆ
t` 1
n
˙
´ ϕptq
˙
.
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The image of Rmptq under L is the closure of the set tnpϕpt` 1{nq ´ϕptqq : n ě mu. The
image of Rptq is contained in the intersection of these sets. If ϕ is differentiable at the
point t, then LpRptqq “ tϕ1ptqu and Lpgptqq “ ϕ1ptq. But ϕ is Lipschitz continuous, then
by Rademacher’s theorem (see [6, Theorem 3.1.6]), ϕ1ptq exists almost everywhere and is
measurable . It follows that Lpgptqq exists almost everywhere and is measurable. Since
the range of g is separable, it follows that g is strongly measurable. Since the sets Rptq
are all contained in a bounded set, gptq is also bounded. Then
Lpfpitqq “ iϕptq “ iϕp0q ` i
ż t
0
ϕ1pτqdτ “ Lpfp0qq ` i
ż t
0
Lpgpτqqdτ.
And as L is continuous and linear we have that
Lpfpitqq “ Lpfp0qq ` i
ż t
0
Lpgpτqqdτ “ L
ˆ
fp0q ` i
ż t
0
gpτqdτ
˙
.
And we have that fpitq “ fp0q ` i şt0 gpτqdτ . Then fpitq has a strong derivative almost
everywhere. Thus Lemma 4.3.2 implies that f 1pθq P A¯rθs. But f 1pθq P A¯rθs, so A¯rθs “ A¯rθs.
It remains to see that }a}rθs ď }a}rθs. Let a P A¯rθs we can choose f P G pA¯q such that
f 1pθq “ a and
}f}F ď }a}rθs ` ε.
Consider the function
hnpzq “ eεz2fnpzq.
Then hn P F pA¯q and }hn}F ď eε}f}G . Thus }hnpθq}rθs ď eεp}a}rθs ` εq. But
}hnpθq ´ eεθ2a}rθs Ñ 0 as nÑ8.
So, letting nÑ8 in the inequality }hnpθq}rθs ď eεp}a}rθs ` εq we have that
eεθ
2}a}rθs ď eεp}a}rθs ` εq.
Now let εÑ 0 and we arrive at }a}rθs ď }a}rθs. So }a}rθs “ }a}rθs. 
4.4 The Reiteration Theorem
In this section we will see that the complex method Cθ is stable under iterations in the
same sense that in the real case. In order to prove this theorem we will use the complex
equivalence Theorem 4.3.3 and the duality theorem (see [4, Chapter 4, Section 5]).
Theorem 4.4.1 (The Reiteration Theorem). Let A¯ be a compatible couple of Banach
spaces and put
Xj “ A¯rθjs p0 ď θj ď 1; j “ 0, 1q.
Assume that A0 XA1 is dense in the spaces A0, A1 and X0 XX1. Then
X¯rηs “ A¯rθs p0 ď η ď 1q,
with equality of norms, where θ “ p1´ ηqθ0 ` ηθ1.
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Proof. We will begin by proving that }a}X¯rηs ď }a}A¯rθs if a P A¯rθs. Take a P A¯rθs, then there
exists f P F pA¯q such that fpθq “ a and }f}F ď }a}A¯rθs`ε. Put f1pzq “ fpp1´zqθ0`zθ1q.
Then f1pηq “ a and
f1pj ` itq “ fpp1´ jqθ0 ` itpθ1 ´ θ0qq P Xj , j “ 0, 1;
f1pj ` itq Ñ 0, |t| Ñ 8.
Also, by the Hadamard Three Line Theorem 1.1.2 we have that the maximum of f is given
in the boundary of S. So we arrive at
}a}X¯rηs “ }f1}F pX¯q ď }f}F pA¯q ď }a}A¯rθs ` ε.
Using a similar argument with g P G pA¯q we can see that }a}Y¯ rηs ď }a}A¯rθs where Yj “ A¯rθjs
and a P A¯rθs.
Let us prove that }a}X¯rηs ě }a}A¯rθs if a P X¯rηs. By Theorem 4.2.3 we know that X0XX1
is dense in X0 and in X1, and also by Theorem 4.2.3 we have that X0XX1 is dense in X¯rηs
and A0XA1 is dense in A¯rθs. But as A0XA1 is dense in X0XX1 we have that A0XA1 is
dense in X¯rηs. Also, if we are able to see that }l}A¯1rθs ě }l}X¯ 1rηs for l P A¯1rθs, then by Duality
Theorem we will have that
}l}A¯1rθs “ }l}A¯1rθs ě }l}pA¯1rθ0s,A¯1rθ1sqrηs “ }l}X¯ 1rηs “ }l}X¯ 1rηs .
And this is telling us that the norms on X¯rηs and A¯rθs coincide, and as A0XA1 is dense
in both spaces we have that X¯rηs “ A¯rθs with equal norms. 
Remark 4.4.2. If A0 Ă A1 then A0 X A1 is dense in X0 X X1, since by Theorem 4.2.1
X0 Ă X1 (if θ1 ă θ0) and by Theorem 4.2.3 A0 XA1 is dense in X0 and in X1.

Chapter 5
Interpolation Spaces
In this chapter we will study several spaces and apply the interpolation methods studied
in the last chapters to these spaces. In particular, we will see that we obtain when we
interpolate the Lp and the Hardy spaces.
5.1 Lorentz Spaces
In this section we will interpolate the Lp and the Lorentz spaces, one example of what
we obtain are the weak Lp spaces, Lp,8, studied in the Section 1.3. For instance, we
will use the real methods and we will use strongly the distribution function of f and the
non-decreasing rearrangement of f .
5.1.1 Definition
In this section we will define the Lorentz space.
Definition 5.1.1. We say that f P Lp,q with 1 ď p ď 8 if and only if
}f}p,q “
ˆż 8
0
pt1{pf˚ptqqq dt
t
˙1{q
ă 8, if 1 ď q ă 8,
}f}p,8 “ sup
t
t1{pf˚ptq ă 8, if q “ 8.
Here f˚ is the non-decreasing rearrangement of f (see Definition 1.3.5).
5.1.2 Interpolation
In this section we will see the results obtained when we interpolate the Lp and the Lp,q
spaces. In particular, we will see the general Marcinkiewicz interpolation theorem and the
Caldero´n’s interpolation theorem.
The first result that we find gives us a formula for the K´ functional for the couple
pLp, L8q, and also says us that the interpolation space of the couple pLp0 , Lp1q is a Lorentz
space.
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Theorem 5.1.2. Assume that f P Lp ` L8 with 0 ă p ă 8. Then
Kpt, f ;Lp, L8q „
ˆż tp
0
pf˚psqqpds
˙1{p
. (5.1)
If p “ 1 then it is an equality. Moreover, if 0 ă p0 ă p1 ď 8, p0 ă q ď 8 and
1{p “ p1´ θq{p0 ` θ{p1 with 0 ă θ ă 1, then
pLp0 , Lp1qθ,q “ Lp,q with equivalent norms. (5.2)
Proof. Fix a measure space pA, dµq. We will begin by proving (5.1), first we will prove
that
Kpt, f ;Lp, L8q ď C
ˆż tp
0
pf˚psqqpds
˙1{p
for some constant C. Take
f0pxq “
#
fpxq ´ f˚pxq fpxq|fpxq| if |fpxq| ą f˚ptpq
0 otherwise
and f1pxq “ fpxq ´ f0pxq. Let E “ tx P A : f0pxq ‰ 0u, then µpEq “ a ď tp, that is
λf pf˚ptpqq ď tp where λf psq is the distribution function of f . Also, we have that
f˚paq “ infts : λf psq ď au “ infts : λf psq ď λf pf˚ptpqqu
and, as we see in Section 1.3, λf psq is decreasing with respect to s we have that f˚ptpq ď
f˚paq. But, since f˚ptq is increasing with respect to t we have that f˚ptpq ě f˚paq,
then we obtain that f˚psq is constant in the interval ra, tps. Also, since f1 P L8 because
|f1pxq| “ f˚ptpq, so }f1}8 “ f˚ptpq ă 8. Therefore, we have that
Kpt, f ;Lp, L8q ď }f0}p ` t}f1}8 “
ˆż
E
p|fpxq| ´ f˚ptpqqpdµ
˙1{p
` tf˚ptpq
“
˜ż µpEq
0
p|f˚psq| ´ f˚ptpqqpds
¸1{p
`
ˆż tp
0
pf˚psqqpds
˙1{p
“
ˆż tp
0
p|f˚psq| ´ f˚ptpqqpds
˙1{p
`
ˆż tp
0
pf˚psqqpds
˙1{p
ď C
ˆż tp
0
pf˚psqqpds
˙1{p
.
Note that if p “ 1, then C “ 1. In order to see that
Kpt, f ;Lp, L8q ě C
ˆż tp
0
pf˚psqqpds
˙1{p
we assume that f “ f0 ` f1, with f0 P Lp and f1 P L8. Using that λf pt ` sq ď λf0ptq `
λf1psq, we obtain that
f˚psq ď f0˚ pp1´ εqsq ` f1˚ pεsq, 0 ă ε ă 1.
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Then
ˆż tp
0
pf˚psqqpds
˙1{p
ď C
«ˆż tp
0
pf0˚ pp1´ εqsqqpds
˙1{p
`
ˆż tp
0
pf1˚ pεsqqpds
˙1{pff
ď C
«ˆż tp
0
pf0˚ pp1´ εqsqqpds
˙1{p
` tf1˚ p0q
ff
“ C
”
p1´ εq´1{p}f0}p ` t}f1}8
ı
.
Taking the infimum over the decomposition of f and letting εÑ 0 we obtain that
Kpt, f ;Lp, L8q ě C
ˆż tp
0
pf˚psqqpds
˙1{p
.
Notice that if p “ 1 then C “ 1.
Now we are going to see (5.2). In order to prove this we will use the Reiteration
Theorem 3.4.5 with the couple pLp0 , L8q. Let p1 “ 8, by (5.1), we have that
}f}θ,q “
ˆż 8
0
pt´θKpt, f ;Lp0 , L8qqpdt
t
˙1{q
„
˜ż 8
0
ˆ
t´θp0
ż tp0
0
pf˚psqqp0ds
˙q{p0 dt
t
¸1{q
“
˜ż 8
0
ˆ
tp0´θp0
ż 1
0
pf˚ptp0sqqp0sds
s
˙q{p0 dt
t
¸1{q
.
Since q ą p0 we have that q{p0 ą 1, so we can apply Minkowski’s inequalities 1.3.17 and
we arrive at
}f}θ,q ď C
ż 1
0
ˆ
sq{p0
ż 8
0
tp1´θqqpf˚pstp0qqq dt
t
˙
ds
s
ď C}f}p,q,
because p “ p0{p1´ θq. Conversely, since f˚ is nonnegative and decreasing, it follows that
C}f}p,q ď C
ˆż 8
0
ptp1´θqp0pf˚ptp0qqp0qq{p0 dt
t
˙1{q
ď }f}θ,q.
So, we have proved (5.2) for p1 “ 8, using the Reiteration Theorem 3.4.5 we obtain that
pLp0 , Lp1qη,q “ ppLr, L8qθ0,q0 , pLr, L8qθ1,q1qη,q “ pLr, L8qθ,q “ Lp,q,
where r ă p0 and θ “ p1´ ηqθ0 ` ηθ1. 
The following theorem identifies the space pLp0,q0 , Lp1,q1qθ,q.
Theorem 5.1.3. Suppose that p0, p1, q0, q1 and q are positive, possibly infinite numbers
and take
1
p
“ 1´ η
p0
` η
p1
where 0 ă η ă 1. Then, if p0 ‰ p1, we have that
pLp0,q0 , Lp1,q1qθ,q “ Lp,q.
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Proof. By the reiteration Theorem 3.4.5 and the theorem 5.1.2 we have that taking 0 ă
r ă minpp0, p1q and
1
pi
“ 1´ θi
r
, θ “ p1´ ηqθ0 ` ηθ1
we obtain that
1
p
“ 1´ θ
r
and that
pLp0,q0 , Lp1,q1qθ,q “ ppLr, L8qθ0,q0 , pLr, L8qθ1,q1qθ,q “ pLr, L8qθ,q “ Lp,q.

Remarks 5.1.4.
(a) If p0 “ p1 “ p then the Theorem 5.1.3 holds, using that θi “ θ and for any 0 ă η ă 1
the conditions of the theorem hold.
(b) From Theorem 3.3.1 we have that if 1 ď s1 ď s2 ď 8 then
pLp0,q0 , Lp1,q1qθ,s1 Ă pLp0,q0 , Lp1,q1qθ,s2.
But, by Theorem 5.1.3 we have that pLp0,q0 , Lp1,q1qθ,si “ Lp,si . So, we have that
Lp,s1 Ă Lp,s2 .
In other words, the spaces Lp,q are increasing with respect to q.
As a consequence of the Theorem 5.1.3 we have the Generalization of the Marcinkiewicz
Theorem 2.2.1.
Theorem 5.1.5 (The general Marcinkiewicz Interpolation Theorem). Take two measur-
able spaces pU, dµq and pV, dνq, assume that
T : Lp0,r0pU, dµq Ñ Lq0,s0pV, dνq,
T : Lp1,r1pU, dµq Ñ Lq1,s1pV, dνq,
where p0 ‰ p1 and q0 ‰ q1. Take
1
p
“ 1´ θ
p0
` θ
p1
,
1
q
“ 1´ θ
q0
` θ
q1
.
Then
T : Lp,rpU, dµq Ñ Lq,rpV, dνq, 0 ă r ď 8. (5.3)
In particular, we have that
T : LppU, dµq Ñ LqpV, dνq, if p ď q. (5.4)
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Proof. Notice that if r “ p we have that Lp,rpU, dµq “ LppU, dµq and since Lq,rpV, dνq “
Lq,ppV, dνq Ă LppV, dνq we have that (5.4) follows from (5.3). But, (5.3) follows from
Theorem 5.1.3 and the fact that the real methods are exacts (Theorem 3.1.11 and Theo-
rem 3.1.20). Since, by Theorem 5.1.3 we have that
Lp,rpU, dµq “ pLp0,r0pU, dµq, Lp1,r1pU, dµqqθ,r
and the same for Lq,rpV, dνq.

The most general consequence of Theorem 5.1.5 is that if r ď s ď 8 then we can write
(5.3) as
T : Lp,rpU, dµq Ñ Lq,spV, dνq, 0 ă r ď 8. (5.5)
As a particular case we have the Caldero´n’s interpolation theorem.
Theorem 5.1.6 (Caldero´n’s interpolation theorem). Suppose that ρ ą 0 and that
T : Lp0,r0 Ñ Lq0,s0 ,
T : Lp1,r1 Ñ Lq1,s1 ,
where p0 ‰ p1 and q0 ‰ q1. Put
1
p
“ 1´ θ
p0
` θ
p1
,
1
q
“ 1´ θ
q0
` θ
q1
.
Then
T : Lp,r Ñ Lq,s
if r ď s.
Proof. By Theorem 5.1.3 and Theorem 3.3.1 we have that if r ď s then
Lq,r Ă Lq,s.
And by Theorem 5.1.5 we have that
T : Lp,r Ñ Lq,r Ă Lq,s, 0 ă r ď s ď 8.
Therefore,
T : Lp,r Ñ Lq,s.

One of the most important motivations of the Lorentz spaces is the following theorem,
that is an Improvement of Hausdorff-Young inequality.
Theorem 5.1.7. The Fourier transform is a continuous operator from Lp to Lp
1,p where
1 ď p ď 2 and 1 “ 1{p` 1{p1.
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Proof. Since, by Section 1.3.3, we know that
L1
pÑ L8,
L2
pÑ L2,
we have that
pL1, L2qθ,p pÑ pL8, L2qθ,p.
Taking θ “ 1{p with 1 ď p ď 2 we have that, by Theorem 5.1.2, pL1, L2qθ,p “ Lp,p and
that pL8, L2qθ,p “ Lp1,p. And since Lp “ Lp,p, we have that
Lp
pÑ Lp1,p.

5.2 Hardy Spaces
In this section we will study the Hardy spaces and we will apply the complex interpolation
method to these spaces.
5.2.1 Definition
In this section we will introduce the Hardy Spaces and we will see some properties, as for
example, that they are Banach spaces. Here D will denote the unit ball in C.
Let us begin by defining the smallest of the Hardy spaces, the space H8.
Definition 5.2.1. We define the space H8 as
H8 “ H8pDq “ HolpDq X L8pDq.
where D is the unit disk, HolpDq is the space of Holomorphic functions in D and L8pDq is
the space of bounded functions in D.
We define the norm in H8 as }f}H8 “ supzPD |fpzq|.
Proposition 5.2.2. The space H8 is a Banach space.
Proof. We need to prove that H8 is closed on CpDq X L8pDq where CpDq is the space
of continuous functions. Let pfnqn P H8 such that fn Ñ f with the norm } ¨ }8. Since
CpDq XL8pDq is Banach we know that f P CpDq XL8pDq, so we only need to check that
f P HolpDq. But, as
}fn ´ f}H8 Ñ 0 ñ fn Ñ f
uniformly on compact subsets of D. Then, f P HolpDq. 
Now we are going to define the Hardy spaces Hp, but first we will define what is a
subharmonic function and for that we need to define what is an upper semicontinuous
function.
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Definition 5.2.3. Let X be a topological space. We say that a function u : X Ñ r´8,8s
is upper semicontinuous if the set
tx P X : upxq ă αu
is open in X for each α P R.
Remark 5.2.4.
(a) We say that u is lower semicontinuous if ´u is upper semicontinuous.
(b) It can be proved that u is upper semicontinuous if and only if
lim sup
xÑy
upxq ď upyq.
Now we can define what is a subharmonic function.
Definition 5.2.5. Let Ω be a domain in C and let u : Ω Ñ r´8,8q, then we say that u
is subharmonic in Ω if satisfies
1. u is upper semicontinuous,
2. u ı ´8 on each component of Ω,
3. u satisfies the submean value property, i.e. if Bpa, rq Ă Ω, then
upaq ď 1
2pi
ż 2pi
0
upa` reitqdt.
Definition 5.2.6. Let 0 ă p ă 8 and
Mppf, rq “
ˆ
1
2pi
ż 2pi
0
|fpreiθq|pdθ
˙1{p
.
Then f P Hp if f P HolpDq and
}f}Hp “ sup
0ără1
Mppf, rq ă 8.
Remark 5.2.7. Since |f |p is subharmonic we have that Mppf, rq is increasing with respect
to r. So, }f}Hp “ limrÑ1´Mppf, rq.
Lemma 5.2.8. Let 0 ă p ă 8. If f P Hp, then
|fpzq| ď
ˆ
2
1´ |z|
˙1{p
}f}Hp .
Proof. Let 0 ă r ă 1 since f is analytic we have that
|fpzq|p “ 1
2pi
ż 2pi
0
|fpreitq|p r
2 ´ |z|2
|reit ´ z|2dt
(see [1, Theorem 24]). Using that |reit ´ z| ě r ´ |z|, we arrive at
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1
2pi
ż 2pi
0
|fpreitq|p r
2 ´ |z|2
|reit ´ z|2dt ď
r2 ´ |z|2
pr ´ |z|q2Mppf, rq
p “ r ` |z|
r ´ |z|Mppf, rq
p
ď 2
r ´ |z|Mppf, rq
p.
Letting r Ò 1´ we have that
|fpzq| ď
ˆ
2
1´ |z|
˙1{p
}f}Hp .

Corollary 5.2.9. For p ě 1 we have that Hp is a Banach space.
Proof. Let pfnqn Ă Hp be a Cauchy sequence, by Lemma 5.2.8 we have that pfnqn is
uniformly Cauchy on compact subsets of D. Then there exists f P HolpDq such that
fn Ñ f uniformly on compact subsets of D. From the Cauchy condition we have that
}fn ´ f}Hp Ñ 0 ñ }f}Hp ď }fn ´ f}Hp ` }fn}Hp ă 8.

Since if f P Hp, then we have that fr “ fpreiθq P LppDq for all 0 ă r ă 1, we have
that f P LppDq. Moreover, since D is a compact subset of C we have that LppDq Ă LqpDq
if p ě q. Hence, we have that Hp Ă Hq if p ě q.
5.2.2 Interpolation
In this section we will see that if we have two couples of Hardy spaces, pHp1 , Hq1q and
pHp2 , Hq2q, and a linear and continuous operator T such that
T : Hp1 Ñ Hq1 , with norm M1,
T : Hp2 Ñ Hq2 , with norm M2,
then, T is a linear and continuous operator from Hp to Hq with p P rp1, p2s and q P rq1, q2s
as in Theorem 5.2.13. In order to see this we need to introduce some tools. We will begin
by defining the Blaschke condition and the Blaschke product.
Definition 5.2.10. Let tzku P D, the condition řkp1 ´ |zk|q ă 8 is called the Blaschke
condition.
Now we will define the Blaschke product and we will see that it converges uniformly
in compact sets.
Theorem 5.2.11. Let tzku Ă D satisfying the Blaschke condition. Then, the Blaschke
product defined as
Bpzq “
ź
k
zk
|zk|
ˆ
zk ´ z
1´ zzk
˙
converges uniformly on compact subset of D, and therefore defines an analytic function on
D vanishing exactly at the points tzku. Moreover, |Bpzq| ď 1 for all z P D.
5.2. HARDY SPACES 103
Proof. We need to show that for |z| ď R ă 1, řk |1 ´ bkpzq| ď CR ă 8, where bkpzq is
the k-th term of Bpzq.
1´ bkpzq “ |zk|p1´ zkzq ´ zkpzk ´ zq|zk|p1´ zkzq
“ |zk| ´ |zk|
2 ` zkzp1´ |zk|q
|zk|p1´ zkzq “
p1´ |zk|qp|zk| ` zkzq
|zk|p1´ zkzq .
Therefore,
|1´ bkpzq| ď p1´ |zk|q|zk|p1` |z|q|zk||1´ zkz| ď
2p1´ |zk|q
|1´ zkz| ď
2p1´ |zk|q
1´ |z| ď
2
1`R.

The following theorem tells us that given any function in Hp we can take out its zeros
and this does not affect the norm of the function.
Theorem 5.2.12 (Riesz Factorization Theorem). Any function f P Hp, p ą 0 such that
f ı 0 can be factored on the form f “ g ¨ B, where B is a Blaschke product and g is an
Hp function without zeros on D. Moreover
}f}Hp “ }g}Hp .
Proof. Let tznu the zeros of f in D. Then tznu satisfies the Blaschke condition (see [2,
Chapter 5, Theorem 2.2]). Let B be the Blaschke product with these zeros and consider
the function
gpzq “ fpzq
Bpzq
that has no zeros and is analytic on D. So, we have to see that g P Hp and that
}f}Hp “ }g}Hp .
Consider the finite Blaschke product Bn with zeros z1, ¨ ¨ ¨ , zn and let
gnpzq “ fpzq
Bnpzq .
For fixed n and ε ą 0, and for |z| near 1 we have that |Bnpzq| ą 1´ ε. Then
1
2pi
ż 2pi
0
|gnpreiθq|pdθ ă p1´ εq´pMppf, rqp ď p1´ εq´p}f}pHp .
Since the integral is monotone we have that this holds for all r ă 1. Letting εÑ 0 we get
sup
ră1
1
2pi
ż 2pi
0
|gnpreiθq|pdθ ď }f}pHp .
Now, using the Monotone Convergence Theorem we have that g P Hp with }g}Hp ď }f}Hp .
And since |fpzq| ď |fpzq||Bpzq| “ |gpzq|, we have that }g}Hp “ }f}Hp . 
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Now we can give the statement and the proof of the main theorem of this section.
Theorem 5.2.13. Let 0 ă θ ă 1, 1 ă p1, p2 ă 8 and 1 ď q1, q2 ď 8, consider the spaces
Hpi and LqipDq, and let T be a continuous operator from Hpj to Lqj pDq such that has
norm M1 and M2 respectively. Then,
T : Hp Ñ LqpDq
where
1
p
“ 1´ θ
p1
` θ
p2
,
1
q
“ 1´ θ
q1
` θ
q2
,
with norm less than or equal to KM1´θ1 M θ2 for some constant K depending only of p1 and
p2.
Proof. Assume that p1 ě p2, then Hp1 Ă Hp2 , and let n P N such that p1 ă n. For any
system of n complex-valued simple functions tg1, ¨ ¨ ¨ , gnu (i.e. gj takes values in C and
are of the form gjpzq “ χKpzq for some compact K Ă D), we define an operation T ˚ as
T ˚pg1, ¨ ¨ ¨ , gnq “ T pF1 ¨ F2 ¨ ¨ ¨Fnq, (5.6)
where
Fjpzq “ 1
2pi
ż 2pi
0
gjptqe
it ` z
eit ´ z dt.
By Lemma 5.2.8 we have that }Fj}Hr ď Ar}gj}Hr for 1 ă r ă 8. So, Fj P Hn{p1 . By
Ho¨lder’s inequality we have that
ś
j Fj P Hp1 , and so the left-hand side of (5.6) is defined.
T ˚ is additive in each gj because
F1 ¨ F2 ¨ ¨ ¨ pFj ` F 1jq ¨ Fj`1 ¨ ¨ ¨Fn “
nź
k“1
Fk `
¨˚
˝ nź
k“1
k‰j
Fk
‹˛‚¨ F 1j ,
and the linearity of T . Moreover, by Ho¨lder’s inequality we have that
}T ˚pg1, ¨ ¨ ¨ , gnq}Lqk pDq ďMk}F1 ¨ ¨ ¨Fn}Hpk ďMk}F1}Hpk ¨ ¨ ¨ }Fn}Hpk ,
for k “ 1, 2. Using that }Fj}Hr ď Ar}gj}Hr for 1 ă r ă 8, we arrive at
}T ˚pg1, ¨ ¨ ¨ , gnq}Lqk pDq ďMk}F1 ¨ ¨ ¨Fn}Hpk ďMkpAnnpkq
nź
j“1
}gj}Hnpk .
Then, T ˚ is a multilinear operation defined for all simple functions g1, ¨ ¨ ¨ , gn. Then, it
can be proved (see [13, Chapter XII, Theorem 3.3]) that
}T ˚pg1, ¨ ¨ ¨ , gnq}LqpDq ď pA1´θnp1Aθnp2qnpM1´θ1 M θ2 q
nź
j“1
}gj}Hnp , (5.7)
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where 0 ă θ ă 1 and
1
p
“ 1´ θ
p1
` θ
p2
,
1
q
“ 1´ θ
q1
` θ
q2
.
As it holds for gj simple functions, we can extend T
˚ to Lnq2pDqˆ¨ ¨ ¨ˆLnq2pDq, preserving
the inequality (5.7). But, if gj P Lnp2pDq then Fj P Hnp2 and so F1 ¨ F2 ¨ ¨ ¨Fn P Hp2 .
Therefore, the right-hand of (5.6) makes sense. Now we are going to show that (5.6) still
holds in the case that gj P Lnp2pDq. Let gj P Hnp2 and gmj be simple functions such that
}gmj ´ gj}Hnp2 Ñ 0 as mÑ8,
then
}T ˚pgm1 , ¨ ¨ ¨ , gmn q ´ T ˚pg1, ¨ ¨ ¨ , gnq}q2 Ñ 0
as mÑ8. But, by definition of Fj we have that
}Fmj ´ Fj}Hnp2 Ñ 0, }Fmj }Hnp2 ď Anp2}gmj }Hnp2 .
Therefore, we have that ›››››T
˜
nź
j“1
Fmj
¸
´ T
˜
nź
j“1
Fj
¸›››››
Lq2 pDq
Ñ 0.
Hence, (5.6) still holds in the case that gj P Lnp2pDq. Even more, since p1 ě p ě p2 we
have that (5.6) holds if gi P LnppDq. Now we are going to see that if P is any polynomial
then }TP }LqpDq ď }KM1´θ1 M θ2 }P }Hp . If we can see this then we can extend T to the
whole Hp.
Given P any polynomial, by the Riesz Factorization Theorem 5.2.12, we can write
P pzq “ BpzqGpzq where G is a polynomial without zeros and B is the Blaschke product
of P . Hence, define
F1 “ BG1{n, F2 “ F3 “ ¨ ¨ ¨ “ Fn “ G1{n.
Multiplying P by a number of modulus 1, we can assume that P p0q is real and since
Gp0q ą 0 then Bp0q is also real. Taking the main branch of G1{n, we have that Fjp0q is
real for all j. Then, since Fj are bounded and Fjp0q are real we have that
Fjpzq “ 1
2pi
ż 2pi
0
gjptqe
it ` z
eit ´ z dt,
with gj P LnppDq and gj are real valued. Hence, (5.6) holds and,
}TP }LqpDq “
›››››T
˜
nź
j“1
Fj
¸›››››
LqpDq
ď pA1´θnp1Aθnp2qnpM1´θ1 M θ2 q
nź
j“1
}gj}Hnp .
But
nź
j“1
ˆż 2pi
0
|Fjpeitq|npdt
˙p{n
“
nź
j“1
ˆż 2pi
0
|Gjpeitq|pdt
˙p{n
“ p2piqp}P }Hp .
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Therefore,
}TP }LqpDq ď pA1´θnp1Aθnp2qnpM1´θ1 M θ2 qp2piqp}P }Hp .
Taking K “ maxpAnnp1Annp2qp2piqp, we arrive at
}TP }LqpDq ď KpM1´θ1 M θ2 q}P }Hp .
Then, as it holds for any polynomial P , it still holds for any f P Hp. 
Chapter 6
Boundedness of Operators
In this chapter we will see some examples of operators and we will show how the interpola-
tion methods affect to these operators. In particular, we will study the Fourier multipliers
and, as a particular case, the Hilbert transform.
The results and definitions of those operators are in [11, Chapter II and Chapter IV.3].
6.1 Fourier Multipliers
In this section we will apply the theory of interpolation to the Fourier multipliers. These
type of operators are called “multipliers“ because its Fourier transform acts by multipli-
cation. We will define and give some examples of them. We will begin by defining what
is a Fourier multiplier.
Definition 6.1.1. Let m be a measurable function on Rn and define Tm with domain in
L2 X Lp by the following relation{Tmpfqpxq “ mpxqfˆpxq, f P L2 X Lp.
We say that m is a multiplier for Lp with 1 ď p ď 8 if Tmf P Lp and satisfies that
}Tmf}p ď C}f}p
where C is a constant independent of f .
Since L2 X Lp is dense in Lp we have that Tm extends uniquely in Lp. By simplicity
we shall denote by Tm this extension. And we denote byMp the class of multipliers such
that Tm : L
p Ñ Lp continuously.
The goal of this section is to see thatMp “Mp1 if 1 “ 1{p`1{p1 and thatM1 ĂM2.
Because if we see these things, then we will have that
M1 ĂMp ĂM2 1 ď p ď 2
and that
M8 ĂMp ĂM2 2 ď p ď 8.
Now we are going to see which are the Tm PM2 and Tm PM1.
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Proposition 6.1.2. The M2 class is the class of all bounded measurable functions and
the multipliers norm is identical with the L8 norm.
Proof. Let f P L2pRnq and m PM2, then by Parseval’s Theorem 1.3.39 we have that
}Tmf}22 “ }zTmf}22 “ }mfˆ}22 “ ż
Rn
|mpξqfˆpξq|2dξ.
But, since Tm is continuous we have that }Tmf}2 ď A2}f}22. Take f such that
fˆr,xpξq “ 1|Bpx, rq|1{2χBpx,rqpξq P L
2pRnq.
Then, we have that }fr,x}22 “ 1 and thatż
Rn
|mpξqfˆr,xpξq|2dξ “ 1|Bpx, rq|
ż
Bpx,rq
|mpξq|2dξ ď A2.
By the Lebesgue Differentiation Theorem 1.3.22 we arrive at
1
|Bpx, rq|
ż
Bpx,rq
|mpξq|2dξ Ñ |mpxq|2 a.e. x
as r Ñ 0. Therefore, }m}8 ď A, but since A is the infimum over all the constants such
that }Tmf}2 ď A}f}2, we have that A ď }m}8, then A “ }m}8. 
Proposition 6.1.3. The M1 class is the class of Fourier transforms of elements of
BpRnq, (the finite Borel measures), and the norm of M1 is identical to the norm of
BpRnq.
Proof. Let f P L1 and µ P BpRnq, then the Fourier transform of µ is
µˆpξq “
ż
Rn
e´ix¨ξdµpxq.
So, we have that
|µˆpξq| “
ˇˇˇˇż
Rn
e´ix¨ξdµpxq
ˇˇˇˇ
ď
ż
Rn
|e´ix¨ξ||dµpxq| “
ż
Rn
|dµpxq| “ }µ}BpRnq.
So, }µˆ}8 ď }µ}BpRnq. Now, define
Tfpxq :“
ż
Rn
fpx´ yqdµpyq “ pf ˚ µqpxq.
Then, by Fubini, we have that
}Tf}1 “
ż
Rn
ˇˇˇˇż
Rn
fpx´ yqdµpyq
ˇˇˇˇ
dx ď
ż
Rn
ż
Rn
|fpx´ yq|dxdµpyq “ }f}1
ż
Rn
dµpyq
“ }µ}BpRnq}f}1
and }xTf}8 ď }µˆ}8}fˆ}8. So, we have that
BˆpRnq ĂM1.
For the other inclusion see [7, Theorem 3.6.4]. 
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The following theorem shows that Mp “Mp1 with 1 “ 1{p` 1{p1.
Theorem 6.1.4. Assume that 1 “ 1{p ` 1{p1, 1 ď p ď 8, then Mp “ Mp1 with equal
norms.
Proof. Let m P Mp and let us denote σpfqpxq “ ˜¯fpxq “ f¯p´xq, then we have that
σ´1pfqpxq “ ¯˜fpxq. Moreover,
pσpfqpxqq
Ź
pyq “
ż
Rn
f¯p´xqe´ix¨ydx “ ´
ż
Rn
f¯pxqeix¨ydx “ ´ ¯ˆfpyq.
Then,
pTmσpfqpxqq
Ź
pyq “ ´mpyq ¯ˆfpyq.
But, also we have that
pσ´1pfqpxqq
Ź
pyq “
ż
Rn
Ğfp´xqe´ix¨ydx “ ´ ż
Rn
f¯pxqeix¨ydx “ ´ ¯ˆfpyq.
So, we arrive at
pσ´1Tmσfpxqq
Ź
pyq “ ´pTmσpfqpxqq
Ź
pyq “ m¯pyqfˆpyq.
Therefore, σ´1Tmσ “ Tm¯. Even more, if m P Mp then m¯ P Mp with the same norm.
Now, since L2 X Lp is dense in Lp we can consider f P L2 X Lp and g P L2 X Lp1 , and use
Plancherel’s Theorem 1.3.35 to obtain
xTmf, gy “
ż
Rn
Tmfpxqg¯pxqdx “
ż
Rn
mpxqfˆpxq¯ˆgpxqdx “
ż
Rn
fˆpxqm¯pxq¯ˆgpxqdx “ xf, Tm¯gy.
Assume also that }f}p “ 1, thenˇˇˇˇż
Rn
fpxqTm¯g¯pxqdx
ˇˇˇˇ
“
ˇˇˇˇż
Rn
Tmfpxqg¯pxqdx
ˇˇˇˇ
ď }Tmf}p}g}p1 ď }f}pA}g}p1 “ A}g}p1 ,
where A is the norm of m in Mp. Now, taking the supremum over f we obtain that
}Tm¯g¯}p1 ď A}g}p1 .
Then m P Mp1 and }m}Mp ě }m}Mp1 . Using the same argument but assuming that
m PMp1 we obtain that Mp1 “Mp with equal norms. 
Note that by Proposition 6.1.3, we have that M1 ĂM2. Then, by Theorem 6.1.4 we
have that M8 ĂM2. So, it remains to see that for any 1 ď p ď q ď 2 we have that
M1 ĂMp ĂMq ĂM2.
Theorem 6.1.5. Let 1 ď p ď 2 and take m PMp ,then, m PMq for p ď q ď 2.
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Proof. Let 1 ď p ď 2 and take m P Mp and consider Tm the operator associated to m.
Then,
Tm : L
p Ñ Lp.
But, by Theorem 6.1.4 we have that m PMp1 so
Tm : L
p1 Ñ Lp1 .
Take p ď q ď 2, therefore p ď q ď p1. By The General Marcinkiewicz Interpolation
Theorem 5.1.5 we have that
Tm : L
r,q Ñ Lr,q
where
1
r
“ 1´ θ
p
` θ
p1
for 0 ă θ ă 1. So, we have to compute θ such that r “ q, since
1 “ 1
p
` 1
p1
we obtain that
1
q
“ 1´ θ
p
` θ
p1 “
1´ θ
p
` θpp´ 1q
p
“ 1´ θ ` θp´ θ
p
“ 1` θpp´ 2q
p
.
Then, we have that
1
q
“ 1` θpp´ 2q
p
ô θ “
p
q ´ 1
p´ 2 “
q ´ p
qp2´ pq .
Notice that
q ´ p
qp2´ pq “
q ´ p
q ` pq ´ pq P p0, 1q.
So, taking this θ we will arrive at
Tm : L
q,q Ñ Lq,q
but Lq,q “ Lq. Hence, m PMq. 
Now, we have that for any 1 ď p ď q ď 2
M1 ĂMp ĂMq ĂM2,
but, by Theorem 6.1.4 we also have that
M8 ĂMp1 ĂMq1 ĂM2
and if p ď q ď 2, then p1 ě q1 ě 2. This means that the Mp is increasing with respect to
p if 1 ď p ď 2 and it is decreasing with respect to p if 2 ď p ď 8.
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6.2 Hilbert Transform
In this section we will define the Hilbert transform and we will apply the interpolation
methods to this operator. We will begin by giving the expression of this transformation.
Definition 6.2.1. Let f P LppRq we define the Hilbert transform of f as
Hpfqpxq “ 1
pi
p. v.
ż
R
fpx´ yq
y
dy.
Note that this integral has to be interpreted as
lim
εÑ0
1
pi
ż
|y|ěε
fpx´ yq
y
dy “
ˆ
p. v.
1
piy
˚ f
˙
pxq.
The purpose of this section is to show that H : LppRq Ñ LppRq continuously for
1 ă p ă 8 but that for p “ 8 it does not hold.
In the following proposition we will see that the Hilbert transform is a tempered
distribution.
Proposition 6.2.2. The Hilbert transform applied to some point x is a tempered distri-
bution.
Proof. In order to see that H is a tempered distribution we will begin by proving that it
is a distribution. That H is linear follows from the linearity of the integral and the limit.
Let ϕ P DpRq and consider |Hpϕqpxq| for any x P Rn, then we have that
pi|Hpϕqpxq| ď lim
εÑ0
ˇˇˇˇ
ˇ
ż
εă|y|ă1
ϕpx´ yq
y
dy
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇ
ż
|y|ě1
ϕpx´ yq
y
dy
ˇˇˇˇ
ˇ
Without lost of generality we can consider x “ 0, and since if ϕ P DpRq then ϕ˜ P DpRq
we can take ϕpyq instead of ϕp´yq and we obtain that
pi|Hpϕqp0q| ď lim
εÑ0
ˇˇˇˇ
ˇ
ż
εă|y|ă1
ϕpyq
y
dy
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇ
ż
|y|ě1
ϕpyq
y
dy
ˇˇˇˇ
ˇ
Since 1{y P L1locpRzt0uq we have that the second integral is bounded by C1}ϕ}m where
C1 is constant and independent of ϕ, } ¨ }m is the seminorm of a test function defined in
Section 1.4 and m P N. So, we only need to check the first integral. Since 1{y is odd we
have that ż
εă|y|ď1
dy
y
“ 0.
Hence, we can add ϕp0q{y since ϕp0q is constant and it does not modify the integral. So,
we get
lim
εÑ0
ˇˇˇˇ
ˇ
ż
εă|y|ă1
ϕpyq
y
dy
ˇˇˇˇ
ˇ “ limεÑ0
ˇˇˇˇ
ˇ
ż
εă|y|ă1
ϕpyq ´ ϕp0q
y
dy
ˇˇˇˇ
ˇ .
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Now, since ϕ is infinitely differentiable, in particular it is Lipschitz, so we have that
lim
εÑ0
ˇˇˇˇ
ˇ
ż
εă|y|ă1
ϕpyq ´ ϕp0q
y
dy
ˇˇˇˇ
ˇ ď limεÑ0
ż
εă|y|ă1
|ϕpyq ´ ϕp0q|
|y| dy ď limεÑ0
ż
εă|y|ă1
|Dϕpzq||y|
|y| dy
ď }Dϕ}L8 |Bp0, 1q|,
where |Bp0, 1q| is the measure of the ball of center 0 and radius 1. But, }Dϕ}L8 ď }ϕ}1
where }ϕ}1 is the seminorm of ϕ, therefore, we have that }p}1 ď }p}m and we obtain that
pi|Hpϕqp0q| ď }ϕ}mpC1 ` |Bp0, 1q|q.
So, H is a distribution, now we have to see that for all f P SpRq we have that
pi|Hpfqp0q| ď K}f}N
for some N P N and some constant K ą 0 independent of f . But notice that for the first
integral we only have used that ϕ P C8pRq, then it holds for f P SpRq because if f P SpRq
then f˜ P SpRq. Then, we have to check the second integral, then we have thatˇˇˇˇ
ˇ
ż
|y|ě1
fp´yq
y
dy
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇ
ż
|y|ě1
fpyq
y
dy
ˇˇˇˇ
ˇ ď
ż
|y|ě1
|fpyq|
|y| dy.
Multiplying and dividing by |y|2 and using that 1 ď |y| we have thatż
|y|ě1
|y|2|fpyq|
|y|2|y| dy ď
ż
|y|ě1
}f}1
|y|2 dy “ K}f}1
where K is a constant independent of f . Therefore, we have that
pi|Hpfqp0q| ď }f}1pK ` |Bp0, 1q|q.
So, H P S1pRq. 
Now, let us compute the Fourier transform of H, we had seen in the Section 1.4.1 that
Hˆpϕq “ Hpϕˆq for ϕ P SpRq. In order to simplify the notation consider x “ 0. Then,
Hˆpϕqp0q “ 1
pi
lim
εÑ0
ż
|ξ|ěε
ϕˆpξq
ξ
dξ “ 1
pi
lim
εÑ0
ż
1{εě|ξ|ěε
ˆż
R
ϕpyqe´iy¨ξdy
˙
dξ
ξ
.
Applying Fubini and using that
eix “ cospxq ` i sinpxq
we arrive at
Hˆpϕqp0q “ 1
pi
lim
εÑ0
ż
R
ϕpyq
˜ż
1{εě|ξ|ěε
pcosp´y ¨ ξq ` i sinp´y ¨ ξqq dξ
ξ
¸
dy.
Since, cos is even and 1{ξ is odd we have thatż
1{εě|ξ|ěε
cosp´y ¨ ξqdξ
ξ
“ 0.
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And since, sinp´xq “ ´ sinpxq. we arrive at
Hˆpϕqp0q “ 1
pi
lim
εÑ0
ż
R
ϕpyq
˜
´i
ż
1{εě|ξ|ěε
sinpy ¨ ξqdξ
ξ
¸
dy.
Now, since for all 0 ă a ă b ă 8 we have thatˇˇˇˇż b
a
sinpxq
x
dx
ˇˇˇˇ
ď 4
we obtain that ż
1{εě|ξ|ěε
sinpy ¨ ξqdξ
ξ
is uniformly bounded by 8. Even more, we have that
lim
εÑ0
ż
1{εě|ξ|ěε
sinpy ¨ ξqdξ
ξ
“ pi sgnpyq.
Therefore, we can apply the Dominated Convergence theorem and enter the limit inside
the integral, and we get that
Hˆpϕqp0q “ 1
pi
ż
R
ϕpyq lim
εÑ0
˜
´i
ż
1{εě|ξ|ěε
sinpy ¨ ξqdξ
ξ
¸
dy “ 1
pi
ż
R
ϕpyqp´ipi sgnpyqqdy
“
ż
R
ϕpyqp´i sgnpyqqdy.
Hence, Hˆpxq “ ´i sgnpxq in the sense of distributions.
Now, since SpRq is dense in LppRq for all 1 ď p ă 8 we can compute Hpfqpxq for
f P LppRq as the limit in LppRq of Schwarz functions. Thus, we can reduce to prove that
}Hpfq}Lp ď C}f}Lp
for some constant C independent of f and for f P SpRq.
Proposition 6.2.3. The Hilbert transform is a continuous operator form L2pRq to L2pRq.
Proof. Let f P SpRq since SpRq is dense in L2pRq we have that f P L2pRq, and then we
can apply Parseval Theorem 1.3.39 to f , and we obtain that }fˆ}22 “ }f}22. But, using the
definition of the Fourier transform for tempered distributions we have that
}Hˆpfq}22 “ }Hpfˆq}22,
and, since we saw before Hˆpxq “ ´i sgnpxq in the sense of distributions, we obtain that
}Hˆpfq}22 “ }f}22.
Moreover, since the Fourier transform goes from SpRq to SpRq we have that there exists
g P SpRq such that fˆ “ g and, then, by Parseval Theorem 1.3.39 we arrive at
}g}22 “ }f}22 “ }Hˆpfq}22 “ }Hpfˆq}22 “ }Hpgq}22.
Therefore, H : L2pRq Ñ L2pRq continuously with norm 1. 
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In order to prove that H : L2
kpRq Ñ L2kpRq we need the following lemma which gives
us a formula for the square of the Hilbert transform.
Lemma 6.2.4. Let f P SpRq, then for all x P R we have that
pHpfq2pxq “ f2pxq ` 2HpfHpfqqpxq.
Proof. Notice that since H acts as a convolution it is a Fourier multiplier with mpξq “
Hˆpξq “ ´i sgnpξq. So, we have that
fˆ2pξq ` 2pHpfHpfqq
Ź
pξq “ pfˆ ˚ fˆqpξq ` 2mpξqpfˆ ˚ zHpfqqpξq.
Applying that ˆHpfqpxq “ mpxqfˆpxq and the definition of convolution we arrive at
pfˆ ˚ fˆqpξq ` 2mpξqpfˆ ˚ zHpfqqpξq “ ż
R
fˆpηqfˆpξ ´ ηqdη ` 2mpξq
ż
R
fˆpηqfˆpξ ´ ηqmpηqdη.
(6.1)
But, since the convolution is associative we also have that
pfˆ ˚ fˆqpξq ` 2mpξqpfˆ ˚ zHpfqqpξq “ ż
R
fˆpηqfˆpξ ´ ηqdη (6.2)
` 2mpξq
ż
R
fˆpηqfˆpξ ´ ηqmpξ ´ ηqdη. (6.3)
So, averaging (6.1) and (6.2) we get
fˆ2pξq ` 2pHpfHpfqq
Ź
pξq “
ż
R
fˆpηqfˆpξ ´ ηqp1`mpξqpmpηq `mpξ ´ ηqqqdη.
Now, we are going to prove that
mpηqmpξ ´ ηq “ 1`mpξqmpηq `mpξqmpξ ´ ηq
because if this happens thenż
R
fˆpηqfˆpξ ´ ηqp1`mpξqpmpηq `mpξ ´ ηqqqdη “
ż
R
fˆpηqfˆpξ ´ ηqmpηqmpξ ´ ηqdη
“ pzHpfq ˚ zHpfqqpξq.
Hence,
fˆ2pξq ` 2pHpfHpfqq
Ź
pξq “ pzHpfq ˚ zHpfqqpξq
what implies that pHpfq2pxq “ f2pxq ` 2HpfHpfqqpxq. So, let us prove that
mpηqmpξ ´ ηq “ 1`mpξqmpηq `mpξqmpξ ´ ηq
or equivalently,
0 “ 1`mpξqmpηq `mpξ ´ ηqpmpξq ´mpηqq.
Since mpxq “ ´i sgnpxq we have that
1`mpξqmpηq `mpξ´ ηqpmpξq ´mpηqq “ 1´ sgnpξq sgnpηq ´ sgnpξ´ ηqpsgnpξq ´ sgnpηqq.
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Assume that sgnpηq “ sgnpξq, then
1´ sgnpξq sgnpηq ´ sgnpξ ´ ηqpsgnpξq ´ sgnpηqq “ 1´ sgnpξq2 “ 1´ p˘1q2 “ 0.
Assume now that sgnpηq “ ´1 and that sgnpξq “ 1, then
1´ sgnpξq sgnpηq ´ sgnpξ ´ ηqpsgnpξq ´ sgnpηqq “ 1` 1´ sgnpξ ´ ηqp1´ p´1qq
“ 2´ 2 sgnpξ ´ ηq.
But, since sgnpηq “ ´1 and sgnpξq “ 1 we have that ξ ´ η ą 0, so sgnpξ ´ ηq “ 1 and we
obtain that
1´ sgnpξq sgnpηq ´ sgnpξ ´ ηqpsgnpξq ´ sgnpηqq “ 0.
Finally assume that sgnpηq “ 1 and that sgnpξq “ ´1, then
1´ sgnpξq sgnpηq ´ sgnpξ ´ ηqpsgnpξq ´ sgnpηqq “ 1` 1´ sgnpξ ´ ηqp´1´ 1q
“ 2` 2 sgnpξ ´ ηq.
But, since sgnpηq “ 1 and sgnpξq “ ´1 we have that ξ ´ η ă 0, so sgnpξ ´ ηq “ ´1.
Therefore, we get that
1´ sgnpξq sgnpηq ´ sgnpξ ´ ηqpsgnpξq ´ sgnpηqq “ 0.
Hence,
mpηqmpξ ´ ηq “ 1`mpξqmpηq `mpξqmpξ ´ ηq.

Now we are going to see that the adjoint operator of H, H˚ is ´H, if we see this,
since pHˆpξqq2 “ p´i sgnpξqq2 “ ´1, we will have that H2 “ ´I, where I is the identity
operator. But, since
Hˆ2pfqpxq “ HˆpHpfqqpxq “ p´i sgnpxqqHˆpfqpxq “ p´i sgnpxqq2fˆ “ ´1,
we have that Hˆ2 “ ´1 (in the sense of distributions). Denote by mHpxq “ Hˆpxq and
mH˚pxq “ Hˆ˚pxq, then by definition of adjoint operator we get that, for all f, g P SpRqż
R
mHpxqfˆpxqĚgpxqdx “ ż
R
HpfˆqpxqĚgpxqdx “ ż
R
fˆpxqH˚pgpxqqdx.
Now using the Hat Theorem 1.3.25 we obtain thatż
R
mHpxqfˆpxqĚgpxq ż
R
fpxqmH˚pxqgˆpxqdx.
Using again the Hat Theorem 1.3.25 we arrive atż
R
mHpxqfˆpxqĚgpxq ż
R
fˆpxqmH˚pxqgpxqdx.
Hence, mHpxq “ mH˚pxq but as mH˚pxq “ mHpxq “ ´mHpxq “ i sgnpxq we can conclude
that H˚ “ ´H. So, we have that H2 “ ´I.
The following theorem shows us that H : L2
kpRq Ñ L2kpRq continuously.
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Theorem 6.2.5. Let k P Nzt0u and let p “ 2k, then H : LppRq Ñ LppRq with norm Cp
is a constant which only depends of p.
Proof. By Proposition 6.2.3 we have that H : L2pRq Ñ L2pRq with norm 1. So, we have
proved the case k “ 1. Now we are going to apply induction with respect to k, assume
that H : LppRq Ñ LppRq is bounded with norm Cp and p “ 2k, since SpRq is dense in
L2ppRq it suffices to consider f P SpRq. Then,
}Hpfq}2p “ }Hpfq}1{2p .
But, by Lemma 6.2.4 we have that
}Hpfq}1{2p ď p}f}2p ` 2}HpfHpfqq}pq1{2.
Applying that }HpfHpfqq}p is bounded by Cp}fHpfq}p and that by Ho¨lder’s inequality
}fHpfq}p ď }f}2p}Hpfq}2p, we arrive at
}Hpfq}1{2p ď p}f}2p ` 2}HpfHpfqq}pq1{2 ď p}f}2p ` 2Cp}f}2p}Hpfq}2pq1{2.
So, we arrive at ˆ}Hpfq}2p
}f}2p
˙2
´ 2Cp }Hpfq}2p}f}2p ´ 1 ď 0.
So, taking
t “ }Hpfq}2p}f}2p
we have to solve the inequality t2 ´ 2Cpt´ 1 ď 0, but this gives us that
}Hpfq}2p
}f}2p “ t ď Cp `
b
C2p ` 1.
Now, taking supremum over }f}2p “ 1 we obtain that H : L2ppRq Ñ L2ppRq with norm
C2p ď Cp`
b
C2p ` 1. Then, we have that H : LppRq Ñ LppRq with norm Cp for all p “ 2k
with k P Nzt0u. 
Since we have that
H : L2
kpRq Ñ L2kpRq
H : L2
k`1pRq Ñ L2k`1pRq
continuously, by the General Marcinkiewicz Interpolation Theorem 5.1.5, we have that
H : LqpRq Ñ LqpRq continuously, for all q P r2k, 2k`1s. And as this happens for all
k P Nzt0u we can conclude that H : LqpRq Ñ LqpRq continuously, for all q P r2,8q. But,
since the Hilbert transform is a Fourier multiplier for 2 ď p ă 8, by Theorem 6.1.4, we
have that that H : LqpRq Ñ LqpRq continuously, for all q P p1,8q. So, it remains to see
that for p “ 8 it does not holds.
Proposition 6.2.6. Let gpxq “ χp0,1qpxq P L8pRq, then Hpgqpxq R L8pRq.
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Proof. Let gpxq “ χp0,1qpxq P L8pRq and take x ą 1, then
piHpgqpxq “ lim
εÑ0
ż
|y|ěε
gpx´ yq
y
dy.
But χp0,1qpx´ yq “ 1 if 0 ă x´ y ă 1, hence
lim
εÑ0
ż
|y|ěε
gpx´ yq
y
dy “
ż
0ăx´yă1
dy
y
“
ż x
x´1
dy
y
“ log
ˆ
x
x´ 1
˙
.
Note that
lim
xÑ1`
Hpgqpxq “ lim
xÑ1`
log
ˆ
x
x´ 1
˙
“ 8.
Therefore, Hpgq R L8pRq. 
Again, using the Theorem 6.1.4 we arrive at H : L1pRq Û L1pRq. Hence, we conclude
that H : LppRq Ñ LppRq continuously, for 1 ň p ň 8.
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