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Abstract: The leading term for the mutual Re´nyi information is studied for two
widely separated identical compound systems for free scalar fields in (d+1) Euclidean
space. The compound system consists of two identical spheres in contact, with a
result consistent with a universal form for the leading term for the mutual Re´nyi
information.
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1. Introduction
The study of entanglement entropy has become a significant quantity for the
understanding of the global structures of a quantum field theory. This involves the
von Neumann entropy
SA := −tr(ρA ln ρA) , (1.1)
computed from the reduced density matrix ρA of a subsystem A obtained from the
density matrix ρ of the theory by tracing over the complementary subsystem. In this
connection one is interested in the nth Re´nyi entanglement entropy defined as
S
(n)
A = (n− 1)
−1 ln tr(ρnA) (1.2)
with
SA = lim
n→1
S
(n)
A (1.3)
where explicit computations of S
(n)
A involve the so called replica trick [1,2]. Another
quantity of interest is the mutual information of two disjoint compact regions (A,B)
obtained from the n→ 1 limit of the Re´nyi entropies [3]
I(n)(A,B) = S
(n)
A + S
(n)
B − S
(n)
A∪B (1.4)
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Consider a free scalar field in Rd+1 with action
1
2
∫
dd+1(∂φ)2 (1.5)
Cardy [4] considers the mutual Re´nyi information entropy for two disjoint regions
(A,B) given by
I(n)(A,B) = (n− 1)−1 ln
[
Z(C
(n)
A∪B)Z
(n)
Z(C
(n)
A )Z(C
(n)
B )
]
, (1.6)
where Z(C
(n)
X ) is the partition function on the conifold C
(n)
X which is a d− 1 dimen-
sional sub-manifold of conical singularities along the boundary ∂X ∩ {τ = 0}, and
where Rd+1 = Rd × τ, with ~r ∈ Rd, and X ∈ (~r, τ), with τ thought of as Euclidean
time. Equation (1.6) is interesting as it is expected to only depend on the geometry
of A and B, and the data of the quantum field theory (QFT). Various examples
give new insights, particularly for entanglement across complicated boundaries. It
is the purpose of this paper to treat one such example, particularly since mutual
information for a free scalar field in higher dimensions has been studied in only few
papers [5–7].
For A and B asymptotically separated one can consider A and B separately to
obtain the leading term in the large separation r [4]
I(n)(A,B) ∼ g
(n)
d
(
RARB
r2
)d−1
(1.7)
or an alternate form, based on our results
I(n) ∼
h
(n)
d CACB
r2(d−1)
(1.8)
where CA and CB are the electrostatic capacities of A and B, RA and RB are their
linear sizes, and g
(n)
d and h
(n)
d are dimensionless numbers which characterize the
particular system. In this paper we consider the QFT (1.5) and with A and B each
two identical spheres in contact. [Four spheres in all]. We find
CA =
(2RA)
d−1
2d−2
∞∑
l=1
(−1)l+1
ld−1
(1.9)
where RA is the radius of one of the spheres in A, and similarly for B. In particular
we obtain
I(n)(A,B) ∼
2n
r2(d−1)
(RARB)
d−1
[
∞∑
l=1
(−1)l+1
ld−1
]2
{
1
4
n−1∑
j=1
(
1
j
)2 +
(n− 1)2
n2
}
(n− 1)−1 . (1.10)
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In our calculations we need the free Green’s function appropriate to (1.5) i.e.
〈φ(x1)φ(x2)〉 = G0(x1 − x2)
= |x1 − x2|
−(d−1) (1.11)
We also need
: φ2(x) := lim
δ→0
[
φ(x+ δ/2)φ(x− δ/2)−G0(δ)
]
(1.12)
and
〈: φ2(x1) :: φ
2(x2) :〉 = 2G0(x1 − x2)
2 . (1.13)
The conifold satisfies the boundary conditions [2, 3, 8]
φj(r, 0−) = φj+1(r, 0+) for r ∈ A
= φj(r, 0+) r /∈ A (1.14)
and similarly for B separately when A and B are widely separated, as in (1.7-1.8)
[In sec.2 ff, we find it convenient to use dimensionless Green’s functions and adjust
the normalization at the end of the calculation].
Cardy [4] shows that the leading contribution to (1.7-1.8) is obtained from his
equation (8), i.e.
1
2
r−2(d−1)n
[
n−1∑
j=1
(
lim
x1→∞
(x21)
d−1〈φj(x1)φ0(x1)〉C(n)
A
)(
lim
x1→∞
(x21)
d−1〈φj(x1)φ0(x1)〉C(n)
B
)
+
(
lim
x1→∞
(x21)
d−1〈: φ0(x1)
2 :〉
C
(n)
A
)(
lim
x1→∞
(x21)
d−1〈: φ0(x1)
2 :〉
C
(n)
B
)]
(1.15)
Further, the (conformal) inversion symmetry maps correlation functions on C
(n)
A to
C
′(n)
A which requires Green’s functions obtained from the inversion map. In particular
the inversion maps the double spheres of A to two parallel hyperplanes. Both A and
B can be described after inversion as
[{2-dimensional cone: opening angle 2πk} × Rd−1] (1.16)
The structure of the paper is as follows: In section 2 we compute the capacity of
the two spheres and Green’s functions for k = 1, in equations (2.5, 2.8). In section 3,
we compute the mutual Re´nyi information using the Green’s functions appropriate
to (3.3) for k ≥ 1. In section 4 we summarize our results and offer some conclusions.
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2. Two identical spheres
2.1 Capacity
As a preliminary for the calculation of the mutual information for the two spheri-
cal pairs, we use the inversion map to compute the capacity of two identical spheres in
contact in RD = Rd+1 . To do so, we make use of the inversion map in D-dimensions,
as follows. Let φ(r) be a solution of Laplace’s equation in D-dimensions. Consider
the inversion through the origin by a sphere of radius a. Then, there is another
solution of Laplace’s equation
φI(~r ) =
(a
r
)D−2
φ
(
a2
r
~r
)
,
=
(a
r
)D−2
φ(~r I) . (2.1)
Use the inversion map of the two spheres at potential V in contact in RD, with center
of inversion the point of contact of the two spheres. The inversion radius a is the
diameter of one of the spheres. The two spheres map to two parallel grounded planes
separated by 2a, after subtracting potential V from the original system. There are
an infinite set of image charges
q′n = (−1)
naD−2V (2.2)
beyond the grounded planes at a distance
r′n = (2n+ 2)a (2.3)
from the center of the inversion sphere. Map back to obtain the image charges for
the original two spheres, which are
qn = q
′
n
(
a
r′n
)D−2
=
(−1)n aD−2V
[2(n + 1)]D−2
(2.4)
inside each sphere. The total charge stored on the two spheres is
qtot = 2
∞∑
n=0
qn
=
aD−2
2D−3
∞∑
n=1
(−1)n+1V
nD−2
(2.5)
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so that the capacity for the two spheres is
CA =
aD−2
2D−3
∞∑
n=1
(−1)n−1
nD−2
,
=
ad−1
2d−2
∞∑
n=1
(−1)n+1
nd−1
(2.6)
which reduces to the familiar
CA = 2RA ln 2 (2.7)
for D = 3 with a = 2RA.
2.2 Green’s function
The contribution of the nth image charge to the Green’s function for this system
(before inversion) is
Gn(~r, ~rn) =
qn
|~r − ~rn|D−2
=
qn
[r2 + r2n − 2~r · ~rn]
(D−2)/2
=
qn
{r2 + a
2
4(n+1)2
− r a
(n+1)
rˆ · rˆn}(D−2)/2
(2.8)
where qn is given by (2.4) and |~rn| for the position of the image charge is
rn =
a2
r′n
=
a
2(n+ 1)
(2.9)
satisfying rnr
′
n = a
2. The angle between an arbitrary observer at ~r and the position
of the charge at ~rn is
cos γn = rˆ · rˆn (2.10)
The z-axis lies along the common diameter of the two spheres, with origin at the
point of contact. Therefore
~rn = ±rnzˆ (2.11)
locates the image charges in the original two sphere configuration.
In section 3, we generalize the strategy of this section so as to compute the mutual
Re´nyi information for a pair of two-spheres, widely separated using the inversion map
and method of images.
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3. Mutual Re´nyi information
3.1 The inversion map
Consider the free field Lagrangian (1.5) in Rd+1 with A, a pair of d-dimensional
identical balls of radius a/2 in contact, and similarly for B. The common equatorial
plane of the system is at τ = 0, where τ is the Euclidean time. This intersection
yields two pairs of two-spheres in contact. That is, the intersection is
{Sd−1 × Sd−1} ⊕ {Sd−1 × Sd−1} , (3.1)
which describes the two subsystem CA and CB. Consider CA and CB to be widely
separated, so that CA and CB can be analyzed individually. We proceed to do so.
Consider the inversion of A, as in section 2, which maps the two balls to two
hyperplanes in Rd. The plane τ = 0 is preserved in the map, so that {Sd−1 × Sd−1}
is mapped to two parallel hyperplanes Rd−1. That is, ∂A ∩ {τ = 0} is mapped to
two parallel hyperplanes Rd−1 separated by 2a.
We generalize this set-up so as to compute the mutual Re´nyi information. Before
carrying out an inversion, consider the conifold obtained by rotating by an angle θ
about the common z-axis of the pair of balls, with θ identified by θ + 2πk. Under
the inversion map, each sphere Sd−1 of the pair in A is mapped to
{2-dimensional conical singularity} × Rd−1 , (3.2)
so that the system A is mapped under inversion to
[{2-dimensional cone} × Rd−1]left ⊕ [{2-dimensional cone} × R
d−1]right , (3.3)
and similarly for B. That is (3.2) is the inversion for singularities along ∂A∩{τ = 0}.
Since A and B are asymptotically separated, we consider the inversion of A and B
individually. It is important to note that the “left-cone ” and “right-cone” in (3.3)
have the same opening angle, since the cones arise from a single rotation about the
common z-axis of the two spheres in contact. That is, each sphere of C
(k)
A is mapped
to a hyperplane of conical singularities, as in (3.2). Denote that system C
′(k)
A , so
that C
(k)
A and C
′(k)
A are related by the inversion map, and similarly C
(k)
B → C
′(k)
B . We
have the same conifold angle for A and B if the entire system is rotated about the
common z-axis of the original configuration.
3.2 Green’s function: k ≥ 1
In this section we generalize the strategy of Section 2.2, to include the conse-
quence of the conifolds. Use cylindrical coordinates for C
′(k)
A , i.e. (ρ, θ, z¯) where
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θ ∈ [0, 2πk] and ~z ∈ Rd−1 for each hyperplane of C
′(k)
A , which recall are separated by
2a. We write the Green’s function for C
′(k)
A schematically
G
′(1) = G
′(1)
L +G
′(1)
R , (3.4)
which are due to the image charges of the left and right hyperplanes respectively.
For a general observer and k = 1
G
′(1)
R =
∞∑
n=0
(−1)nad−1
{ρ2 + [(2n+ 2)a]2 − 2ρ(2n+ 2)a cos θ}(d−1)/2
, (3.5)
since the image charges are all at ~z = 0, and similarly for G
′(1)
L . However in our
problem, ~r →∞ in C
(k)
A is mapped to ~r
′ = 0 ∈ C
′(k)
A which implies ρ→ 0. Therefore,
from (3.5)
G
′(1)
R −−→ρ→0
1
2d−1
∞∑
n=0
(−1)n
(n+ 1)d−1
, (3.6)
[Note that our Green’s functions are dimensionless. At the end of our calculations
we change the normalization to obtain the Re´nyi information].
Now consider the Green’s function (3.4) for k ≥ 1, which satisfies the periodicity
condition
G
′(k)(ρ, θ + 2πk, ~z) = G
′(k)(ρ, θ, ~z) , (3.7)
for the two hyperplanes of (3.3), i.e. for C
′(k)
A . Following Cardy’s idea [4] , we
analytically continue (3.7) to k = 1/m, where m is a positive integer. Then by the
method of images, each charge q
′
n gives rise to m images, such that (3.7) is satisfied.
Thus (3.5) and (3.6) generalize to
G
′(1/m)
R = limρ→0
m−1∑
j=0
∞∑
l=0
(−1)lad−1
{ρ2 + [(2l + 2)a]2 − 2ρ cos(θ + 2πj/m)}(d−1)/2
,
= mG
′(1)
R , (3.8)
=
m
2d−1
∞∑
l=1
(−1)l+1
ld−1
,
Thus, from (3.6) and m = 1/k
G
′(k) =
m
2d−2
∞∑
l=1
(−1)l+1
ld−1
, (3.9)
=
1
k
1
2d−2
∞∑
l=1
(−1)l+1
ld−1
. (3.10)
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3.3 Re´nyi information
In order to compute the Re´nyi mutual information we need from (3.9-3.10)
n−1∑
j=1
[G
′(j) ]2 =
16
22d
[
∞∑
l=1
(−1)l+1
ld−1
]2 n−1∑
j=1
(
1
j
)2
, (3.11)
where
n−1∑
j=1
(
1
j
)2
= H
(2)
n−1 , (3.12)
is the generalized Harmonic number. Further we need to compute : φ2(x) : using
(1.12). That is
[G
′(n) −G
′(1) ] =
(1− n)
n
1
2d−1
∞∑
l=1
(−1)l
ld−1
. (3.13)
Finally, in order to make use of Cardy’s equations (7) and (8) we need to
i Change the dimension of the Green’s functions ,
ii Map G
′(j) to G(j), which is obtained from the map of C
′(j)
A to C
(j)
A .
Putting this all together, we obtain (1.10) for the leading contribution
I(n)(A,B) ∼
n
2r2(d−1)
CACB
{
1
4
n−1∑
j=1
(
1
j
)2
+
(n− 1)2
n2
}
(n− 1)−1 , (3.14)
where a = 2RA = 2RB, and C is as in (1.9). As a check, we find for n = 2
I(2)(A,B) ∼
1
2r2(d−1)
CACB , (3.15)
in agreement with Cardy, equation (11).
4. Conclusions
We have computed the leading term for the Re´nyi mutual information of two disjoint
regions of a pair of double spheres asymptotically separated. The result (1.7-1.8)
has the same general form of a pair of single spheres widely separated, so that
(1.7-1.8) may well be universal in form for free scalar fields in Rd+1, with only the
overall numerical coefficient depending on the system in question. The behavior for
finite separations and various systems, and generalizations of (1.5) are more difficult
problems which deserve attention. It would also be interesting to understand to what
extent this class of problems can be described holographically [9–12]. Note added:
Relevant results have appeared since this paper was originally posted [13], [14].
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