Rayleigh-Schrödinger perturbation theory is a well-known theory in quantum mechanics and it offers useful characterization of eigenvectors of a perturbed matrix. Suppose A and perturbation E are both Hermitian matrices,
Introduction
Suppose A ∈ C n×n is a Hermitian matrix, and its spectral decomposition is given by
where Λ = diag(λ 1 , . . . , λ n ), λ 1 ≥ λ 2 ≥ . . . ≥ λ n , and U := (u 1 , . . . , u n ) is a unitary matrix. Suppose E ∈ C n×n is a random Hermitian matrix, and A = A + E is the perturbed matrix.
Let u 1 be the leading eigenvector of A, which is of primary interest in this paper. To be specific, we want to derive sharp bounds on u 1 , u j . The study of eigenvector perturbation has proved to be quite useful in many fields, including statistics, applied mathematics, theoretical computer science, quantum mechanics and so on. More often than not, A is an ideal matrix, usually assumed to have a relatively simple structure, and E represents measurement errors, sampling errors or disturbance, generally interpreted as noise. Given the importance of spectral decomposition, it is, thus, desirable to understand how eigenvectors are perturbed.
For example, in community detection (Rohe et al., 2011) , A is usually a low rank matrix that encodes the information of unknown labels of vertices (which community a vertex belongs to), and spectral algorithms try to recover the label information from an observed random connectivity graph by computing top eigenvectors of A (adjacency matrix, graph Laplacian, etc.). In angular synchronization (Singer, 2011) , in order to estimate unknown angles θ 1 , . . . , θ n from noisy measurements y jk of offsets θ j − θ k , one practical approach is to build symmetric matrix H = (H jk ) where H jk = exp(iy jk ) and then extract the leading eigenvector from H.
A powerful tool for bounding the error u 1 −u 1 is Davis-Kahan theorem (Davis and Kahan, 1970) . In the simplest form, Davis-Kahan theorem bounds the ℓ 2 norm of the error as follows:
where E 2 = max u 2 ≤1 Eu 2 is the matrix operator norm, and δ := λ 1 − λ 2 is the gap between the first two eigenvalues of A. Note the global phase of u 1 has to be suitably chosen, since the leading eigenvector is not unique. In general cases where multiplicity of λ 1 is possibly greater than 1, Davis-Kahan theorem provides a bound for the error measured in terms of eigenspaces. The Davis-Kahan theorem enjoys great popularity in fields such as statistics and computer science, where it is commonly employed to study principal component analysis, spectral algorithm and so on (Von Luxburg, 2007; Rohe et al., 2011; Fan et al., 2013) . Its great applicability has led some people to examine the theorem more carefully, and particularly two interesting questions arise: (i) Is there any bound tighter than (1)? (ii) Can we characterize the error u 1 − u 1 in a more delicate fashion, beyond an ℓ 2 bound? For question (i), in general it is impossible to see improvement over (1). RayleighSchrödinger perturbation theory, as we will soon discuss, gives first-order asymptotic expansion of u 1 − u 1 that shows generally O( E 2 /δ) is indispensable. In particular, usually one has to require δ ≫ E 2 to make the error u 1 − u 1 vanish. To see the necessity of this condition, consider E = (λ 1 − λ 2 + ε)u 2 u Nevertheless, interesting results are obtained by Vu (2011) and O'Rourke et al. (2013) , in which an improvement over Davis-Kahan theorem is indeed possible when the matrix A is of low rank and λ 1 ≫ δ. Under favorable regime, u 1 − u 1 2 = o P (1) even when E 2 ≫ δ. These results are strong indications that we should include other eigenvalues in the bound on u 1 − u 1 2 , not merely the eigengap δ, especially when the eigenvalues exhibit different scales. Understandably, when the eigenvector perturbation is inhomogeneous, we should look at all eigenvalues rather than simply the eigengap δ.
For question (ii), Rayleigh-Schrödinger perturbation theory (Rayleigh, 1896; Schrödinger, 1926) , which is well-known in quantum mechanics, provides asymptotic characterization of the eigenvector perturbation. It also explains, in a sense, the mysteries in Vu (2011) and O' Rourke et al. (2013) . For t ∈ [0, 1], let A t = A + tE be an interpolation of A and A, and the leading eigenvector of A t is denoted by u t 1 accordingly. When t = 1, A t is simply A and u t 1 is u 1 . We can choose the global phase of u t 1 appropriately, such that for any j > 1,
The asymptotic result shows the amount of projection of u t 1 − u 1 onto span{u j } is inversely proportional to λ 1 − λ j . Note it leads to (1) in the asymptotic sense, since we can use a trivial inequality λ 1 − λ j ≥ δ and combine dominant terms in all projections to derive an ℓ 2 bound. But (1) is tight only when these 'gaps' λ 1 − λ j are comparable. When λ 1 − λ j exhibits different scales, a bound such as (1) that involves only the eigengap δ = λ 1 − λ 2 , is too crude. Informative and precise as it is, however, (2) is based on asymptotics, and cannot handle scenarios where t E 2 ≫ δ. This asymptotic theory falls apart when, for example, E = (λ 1 − λ 2 + ε)u 2 u * 2 , which we have encountered before. The main message of this paper is to show, when E is a random matrix, the pathological example is rare, and the relation | u 1 , u j | ∝ 1/(λ 1 − λ j ) is valid even when E 2 ≫ δ. Under a reasonable random regime, which includes GOE and GUE, and a condition on the eigenvalues involving all 'gaps' λ 1 − λ j versus a single gap δ, we prove
with high probability, where O(·) hides an absolute constant. The bound is true for all j > 1 simultaneously. We also prove that the bound (3) is tight, and that in general the condition on the eigenvalues cannot be weakened up to some poly-logarithmic term O(log K n) (for some K ∈ N).
Informally, we summarize our results as follows:
• u is approximately the solution to a system of linear equations.
• The eigengap δ := λ 1 − λ 2 can be as small as polylog n, a vanishing quantity compared with E 2 .
• Roughly speaking, | u 1 , u j | is comparable to 1/(λ 1 − λ j ) for all j > 1.
• In many scenarios, our bound improves upon Davis-Kahan theorem.
As a byproduct, we also have a result on perturbation of the leading eigenvalue that generalizes Weyl's inequality-see Theorem 3.4.
Here is the arrangement of the paper. We first state our nonasymptotic RayleighSchrödinger (RS) perturbation result in Section 2.1. Near-optimality results concerning the condition and tightness of the bound are stated in Section 2.2. Further related works and notational definitions are in Section 2.3 and Section 2.4. Proofs of main results run from Section 3 to Section 7, and supporting lemmas are in the appendix.
Main Results

Nonasymptotic RS perturbation theory
To set up our results, we first introduce the random regime and the assumption on eigenvalues of A, as a necessary step toward establishing our nonasymptotic Rayleigh-Schrödinger (RS) theory.
Regime of random perturbation
We suppose the random matrix E, under eigenbasis {u 1 , u 2 , . . . , u n }, has independent subgaussian variables above its diagonal. To be precise, denote
We suppose {Re( E jk ), Im( E jk )} j≤k are jointly independent and have zero mean; and for any j ≤ k the subgaussian norms of Re( E jk ), Im( E jk ) satisfy Re( E jk ) ψ 2 ≤ 1, Im( E jk ) ψ 2 ≤ 1. Here, Re(a) and Im(a) denote the real part and imaginary part of any a ∈ C, and for a subgaussian random variable ξ, the subgaussian norm is defined as ξ ψ 2 := sup q≥1 q −1/2 (E|ξ| q ) 1/q . As a special case, the perturbation E can be a GOE or a GUE, since they are invariant under any unitary matrix U. We remark that if we assume A is a diagonal matrix, then we can choose U to be an identity matrix. This means E = E, and the independence assumption is directly made on E, and also u 1 , u j is just the j'th entry of u 1 . It is important to state that, in fact, we will not lose anything by assuming A is diagonal, since we can first prove everything for the diagonal case and the general case will follow immediately.
Condition on eigenvalues
is interpreted as the infinity norm · ∞ when p = 2, and as the 1-norm · 1 when p = ∞. Suppose c 0 > 0 is some small absolute constant throughout the paper.
Assumption 2.1. Suppose either of the following: (1) there exists p ∈ [2, ∞) such that
Informally, we assume d(λ) p/(p−2) ≪ n −1/p . This assumption incorporates information from all 'gaps' λ 1 − λ j , rather than a single eigengap δ = λ 1 − λ 2 . The vector d(λ) is a reasonable quantity to expect since, according to RS perturbation theory, asymptotically
4) is equivalent to δ = Ω( √ n log n), so it regresses to the usual eigengap condition for Davis-Kahan theorem (δ ≫ E 2 = O P ( √ n)); but for other choice of p, this assumption allows for more flexibility. When other 'gaps' λ 1 − λ j (j > 2) are significantly larger, it is possible that δ ≪ E 2 . We will soon discuss many interesting examples this assumption encompasses. We remark that we can only look for p in the range [2, log n], with the only slight difference being a modification of constant c 0 . Indeed, when p = log n, d(λ) p/(p−2) ≍ d(λ) 1 and n 1/p ≍ 1, so there is no need to seek very large p. Now we are in a position to state the main result.
Theorem 2.1. Suppose n ≥ 2 and Assumption 2.1. Then, with probability 1 − O(n −1 ),
where C > 0 is an absolute constant.
Compared with the usual RS perturbation theory, there is an additional √ log n factor, because we need to bound | u 1 , u j | simultaneously for all j > 1. In Section 2.2 we show this is indeed sharp. A direct consequence of this bound is the sin θ bound, which is simply the bound on the angle between two leading eigenvectors (since λ 1 has multiplicity 1). Note that sin θ bound is a common metric for eigenspaces (see Stewart and Sun (1990) ). Suppose that we choose the global phase of u 1 such that u 1 , u 1 = u 1 , u 1 . We also write K n,p (λ) to denote the left-hand side of (4) or (5) (depending on p).
Corollary 2.1. Let θ( u 1 , u 1 ) := arccos u 1 , u 1 be the angle between u 1 and u 1 . Suppose n ≥ 2 and Assumption 2.1. Then, holds with probability 1 − O(n −1 ),
where C is the same constant as in Theorem 2.1. As a consequence, sin θ(
Since sin 2 θ( u 1 , u 1 ) = 1 − u 1 , u 1 2 , this bound is equivalent to a bound on u 1 , u 1 . This is also equivalent to ℓ 2 bound u 1 − u 1 2 up to an absolute constant, because in general we
The first bound in Corollary 2.1 is a direct consequence of Theorem 2.1. The second bound is due to a simple lemma (Lemma A.2). When K n,p (λ) = o(1), clearly the ℓ 2 error u 1 − u 1 2 tends to zero with high probability. Therefore, with a much weaker condition on eigenvalues, our nonasymptotic RS theory assures u 1 − u 1 2 = o P (1) even when E 2 ≫ δ.
Examples
Example 2.1 (large δ). Suppose the eigengap δ = λ 1 − λ 2 satisfies δ = Ω( √ n log n), then Assumption 2.1 holds with the choice p = 2. Thus, with p = 2, Theorem 2.1 offers a more delicate bound than (1). In particular, Corollary 2.1 gives a bound O( √ n log n/δ) for sin θ( u 1 , u 1 ), which recovers (1) except for a logarithmic term. Arguably, the additional term is incurred because we consider simultaneous control of u 1 , u j (for any j > 1) in the first place.
For many random models, the perturbation satisfies E 2 = O P ( √ n), and known results Nadakuditi, 2011, 2012) indicate we actually only need δ ≍ √ n for good characterization of leading eigenvectors (phase transition etc.). These results, however, assumes that A has low rank, and they cannot deal with cases where 'gaps' λ 1 − λ j have different scaling.
Example 2.2 (small δ). Suppose λ j = (n + 1 − j) log 2+ε n for 1 ≤ j ≤ n, where ε > 0. For sufficiently large n, (5) is true so Assumption 2.1 holds. Theorem 2.1 gives u 1 , u j+1 = O(j −1 (log n) −3/2−ε ) for j ≥ 1, which shows the perturbation is different along different direction u j . This inhomogeneity is also indicated by RS perturbation theory, a phenomenon not captured by (1).
Interestingly, the eigengap δ is as small as log 2+ε n, which is much smaller than the magnitude of the perturbation ( E 2 = O P ( √ n) for GOE). The heuristic explanation is that, the perturbation E affects all eigenvectors in a mild way, rather than changes a few eigenvectors severely. Bad examples such as E = (λ 1 − λ 2 + ε)u 2 u * 2 , which we encountered in Section 1, are very rare. Moreover, larger eigenvalues and their associated eigenvectors are less affected by the perturbation. This is also why if we desire a small δ, we usually require a larger λ 1 (λ 1 scales with n log 1+ε n here).
Example 2.3 (low rank). Suppose the rank of A is r, where r < n. Assume there is some p ∈ [2, ∞) such that the leading eigenvalue satisfies λ 1 = Ω( √ p log n n 1−1/p ), and the eigengap satisfies δ = Ω( √ p log n n 1/p r). Then Assumption 2.1 holds. In particular, choosing p = log n, we only need λ 1 = Ω(n log n), δ = Ω(r log n). When the rank is small, e.g., r = O(1), the eigengap can be as small as δ = Ω(log n).
It readily follows from Corollary 2.1 that sin θ( 
Optimality Results
In this subsection, we probe into two natural questions concerning the optimality of Theorem 2.1: is the upper bound sharp? Can the assumption be relaxed? We give an affirmative answer to the first question (up to a constant). We also show that in general it is necessary to require n 1/p d(λ) p/(p−2) = O(polylog n), where polylog n means log K n for some constant K. This is an indication that Assumption 2.1 cannot be weakened much except for a log term.
Without loss of generality, we constrain A to be a diagonal matrix, i.e., A = diag{λ 1 , . . . , λ n }, where λ 1 > λ 2 ≥ . . . ≥ λ n . We also only consider real numbers for simplicity. Clearly the eigenvectors of A are simply {e j } n j=1 , the standard basis in R n . We assume that E has the following structure:
where g is a standard normal vector N(0, I n−1 ). Recall that u 1 is the leading eigenvector of A = A + E, so u 1 , e j is simply the j'th entry of u 1 . The following theorem provides a lower bound on the entry-wise perturbation.
Theorem 2.2. Suppose n ≥ 2 and Assumption 2.1. Assume A = diag{λ 1 , . . . , λ n } with λ 1 > λ 2 ≥ . . . ≥ λ n , and E has the form (8). Then, with probability 1 − O(n −2 ),
As a consequence, with probability 1 − O(n −2 ) we have max j (λ 1 − λ j+1 )| u 1 , e j+1 | √ log n, which matches the upper bound in Theorem 2.1 up to some constant.
This theorem says that the upper bound in Theorem 2.1 is optimal. Roughly speaking, | u 1 , u j | has the 'right' form O(1/(λ 1 − λ j )), which agrees with the usual RS perturbation theory. It is possibly interesting to see if the additional √ log n factor can be removed for a given j, but we do not study this problem in this paper.
Our next task is to construct an example such that Theorem 2.1 fails while
In this example, we will see that the leading eigenvectors u 1 and u 1 are orthogonal to each other ( u 1 ⊥u 1 ) with high probability for large n, which implies that u 1 is an inconsistent estimator of u 1 . This inconsistency contrasts with the conclusion in Corollary 2.1, and therefore shows the near-optimality of the assumption (up to a log term).
The example is constructed as follows. Let A be a diagonal matrix, i.e., A = {λ 1 , λ 2 , . . . , λ n } where λ 1 > . . . > λ n , and E be a real symmetric matrix having zeros in its first row and first column. The bottom right block of E, denoted by G, is a GOE of size n − 1, meaning the off-diagonal entries of G are standard Gaussian variables N(0, 1), diagonal entries are N(0, 2), and entries above the diagonal are jointly independent. In matrix forms, we write
Clearly, the leading eigenvector of A is e 1 = (1, 0, . . . , 0) T . If, as we will prove, λ max (A 0 +G) > λ 1 , then A will have a leading eigenvector orthogonal to e 1 . To this end, we set λ n = 3 √ n.
and determine other values of λ j by λ 1 − λ j+1 = j (p−2)/p · n 1/p / log 2 n. Equivalently, we set
With this setting, Assumption 2.1 is slightly violated:
whereas Assumption 2.1 requires that n 1/p d(λ) p/(p−2) vanishes roughly as O(1/ √ log n) (O(1/ log n) for large p). The next result says Corollary 2.1 (and thus Theorem 2.1) would be false if we weakened the assumption by a log term O(polylog n).
Theorem 2.3. There exists some absolute constant N > 0 such that for all n > N, with probability 1 − O(n −1 ), λ max (A 0 + G) > λ 1 . As a consequence, this implies u 1 ⊥u 1 .
When n 1/p d(λ) p/(p−2) grows as slow as O(polylog n), this results says the perturbation may leave u 1 as a useless estimator of u 1 , as u 1 reveals no information about u 1 . It is possibly of interest to ascertain the optimal condition on n 1/p d(λ) p/(p−2) for our main results, but we do not pursue this goal in this paper.
Further Related Work
In classical paper by Davis and Kahan (1970) , only deterministic matrices were considered. Wedin (1972) established similar bounds for singular value decomposition, which is similar to spectral decomposition but applies to non-Hermitian matrices as well. Recently, Fan et al. (2016) studied ℓ ∞ perturbation bounds for structured low-rank matrices that have incoherent eigenvectors, but their result is suboptimal when perturbation matrix is random.
In the literature of random matrix theory and statistics, there are many results of eigenvectors for spiked Wigner matrices (Benaych-Georges and Nadakuditi, 2011) and spiked covariance matrices (Paul, 2007; Johnstone and Lu, 2012; Benaych-Georges and Nadakuditi, 2012) . These results assume that the matrix to be perturbed has low rank, and (implicitly) that the eigenvalues are of the same magnitude. Thus, these works are very different in nature with our results in this paper. Vu (2011) and O'Rourke et al. (2013) studied the top singular vectors (containing eigenvectors as a special case) of a perturbed (rectangular) matrix. To compare our result with theirs, suppose the matrices under consideration are symmetric. When A is of low-rank, and λ 1 ≫ δ, and the perturbation is random, they proved upper bounds that improve over Davis-Kahan theorem (or Wedin's theorem (Wedin, 1972) ). Roughly speaking, they showed that when λ 1 ≥ max{n, √ nδ}, with large probability,
See Theorem 9 in O' Rourke et al. (2013) . They also proved a more general theorem that requires a weaker assumption on the random model. Their bound is the same as what we obtained (see Example 2.3), except for a log term. Yet it is not clear why their result requires λ 1 ≥ max{n, √ nδ}, and how λ 1 ≫ δ helps. Our nonasymptotic RS perturbation theory offers a natural explanation and generalizes their results (with the price of a stronger independence assumption).
Notations
For complex vectors u, v ∈ C n , denote the conjugate transpose of u by u * , and denote the inner product by u, v = u * v. Let S n−1 denote the unit ball {u ∈ C n : u 2 = 1}. We use diag(u) to mean a diagonal matrix with its diagonal entries being u 1 , . . . , u n . For a complex matrix M, the real and imaginary parts of M are Re(M) and Im(M). We use ddiag(M) to extract its diagonal entries into a vector. For matrix norms, we denote M p = sup u p≤1 Mu p , and M p,q = sup u p ≤1 Mu q , where p, q ∈ [1, ∞]. For nonnegative numbers a, b, if a b (or a b), we mean there is an absolute constant C > 0 such that a < Cb (or a > Cb); we also write a = O(b) for a b and a = Ω(b) for a b. We write a ≍ b if a b and b a.
Preliminary Lemmas
Throughout this section, we will use X ∈ C n×n to denote a Hermitian matrix with zero mean and independent sub-gaussian entries in its upper triangular part, i.e., EX jk = 0, Re(X jk ), Im(X jk ) are independent for any 1 ≤ j ≤ k ≤ m, and Re(X jk ) ψ 2 ≤ 1, Im(X jk ) ψ 2 ≤ 1.
Matrix Norm Bounds
We will need a comparison theorem for subgaussian processes. The form of the following theorem is from Vershynin (2015) (see Theorem 8.2).
Theorem 3.1 (Fernique-Talagrand's comparison theorem). Let (T, d) be a separable metric space. Suppose G u is a Gaussian random process and H u is a separable sub-gaussian process on T where u ∈ T . Assume that EG u = EH u = 0 for all u ∈ T . Assume also that for some M > 0, the following increment comparison holds:
Then, for some absolute constant C > 0,
From Fernique-Talagrand's comparison theorem, it is easy to prove Chevet's inequality (Chevet, 1978) for the subgaussian process u, Xu . For completeness we include its proof in the appendix.
Theorem 3.2 (Chevet's inequality). Suppose T ⊂ C n has a countable and dense subset.
where C > 0 is an absolute constant, rad(T ) is the radius of T , and w(T ) := E sup u∈T | u, g | is the Gaussian width of T . Here g is a standard gaussian vector in C n .
From Chevet's inequality, we can give a sharp bound on the matrix norm X p ′ ,p . Here p ′ is the conjugate of p, meaning 1/p + 1/p ′ = 1.
Theorem 3.3. Suppose n ≥ 2, and p ∈ [2, ∞).
(ii) With probability 1 − O(n −4 ),
As a consequence, X p ′ ,p √ p log n n 1/p holds with probability 1 − O(n −4 ).
An easy consequence of this theorem is a vector norm bound as follows.
Corollary 3.1. Suppose p ∈ [2, ∞), and ξ ∈ C n is a random vector with independent entries.
Eigenvalue Perturbation
Suppose n ≥ 2 and µ 1 , µ 2 , . . . , µ n are all positive numbers. Let us denote D µ = diag(µ 1 , . . . , µ n ), i.e., a diagonal matrix consisting of µ 1 , . . . µ n on its diagonal. We will use notation ddiag(D
µ into an n-dimensional vector. Our goal is to establish X D µ with high probability under some condition on {µ j } n j=1 . Apparently, when D µ is a multiple of identity matrix (i.e., µ 1 = . . . = µ n ), X D µ is equivalent to λ max (X) ≤ µ 1 , and this problem has been studied in a wealth of papers (e.g., (Rudelson and Vershynin, 2010; Vershynin, 2010) ). Allowing D µ to be inhomogeneous (non-identical µ j 's), our quest can be regarded as a generalization of bounding the largest eigenvalue of a random matrix.
Suppose c ′ 0 > 0 is a suitably small absolute constant. We need the following condition on {µ j } n j=1 that controls the fluctuation of X. This condition is almost identical to Assumption
Assumption 3.1. Suppose either of the following: (1) there exists p ∈ [2, ∞) such that
Note that in fact (12) is a special case of (11) up to some absolute constant (which we discussed in Section 2). To see this, we set p = 4 log n and use the fact that n 1/p ≍ 1,
aims to control the fluctuation of X in an inhomogeneous way, where p offers flexibility of choices that can be tailed to different settings of {µ j } n j=1 . With p = 2, this condition encompasses the homogenous case (namely µ j 's are identical), though an additional √ log n factor appears.
We will state our result for eigenvalue perturbation in a slightly more general form, which is useful in Section 7. Suppose τ ∈ [0, 1] is any fixed number, and g ∈ C n is a random vector whose entries have jointly independent subgaussian real parts and imaginary parts, with Re(g j ) ψ 2 ≤ 1, Im(g j ) ψ 2 ≤ 1 for any j, and g is independent of X.
Theorem 3.4. Suppose n ≥ 2. Under Assumption 3.1, the following holds with probability
In particular, X D µ holds with probability 1 − O(n −4 ).
Remark 3.1. As we have seen in examples in Section 2, when p is large, the smallest element of {µ j } n j=1 can be as small as O(polylog n), which is vanishing compared to X 2 . For example, if µ j = C(n + 1 − j) log 3 n where C is a large constant, then (12) is satisfied. Theorem 3.4 also generalizes Weyl's inequality in terms of top eigenvalues in the random setting. To see this point, suppose λ 1 ≥ . . . ≥ λ n , and µ j = λ 1 − λ j+1 . Rearranging X D µ , we deduce that the top eigenvalue of diag(λ 2 , . . . , λ n ) + X is no greater than λ 1 . This is more general than Weyl's inequality in the sense that, with high probability, the perturbation X shifts the top eigenvalue upward by no more than λ 1 − λ 2 , which can be much smaller than X 2 .
The proof of Theorem 3.4 is based on the chaining argument (Dudley (1967) ; see van Handel (2014) for a nice treatment). It turns out that we need to bound the covering number of an ellipsoid because µ 1 , . . . , µ n are not identical. Let E a be an ellipsoid in R m with the lengths of axesa 1 , a 2 , . . . , a m , and N(E a ) be the minimum number of unit balls that cover E a . The following bound is from Dumer et al. (2004) and Dumer (2006) (also see Dumer (2007) ).
Lemma 3.1. For any θ ∈ (0, 1/2), the covering number of any ellipsoid E a satisfies
whereC is a constant, J = {j :
We will pick θ = 1/4 in the proof of Theorem 3.4. The above lemma says log N(E a ) is upper bounded by |J| log h(a) + O(|J θ |). Dumer et al. (2004) also provides a lower bound that shows log N(E a ) ≥ |J| log h(a). The extra term O(|J θ |), as is shown in the proof, is easy to control once we know how to bound |J| log h(a).
Eigenvector and Quadradic Equations
Recall the spectral decomposition of A:
where λ 1 ≥ λ 2 ≥ . . . ≥ λ n . To ease notations, henceforth we will drop the subscript and simply write u (or u) to denote the leading eigenvectors. Let us denote U = (u, U ⊥ ), where U ⊥ = (u 2 , . . . , u n ) is a n × (n − 1) matrix. We are interested in the leading eigenvector u of the perturbed Hermitian matrix A = A + E. Denote
Let us also denote
where q ∈ C n−1 . It is easy to check that ( u, U ⊥ ) forms an orthogonal basis. Our task is to study the q for which u is the leading eigenvector of A.
If u is an eigenvector of A, then we can find other orthogonal n − 1 eigenvectors in the space spanned by U ⊥ . Thus, we expect the necessary condition U * ⊥ A u = 0. It is also a sufficient condition, as shown in the next theorem. This leads to a system of quadratic equations (18).
where
Then u, defined in (16), is an eigenvector of A.
Proof. It can be checked that (18) is equivalent to
Then it is clear that ( u, U ⊥ R) diagonalizes A, and thus u is an eigenvector of A.
This theorem does not associate u with the largest eigenvalue λ max ( A) (or any particular eigenvalue), and therefore we have to match u with λ max ( A) with some additional efforts (see Section 7). Differing from methods that analyze u from its variational definition (e.g., Vu (2011) ), our analysis approaches u from equations, which was adopted in the proof of Davis-Kahan sin Θ theorem (Davis and Kahan, 1970) . The use of Davis-Kahan theorem is commonly aided with Weyl's inequality |λ j ( A) − λ j (A)| ≤ E 2 , which controls the fluctuation of the top eigenvalue and helps match eigenvectors with eigenvalues. Thanks to Theorem 3.4, which serves as a random counterpart of Weyl's inequality, we are able to match u with λ max ( A).
Properties of L −1
The random matrix L ∈ C (n−1)×(n−1) is a linear operator defined in Theorem 4.1-see (18). The properties of L −1 are important because, if the quadratic equations (18) are approximately linear, then q is roughly given by q ≈ L −1 E 21 . We will justify this heuristics in Section 6.
We begin with a few notational definitions. Let
22 be a copy of E 22 except that the m'th row and m'th column is set to zero, and denote ∆E
22 . It is easy to see that D D λ /2 under Assumption 2.1 (where c 0 is small enough), since δ ≫ E 11 with high probability. A rigorous statement is given in Lemma 5.2. By Theorem 3.4, L is invertible with probability 1 − O(n −4 ) (for small c 0 ). A more useful result is the following lemma, which is a consequence of contraction mapping theorem. Its condition holds with high probability (see Lemma 5.2), so we do not need to worry about invertibility of L (and also L (m) ).
Lemma 5.1. Suppose n ≥ 2, D is invertible, and
Then, L is invertible, and for any u ∈ C n−1 , we have
The same conclusion holds if E 22 is replaced by E
22 , and L by L (m) .
Lemma 5.1 is not sufficient for our analysis, due to its deterministic nature. Suppose E 21 is a standard Gaussian vector and we set u = E 21 , this lemma will lead to DL −1 E 21 p ≤ 2 E 21 p ≍ n 1/p for any fixed p. There is no obvious way to convert the ℓ p norm into ℓ ∞ norm while achieving the optimal bound DL −1 E 21 ∞ = O( √ log n) (with high probability). Our solution is to look at L −1 from an iterative perspective. Our first useful observation is that, for any y ∈ C n−1 , x = DL −1 y is the fixed point of a linear operator T , where
which is exactly x = T x. This is also the underpinning of Jacobi iterative method for numerically computing inverse of matrices.
This observation motivates us to study DL −1 y by looking at the sequence {x t } generated by the iteration x t+1 = T x t . This algorithmic thinking, however, soon encounters a difficulty: we don't know how x t depends on E 22 D −1 , which are both random. Analysis would be much easier if we could pretend that E 22 D −1 and x t are independent. It turns out that the dependence is so weak as if E 22 D −1 and x t were independent. To justify it, we need to track n sequences closely related to {x t }. For m = 1, . . . , n − 1 and t ≥ 1, given (possibly non-deterministic) v 0 , v 0,m ∈ C n−1 , let
In this paper, the superscript m over a vector or a matrix signifies that the random quantity (e.g., v t,m , E
22 ) is independent of the m'th row and m'th column of E 22 . Clearly, from the iterative definition, if v 0,m is independent of the m'th row and m'th column of E 22 , so does v t,m for all t ≥ 1. The key insight is that we can rewrite (19) into
where the subscripts mean the m'th coordinates. On the right-hand side, the first term is amenable for analysis because of independence. The second term concerns that proximity of v t and v t,m , whose difference under ℓ p norm, crucially, does not accumulate as t → ∞. To understand this, we need this following lemma.
Lemma 5.2. (i) With probability 1 − O(n −4 ),
where C 0 > 0 is an absolute constant.
(ii) Under Assumption 2.1, for p ∈ [2, ∞], with probability 1−O(n −2 ), the following holds:
p,p ′ ; and furthermore, for any m = 1, . . . n − 1,
where p ′ satisfies 1/p + 1/p ′ = 1. (iii) For any m = 1, . . . , n − 1, if a random vector ξ ∈ C n−1 is independent of m'th row and m'th column of E 22 , then under Assumption 2.1, for any p ∈ [2, ∞], with probability
This first part (i) is rather evident from the subgaussian assumption. Part (ii) is crucial in order to argue v t − v t,m p does not accumulate. Part (iii) utilizes independence, and leads to good coordinate-wise control of v t and v t,m . Now we can begin our analysis for the iterative sequences. Fix T := 5 + n. Let A := A 1 ∩ A 2 ∩ A 3 , where
We will choose v 0,m , for each m, in a way such that it is independent of m'th row and m'th column of E 22 (see Section 6). According to the definitions, so are v t,m . By Lemma 5.2 and the union bound, the event A has probability 1 − O(n −2 ). Under the event A, which holds high probability, bad examples of E are excluded. The next theorem is deterministic in nature, because results in (i)-(iii) hold pointwise in A ∩ B.
Theorem 5.1. Suppose n ≥ 2 and Assumption 2.1. Let ω > 0 be a fixed positive number, and B be an event determined by
∞ ≤ 3ω log n. Under A ∩ B, the following inequalities hold: (i) for t = 0, . . . T ,
where ω ′ = 4ω. 
This corollary says if we could ignore the quadratic term in (18) and solve an approximate linear equation Lq ≈ E 21 , the solution would already have the bound O( √ log n/(λ 1 − λ j )) for each coordinate. The next section justifies this approximation.
Proof of Theorem 5.1. (i) From the iterative definitions, we have
for any m = 1, . . . n − 1. We now begin our induction on t. For t = 0, the bounds (26) -(28) are trivially true under B. Suppose that we have proved (26) - (28) for t. To deal with t + 1, we notice that under A,
For any m = 1, . . . , n − 1, we can bound the m'th coordinate of v t+1 as follows:
where, in the first inequality, we used the identity
where (E 22 ) m· denotes the m'th row of E 22 . This proves (27) for the case t + 1. The bound on v t+1,m follows easily, since
By induction, (26) - (28) are true for t ≤ T (we cannot prove the bounds for t > T due to the definition of A 3 ).
(ii) For any t ≥ 1,
Under A, we have
This implies that {v t } is a Cauchy sequence, and therefore has a limit v ∞ = lim t→∞ v t in C n−1 . The same argument applies to v t,m , and we let v ∞,m denote their respective limits. Moreover, for any integer t > T , 
where we used the trivial bound x p ≤ n 1/p x ∞ to convert the norms (note n 1/p = 1 when p = ∞). Since 12 · 2 1−T n 1/p ≤ 24 · 2 −T n < 1 (recall T = n + 5), it follows that
where we used 2 2−T n 1/p ≤ 1. A similar bound holds for v t,m ∞ . By taking limits, the same three bounds hold for t = ∞. This finishes the proof of part (ii).
(iii) We let t → ∞ in (19) and (20), which leads to
This concludes the proof.
Analysis of Quadratic Equations
Recall that our goal is to study q, the solution to the system of quadratic equations:
If we could discard the quadratic term, then q would be determined by a linear system and Corollary 5.1 would have achieved our goal. However, this is not the case, but the good news is that the quadratic equations are approximately linear. The analysis is similar to what we have done in Section 5. Let q 0 = q 0,m = 0, and define recursively (23) and (24), with initializers being v 0 = q s and v 0,m = q s,m . For s = 0, we set v 0 = v 0,m = E 21 , and define A 0 = A 1 ∩ A 2 ∩ A 3 with initializer E 21 . Note that the way q s,m is defined assures independence of q s,m and m'th row and m'th column of E 22 . We also define events
log n}, ∀s ≥ 1.
Here C 0 > 0 is the same constant as in Lemma 5.2 part (i), and κ 1 = 8C 0 /3, κ 2 = 3κ 1 .
The results in Section 5 serve as building blocks for the analysis here, as we will need bounds for L −1 q s and (L (m) ) −1 q s,m .
Theorem 6.1. Suppose n ≥ 2 and Assumption 2.1. Under
, we have (i) for s = 1, . . . , T and m = 1, . . . , n − 1,
where κ 1 = 8C 0 /3, κ 2 = 3κ 1 are absolute constants.
(ii) for all s ≥ 1,
As a consequence, {q s } ∞ s=1 converges to a limit q ∞ , which is a solution to
And
Together with Theorem 4.1, this theorem implies u = (u + U ⊥ q ∞ )(1 + q 2 2 ) −1/2 is an eigenvector of A and that
with probability 1 − O(n −1 ). The remaining task, therefore, is to show that u is indeed the leading eigenvector, which is proved in Section 7.
Proof of Theorem 6.1. We assume that the constant c 0 in Assumption 2.1 is small enough such that δ ≥ max{2C 0 √ log n, 96κ 2 n 1/p √ log n}. Under B 0 and this assumption, each element along the diagonal of D satisfies D jj ≥ δ/2.
(i) We will prove the inequalities through induction on s. For s = 1, observe that
, and thus we can invoke Theorem 5.1, in which we set initializers v 0 = v 0,m = E 21 and ω = C 0 /3. By Theorem 5.1, under A 0 ∩ B 0 , the results (i)-(iii) apply, so
This proves inequalities (31) - (33) for the base case s = 1, which also implies Corollary 5.1 since
To proceed with the inductive step, suppose (31) - (33) are true for s, and we will consider the case s + 1. First we bound
The first term in the right-hand side is just D(q 1 −q 1,m ) p , which is bounded by κ 1 √ log n. To bound the second term and third term, note that
log n. (37) which is exactly the event B s . Now we resort to Theorem 5.1, in which we set v 0 = q s , v 0,m = q s,m , and ω = 4κ 1 δ −1 . According to Theorem 5.1, under A s ∩ B s ,
Moreover, by Hölder's inequality, under B 0 ,
where we used the trivial bound x p ≤ n 1/p x ∞ (note n 1/p = 1 when p = ∞). These inequalities, together with (31), (32), (38), (40), lead to a bound on (36):
log n · κ 1 log n ≤ 2κ 1 log n, since 64κ 2 n 1/p √ log n ≤ δ. This proves (31) for the case s + 1. To prove (32) for the case s + 1, note
where we used (39) and (41) in the second inequality, and (35) and (32) in the third inequality. Since 32κ 2 n 1/p √ log n ≤ δ/3, we derive Dq s+1 ∞ ≤ 4κ 2 √ log n/3, which proves (32) for the case s + 1. Finally,
This completes the inductive step. Therefore, under (31) -(33) are true for s = 1, . . . , T and any m.
(ii) Observe 
where, again, we used x p ≤ 2δ −1 Dx p and
we can use what we proved in part (i) to derive Dq
log n/12. Now we are going to show, via induction on s, that
From part (i) and the above argument, we know (43) hold for s ≤ T . Suppose for ℓ ≥ T , the inequalities in (43) are true for any s ≤ ℓ; and let us consider case ℓ+1.
≤ 2κ 2 log n + 2 · κ 2 log n/12 < 3κ 2 log n.
Furthermore, in (42) we set s = ℓ + 1, and the desired inequality 
It follows that
Finally, we use
Clearly the event
s=0 A s ∩ B 0 has probability 1 − O(n −1 ). The following corollary is a preparation for Section 7.
Corollary 6.1. Suppose n ≥ 2 and Assumption 2.1 with sufficiently small constant c 0 . With probability 1 − O(n −1 ),
As a consequence, when c 0 in Assumption 2.1 is small enough, q
Proof. By Theorem 6.1, D λ q ∞ ∞ ≤ 6κ 2 √ log n holds with probability 1 − O(n −2 ). So
This leads to the desired bound on q ∞ 2 . In light of Lemma A.2 (also see (57)), under Assumption 2.1 where constant c 0 is small enough, q ∞ 2 ≤ 1/4. It is easy to check that (1 + a) −1/2 ≥ 1 − a/2 for any a ∈ [0, 1], so
This finishes the proof of the corollary.
Matching Top Eigenvalue with u
In the previous section, we constructed a solution q ∞ to the quadratic equations (18) via an iterative process, in which we maintained a sharp bound Dq s ∞ for each iteration s. From Theorem 4.1, the associated vector
is an eigenvector of A. In this section, we will show that u is indeed the leading eigenvector of A.
To accomplish this, it suffices to show that the corresponding eigenvalue λ is larger than other eigenvalues of A. Our strategy is to argue that (i) λ > (λ 1 + λ 2 )/2; (ii) any other eigenvalue of A is smaller than (λ 1 + λ 2 )/2. The first claim (i) can be verified with the help of the bound we have established for q ∞ ; and the second claim (ii) can be demonstrated by finding an upper bound on sup x:x⊥ u x * Ax, which is achieved by using the eigenvalue perturbation result in Section 3.2.
Theorem 7.1. Under Assumption 2.1, with probability 1 − O(n −1 ), the leading eigenvalue of A has multiplicity 1, and u is a leading eigenvector of A.
Together with Theorem 6.1, this proves the main result Theorem 2.1 in Section 2.
A Appendix
We provide additional proofs in the appendix. The notations of constants (e.g., C 1 , C 2 ) will be reused in different proofs.
A.1 Proof of Theorem 2.2
Proof. Since A = diag{λ 1 , . . . , λ n }, where λ 1 > λ 2 ≥ . . . ≥ λ n , clearly if we choose u j = e j (which forms the standard basis in R n ), the assumption on randomness holds. And because E is a real symmetric matrix, we only need to consider real vectors. Denote u = (a, w)
T , where a ∈ R and w ∈ R n−1 . Without loss of generality we assume a ≥ 0. By definition, the leading eigenvector maximizes
where we used the normalization a 2 + w 2 2 = 1. Let ρ 1 , . . . , ρ n−1 be positive numbers determined by equations
The existence of ρ j 's and their positivity will be verified later. Using AM-GM inequality,
where we denote γ := n−1 j=1 ρ j . We claim that the maximum of u T A u is λ 1 + γ, and its unique maximizer satisfies ρ j a = g j w j for all j = 1, . . . , n − 1. In fact, the equality holds if and only if √ ρ j a = g j w j / √ ρ j for all j; and using a 2 + w 2 2 = 1 and a ≥ 0, we can uniquely determine
The expression is valid almost surely (excluding g j = 0). Note the amount of projection of u onto u j is u, u j+1 = w j . To derive a lower bound on |w j |, we need to study ρ j . From (44), we have
Here the first equation is obtained by summing the second one over j. It is clear that there exists a positive γ that satisfies the first equation (almost surely); and the positivity of ρ j follows immediately from the second equation. Moreover, with probability 1 − O(n −2 ), max j |g j | ≤ √ 6 log n, so γ ≤ 6 log n j (λ 1 − λ j+1 ) −1 . Recall that d(λ) is an (n − 1)-dimensional vector with j'th entry being (λ 1 − λ j+1 ) −1 . Thus,
where we used Hölder's inequality. Under Assumption 2.1,
When c 0 is small enough such that 6c 2 0 ≤ 1, we deduce γ ≤ δ, and hence
.
We claim that a ≥ 1/2. Once we establish this claim, we will arrive at |w j | ≥ |g j |/4(λ 1 −λ j+1 ), thus finishing this proof. To prove this claim, observe that
where we used max j |g j | ≤ √ 6 log n, and also
and therefore a ≥ 1/ √ 2 > 1/2. The proof is complete.
A.2 Proof of Theorem 2.3
Proof. Denote A 0 = A 0 + G. In this proof, we will suppress the subscript 2 in matrix operator norm · 2 . First notice that λ min (A 0 + G) ≥ λ n − G , which is nonnegative with probability 1 − O(e −cn ) where c is a constant, (see e.g., Vershynin (2016)). Thus, λ max ( A 0 ) = A 0 and it suffices to prove A 0 > λ 1 with probability 1 − O(n −2 ). It is easy to see that A 0 concentrates well around its mean E A 0 . Indeed, we view A 0 + G as a function of n(n − 1)/2 i.i.d. standard Gaussian variables {G jk } 1≤j<k≤n−1 and {G jj / √ 2} n j=1 , and we find that A 0 + G is a √ 2-Lipschitz function. By Gaussian concentration inequality (Boucheron et al., 2013) , for any t ≥ 0,
A lower tail bound also holds, which reads
We will use (45) to show (E A 0 + 2) 2 ≥ E A 0 2 , as follows:
2 log n − 2 with probability 1 − O(n −2 ). It is sufficient, therefore, to prove
Observe that
The j'th entry of Gu is a Gaussian variable with variance 1 + u 2 j , so
where the maximum is attained at u = (1, 0, . . . , 0) T . Thus, it boils down to showing λ 2 2 + n > (λ 1 + 2 2 log n + 2) 2 .
To verify it, we use λ 1 − λ 2 = n 1/p / log 2 n and λ 1 − λ n = (n − 1) (p−2)/p · n 1/p / log 2 n to obtain (λ 1 + 2 2 log n + 2) 2 − λ 2 2 ≤ (λ 1 − λ 2 + 2 2 log n + 2)(2λ 1 + 2 2 log n + 2)
The last line is due to p ≥ 2. Thus, for large enough n, (47) is true, which completes the proof.
A.3 Additional Proofs in Section 3
Proof of Theorem 3.2. Let us write X u = u, Xu . For each u ∈ T , X u is a linear combination of (Re(X jk )) j≤k and (Im(X jk )) j≤k , so X u is also sub-gaussian. For any u, v ∈ T ,
So, by independence, we can bound the ψ 2 norm of X u − X v (Lemma 5.9 in Vershynin (2010)).
where C > 0 is an absolute constant. We used the fact that u 2 ≤ rad(T ), v 2 ≤ rad(T ) in the last inequality. Let G u := 4C Re u, g be a Gaussian process, where g is a standard complex Gaussian vector. It is straightforward to check that
2 , so (10) holds with M = rad(T ). From Fernique-Talagrand's comparison theorem, we conclude this, for any centered random variable ξ with ξ ψ 2 ≤ 1, we have tail probability bound P(|ξ| > t) ≤ exp(1 − t 2 /C 2 1 ) for all t > 0 (Vershynin, 2010) , and this leads to
where we chose τ = 3C 1 in the last inequality. To invoke Talagrand's concentration inequality, we observe that for any Hermitian matrix M ∈ C n×n ,
Thus for any Hermitian
so · p ′ ,p is 8-Lipschitz as a function of {Re(M jk ), Im(M jk )} j≤k . Moreover, · p ′ ,p is a convex function since it is a norm. Applying Talagrand's concentration inequality (Talagrand, 1995) to X p ′ ,p , we deduce
Setting t = C 3 √ log n where C 3 > 0 is some large constant, we have | X p ′ ,p − E X p ′ ,p | ≤ 2C 1 C 3 log n with probability 1 − O(n −4 ). To relate X to X, we use (49) to derive
and therefore, using the bound (48) for both the real and imaginary parts, we have
where C 4 > 0 is the constant hiding in (48). Finally, we can bound X p ′ ,p − E X p ′ ,p using (i) and the concentration of X. Let us write A jk = {Re( X jk ) = Re(X jk ) or Im( X jk ) = Im(X jk )} for shorthand. From the tail probability bound of sub-gaussian variables and the choice of τ , we have max j≤k P(A jk ) n −6 . Thus, for a large absolute constant C 5 such that C 5 log n − 16C 4 ≥ 2C 1 C 3 log n, we derive
This finishes the proof of part (ii). To conclude the proof, we combine the two bounds in (i) and (ii) and derive
where the second is due to
1 , the unit ball in R 2n . To investigate sup z∈Ω X z , we observe that X z is a subgaussian process, which allows us to employ powerful tools developed in supreme of processes. For any complex u, v with u 2 ≤ 1, v 2 ≤ 1, X u − X v is a linear combination of independent subgaussian variables, so X u − X v is subgaussian, and
2 . The classical chaining argument (Pisier (1983) ; also see van Handel (2014) Theorem 5.29) shows
Note C, C 0 > 0 are absolute constants. Apparently, since rad(Ω) ≤ 1, when ε > 1 the covering number N(Ω, · 2 , ε) = 1. For ε ≤ 1, we let the ellipsoid E a = Ω/ε; in other words, the axes of the ellipsoid are a 2j−1 = a 2j = ε −1 µ n /µ j for j = 1, . . . , n. Applying Lemma 3.1 to E a and setting θ = 1/4, we obtain
for any ε > 0. Using a trivial inequality √ x + y ≤ √ x + √ y, we only need to bound two integrals
The first integral I 1 is bounded by √ 2 0 |{j : 2µ n /µ j > ε}| dε, whose integrand is a step function with jumps at 2µ n /µ j , j = 1, . . . , n. So an upper bound of I 1 is
where we used
in the last inequality. To bound the second integral I 2 , we use log h(a) ≤ log a 2n = log(ε −1 ). Thus, log h(a) · |{j : µ n /µ j > ε 2 }| ≤ n log(ε −1 ), 0 ≤ ε ≤ 1/n, log n · |{j : µ n /µ j > ε}|, 1/n < ε ≤ 1.
So we can split I 2 into integrals over subinterval [0, 1/n] and [1/n, 1], and this yields
The last inequality is derived similarly as we have shown for I 1 . By change of variables,
log ε −1 dε ≤ log n/n + C 1 n −1/2 , where C 1 > 0 is an absolute constant. Now with these upper bounds on I 1 and I 2 , we are able to bound
where C 2 > 0 is an absolute constant. For any p ∈ [2, ∞), we can use Hölder's inequality to derive
where C p = ((p + 2)/2) (p+2)/2p . Note that the bound is valid for p = 2, in which case · p/(p−2) is simply the ℓ ∞ norm. Since (p + 2)/2 ≍ p and
Suppose the absolute constant c 0 > 0 is small enough. Then Assumption 3.1 implies the following inequalities
The first inequality in (52) implies
It follows that
Taking square roots on both sides yields
The second inequality in (52) implies C 2 √ log n ≤ µ n /4C 0 . Thus we deduce
If p = ∞, Hölder's inequality gives
For suitably small c 0 > 0, the following holds
As before, the first two inequalities above imply (54).
To conclude with a 'high probability' result, we set t = µ n /2 in (50). For p ∈ [2, ∞], from (52) and (55) we know µ n ≥ 4 √ C 0 log n, we conclude that with probability 1 − O(n −4 ), sup z∈Ω X z ≤ µ n , which finishes the proof.
A.4 Additional Proofs in Section 5
Proof of Lemma 5.1. Since D is invertible, L is invertible if and only if I n−1 − E 22 D −1 is invertible. For any y ∈ C n−1 , it is easy to see that u → y +E 22 D −1 u is a contraction mapping under ℓ p norm, so by contraction mapping theorem, there is a unique fixed-point, which is a solution to equation (I n−1 − E 22 D −1 )x = y. This proves invertibility of L. From the identity
The next two easy lemmas are useful for norm conversion.
Lemma A.1. Suppose p ∈ [2, ∞], and z ∈ C n is a vector. There is an identity between matrix operator norm of the diagonal matrix diag(z) and vector norm of z:
Proof. This identity is trivial for p = ∞ and p = 2. For p ∈ (2, ∞), we let q = p/p ′ , where p ′ satisfies 1/p + 1/p ′ = 1. Since q ∈ (1, ∞), we can also let q ′ ∈ (1, ∞) be such that 1/q + 1/q ′ = 1. For any u ∈ C n with u p ≤ 1, by Hölder's inequality,
. The equality is attained for u with u p = 1 and |u j | ∝ |z j | 1/(p−2) . This proves the identity diag(z) p,p ′ = z p/(p−2) . Lemma A.2. Suppose x ∈ R N , and p ∈ [2, ∞). Then,
Proof. For any vector y ∈ R N and 1 ≤ s ≤ r ≤ ∞, there is a trivial bound between vector norms y r ≤ y s ≤ N 1/s−1/r x r . If p ≥ 4, the result is trivial; if p ∈ [2, 4), since 1/2 − (p − 2)/p = (4 − p)/2p ≤ 1/p, the result also follows. Now we can prove Lemma 5.2. The proof relies on Theorem 3.3 and basic properties of subgaussian variables.
Proof of Lemma 5.2. In this proof, C 0 , C 1 , . . . , C 6 are also some positive absolute constants. (i) From an equivalent definition of subgaussian random variables (see (Vershynin, 2010) ), each entry of E can be bounded by C 0 √ log n with probability 1 − O(n −6 ), where C 0 > 0 is an absolute constant. Thus it follows from union bound that with probability 1 − O(n −4 ),
(ii) Note that D = D λ + E 11 I n−1 . With suitably small constant c 0 , Assumption 2.1 implies δ ≥ 2C 0 √ log n. As a consequence of part (i), with probability 1
To prove (21), let us first consider 2 ≤ p < ∞. From Theorem 3.3, we know that with probability 1 − O(n −4 ),
Thus, under Assumption 2.1,
p,p ≤ 2c 0 C 0 C 1 , which is smaller than 1/2 when c 0 is small enough. This proves the first inequality in (21), and the second inequality follows similarly.
By Corollary 3.1, we have E 21 p ≤ C 2 √ p log n n 1/p . In the same way as just derived, we have
for a small constant c 0 .
For the case p = ∞, we deduce from part (i) that, with probability 1 − O(n −4 ),
The second inequality follows from ddiag(
λ ) 1 and Assumption 2.1 with constant c 0 being small enough.
(iii) First consider 2 ≤ p < ∞. Without loss of generality, we can assume that ξ is a deterministic vector, since we can always condition on ξ in the first place. The m'th coordinate of ∆E (m) 22 D −1 ξ is n−1 j=1 (E 22 ) mj ξ j /D jj , which is a sum of independent subgaussian random variables. So we can bound its ψ 2 norm (see Vershynin (2010) ) as follows. It follows that with probability 1 − O(n −4 ), 
We conclude that for some small constant c 0 , ∆E which is smaller than 1/12 under Assumption 2.1, where the constant c 0 is taken to be small enough. Consequently, the desired bound (22) follows.
A.5 Additional Proofs in Section 7
Proof of Theorem 7.1. We follow our plan as outlined in Section 7. We will prove that with probability 1 − O(n −1 ), (i) λ > (λ 1 + λ 2 )/2; (ii) for any unit vector z orthogonal to u, z * Az ≤ (λ 1 + λ 2 )/2. Let us first consider (i). We claim the following identity u * A u = (λ 1 + E 11 ) + E 12 q ∞ ,
which helps us to relate λ to λ 1 . To verify this identity, we substitute (16) into the left-hand side of (58) After rearrangement and substitution, we can simplify:
2 ) (λ 1 + E 11 ) + E 12 q ∞ .
Dividing both sides by 1 + q ∞ 2 2 yields (58). To prove (i), we need to show |E 11 + E 12 q ∞ | < (λ 1 − λ 2 )/2. Lemma 5.2 says that with probability 1 − O(n −2 ), D −1 E 21 p ′ ≤ 1/2, so by Hölder's inequality
Recall that in Theorem 6.1, we established Dq ∞ ∞ ≤ 3κ 2 √ log n; and by Lemma 5.2 part (i), |E 11 | ≤ C 0 √ log n, where both bounds succeed with probability at least 1 − O(n −1 ). Therefore, |E 11 + E 12 q ∞ | ≤ C 0 log n + 3κ 2 log n n 1/p /2 < δ/2,
with sufficiently small constant c 0 in Assumption 2.1. This implies λ > λ 1 −δ/2 = (λ 1 +λ 2 )/2.
To prove claim (ii), we will show that with probability 1 − O(n −1 ), for any a ∈ C with |a| ≤ √ 2/4 and any unit vector x ∈ S n−2 , the unit vector
satisfies z * Az ≤ λ 2 + δ/2. This readily implies our claim (ii), because q ∞ 2 ≤ 1/4 by Corollary 6.1. In fact, for any z of the form (60) with z⊥ u, u, z = 0 ⇔ a + 1 − |a| 2 q ∞ , x = 0 ⇒ |a|(1 − |a| 2 ) −1/2 ≤ q ∞ 2 .
So it must satisfy |a|(1 − |a| 2 ) −1/2 ≤ 1/4, and thus |a| ≤ √ 2/4. Hence, we only need to bound z * Az for those z ∈ S n−1 with |a| ≤ √ 2/4.
Before manipulating z * Az, let us make a useful observation: when we replace z with e iθ z (θ ∈ R), the value of z * Az does not change, so we can assume without loss of generality that a ∈ R + . Now we expand z * Az, z * (A + E)z = a 2 (λ 1 + E 11 ) + (1 − a 2 )x * diag(λ 2 , . . . , λ n ) + E 22 x + 2a √ 1 − a 2 Re(E 12 x) = a 2 λ 2 + (1 − a 2 ) x * diag(λ 2 , . . . , λ n ) + E 22 x + 2a/ √ 1 − a 2 Re(E 12 x) + a 2 (δ + E 11 ).
From Lemma 5.2 part (i), with probability 1 − O(n −4 ) we have |E 11 | ≤ C 0 √ log n, which is smaller than δ for suitable choice of constant c 0 . Thus the last term above has an upper bound a 2 (δ + E 11 ) ≤ δ/4. If we can show that, with probability 1 − O(n −1 ), for any a ∈ [0, √ 2/4] and unit vector x ∈ S n−1 , x * diag(λ 2 , . . . , λ n ) + E 22 x + 2a/ √ 1 − a 2 Re(E 12 x) ≤ λ 2 + δ/4,
then the desired bound z * Az ≤ λ 2 + δ/2 follows immediately. Let us write τ a = 2a/ √ 1 − a 2 and D µ = diag(µ 1 , . . . , µ n−1 ) where µ j = δ/4 + λ 2 − λ 1+j . Since x 2 = 1, we can rearrange (61) into an equivalent form:
Note that the left-hand side of (61) With this choice the condition for Theorem 3.4 is satisfied. Applying Theorem 3.4 twice, for a = 0 and a = √ 2/4, we deduce that (62) holds with probability 1 − O(n −1 ) for any x ∈ C n−1 and a ∈ [0, √ 2/4]. This completes the proof of claim (ii).
