Abstract-Due to the critical blood shortages in South Africa and around the world, the assignment of blood can be considered an important real world optimization problem. This paper presents a mathematical model that facilitates good management and assignment of red blood cell units in order to minimize the quantity of imported units from outside the system. The model makes use of the Multiple
I. INTRODUCTION
Blood transfusions save thousands of lives daily through medical treatments for patients who require blood components. There are four main components that are present in blood according to the South African National Blood Service [3] , of which a patient may require any. In this research we concentrate on optimizing the assignment of the red blood cell component. According to the ABO blood group system [3] , there are four different kinds of blood types: A, B, AB and O. This is due to the antigens and antibodies present in each blood type; only certain blood types are compatible with each other. Therefore it is vital that patients are assigned the correct blood type when requested, as mixing incompatible blood groups leads to blood clumping or agglutination, which is dangerous for these patients [3] . The blood type compatibilities are complicated further by the Rhesus factor (Rh) [3] and this doubles the number of blood groups. Another consideration that should be taken into account when assigning blood is that blood has a limited storage time of 30 days [1] , and thus should be assigned to patients before it reaches its maximum storage time.
Charpin et al. [1] proposes a linear model for the management of a blood bank. This paper considers a dynamical system where everyday units of red blood enter and leave the system. This system aims at managing the blood bank efficiently by getting the proportions of each blood type at the end of the day as close as possible to the ideal proportions considered by the bank. Their model also defines the proportions that can be cross-matched between compatible blood types. This model is still a work in progress and the model has not been tested with any data.
De Angelis et al. [2] developed a multi-product, multiperiod, multi-objective linear programming model to facilitate the good management of a blood donation-transfusion system. This model identifies that requests for units of blood are associated with an urgency, and medical and surgical interventions should be taken into consideration when assigning units of blood according to urgency and availability. This model also deals with each blood group separately and does not consider cross-matching between blood groups.
In the ideal case, each blood group should be able to supply the corresponding requests for its own blood type, however the donations and requests received by the blood bank can sometimes be unpredictable and unbalanced. This can lead to shortages in certain blood groups and this scenario was observed in the work of De Angelis et al. [2] .
In this paper we consider a new model which dynamically determines the assignment of blood using the Multiple Knapsack Problem [4] . The idea of cross-matching between blood types is investigated and proves to give positive results. The entire model is described in the following section.
The rest of the paper is organized as follows: In Section II the model designed for the management of blood units is reviewed, as well as optimization algorithms that implement the assignment algorithm. Section III presents and discusses the experimental results obtained. Finally, in Section IV the findings of the experimentation are concluded and possible future work is proposed.
II. METHODOLOGY
The dynamic system model that is developed is based on similar approaches described in Charpin et al. [1] and De Angelis et al. [2] . However, the variation of the newly designed model breaks the problem down into separate entities, and considers a new approach for optimizing the assignment algorithm in particular. First the dynamic system model is described, followed by how the assignment algorithm generates desirable solutions and lastly the optimization techniques, which implement the assignment algorithm, are described.
A. Dynamic Blood System Model
The blood banking system that was designed works as follows. The bank maintains the volumes for each blood type O±, A±, B± and AB±. The system runs for a specified time t, where each unit of t represents one day. Every day there are a certain number of requests for units of red blood cells, for each blood type. The bank then needs to determine the optimal amount of units for each blood type to satisfy the requests, these units are then removed from the corresponding volumes within the bank. If there is an insufficient supply of units, such that the requests cannot be met, then blood is imported from outside the system. Importation of external units is only permitted when the current supply is insufficient and we assume there is sufficient supply of the external resource. There are also a certain amount of donations every day, and these are added to the volumes at the end of each day. The objective function of this model is to minimize the total amount of red blood cell units imported into the bank:
where
In Fig. 1 . we observe the blood bank is the central entity that facilitates the management of the entire system. It can also be seen that the assignment algorithm is responsible for determining the optimal assignment of units of blood. The blood bank supplies the information about the number of the requests and current stock within the bank, and based on this data the the algorithm selects which units are to be supplied and if any units need to be imported. 
B. Simple Assignment Algorithm
This method of assignment is adapted from the work of De Angelis et al. [2] and is a slight variation to their approach. It differs as the urgency of each request for units of red blood cells is not considered, rather everyday the requests are scheduled immediately and the units assigned are put aside and cannot be selected again. It is designed such that each blood group supplies the corresponding request for blood, i.e. there is no cross-matching in this approach. This model is designed to give a good indication of how a system would perform with no cross-matching. It is also useful for benchmarking results to see how it performs compared to the Multiple Knapsack Assignment.
C. Multiple Knapsack Assignment Algorithm
For this approach, it is investigated whether cross-matching between compatible blood types in order to satisfy requests can be used to stabilize the proportions of blood types within the bank, as well as minimize the number of imported units. It was noted that the problem of determining the optimal assignment closely resembles a resource allocation problem, and a corresponding knapsack approach was investigated. Knapsack problems have been widely investigated and there are many approaches to these problems [4, 5] . In particular, the Multiple Knapsack Problem was used.
The Multiple Knapsack Problem can be described as follows. Choose any of n items (units stored in the blood bank) and pack them into m knapsacks (requests for particular blood types) of different capacity c i in order to obtain the largest profit sum [4] .
In (2), it can be observed that the objective is to maximize the profit by placing items into each knapsack. Constraint (3) ensures the capacity constraint of each knapsack is satisfied. Constraint (4) ensures that each item can only be used at most once. Finally, (5) indicates whether an item j should be placed into knapsack i.
Equations (2) - (5) outline the standard structure of the Multiple Knapsack Problem, however some additional constraints need to be considered for it to work in the dynamic blood banking system. Firstly, there are 8 known blood types when including the Rhesus factor. Therefore each day there are 8 sets of requests for the various blood types, and these correspond to 8 knapsacks. To satisfy these requests, units of red blood cells (items), from either within the bank or imported from outside the system, must be placed into each knapsack. Each knapsack can only be satisfied with a compatible unit of blood and this is an important constraint that cannot be violated.
In order to satisfy the objective function of the system in (1), the profit of the Multiple Knapsack Problem must be maximized and therefore suitable values need to be determined for the profit of each item. The profit is determined by the following important factors:
• The value of each blood type. This is determined by how many different blood types can be placed in each knapsack and the sum for all 8 types amounts to 27. The value of each unit is then defined as this initial value over the total sum resulting in an even distribution. 
The more knapsacks a unit can be placed in, the more valuable it is. Valuable blood types should therefore have a lower profit as they are important in the sense that they can supply other blood groups when they face shortages.
• The actual volume levels (V) of each blood type compared to the desired volume levels (P). If a certain blood group has a volume greater than double the desired level, its profit is increased in order to encourage greater usage of this blood type. The reason for the volume having to be greater than double is because some of the smaller blood groups occupy very small percentages of the population and if they are only slightly bigger than the desired level they might try to supply too many requests for larger blood groups. Blood type AB is denoted as C for brevity.
The second part to each equation ensures that after assignment the volume is still greater than desired value, otherwise too many units have been supplied (S) to other blood groups. The desired volume levels for each type depend on the distribution of blood in the region of the blood bank. For this case we are considering the region of South Africa and the distributions are P O + = 39%, P O − = 7%, P A + = 32%, P A − = 5%, P B + = 12%, P B − = 2%, P C + = 3% and P C − = 1% [3] . If both conditions hold in any of the equations the profit for that type is doubled. This means that these units will be encouraged to supply less valuable blood groups and essentially stabilize the proportions in the bank.
• Imported units placed in knapsacks do not increase profit.
When imported units are added to the knapsack, these transactions must be reversed. As this directly relates to the objective function (1), imported units can decrease the profit such that entire knapsack profits can become negative. This factor encourages cross-matching between blood groups as it is more profitable to add another blood type from the bank rather than an imported one. The bank also needs to ensure that units of blood are not wasted by passing their expiration date. The bank can efficiently handle this problem by storing the units in the bank in a first-in first-out queue. This means than when units are supplied to satisfy requests, the units are taken from the front of the queue. Similarly, when units are donated into the bank, they are added to the back of the queue.
As one request is satisfied by one unit, the weight w j of every unit is equal to 1. As the weights of every unit are equal, we can focus on selecting the most profitable units in order to satisfy each request in order to maximize the profit. Various optimizations can then be employed to find the optimal distributions in order to satisfy the requests.
D. Optimization Techniques
Finding the optimal units to place into each knapsack is a difficult task. This is because the profit for each unit changes depending on the number of units selected and the amount of available units in the bank. Therefore optimization algorithms can be applied to implement the Multiple Knapsack Assignment and determine the optimal assignment by finding the largest profit in (2) . The simple assignment algorithm does not require such techniques and can be implemented by a basic heuristic. The following optimization techniques implement the Multiple Knapsack Assignment.
1) Genetic Algorithm: Genetic Algorithms (GA) [6] consist of populations of individuals who use some selection, recombination and mutation operators to evolve from one generation to the next. Each individual or chromosome in the population represents a candidate solution to the optimization problem and these evolve toward the optimal solution. The operators used for this algorithm were one-point recombination for crossover, random-point mutation and tournament selection.
2) Adaptive Genetic Algorithm: In order to improve the search ability of the GA an Adaptive Genetic Algorithm (AGA) is defined. This algorithm has the same structure as the previous GA, however the probabilities for crossover and mutation change from generation to generation. Zhang et al. [7] proposes an AGA that has adaptive parameters for crossover rates and identifies that using constant parameters settings have the ability to reduce the GAs efficiency and can result in immature convergence. Using adaptive parameter settings according to the individual fitnesses can improve the search ability of the algorithm. The adaptive equations for the implemented AGA are adapted from their work [7] .
In (15) and (16) the probabilities of crossover and mutation are adjusted dynamically with the values p c1 and p m1 set higer than the values p c2 and p m2 .
3) Simulated Annealing Genetic Algorithm: Simulated Annealing (SA) is based on the idea of dynamically altering the probability of accepting inferior solutions [8] . Initially, when the temperature is high, the algorithm accepts worse solutions and has a high exploration rate. As the temperature cools the probability of accepting worse solutions decreases, and this improves the fine-tuning of the algorithm. The algorithm was considered to be merged with the GA because it has the ability to give better solutions for a given number of fitness evaluations and it gives more consistency over many runs [8] . The approach used by Adler [8] , was considered for implementation. This defines new operators for the GA, SA-Recombination(SAR) and SA-Mutation(SAM). These operators work the same as in the GA, however they decide whether or not to accept the new solution after the operators are applied depending on the Metropolis Criterion. This is defined as follows:
c represents the change in the fitness function, whilst t represents the current temperature and r is random number between 0 and 1. The cooling schedule, which is updated every generation, was defined as to allow the temperature to become low enough by the latter stages:
4) Adaptive Simulated Annealing Genetic Algorithm: The Adaptive Simulated Annealing Genetic Algorithm creates a hybrid algorithm with the desirable properties of both SA and the AGA mentioned above. This algorithm is a straight forward merger of those algorithms.
5) Hill Climbing Algorithm: The Hill-Climbing (HC) algorithm works on a current solution to find the next better solution [6] . In the HC algorithm we use a single chromosome solution. For each new step, the chromosome is mutated and if the fitness of the mutated chromosome is better than the previous chromosome then the mutated chromosome replaces the current chromosome. No crossover or selection operators are involved in HC, making it a simpler version of the GA. This algorithm is also adapted so that the initial solution uses the Simple Assignment Algorithm. This domain knowledge is inserted into the HC algorithm, as the optimal assignment of units is usually only a slight variation of this initial solution.
III. RESULTS AND DISCUSSION
The blood banking model was tested using the Simple Assignment as well as the Multiple Knapsack Assignment (MKA) algorithms. These were tested using 5 randomly generated data sets each over period of 90 days. Datasets 1 -3 are created with initial volumes of size 500, 1000 and 2000, and the amount of requests and donations for each day are both equal to randomly generated amounts between 25-75% of the initial volumes of each blood type. Datasets 4 and 5 have initial volumes of 1000 units, however in dataset 4 the number of donations is between 30-75% and the number of requests is between 25-75%, and conversely dataset 5 has donations between 25-75% and requests between 30-75% each day. The datasets are used to measure how the models perform with different volumes of units as well as how they perform when the ratio of of donations to requests is not even. The parameters used for the population-based meta-heuristics were as follows: population size of 500, number of generations 25% of initial population size, probability of crossover 0.7 and probability of mutation 0.005 × initial volume. The number of steps for the HC algorithm was set at 10 × initial volume of the system. From the entire set of results in Fig. 2 . we can observe that the MKA algorithm always results in less units having to be imported from outside the system than the Simple Assignment algorithm. This positive result is clearly illustrated in Fig. 3 . We can also observe that the MKA algorithm still performs well regarding datasets 4 and 5 when the ratio between donations and requests is not equal.
In Fig. 4 . the number of imports for each blood group can be observed. It is notable how the MKA algorithm greatly reduces the need to import most of the other blood types that were required in the Simple Assignment Algorithm. Although it does reduce the total number of imports, it also results in the system needing to import more of the blood type O − . This is also a general trend in all the results in Fig. 2 . and it occurs because this blood type is often used for cross-matching and emergency scenarios and this causes it to often run low itself. This is a negative side-effect of this system.
In terms of the algorithms used to implement the MKA, all of these algorithms were capable of converging to the optimal solution and achieving similar results in almost all cases. This can be observed in the results in Fig. 2 . for datasets 1 -2. However, the AGA, SAGA and ASAGA were capable of converging to the optimal solution slightly faster than the GA in most cases and this can be observed in Fig. 5 . They also avoid immature convergence and are considered to be more consistent than the standard GA approach in general.
The HC algorithm proved to be the most efficient of all the algorithms as it converges to the optimal solution the fastest and in the quickest time. This is because the HC algorithm deals with only one candidate solution, and for each step it only requires one fitness function evaluation.The HC algorithm is well suited to problems when the optimal solution is near the initial solution and only requires a few adjustments, which is one of the reasons it performs so well. The execution time of the other population-based meta-heuristics also becomes extremely slow as the size of the blood bank increases. This is because of the increase in total fitness function evaluations as well as the genetic operators having to manipulate large chromosome strings for crossover and mutation. Therefore, these algorithms are not recommend for large blood bank sizes using this model.
IV. CONCLUSION AND FUTURE WORK
We present an efficient model for the management of a blood banking system. An approach for determining the assignments of units is explored using the Multiple Knapsack Problem and this yields positive results. The success of this approach shows encouragement that cross-matching between blood types can be used to minimize the amount of units imported from outside the system when a particular type is scarce. The assignment algorithm can be be implemented by a number of optimization algorithms when the size of the blood bank is small, however the HC algorithm is the only suitable candidate for use with a larger blood bank and it proves to be the best suited algorithm to the model overall.
An area for future improvement will be to implement the Multiple Knapsack Model with considering urgency requests for each blood type. The idea of urgency requests has already proved to improve the management of a blood bank system [2] and this could be used to improve the proposed system further. Another area for future work is to test the results of this system using real data, which needs to be performed before the system can be considered for use in a real world system.
