ABSTRACT Cognitive radio (CR) is promising for smart grids (SGs) in terms of overcoming the problem of spectrum inefficiency and interference mitigation. With the intensive research into full-duplex communication technologies, the licensed spectrum available for CR-based SGs (CR-SGs) may be more complex and difficult to use, as more primary traffic exists on the licensed spectrum. As a result, CR-SGs may experience more severe interference from primary users (PUs), and the corresponding transmission opportunities may be impaired. In this paper, based on distinctive polarization features of samples from different PUs, the signal polarization of each PU is extracted from the hybrid samples by studying the polarization similarity of the samples. Based on the signal polarization derived for each PU, the transmitting opportunities for CR-SGs can be derived. Both the interference from CR-SGs to PUs and the throughput of CR-SGs are examined. Numerical results show that the spectrum opportunities for CR-SGs can be guaranteed and that the interference inflicted on PUs is at a satisfactory level.
I. INTRODUCTION
The electric power grid is a collective network of power generators, transmission lines and transformers. The power flows from the generating stations to residential, industrial and commercial customers. The aging electric power grid in combination with pressures from greenhouse gas emissions caused by electricity-related industries motivates the birth of smart grids (SGs) that combine new communication systems, sensor networks, advanced information technologies and the energy production and distribution hierarchy [1] . The traditional power grid is transforming into SGs.
The primary goal of SGs is to improve the performance of electrical power distribution and management, e.g., security, efficiency and reliability. Two-way communication between utilities and customers in energy generation, transmission, distribution, and usage facilities is overlaid on SGs and can be used to monitor and regulate power generation and usage. The power-using consumers provide feedback to the grid using smart meters that enable monitoring and measurement of bidirectional flows. Additionally, to collect the measured power data and distribute scheduling commands to premises, it is necessary for SGs to spread over large geographic areas. As a result, SGs enable improved load balancing through the exchange of instantaneous electricity demand information. This, in turn, helps power plants precisely match the output to demand.
In SGs, the interference and competition for limited and crowded spectrum increase because monitoring and control will generate a huge amount of data and information. In this case, cognitive radio (CR) technology meets the communication requirements of SGs and has drawn significant attention. To this end, CR-enabled SGs (CR-SGs), e.g., CR-enabled home area networks (CR-HANs), CR-enabled neighboring area networks (CR-NANs) and CR-enabled wide area networks (CR-WANs), have been proposed and studied [2] . The benefits of CR communications for SGs are attractive and can be summarized as follows. CR-SGs can eliminate the need to purchase or lease the licensed spectrum, and the investment and operating costs can be reduced. SGs usually cover large geographic areas, where the spectrum is subject to varying regulations. As a result, CR featuring flexible spectrum utilization naturally fits the spectrum demands of SGs. Moreover, CR reduces the power consumption of SGs by sensing the environment and adaptively controlling the power.
However, the drawbacks of CR for SGs lie in the sensing delays and the SGs' backoff resulting from PUs' interruptions posing challenges to the reliability and real-time requirements of SGs. To this end, the underlay CR that enables continuous transmission in SGs is studied in this work. Recently, full duplex (FD) technology [3] has been extensively researched. As the primary systems are likely to operate in full duplex mode to improve spectrum efficiency [4] , the licensed spectrum is unfortunately rarely idle in the temporal dimension, impairing the spectrum opportunities and reducing the spectrum holes available to CR-SGs. For the challenging problem of spectrum sharing in full duplex primary traffic-oriented CR-SGs, the self-interference (SI) introduced at the primary network may dramatically impede the CR-SGs' opportunities to access the spectrum. To eliminate the interference on PUs and enhance the spectrum opportunities of CR-SGs, identifying practical techniques that can blindly detect the transmission opportunities for CR-SGs becomes imperative. In this regard, CR-SGs should transmit in an underlay fashion with PUs; the extraction of a single PU's signal space from the compound sample signals emerges as an urgent challenge [5] . To overcome this challenge, we propose enabling CR-SGs to transmit free of interference using polarizations orthogonal to those used by PUs in this study. The polarization characteristics of PUs' signals are studied to extract the primary signal polarizations, and the polarization similarity (PS) is used as the extraction metric.
The merits of using polarization in CR-SGs can be characterized as being space, time and energy effective. The reason is that the co-located polarization antennas save space and reduce antenna correlation on small-sized smart appliances (SAs). By mitigating the interference from PUs in the polarization domain, CR-SGs can transmit continuously at reduced power.
Motivated by these considerations, this paper builds upon the previous work on blind learning based polarization adaptation technique for full-duplex primary users (FD-PUs) circumstances [5] and extends the studies to SGs data transmission in this work. In comparison to the previous literature [5] , the primary signal extraction problem for CR-SGs is studied and the extraction error probability performance is investigated. To be specific, the following important questions will be answered in this work.
• How should the blind learning strategy on home gateway (HGW) be designed so that the exact signal polarization of each FD-PUs can be derived?
• What measures should be taken to guarantee the robustness of the learning strategy to noise impairment?
• What is the statistical property of residual noise and polarization similarity, based on which the interference from SGs terminals to FD-PUs can be derived?
The answers to the above questions will be explored by both theoretical analysis and numerical results. Based on the fact that, FD-PUs may be silent at some time slots (although theoretically they can transmit all the time), certain features (such as amplitude and orientation) of the sampled PU signals at these silent slots can be different from those of the other time slots. The difference can be used to detect single PU's signals from compound signals. To this end, the PS will be used as the metric to detect the silent slots, 1 for the reason that polarization reflects both amplitude and orientation features of signals and PS can reflect the above mentioned difference. In this direction, we propose a polarization similarity based blind polarization adaptation (PSPA) technique for CR-SGs to address the problem of spectrum opportunity impairments under conditions of full duplex-oriented primary traffic. In addition, we closely examine the interference introduced to PUs as a result of noise depolarization effect.
The main contributions of this work can be summarized as follows.
• We study FD-PUs oriented CR-enabled SGs transmitting in an underlay fashion. By extracting the signal polarizations of FD-PUs, the HGW and SAs can transmit continuously in the polarization space orthogonal to that of FD-PUs. The use of these SGs can not only avoid the expense of buying spectrum but also guarantee that the reliability and latency requirements are met.
• We introduce the idea of primary signal learning based on polarization similarity. The polarization characteristics of PUs' signals are analyzed by the HGW. Based on the analysis, we further design a primary signal polarization learning algorithm.
• We present a theoretical analysis of the statistical properties of polarization similarity to evaluate the error probability of primary signal learning and the interference caused to PUs. In particular, closed-form expressions for the error probability with respect to the included angle between two primary signal polarizations are derived. The rest of the paper is organized as follows. Section II describes the system model of full duplex PU-oriented CR-SGs. The PS-PA technique is described and analyzed in Section III. In Section IV, the statistical properties of polarization similarity are studied, and the closed-form expression for PUs' interference due to residual noise is investigated. Simulation results are presented to verify our analysis and to demonstrate the performance gain of the PS-PA technique in Section V. Finally, Section VI concludes this work. 
II. SYSTEM MODEL A. CHANNEL DESCRIPTIONS
A concurrent coexistence scenario between FD-PU and HAN users (HANUs) composed of the HGW and SAs on a specific frequency band is shown in Fig. 1 . The channels from the HGW to PU i (i = 1, 2) are denoted by H hpi , while H mi denotes the monitoring channels from PU i . The inner channel from the HGW to SA is denoted by H s . The interference channel from PU i to an SA, denoted by H psi , is not shown in Fig. 1 . The notation PU i represents the primary user i.
As HANUs' polarizations should be adjusted according to PUs' signal characteristics, HANUs adopt orthogonal dual polarized antennas (ODPAs) that can transmit and receive signals of any polarization [6] , while PUs adopt uni-polarized antennas. The numbers of ODPAs of the HGW and SAs are M t and M r , respectively, while the numbers of uni-polarized antennas of PU 1 and PU 2 are M 1 and M 2 , respectively.
It is assumed that reciprocity holds for the channels between the PU pair and the HANU pair [7] , e.g., for the channels between H m1 and H hp1 and between H m2 and H hp2 , implying that the equalities H m1 = H H hp1 and H m2 = H H hp2 hold.
B. SIGNAL DESCRIPTIONS
The spectrum sharing opportunities lie in HANUs' transmit
t ] H and receive polarization
2 ) represent the transmit and receive polarizations of the i-th ODPA of the HGW and SA, respectively. The process of obtaining P t and P r is referred to as polarization adaptation.
The vector
is the polarization state of PU i . As PUs' antennas are uni-polarized, P i is determined by the antenna pattern and is time invariant. Moreover, as H mi is time invariant during a coherent interval of the channels, the received signal polarization on the HGW, e.g., H mi P i , is hence also time invariant during a coherent interval.
C. FRAME DESCRIPTIONS
As both PUs transmit in FD mode and the two PUs' traffic flows are naturally intermittent and arrive independently, the PU's transmission slots may temporally overlap. As shown in Fig. 2 , the occupancy of the band is denoted by the ''ON'' state, while the ''OFF'' state represents vacant slots in the PUs' frame. The ratio of vacant slots for PU i is denoted by λ i . At a given temporal instant, the sample comes from a single PU only when the other PU is silent; thus, detecting a single PU's signal is equivalent to detecting the other PU's vacant slots.
The HANUs' transmission process follows the learning process, which is primarily composed of signal sampling and analysis. The learning period is designed to be shorter than the channel coherence time (CCT) to guarantee the effectiveness of the learning results. The vertical dashed lines in Fig. 2 represent the temporal sample instants, while the circles illustrate the states of PU 1 and PU 2 , including the existence of a single PU and both PUs.
D. POLARIZATION DESCRIPTIONS
A signal's polarization can be characterized by a series of metrics [8] , e.g., the Poincare sphere, polarization degree (PD) and polarization similarity. A Poincare sphere coordinate system is illustrated in Fig. 3 . Clearly, it is a three-dimensional coordinate system with the bases being S1, S2 and S3 and with origin O. All polarizations can be uniquely represented in the Poincare sphere coordinate system [8] . For any two polarization vectors v 1 and v 2 , as shown in Fig. 3 , ω depicts the included angle.
A given signal is deemed totally polarized before entering the wireless channel and partially polarized after being transmitted through the channel. Both the scattering environment and the additive noise depolarize 2 the signal.
Moreover, a partially polarized signal can be decomposed into a totally polarized and an unpolarized component. Usually, the additive noise is assumed to be unpolarized. PD, used to characterize the extent to which the signal is depolarized, is defined as [8] 
PD =
Power of signal's totally polarized component Power of the signal (1) Therefore, the more severely the signal is depolarized, the smaller the value of PD will be. In particular, PD = 1 corresponds to a totally polarized signal, PD = 0 corresponds to an unpolarized signal, and PD ∈ (0, 1) corresponds to a partially polarized signal.
Polarization similarity describes the extent of similarity between two polarization vectors v 1 and v 2 and can be defined as [8] 
where PD represents the polarization degree of v 1 and v 2 , while ω is the included angle between v 1 and v 2 in the Poincare sphere coordinate system. Clearly, the greater the similarity between v 1 and v 2 is, the greater the value of γ will be.
III. POLARIZATION SIMILARITY-BASED POLARIZATION ADAPTATION FOR HANUS A. PROBLEM FORMULATION
In HD primary communication scenarios, HANUs' sampled signals at a given temporal instant are emitted by either PU of a PU pair. If the transmit vector is designed to be orthogonal to the sampled PU signal space, HANUs theoretically inflict no interference on PUs. However, in the FD-PU paradigm, the sampled primary signals at a given moment of time might be mixed noise-added signals from both PUs. Therefore, each PU's signal space cannot be directly derived, and the transmit vector design is thus difficult from the perspective of protecting PUs.
Let N denote the sample size, and define N = {1, · · · , N }. At a specific time instant n ∈ N , the signal sample from PUs can be denoted by
Case A: only PU 1 transmits s 2 (n)+σ (n) Case B: only PU 2 transmits s 1 (n)+s 2 (n)+σ (n) Case C: both PUs transmit (3) where y(n) ∈ C M t ×1 , and
The term α i (n) is the amplitude of PU i 's modulated signal; σ (n) is assumed to be circular symmetric complex Gaussian (CSCG) random noise with mean zero and variance σ 2 . Note that
Due to the independence of terms s 1 (n), s 2 (n) and σ (n),
is the number of compound 3 signals in the samples, and d 1 , d 2 and r i are the ranks of s 1 (n) + σ (n), s 2 (n) + σ (n) and the i-th compound signal s 1 (i) + s 2 (i) + σ (i), respectively. The compound signal varies from slot to slot; there are at most possibilities. In other words, the sample polarizations are in different directions as a result of the noise added by compound signals. Thus, if the antenna number of the HGW is strictly greater than the total number of signal streams of PU 1 and PU 2 , namely,
dimensions or degree of freedom for transmission, and all such dimensions lie in the null space of y(n). This result is stated in Proposition 1.
Proposition 1: The HGW can transmit in the null space of the primary signals without interfering with FD-PU; the available transmit dimensionality is d
Proof: Ignoring the noise's effect, the sampled primary signal at a given temporal instant in half-duplex primary user mode is either s 1 (n) or s 2 (n); thus, we obtain d
In the FD-PU environment, the sampled primary signal at a given temporal instant is the linear combination of s 1 (n) and s 2 (n). As the noiseadded compound signals at different temporal instants are independent, the available transmit dimensionality becomes
Proposition 1 indicates that the problem in blindly sharing the spectrum of FD-PU is that the transmit opportunities are 2 as a result of the existence of noise-added compound primary signals. Practically, to protect the primary traffic, it is sufficient for HANUs to transmit in the joint null space of both PUs' signal polarization s i (n)(i = 1, 2), and it is unnecessary to transmit orthogonally to all compound signal polarizations. This implies that d can
by extracting single PU's signal polarizations. Nevertheless, the components of the sampled signals are not straightforward to extract. Certain distinct features among the three cases in (3) should be exploited to distinguish PU 1 's and PU 2 's signals from the compound samples.
It can be noted from (4) that the amplitude and orientation of s i (n)(i = 1, 2) are determined by α i (n) and δ i . Neglecting the noise's effect, the orientation of y(n) is determined by δ i or the linear combination of δ i , all of which are time invariant. Therefore, for any two samples y(n) and y(m) (n = m and n, m ∈ N ), if they are from different PUs, y(n) and y(m) will be highly dissimilar, with different orientations determined by δ 1 and δ 2 . Motivated by this feature, the samples with small values of polarization similarity can be regarded as being from different single PUs. To this end, polarization similarity is used to distinguish single PU's signals from compound signals, which will be detailed in the following subsection.
B. POLARIZATION SIMILARITY-BASED PRIMARY SIGNAL LEARNING 1) PERFECT SIGNAL LEARNING
The study of primary signal learning starts from the idealized hypothesis, i.e., that the noise effect on PUs' signals is completely removed. Subsequently, it will be extended to practical scenarios considering noise depolarization effects in the next part.
Based on the three possible cases of y(n) illustrated in (3), the polarization similarity between y(n) and y(m) can be accordingly expressed by the following four hypotheses.
H 1 : If y(n) and y(m) are from different PUs, then the polarization similarity of y(n) and y(m) can be expressed as
If both y(n) and y(m) are compound signals from both PUs, then
If y(n) is from PU i while y(m) is a compound signal from both PUs, then
H 4 : If y(n) and y(m) are both from the same PU, then
where i, j ∈ {1, 2}.
Proposition 2: For any two samples y(n) and y(m) (n, m ∈ N ), we have γ 1 (n, m) ≤ min{γ 2 (n, m), γ 3 (n, m), γ 4 (n, m)}, and the equality holds only if δ i = cδ j , where c is a positive constant.
Proof: The proof is provided in Appendix A. Proposition 2 implies that for any two samples y(n) and y(m) (n = m and n, m ∈ N ), γ 1 (n, m) takes the minimum value among all four hypotheses. This result demonstrates the possibility of a single PU's signal polarization extraction: the polarization similarity can be calculated for any pair of sample vectors; those with the smallest value must be the samples from two different PUs. To this end, Algorithm 1 is devised accordingly. Calculate γ (n, m) for any sample pair (y(n), y(m)); 4: if γ (n, m) <= γ min then 5: Update γ min = γ (n, m).
6:
Record v 1 = n and v 2 = m.
7:
end end FIGURE 4. The impairment of noise σ on signal s can be reduced by suppressing the noise from σ to σ 0 .
2) IMPERFECT SIGNAL LEARNING
The noise fading effect in the polarization domain is different from that in the well-known frequency and time domains. At a frequency or temporal point, only the scalar amplitude of the noise is usually of interest, while noise is regarded as a vector in polarization and spatial domains. It is known that in a multidimensional space, a vector can be described by its amplitude and orientation. As a result, the impairment (depolarization) of the noise vector on the signal polarization vector can be studied in accordance with the perspectives of the amplitude and orientation. As shown in Fig. 4 , the noise depolarization effect is twofold and can be described by the angle φ between signal s and noise σ and by the amplitude of noise ||σ ||. Fig. 4 shows that the depolarization effect of noise σ on signal s can be described by vector synthesis. Vectors s and σ are synthesized into a third vector v, determined by ||σ || and φ. In comparison to v, the resulting sample vector after noise suppression v 0 is closer to the signal s. Therefore, a lower impairment will be inflicted on the signal s, provided that the noise's amplitude can be reduced from ||σ || to ||σ 0 || and that the noise can be suppressed from σ to σ 0 .
To reduce the noise depolarization effect, the noise suppression method proposed in [5] is adopted and the primary samples after noise-suppression can be represented as Y.
The proposed noise-suppression flowchart is shown in Fig. 5 , where (·) H and (·) 1 2 represent the Hermitian transpose of a matrix and the square roots of the entries of a matrix, respectively. First, the EVD of the covariance matrix of the sampled primary signals is calculated. Additionally, the SVD of the sampled signal is calculated. Subsequently, the estimated noise powerσ 2 is subtracted from the signal power matrix s . Lastly, the noise-suppressed primary signal can be constructed as the product of the left singular matrix U, the square roots of power matrix s −σ 2 I r×r and the Hermitian transpose of the right singular matrix V.
As the noise power cannot be exactly known and should be estimated, it is impossible to remove the noise completely; residual noise will remain. The existence of the residual noise can be categorized into the following two aspects:
3) KNOWN NOISE POWER
If the noise power is known at HANUs, it can be directly subtracted from the power matrix derived from EVD of the sample covariance matrix. However, the instantaneous noise amplitude is random, and its power cannot be perfectly removed by a unique valueσ 2 .
4) UNKNOWN NOISE POWER
The noise power has to be estimated, and the maximum likelihood (ML) estimate of σ 2 can be obtained as [9] 
whereη k is the estimate of the eigenvalue for the received primary sample covariance matrix, and
where GM (k) and AM (k) represent the geometric mean and the arithmetic mean of k, respectively. Denote the residual noise byσ (n)(n = 1, 2, · · · , N ); PU i 's sampleŷ(n) ∈ C M t ×1 can be accordingly denoted bŷ
Accordingly, using the noise-suppressed sampleŷ(n) as the input of Algorithm 1, we can obtain PU 1 's and PU 2 's samples asỸ
C. POLARIZATION ADAPTATION ON HANUS
To protect PUs, the transmit polarization P t should fulfill the condition P H i H hp i P t = 0 (i = 1, 2). As the equality H m i = H H hp i holds, the condition is equivalent to
. Using the noise-suppressed sampleỸ expressed in (14) as a substitute of [H m 1 P 1 H m 2 P 2 ], we obtain that P t should satisfy P H tỸ = 0, and P t can be correspondingly constructed as
where U i (·) denotes the i-th column of the left unitary matrix derived by the SVD ofỸ. It follows that P t lies in the intersection of PU 1 's zero signal space and PU 2 's zero signal space; thus, theoretically, no interference is introduced to both PUs. The receive polarization P r can be derived by solving the following generalized Rayleigh entropy problem [10] :
where U m {·} is the eigenvector corresponding to the maximum eigenvalue of a matrix and Tr(·) is the trace of a matrix. The noise suppression method studied in the previous part can be applied at SAs to improve the signal to interference plus noise ratio; ρ 2 is the residual noise power at SAs.
IV. PERFORMANCE ANALYSIS A. ERROR PROBABILITY OF PRIMARY SIGNAL POLARIZATION EXTRACTION
The polarization similarity is randomly distributed as a result of the randomness of the additive noise. According to (2), the polarization similarity relates to PD and the included angle ω of two sample vectors. Note that PD has a value smaller than 1 as a result of the existence of unpolarized noise.
As the noise vector is unique for all three cases in (3), PD will also be unique for the three cases. Therefore, the investigation of the statistical properties of polarization similarity is equivalent to investigating the included angle between two noise-added samples. According to [11] and [12] , the probability density function (pdf) of the angle between two random vectors in an n-dimensional space can be expressed as
where (·) is the Gamma function. As the Poincare sphere is a three-dimensional space, we obtain the pdf for the angle between any two noise vectors by setting n = 3 in (15):
To derive the included angle between any two samples, the vector synthesis shown in Fig. 4 is extended to Fig. 6 , allowing the analysis of relationships between two samples. The included angle between the desired signal vectors s 1 and s 2 is deterministic and represented by . The included angle between the noise vectors σ 1 and σ 2 is randomly distributed and represented by θ , while the included angle between the resulting sample vectors v 1 and v 2 is represented by ω. Note that Fig. 6 shows the three-dimensional results, and the axes are removed for simplicity. Although the exact relationship among ω, θ and is not straightforward to derive in the three-dimensional space, it is clear that both greater and θ will result in a greater ω. Thus, ω is positively proportional to both and θ , e.g., ω ∝ and ω ∝ θ . This result can be generalized by the following linear combination:
where the proportional factors µ > 0 and χ > 0 are used to describe the vector synthesis in the three-dimensional space. Thus, µ and χ are random variables due to the randomness of noise. Correspondingly, under the four hypotheses H 1 ∼ H 4 , the included angle between any two samples under H i (i = 1, 2, 3, 4) can be rewritten as ω i , the included angle between desired signals as i and the included angle between the noises as θ i . The distribution of θ i satisfies (16), and the equality ω i = µ i i + χ i θ i holds under H i .
According to Proposition 2, the inequality 1 > max { 2 , 3 , 4 } holds. Therefore, for the proposed primary signal polarization extraction method, an error occurs in the event that ω 1 < ω i . As a result, the error probability of the proposed primary signal polarization extraction can be calculated as 
and if
The derivation of (19) and (20) is provided in Appendix B. Proposition 3: The error probability P e of the proposed primary signal polarization extraction decreases monotonically with the included angle gap i between H 1 and H i (i = 2, 3, 4) .
Proof: According to (18), if
≤ 1, the first-order derivative of P e with respect to i can be derived as
As χ i > 0(i = 1, 2, 3, 4), it is clear that the inequality ∂P e ∂ i ≤ 0 holds. Therefore, P e decreases monotonically with i .
Proposition 3 implies the intuitive result that the error probability P e is inversely proportional to the included angle gap i . Thus, the proposed primary signal polarization extraction algorithm will be more robust to noise perturbation and experience a lower P e if the gap i is larger, making H 1 more distinguishable.
B. THE PUS' INTERFERENCE AND THE OPTIMAL N
Note that P t in (13) is derived fromỸ as defined in (12) , where the residual noiseσ exists. Thus,σ with powerσ 2 perturbs P t and further inflicts interference on PUs. The firstorder perturbation [9] of P t due toσ is
whereP t is the transmit polarization derived in a noise-free environment, and the equality (Ỹ −σ ) HP t = 0 holds. Thus, the interference power received at PU i (i = 1, 2) can be calculated as
where s cr is the coded signal of HANUs, and C cr = s cr s H cr is the transmit covariance matrix for HANUs. The derivation of (24) is provided in Appendix C. It can be noted from (24) that the primary signal sample size N relates to the interference on PUs. Moreover, N also impacts the effective throughput of HANUs as follows [13] :
where T is the length of the HANUs' frame, and T s is the length of the sample interval. Combining this with the interference presented in (24), the optimal sample number N can be obtained by solving
where is the interference threshold determined by the PUs' requirements.
For ease of calculation, the impact of a limited N on P t is neglected, as P t changes slowly with a large N [9] . Then, the optimal value of N can be derived as
On the one hand, the optimal sample size N opt is proportional to the residual noise power and HANUs' transmit power. The larger the powers of the residual noise and HANUs' signals are, the more samples are required. On the other hand, N opt is inversely proportional to PUs' interference threshold requirement and PUs' vacant slots ratio, implying that a smaller interference threshold and a lower vacant slots ratio require more samples.
V. NUMERICAL RESULTS
In this section, simulation results are presented to validate the performance of the proposed CR-SG scheme. The relevant performance evaluation involves the evaluation of the polarization similarity, the error probability of PSPA, PUs' interference, the noise suppression performance and the optimal sample size. The performance of the PSPA technique is evaluated in a noisy and a noise-suppressed environment versus the SNR, PD and the included angle between the signal polarizations of PU 1 and PU 2 , denoted by˜ . As the primary signal samples under H 1 are from different single PUs,˜ corresponds to 1 . Thus, the greater the term˜ is, the greater the included angle gap i defined in (18) will be.
Throughout this section, the following general system parameters will be used, unless otherwise specified. The sample number N is set to 2 × 10 3 , while the vacant slot ratios λ 1 and λ 2 are set to 0.01 and 0.02, respectively. The HANUs' antenna numbers M t and M r are set to 4, while the PUs' antenna numbers M 1 and M 2 are set to 2. The PD of PUs' samples ranges from 0 to 1, while the PUs' polarization angle˜ ranges from π 18 to π 2 . The PUs' signals, transmitting polarizations, channels and noise are all randomly generated. All simulations are averaged over 10 4 times to smooth out the randomness. 
A. POLARIZATION SIMILARITY EVALUATION
The performance of the proposed PSPA technique under imperfect learning, namely, considering the noise effect, is of vital importance. The polarization similarity metric under various noise conditions is shown in Fig. 7 . Fig. 7(a) shows the results of the polarization similarity metric versus SNR. The primary polarization angle˜ is set to π 4 . The curves represent the values of polarization similarity under the additive noise, noise-free and noise-suppressed conditions. The major result is that polarization similarity under H 1 always attains the smallest value among all four hypotheses regardless of the existence of noise. This result agrees with the conclusion derived in Proposition 2. Thus, the effectiveness of the polarization similarity-based primary signal polarization extraction algorithm can be guaranteed.
Another noticeable observation from Fig. 7(a) is that the polarization similarity difference between H 1 and the other hypotheses increases with SNR. This is reasonable, as a high SNR implies that the signal dominates the samples, while the noise's impairment is reduced. For the curves of polarization similarity under residual noise, the polarization similarity for all four hypotheses is improved in comparison to that for hypotheses under an additive noise. In the noise-free case, the polarization similarity under H 1 remains steadily around 0.707 because the included angle between the two PUs' polarizations is set to˜ = π 4 and cos˜ equals 0.707. The polarization similarity metric under H 1 ∼ H 4 versus is shown in Fig. 7(b) . The PUs' SNR is set to 0 dB. The polarization similarity under H 1 remains smaller than that under the other hypotheses. The gap of polarization similarity between H 1 and the other hypotheses increases with˜ . As expected, all curves decline with increasing˜ . In particular, in the noise-free case, the polarization similarity under H 1 decreases to 0 if˜ = π 2 .
B. ERROR PROBABILITY EVALUATION
The error probability performance of the proposed technique is validated versus the SNR, the primary polarization angle VOLUME 6, 2018 FIGURE 8. The error probability of the proposed primary signal polarization extraction. and the antenna count M t using simulations, as shown in Fig. 8 . The general result is that both higher SNR and greater˜ result in lower P e , as expected. Considering the merits of noise suppression, it is clear that the error probability is significantly improved in the low SNR region. Additionally, the error probabilities of noise-suppressed curves are zero if the SNR is greater than −5 dB. Furthermore, as a greater M t implies a greater sample vector dimension, the gap of polarization similarity among the four hypotheses accumulates, attaining a larger value. Thus, the four hypotheses are more distinguishable, while the error probability under M t = 4 is lower than that under M t = 2.
C. THE PUS' INTERFERENCE EVALUATION
As PU 1 and PU 2 suffer similarly from the HGW interference, the interference performance of PU 1 is evaluated without loss of generality. Figure 9 shows the interference performance versus the sample size N . Fig. 9 shows that the interference power decreases, as expected, with the sample size N ; additionally, the curves flatten with increasing N . This result indicates that the interference declines slowly after N reaches a certain value and that it is unnecessary to continually increase N to protect PUs. Another interesting result shown in Fig. 9 is that a greater λ 2 results in lower interference on PU 1 . The rationale is that a greater λ 2 indicates more single samples from PU 1 , based on which PU 1 's signal polarization can be more accurately learned. Thus, less interference is inflicted on PU 1 if λ 2 = 0.02 compared to the case of λ 2 = 0.01. Moreover, the PUs' SNR impacts the PUs' interference. A higher SNR causes a lower noise depolarization effect and a smaller error in primary signal polarization learning. Thus, less interference is induced on PUs.
D. PERFORMANCE OF NOISE SUPPRESSION
The results for the noise suppression effect are shown in Fig. 10 . In this simulation, the PUs' sample covariance matrix is set to be rank-deficient, as r<min (M t , N ) ; thus, the noise power can be deemed to be the smallest eigenvalue of the receive covariance matrix [28] . The primary polarization angle is set to˜ = π 6 , and the SNR is set to 0 dB. Figure 10 shows the noise suppression performance on the three-dimensional Poincare sphere. The asterisks (*) and crosses (×) represent the randomly generated signal polarization from PU 1 (Case A in (3)) and PU 2 (Case B in (3)) respectively, while the dots on the sphere represent the compound signals from both PUs (Case C in (3)). Figure 10(a) shows the results of noise-free primary signal polarizations plotted on the sphere. The compound signal polarizations continuously vary between the polarizations of PU 1 and PU 2 . Figure 10(b) shows the corresponding results if noise is added, and the desired signal polarizations are impaired by scattering. Figure 10(c) illustrates the polarizations after noise suppression, where the resulting polarizations largely converge.
To quantitatively evaluate the noise suppression performance, another simulation result is presented in Fig. 11 , where both the lateral and direct axes show PD. Fig. 11 shows that the noise can be largely suppressed regardless of PD value. Since the noise power is reduced, the resulting PD (direct axis) is significantly improved. The improvement is evident if the original PD is smaller than 0.3 and is mild if the original PD is greater than 0.3. Such improvement greatly helps PSPA accurately detect a single PU's signal polarization, especially in the low PD region.
E. EVALUATION OF THE OPTIMAL SAMPLE SIZE FOR HANUS
In Fig. 12 , the optimal sample size N is shown in relation to the residual noise powerσ 2 , trace of the HANUs' signal covariance matrix Tr(C cr ), PUs' vacant slot ratio λ i (i = 1, 2) and PUs' interference threshold . As shown in Fig. 12(a) , if the residual noise powerσ 2 is increased, more samples are necessary to suppress the noise effect. Additionally, as a smaller implies a more rigorous requirement from PUs, more samples are required to protect PUs. Fig. 12(b) shows that the optimal sample size N decreases with increasing vacant slot ratio λ i (i = 1, 2). The rationale is that a greater vacant slot ratio necessitates a smaller sample size to attain the same noise suppression performance. Moreover, a greater Tr(C cr ) means a higher signal power from HANUs; thus, more samples are necessary for mitigating the interference.
VI. CONCLUSIONS
A novel polarization similarity-based polarization adaptation technique was studied for CR-enabled SGs. The proposed technique solves the problem of the concurrent coexistence of HAN users and full-duplex PUs. The technique of using polarization similarity to detect a single PU's signal polarization was applied and proven to be effective for protecting PUs. Based on a subspace approach, we designed a noise suppression method to improve the accuracy of sample learning. A simulation analysis showed that the proposed PSPA technique is robust to the noise depolarization effect and can cause little interference to PUs.
APPENDIX A PROOF OF PROPOSITION 2
Corresponding to the four hypotheses H 1 ∼ H 4 shown in (5) - (8) , the included angle between α i (n)δ i and α j (m)δ j is denoted by 1 , the included angle between α i (n)δ i + α j (n)δ j and α i (m)δ i + α j (m)δ j by 2 , the included angle between α i (n)δ i and α i (m)δ i + α j (m)δ j by 3 , and the included angle between α i (n)δ i and α i (m)δ i by 4 . Note that the inequality The equality γ 1 (n, m) = γ 2 (n, m) = γ 3 (n, m) = γ 4 (n, m) holds only if 1 = 2 = 3 = 4 = 0. In this case, δ i and δ j in (5) have the same direction as δ i = cδ j , where c is a positive constant.
APPENDIX B THE DERIVATION OF P E
The probability of Pr{χ 1 θ 1 − χ i θ i < − i } in (18) can be intuitively calculated according to Fig. 13 . The probability equals the area ratio of the shadowed area and the square area OABC. The calculation involves two cases: (a) Fig. 13(a) and Fig. 13(b) , respectively. FIGURE 13. The error probability P e can be calculated as the area ratio of the shadowed area and the square area OABC.
First, if
χ 1 χ i ≤ 1, P e can be calculated as
which can be further simplified as shown in (19). Second, if χ 1 χ i > 1, P e can be calculated as
