Abstract-Inspired by the simplicity of how nature solves its problems, we implement a bacteria controller on a physical platform that would enable the localisation and subsequent mapping of environmental pollution. We investigate the effects of each parameter in the controller on the localisation and exploration ability of the platform used. We also present how we can tune the controller for a given environmental condition depending on whether localisation or exploration is of a major priority. Some experimental results are presented to show the feasibility and performance of the proposed bacteria control.
I. INTRODUCTION
In order to use robotic agents to provide environmental monitoring, two issues have to be solved. The first issue has to do with controlling the agents in the most appropriate way to collect data of environmental pollution being monitored. The second issue has to deal with processing the data and presenting it in the most appropriate way for a human user. In this paper, we focus on the first challenge i.e. developing a controller that would enable us to control a robotic agent towards localising the source of environmental pollution whilst providing environmental coverage.
In order to monitor an environmental pollutant, the initial thought might be to make sure that every single area in the environment is covered. This approach has led to the development of various individual agent deterministic algorithms that ensure that every area in the given environment is visited at least once during the run time of the agent. For example, [1] uses a spanning tree algorithm to provide coverage to an area. This involves the cellular decomposition of an area into cells and then developing a spanning tree to ensure that every area of the cell or vertex in the given decomposed environment is covered.
However, using this approach quickly starts losing appeal when a large environment is to be covered by the single agent and if the environmental pollutant changes constantly over a short period of time. This leads to data collected being outdated quickly. In order to solve this large environment size problem, multiple agents could be used. By using multiple agents, individual agents in the "system" could be programmed to spread out in the environment and hence collect data everywhere at once.
This has led to a development of the spanning algorithm into a multi spanning algorithm [2] to find tree cover with similar tree weights. However, using this approach does not address the second issue properly. Areas in the environment that do not contain data are still covered and loss of data can happen if the agent is not near or in the same area as the environmental pollutant. This approach is deterministic and hence ensures that most or every area in the environment is covered. However, it has been proven that the performance of deterministic approaches get close to that of stochastic approaches when their efficiency is reduced [3] [4] . In practical situations, efficiency could be reduced by wheel slippage, sensor inaccuracies and other platform imperfections.
Balch [3] was able to prove that using a random search method enabled the use of less intelligent robots. Since a stochastic algorithm can deal with changes in the dynamically changing environment, we investigate the use of a controller based upon the bacteria random biased walk. By using our controller with a flocking algorithm, we aim to distribute the agents based on the concentration distribution of the environmental pollutant being monitored. This leads to more efficient use of a limited number of agents.
Researchers have used various multi-agent approaches to achieve this, including Voronoi partitions [5] [6] and Virtual Spring Mesh approachs [7] . However, these approaches are either computationally expensive or require a long distance communication between agents. In addition, a prior knowledge of the target is required when using Voronoi partition and this approach can only be used in polygon derived environments. In this paper, we shall focus on the development and implementation of our chosen bacteria controller on a physical robotic platform and investigate its parameters.
The rest of the paper is organised as follows: Section II describes the implementation of a bacterial chemotaxis controller. In Section III, experimental setting and results are presented. Further investigations are presented in Section IV, including the effect of noise on the bacteria controller, the effect of using memory and how to tune the controller. Finally, a brief conclusion and future extensions are discussed 
II. IMPLEMENTING A BACTERIAL CHEMOTAXIS CONTROLLER

A. Bacterial Chemotaxis Model
A bacterium finds food sources by executing a biased random walk behaviour. Its motion is made up of two phases namely a run phase and a tumble phase. The run phase can be said to be a straight line motion in a particular direction. When swimming up a gradient, the mean run length is 2.19±3.43 s while if swimming down a gradient, the mean length is 1.40 ±1.88s [8] [9] . In other words, the length of the run phase is affected by the concentration of the attractant in the medium and was modeled by Berg and Brown as follows:
where τ is the mean run time and τ o is the mean run time in the absence of concentration gradients, α is a constant of the system based on the chemotaxis sensitivity factor of the bacteria, P b is the fraction of the receptor bound at concentration C. In our work, C was the present reading taken by our Robotic agent. K D is the dissociation constant of the the bacterial chemoreceptor. dt is the weighted rate of change of P b . This is used to simulate the exponentially decaying memory of an event on a bacterium system. In our implementation, we used a 4-element memory to simulate the 4 second memory of a bacterium [10] [11] . τ m is the time constant of the bacterial system.
The above equations determine the time between tumbles and hence the length of runs between tumbles. The tumble phase is performed by the bacteria throwing its flagellum clockwise in the medium. This makes it turn in a random direction σ. This random direction is governed according to Dahlquist et al by a probability distribution which makes the probability of turning either right or left azimuthally symmetric about the previous direction [12] . In our implementation, our robotic agent can randomly choose a range of angles in the set σ {0...360} by spinning on its axis.
In [13] , their agent had to cover a certain distance based upon a bias value before it took readings again. It then compared the present and previous readings to decide whether to tumble or keeping moving in a straight line. However, by using the controller above, the system is able to react to a dynamic environment during runs. Light sensor readings are taken every time step and used to determine immediately whether to keep moving in that direction or to tumble immediately.
B. The Platform and Environmental setup
In order to investigate the effects of our algorithm on various platforms, we implemented the algorithm on a Lego mindstorm platform. We used Lejos (A java derivative programming language) to program the robot. For the environmental variable or pollutant, we printed a gradient of black color on paper as shown in Fig. 1 . The paper was placed so that the simulated pollutant source was at a position of (0,0) in the arena. We used an infra red light sensor to read the values of the color from the paper and then responded accordingly. The values of the reading from the infra red light sensor was between 0 and 65. We decided against using light as a target source as we did not have total control over the light levels entering our robot arena. This made sure that our results were collected in a controlled environment. We placed the light sensor at an angle as shown in Fig. 2 , which aided the robot decision making capabilities. It enabled our control algorithm take action before it was too late. An overhead motion camera was used to obtain position data of the robot. In addition, the robot was placed in a bounded environment as can be seen in Fig. 1 . This made sure that the robot did not wander away from the region of interest during the experiment when investigating the various parameters. The arena for this experiment had a dimension of 1200mm by 1400mm (Width by Length) while the robot had a speed of 18cm per second.
III. EXPERIMENTAL SETTING AND RESULTS
During our experiments, we placed the robot at a distance of approximately 1200mm from the source. We assumed that we have reached the source when the robot's infra red sensor is within a 50mm by 50mm box at the source. For each parameter change, we took twenty readings to get a good representation of the parameter's effect. To investigate the effects of the parameters, we developed two metrics. The first metric was how quickly the agent was able to localize the source while the second metric was how well environmental coverage was achieved in the environment.
A. Investigating the run length (τ o ) parameter
We casted the mean run time τ parameter into a mean run length parameter and τ o into a mean run length parameter in the absence of concentrations. In order to investigate the effect of the run length parameter τ o , we used various values of 5, 10, 15, and 20. For each parameter, we measured the distance from the source every 500 milliseconds and plotted the average of the results as shown in Fig. 3 . From Fig. 3 , it can be seen that a smaller value of run length resulted in faster convergence at the source with a faster descent while a larger run length value had the opposite effect. This is seen more clearly in Fig. 4 where we checked for the first algorithm to reach within the 50 by 50 millimeter box at the source.
We also discovered that a smaller value of τ o results in less environmental coverage but more resolution during searches with little chance of overshooting the source while a larger value of τ o results in more environmental coverage. This can be seen in Fig. 5 . Using τ o = 25 resulted in a more uniform coverage of the entire arena while using τ o = 5 resulted in a more directed search towards the source with edge positions covered less.
B. Investigating the kd parameter
The kd parameter was investigated by using the values of 2, 10, and 20. The effects of using the various values are shown in Fig. 6 in which large values of kd resulted in faster descent and convergence. We believe that this parameter is associated with system response.
C. Investigating the alpha parameter
In order to carry out investigation into the alpha parameter, we decided to introduce noise into the environment to see if it would have any effect on the performance of the system. This involved putting on the lights in the robot arena. We initially believed that this change in condition would have an effect on our readings because of the nature of the paper. This is because the paper reflected light shining on it which might reduce the effect of the infra red light sensor by introducing noise into the readings.
We used a kd value of 2, a run length value τ o of 5 and an alpha value of 1000. The results of how quickly it localised at the source is shown in Fig. 8 , in which a change in light conditions did not cause the gradient of the localisation curve to change drastically when compared with the gradient of the localisation curve of the same parameters without the light on. This shows that a change in light conditions does not have much effect on our algorithm performance. This robust nature of our algorithm could be because of the nature of the sensor we are using in that it measures infra red emissions and not light levels. However, from preliminary observations, we believe that the alpha parameter is useful for tuning the controller for various environments to deal with noise. This parameter would be adjusted dynamically in future work to adapt to various environments in order to achieve optimal performance.
IV. FURTHER INVESTIGATIONS
A. Using a light source
In this experiment, we used a light sensor measuring light levels in the environment. However, testing the performance of each parameter was very challenging as the light condition in the arena changed as a result of outside light.
Nevertheless, we were able to discover a very interesting behaviour. We found out that each time the robot backed the light source, the shadow of the robot was casted onto the light sensor path. The robot responded immediately by rotating on its axis to get back into the light. This resulted in a faster system response. This behaviour would be very useful in practical situations when searching for a pollutant in a river for example. If the robot turned around down stream, the robot structure would cause the pollutant to miss the sensor resulting in a low reading and an immediate response. 
B. Investigating memory
We also investigated the effects of changing the exponential parameter in equation 2. However, we did this in simulation. We used a 4 element memory which is similar to the 4 second memory of a bacteria. The exponential function of equation 2 works by weighting the value of the read concentrations by values of 1, 0.367879, 0.135335 and 0.049787 so that present concentration readings are weighted with a value of 1 while readings taken 4 seconds ago are weighted with 0.049787. As a result, this resembles a decaying memory effect. These values are stored in 4 data points respectively in Fig. 9 . We investigated the effect of changing the value of data points 2 and 3 of the exponential function in Fig. 9 on a pollutant profile shown in Fig. 11 without changing data points 1 and 4. Our performance matrix in this case was to find out how many agents were able to localise at the source in 30 seconds. Each of the agent had a kinematic model of movement. The results of our experiment is shown in Fig. 10 . From our results, we discovered that using data points similar to that of an exponential function resulted in a greater number of robots at the source. However, the function having data values of 0.1 and 0.1 for data points 2 and 3 resulted in more agents localising than other points. This is shown in Fig. 9 .Nevertheless, other data points might result in more exploration of the given environment. Investigation into this is still on going.
C. A way of tuning the controller
After studying the effects of the above parameters, we can come to a way of tuning the controller to achieve faster localization or exploration. Firstly, for the particular environment, the alpha value should be increased until there is no increase in the performance of the system. This is because based upon our work in [14] , there is a saturation point over which there will be no dramatic increase in system performance. Then kd should be increased until there is no increase in system performance. Finally, the run length parameter τ o can be increase or reduced to either achieve faster convergence or more exploration. This can be seen in Fig. 12 .
V. CONCLUSION AND FUTURE WORK
We have shown how to use a physical robot to achieve localization at a source using a bacteria controller. We have also shown how to use the controller to achieve either Fig. (a) ; the kd parameter- Fig. (b) ; the α parameter- Fig. (c) more exploration or faster localisation. Both effects are contradicting and a tradeoff is needed. In other words, we can not achieve more exploration while performing to faster localisation.
Due to the gradient based method of searching, the bacterial controller might fail in a high turbulent environment. We believe that using this controller with a flocking controller performance might be improved due to the advantage of co operative foraging. We also believe that by investigating the parameters of the bacterial controller closely, we can adapt it to work in a high turbulent environment.
In future, we plan to use neural networks and adaptive learning to configure these parameters as every environment the robot encounters might be different from the last one it encountered. We also plan to use our algorithm for boundary detection of water pollution and subsequent efficient cleaning of the pollutant using multiple agents.
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