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Higher order topological insulators have emerged as a new class of phases, whose robust in-gap “corner”
modes arise from the bulk higher-order multipoles beyond the dipoles in conventional topological insulators.
Despite rapid theoretical and experimental breakthroughs, all discussions have been constrained to the static
scenario due to the lack of specific schemes to compute higher-order dynamical topological invariant. Here
we provide a concrete model and explicit constructions of topological invariants for a Floquet-driven system
exhibiting anomalous corner states. The bulk quadrupolar moment for the eigenstates of static Floquet operators
vanishes identically, while the anomalous topological invariant associated with full-time evolution correctly
describes the quantized corner charges. The signature of such a phase in cold atom experiments is discussed
through corner particle dynamics and a Floquet-Bloch band tomography.
Introduction — The advent of topological insulators (TI) [1–
3] have revolutionized our understanding in the phases of mat-
ter by the principle of bulk-boundary correspondence. The
non-trivial topology of the bulk wave-function is predicted by
the principle to render robust edge states occupying a region
one dimension lower than that of the bulk. Such a picture can
be understood as a quantized dipole, or “first-order”, polar-
ization of the bulk wave function which results in excessive
charge at the system’s boundary. A wide class of topological
systems have since been identified, including the Z2 TI [4–
7], the Weyl semimetals [8–11], quantum anomalous Hall ef-
fects [12, 13], and the topological superconductors [14, 15].
Analogous to electrodynamics, one naturally wonders
about the generalization of dipoles to higher-order multi-
poles for bulk wave functions, which would modify the bulk-
boundary correspondence. Such a novel class of “higher-
order” topological insulators (HOTI) were constructed suc-
cessfully in recent theories [16–25], and have quickly led to
experimental realizations in photonic [26, 27], electric cir-
cuits [28] and solid state systems [29, 30]. With vanishing
dipole but quantized n-th order multipoles in HOTI, both the
bulk and edge exhibit gapped spectrum, while in-gap “corner”
states emerge in a region being n-dimensional lower than that
of the bulk. Inspired by such success, rapid progress has been
made towards higher order semimetals [31–33], superconduc-
tivity [34–39], spin liquids [40] and symmetry protected topo-
logical phases [41, 42] in the past year.
So far, all discussions on HOTI have been focusing on
static scenarios. It is known, however, that periodically driven
(Floquet) systems far from equilibrium are fertile grounds
for intriguing phenomena without static counterparts [43–
46]. In particular, there exist “anomalous” Floquet insula-
tors (AFI) [47–52] whose static topological invariants vanish
for all Floquet-Bloch bands, but edge states still emerge due
to winding numbers of evolution operators U(k, t) with gen-
uine time dependence. It is therefore tantalizing to explore the
higher order extensions of AFI, which would open the door to
a whole new set of non-equilibrium topological matters with
multipole features. Yet, the current scheme for studying HOTI
lacks a natural way to generalize the topological numbers built
from Hamiltonian eigenstates to that from U(k, t), prohibiting
practical investigations of Bloch wave multipoles in dynam-
ical systems. Clearly, an urgent need is posted to bridge the
theoretical gap between HOTI and AFI, and to extend the ex-
perimental realization of AFI into the higher-order scenarios.
In this work, we explicitly construct the models and topo-
logical invariants for such a higher order Floquet topological
insulator (HOFTI) exhibiting anomalous quadrupoles. Within
this phase, the static nested polarization, constructed by re-
placing the Hamiltonian as in previous work with Floquet op-
erator UF(k) ≡ U(k,T ), vanish identically. But anomalous
“corner” states still arise and are described by the dynamical
quadrupoles contained in the full evolution of U(k, t). The key
step is to involve a Hermitian mapping of U(N)→ Z2×U(N),
which does not change the topological property of evolution
operators U(k, t) while allowing for projections of U(k, t)
onto the system’s boundary. Nested Wilson loops constructed
from the evolution operators projected to the boundary cor-
rectly capture the dynamical edge topology and predict the
quantized charge accumulating at the system’s corners, coin-
ciding with numerical results. Further, a cold atom realiza-
tion of a HOFTI is discussed, together with its signatures of
anomalous corner states in detections. Our work paves the
way for a systematic study on non-equilibrium topological
matters of higher multipole nature.
Models, symmetries, and phase diagrams — As a minimal
model, we consider a binary drive with Hamiltonians in two
driving sectors illustrated in Fig. 1. To set the time reversal in-
variant point at time t = 0, we write them into a 3-step driving
with period T , where the Hamiltonian H(k, t + T ) = H(k, t)
reads
H(k, t) =

γh1, t ∈ [0,T/4];
λh2k, t ∈ [T/4, 3T/4];
γh1, t ∈ [3T/4,T ].
(1)
Here γ, λ are hopping constants, and the (dimensionless) in-
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FIG. 1. Connected bond configuration in real space during periodic
drive at step 1, 3 (a) and step 2 (b), respectively. Solid/dashed lines
represent positive/negative signs for the hopping with equal magni-
tudes within each step.
stantaneous Hamiltonians written in momentum space read
h1 = τ1σ0 − τ2σ2,
h2k = cos kxτ1σ0 − sin kxτ2σ3 − cos kyτ2σ2 − sin kyτ2σ1,
(2)
where τ,σ are Pauli matrices spanning the basis for 4 sublat-
tices Ψk = (ψk1, ψk2, ψk3, ψk4)T [53] as shown in Fig. 1. The
evolution operator is then
U(k, t) = Pτe−i
∫ t
0 H(k,τ)dτ, (3)
where Pτ denotes the path-ordering of time τ. Such a model
enjoys high solvability [54] and rich phase diagrams including
both the normal and anomalous Floquet topological phases.
The dynamical model defined in Eqs. (1)–(3) satisfies all of
the time reversal Θ = TK, particle-hole Γ = CK, and chiral
symmetries S = ΘΓ [48, 49]
T−1U(k, t)T = U∗(−k,−t), T = τ0σ0;
C−1U(k, t)C = U∗(−k, t), C = τ3σ0;
S −1U(k, t)S = U(k,−t), S = τ3σ0. (4)
And Θ2 = Γ2 = S 2 = +1. Here K is complex conjugation
Ki = −iK, and T,C, S are unitary matrices. Thus, the system
belongs to the BDI class which holds no topological indices
for the conventional first-order Floquet TIs [48, 49] in two di-
mensions. That means the bulk dipoles always vanish, and the
in-gap modes in an open-boundary system would be attributed
to higher order multipoles.
We are interested in the system’s characters at spectro-
scopic time t = NT , with N being integers. The bulk spec-
trum of the Floquet operator UF(k) ≡ U(k,T ): UF(k)|Ek〉 =
eiEk |Ek〉 can be obtained as [54]
exp(iEk±) = exp(±iEk) = fk ± i
√
1 − f 2k ,
fk = cos Ek = cos(
√
2γ) cos(
√
2λ)
− cos kx + cos ky
2
sin(
√
2γ) sin(
√
2λ), (5)
with each quasi-energy band Ek± = ±Ek being two-fold de-
generate. The gap closes when fk = 1, giving the topological
phase boundaries
√
2λ = ±√2γ + mpi, m ∈ Z. (6)
Therefore, one can divide the irreducible phase diagram into
four distinct regions as shown in Fig. 2(a) [55]. To character-
ize the topological properties, two numerical results are pre-
sented for each phase [56].
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(c) Spectrum and the transverse polarization py for upper (blue) and
lower (green) bands, with in-gap corner states denoted by red.
FIG. 2. (a) The phase diagram for the Floquet model Eq. (1), which
is divided into four regions by Eq. (6). (b) One representative in-gap
corner state amplitude; each set of corner states in one bulk gap have
four eigenstates (see (c)) locating at four corners. The plotted one
lies in the E = 0 bulk gap of phase 4© . (c) Spectrum (with full open-
boundaries) and bulk-band polarization (with semi-infinite samples).
For left figures in each panel, horizontal axes denote the m-th eigen-
state, while vertical axes are for quasi-energy Em. The parameters
are
√
2(γ, λ) = ( pi4 ,
pi
2 ), (
pi
2 ,
pi
4 ), (
3pi
4 ,
pi
2 ), (
pi
2 ,
3pi
4 ) for the phases 1© ∼ 4© in
(a). The presence of corner states in both gaps and the zero static
polarization in 4© indicate its anomalous nature.
First, exact diagonalization of the real-space Floquet op-
erator UF(x, y) with open boundary conditions are shown in
Fig. 2(c). Enforced by particle-hole symmetries, the boundary
modes only exist at quasienergy E = 0 and/or E = pi, repre-
sented by the red dots. Each set of boundary modes within
one bulk gap involves four eigenstates localizing at the four
corners of the sample respectively. Fig. 2(b) illustrates the
amplitudes of one such mode.
Second, we compute the transverse polarization py(x) in a
semi-infinite system (described by UF(x, ky)), which repre-
sents the shift of wave-function centers towards y-direction
3away from lattice sites [16, 17, 54],
Wy(x, ky) = Pk′ye
−i ∮ky dk′yAy(x,k′y) = ∑
j
|ν j(x, ky)〉e2piiν j(x)〈ν j(x, ky)|,
py(x) =
1
Ly
∑
m, j,ky
|[ν j(x, ky)]mum(x, ky)|2ν j(x). (7)
Here Wy is the Wilson loop with the Bloch-wave Berry con-
nection Ay, whose non-Abelian components [A(x, k′y)]mn =
〈um(x, k′y)|∂ky |un(x, k′y)〉. ky in the first equation is the base-
point for the loop integration
∮
ky
. |um〉’s are eigenstates of UF
in lower or upper bands, which render py’s of opposite signs.
Pk′y means k
′
y path-ordering. If UF contains bulk quadrupoles,
there would appear non-zero py near the edges x = 0, Lx as
it represents “nested” polarization resulting in corner modes.
For parameters near phase transitions, corner modes could be
more extended into the bulk, but the half-system total py is
quantized to be half-integer (modulo integer) in the topologi-
cal quadrupolar phase.
From the numerical results, one can readily identify that
1© and 2© in Fig. 2 are the (normal) topological and trivial
insulating phases respectively. The in-gap corner modes in 1©
arise from non-trivial polarization py appearing at the system’s
edge. In fact, 1© and 2© are smoothly connected to the static
phases in Refs. [16, 17], as when γ = 0 in 1© (or λ = 0 in 2©
), the Floquet model Eq. (1) is described by a static Hamilto-
nian h2k (or h1) in Eq. (2), which holds non-trivial (or trivial)
Bloch-wave quadrupoles [16]. Further, the phase 3© is also a
normal topological one, but with opposite polarization com-
pared with 1© and the corner modes appear at E = pi gap. The
representative UF =
h1h2kh1
2
√
2
at
√
2(γ, λ) = (pi, pi2 ) is equivalent
to h2k up to a global gauge transformation by h1/
√
2.
The most interesting phenomenon occurs in phase 4© . The
Floquet operator reduces to UF = ih1/
√
2 with the represen-
tative parameters
√
2(γ, λ) = ( pi2 , pi), which seems like a topo-
logical trivial one. Indeed, py vanishes identically in this case,
indicating that the static Floquet operator involves no quan-
tized quadrupoles. However, the corner modes do show up
in both the E = 0, pi gaps. The contradiction signals that the
anomalous corner modes in phase 4© result from the quan-
tized quadrupoles associated with the full dynamics of U(t)
throughout a period, as we will discuss next.
Topological invariant — To define a topological number with
time t being an independent parameter, we need to periodize
the evolution operator in time such that t ∈ [0,T ] functions as
S 1 in the parameter space. This can be constructed by using
the return map [47–49]:
Uε(t) = U(t)e−iH
(ε)
eff t/T , (8)
where H(ε)eff =
∑
n −i logε(λn)|λn〉〈λn|, and ε denotes the branch
cut when taking the logarithm. Here |λn〉’s are eigenstates of
the Floquet operator UF |λn〉 = λn|λn〉, and therefore we have
by construction Uε(0) = Uε(T ) = I because e−iH
(ε)
eff = U−1F .
Choices of branch cuts determine the non-analytic point in
quasienergy spectrums, which is the gap that we check the
possible existence of corner modes.
Let us focus on class BDI related to our model above. In
the presence of chiral symmetry, Uε at half evolution period
takes block diagonal/off-diagonal forms depending on branch
cuts ε [3, 49]
Uε=0
(T
2
)
=
(
0 U+
U− 0
)
, Uε=pi
(T
2
)
=
(
U+ 0
0 U−
)
, (9)
where U± are unitary matrices. We emphasize that these op-
erators still carry the information of the full evolution through
Heff and is not simply a static one at half period.
Up to now, the procedures are standard for an AFI [47–49].
Our major result is the scheme to analyze the winding num-
ber of the unitary U± within the subspaces of certain Wannier
bands. To do so, we introduce the tool Hermitian operator [57]
Htool =
(
0 U†−
U− 0
)
. (10)
Note H2tool = I, the eigenvalues of the Hermitian matrix are±1. Thus, it introduces a map of TD → U(N) → Z2 × U(N),
where T denotes torus and D is the spatial dimension. The
solution of Htool can be written as
|m±〉 = 1√
2
( ±|αm〉
U−|αm〉
)
, (11)
where |αm〉 = (α(1)m , α(2)m , . . . , α(N)m )T is an arbitrary normalized
U(N) spinor α†mαm = 1, and ± denotes eigenvalues ±1. Since
the Z2 is a trivial reproduction of the properties of the U(N),
we can focus on one of the two branches, say, the + branch,
and simplify the notation |m〉 ≡ |m+〉. The eigenvector |m〉
serves to introduce the Berry connection of U− within the sub-
space spanned by selected |αm〉:
i
[
Aµ
]
mn
= 〈m|∂kµ |n〉 =
1
2
〈αm|(U†−∂kµU−)|αn〉 + 〈αm|∂kµ |αn〉.
(12)
Without any subspace projection, one natural choice is |αm〉 =
(01, 02, . . . , 0m−1, 1m, 0m+1, . . . , 0N), where the subscript de-
notes the i-th element of the U(N) spinor, and m = 0, 1, . . . ,N
ranges over the whole U(N) space. Then we recover the usual
Berry connection for the unitary matrix
i[Aµ]mn =
1
2
(U†−∂kµU−)mn, (13)
where the m, n on the right-hand-side denotes matrix indices.
With the aid of Eq. (12), we can compute the higher order
winding number using the following procedure in the discrete
Brillouin zone.
(1) Calculate the (first-order) Wilson loop with “bare” Berry
connections defined in Eq. (13),
Fx,k =
1
2
(I + U†−,kU−,k+∆kex ), ∆kx =
2pi
Lx
,
Wx,k = Fx,kFx,k+∆kxex · · · Fx,k+(Lx−1)∆kxex . (14)
4For our model, Wx,k is an SU(2) matrix. It represents the po-
larization of Bloch waves towards x-direction.
(2) Diagonalize the first order Wilson loop Wx,k,
Wx,k|ν j(k)〉 = ei2piν j(ky)|ν j(k)〉. (15)
The phases ν j(ky) are the Wannier band spectrum, and |ν j〉’s
carry the information of edge topology.
(3) Obtain the nested Wilson loop W˜y,k as
F˜( j)yk =
1
2
〈ν j(k)|U†−,kU−,k+∆kyey |ν j(k)〉
+ 〈ν j(k)|ν j(k + ∆kyey)〉 − 12 , ∆ky =
2pi
Ly
,
W˜ ( j)yk = F˜
( j)
yk F˜
( j)
yk+∆kyey
· · · F˜( j)yk+(Ly−1)∆kyey . (16)
Here the Wilson loop has projected Berry connection defined
in Eq. (12), where |αm〉 is replaced by the Wannier wave func-
tions |ν j〉. The nested Wilson loop W˜ ( j)yk involves the simultane-
ous polarization of Bloch waves towards the x and y direction,
which leads to the corner states. In our case, W (+)y,k and W
(−)
y,k are
two U(1) numbers and therefore no further diagonalization is
needed [58]. The nested polarization can be obtained as
P˜( j)xy =
1
Lx
∑
kx
p˜( j)y (kx); p˜
( j)
y (kx) =
1
2pi
arg(W˜ ( j)yk ) (17)
Note that an arbitrary ky in W˜yk can be taken because the phase
factor does not depend on the base point ky after the (path-
ordered) integration over ky in Eq. (16).
ν+ν-
-π π ky
0.5
1
νj(ky) ν+ν-
-π π kx
0.5
1
p˜y(kx)
ν+ν-
-π π ky
0.5
1
νj(ky) ν+ν-
-π π kx
0.5
1
p˜y(kx)
FIG. 3. The Wannier bands ν± and their nested polarization p˜y for
the ε = 0 (left) and ε = pi (right) gaps in phase 4© . Parameters are
the same as in Fig. 2.
We apply the above procedure and compute the quadrupole
strength of our model, as shown in Fig. 3. We see that for
phase 4© , both the E = 0 and E = pi gap involves two gapped
Wannier bands (denoted as j = ±). Therefore, each Wannier
band carries its own topological number. Indeed, p˜y(kx) = 1/2
identically for all kx up to numerical accuracy, and therefore
the quadrupole strength P˜xy = 1/2 for both gaps. Thus, P˜xy
correctly captures the corner charges as shown in Fig. 2(c) for
phase 4© .
Similar to the first order Floquet TI’s [47–49], one can write
the relation between dynamical and static quadrupoles as
P˜(ε1)xy − P˜(ε2)xy = P˜(ε2<band<ε1)xy mod 1, (18)
where P˜(ε1)xy , P˜
(ε1)
xy are dynamical quadrupoles computed
above for gaps ε1,2 respectively, and P˜
ε2<band<ε1
xy is the static
quadrupole computed by UF for the band sandwiched by ε1
and ε2. This explains that the static quadrupoles in phase
4© vanish for all Floquet-Bloch bands (see Fig. 2(c)) because
P˜(0)xy = P˜
(pi)
xy = 1/2, as shown in Fig. 3. One can also verify this
relation for other phases, where gaps with (or without) corner
modes correspond to P˜(ε)xy = 1/2 (or P˜
(ε)
xy = 0).
Experimental proposals — First, we point out that the pho-
tonic experiments on the static HOTIs [26, 27] can be gen-
eralized to our HOFTI case with little modifications. The h1
and h2k in Eqs. (1) have already been realized in these ex-
periments, and one may extend them by performing repeated
quenches between the two Hamiltonians resembling the situ-
ation for first order AFIs [50, 52, 59]. The corner modes can
be observed directly through the photon intensity at sample
corners. In contrast to the static HOTI which has only one in-
gap frequency peak for corner modes, our theory predicts that
HOFTI would exhibit two such peaks both between and aside
of the bulk modes.
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FIG. 4. Experimental signatures. (a)-(d) The density evolution
from the initial configuration at t = 0 in (a) to the final state at
t = 100T in (b)-(d) for different phases in a lattice of 20 × 20 unit
cells. (Only the corner 3 × 3 cells are shown for visibility. Phase
3© has the same results as 1© in (b)). Each pixel denotes one lat-
tice site, and axes ticks denote unit cells. (e) The dynamics of par-
ticle density in the unit cell (x, y) = (1, 1), averaged over 4 sublat-
tices. (f) The TOF measurement for χk (left), θk (middle) and ϕk
(right) in phase 1© (upper row) and phase 4© (lower row). In all fig-
ures,
√
2(γ, λ) = pi(0.5, 0.1), pi(0.5, 0.05), pi(0.9, 0.5), pi(0.5, 0.95) for
phases 1© ∼ 4© respectively.
Second, we discuss the signatures of HOFTI in cold atom
experiments [60]. Here, the particle conservation could lead
to novel dynamics showing the localization of corner modes,
and a time-of-flight (TOF) density mapping (band tomogra-
phy) could reveal the trivial static polarization in the HOFTI
phase. See the results of simulations in Fig. 4.
A “corner” can be engineered via the microscope methods
associated with digital mirror device [61, 62], which gives
rise to a step-like potential barrier V(x, y) = V0Θ(−x)Θ(−y)
up to single site accuracy. With high enough V0, it can be
represented by the open boundary conditions in our simula-
5tions. We consider the initial states with particles concentrat-
ing around the sample corner [63], which overlap with both
the corner and bulk eigenstates. Since the bulk spectrum is
dispersive, systems with/without corner states would have fi-
nite/zero density remaining at the corner after long-time evo-
lution in an in situ imaging, as shown in Fig. 4(a)–(e).
To distinguish corner states in HOFTI from the static ones
in HOTI, one can apply band tomography and map out all
the eigenstates for UF , from which the bulk nested polar-
ization can be backed up. We briefly describe the proce-
dures below and leave more details in SM [54]. UF(k) and
therefore its eigenstates can be parameterized by three angles
χk, θk ∈ [0, pi], ϕk ∈ (−pi, pi] in S 3. Working in the regimes
γ ≈ 0 for phase 1© or √2λ ≈ pi for 4©, where eigenstates
connect smoothly to those in static systems, one can populate
the “lowest two” Floquet bands even in the slow-driving situ-
ation. After equilibration, the lattice depth is ramped up and
the system evolves under static chemical potentials µi for sub-
lattices i = 1 ∼ 4. Finally, momentum density nk is measured
after TOF. As expected, three profiles of {µi}: could fully re-
veal (χk, θk, ϕk) [64]. It is clear from Fig. 4(f) that the weak
momentum dependence of the angles in phase 4© signals the
vanishing static quadrupoles.
Discussions and generalizations — We investigate in detail a
model in the symmetry class BDI showing the Floquet anoma-
lous corner state, and illustrates its signatures in cold atom
experiments. Moreover, a general framework is constructed
to compute the anomalous quadrupoles in such a genuine dy-
namical system. The three steps related to Eqs. (14)–(17) can
be readily generalized to systems with more bands and with
higher order multipoles. Also, since we only assume the pres-
ence of chiral symmetry (which gives Eq. (9)), the procedure
can be directly applied to symmetry class AIII, DIII, CI and
CII for dimensions with Z indices. Without chiral symmetry,
one generally needs to tackle U(t) for all t ∈ [0,T ], but the
mapping of U(N) → Z2 × U(N) in Eq. (11) remains valid,
which allows for a projection of U(t) to subspaces by con-
straining |αm〉. It will be interesting for future work to explore
such a generalization, i.e. to class A with quadrupoles in 3D,
and to provide a complete list of procedures to obtain higher
order dynamical multipole in all symmetry classes and dimen-
sions.
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ALGEBRAIC DETAILS FOR EVOLUTION OPERATORS
Floquet operator
First, we consider the bare evolution operator. Set t1 = t3 = 1/2, t2 = 1, which means T = 2. When t ∈ [0, 1/2]:
U(t) = cos(
√
2γt) − i sin(√2γt) h1√
2
; (S1)
when t ∈ [1/2, 3/2],
U(t) =
(
cos(
√
2λ(t − 1/2)) − i sin(√2λ(t − 1/2)) h2k√
2
) (
cos(γ/
√
2) − i sin(γ/√2) h1√
2
)
; (S2)
and finally, when t ∈ [3/2, 2],
U(t) =
(
cos(
√
2γ(t − 3/2)) − i sin(√2γ(t − 3/2)) h1√
2
) (
cos(
√
2λ) − i sin(√2λ) h2k√
2
) (
cos(γ/
√
2) − i sin(γ/√2) h1√
2
)
. (S3)
The Floquet operator is the evolution operator at the end of a full period:
UF = U(T ) =
cos( √22 γ) − i sin(
√
2
2
γ)
h1√
2
 (cos(√2λ) − i sin(√2λ) h2k√
2
) cos( √22 γ) − i sin(
√
2
2
γ)
h1√
2
 . (S4)
Using the relations
h1h2k + h2kh1
2
= (cos kx + cos ky)τ0σ0,
h1h2kh1
2
= cos kyτ1σ0 + sin kxτ2σ3 − cos kxτ2σ2 + sin kyτ2σ1, (S5)
we have the analytical form for the Floquet operator as
UF = fkI + i(g1kΓ1 + g2kΓ2 + g3kΓ3 + g4kΓ4), (S6)
8where
fk = cos
√
2γ cos
√
2λ − sin √2γ sin √2λcos kx + cos ky
2
g1k =
1√
2
sin
√
2λ sin ky
g2k =
1√
2
(
sin
√
2γ cos
√
2λ + cos
√
2γ sin
√
2λ
cos kx + cos ky
2
− sin √2λcos kx − cos ky
2
)
g3k =
1√
2
sin
√
2λ sin kx
g4k = − 1√
2
(
sin
√
2γ cos
√
2λ + cos
√
2γ sin
√
2λ
cos kx + cos ky
2
+ sin
√
2λ
cos kx − cos ky
2
)
(S7)
and I = τ0σ0,Γ1,2,3 = τ2σ1,2,3,Γ4 = τ1σ0 are Dirac matrices being anticommuting with each other {Γi,Γ j} = 2δi j, and f , g’s are
real numbers satisfying f 2 +
∑4
j=1 g
2
j = 1. That means UF , and therefore its eigenstates, can be parameterized by three S
3 angles
(χ, θ, ϕ) in addition to the quasienergy E: f = cos E, (g1, g2, g3, g4) = sin E(sin χ sin θ cosϕ, sin χ sin θ sinϕ, sin χ cos θ, cos χ).
The eigenvalues of UF can be obtained via (UF − f I)2 = i2 ∑4j=1 g2j = i2(1 − f 2), which gives in our case UF |Ek〉 = eiEk |Ek〉,
exp(iEk±) = exp(±iEk) = fk ± i
√
1 − f 2k ,
fk = cos Ek = cos(
√
2γ) cos(
√
2λ) − cos kx + cos ky
2
sin(
√
2γ) sin(
√
2λ), (S8)
with each band being two-fold degenerate. The gap closes at kx, ky = 0, pi when
fk = ±1, ⇒
√
2|λ| = √2|γ| + mpi. (S9)
This gives the topological phase boundaries in the main text.
Periodized evolution operator
To obtain the periodized evolution operators, one needs to compute the eigenstates of the Floquet operator. Note that all the Γ
matrices are Hermitian ones, and the eigenstates of UF = cos Ek + i sin EkM are the same as those of the Hermitian matrix M:
UF |Ek±〉 = exp(±iEk)|Ek〉,M|Ek±〉 = ±|Ek〉, where
M =
1
sin Ek
4∑
j=1
g jΓ j =
(
0 V†
V 0
)
, V =
1
sin Ek
(g4σ0 + i(g1σ1 + g2σ2 + g3σ3)). (S10)
We have put in the factor 1sin Ek such that the matrix V is an unitary one VV
† = σ0. The eigenstates then can be easily constructed
as
|Ek+↑〉 = 1√
2

(
1
0
)
V
(
1
0
)
 = 1√2 sin Ek

sin Ek
0
g4 + ig3
ig1 − g2
 , |Ek+↓〉 = 1√2

(
0
1
)
V
(
0
1
)
 = 1√2 sin Ek

0
sin Ek
ig1 + g2
g4 − ig3
 ,
|Ek−↑〉 = 1√
2

(−1
0
)
V
(
1
0
)
 = 1√2 sin Ek

− sin Ek
0
g4 + ig3
ig1 − g2
 , |Ek−↓〉 = 1√2

(
0
−1
)
V
(
0
1
)
 = 1√2 sin Ek

0
− sin Ek
ig1 + g2
g4 − ig3
 , (S11)
with corresponding eigenvalues in Eq. (S8). The ↑, ↓ denotes two degenerate bands with the same eigenvalue.
For our purposes, we only need the return map at half period t/T = 1/2. So the periodized evolution operator is only
computed at this point. In Eq. (S8), we choose Ek ∈ [0, pi]. Thus, when the branch cut ε = 0, the two eigenvalues of the return
map are exp(−iEk/2) and exp(−i(2pi − Ek)/2) = − exp(iEk/2). If the branch cut is ε = pi, we have eigenvalues exp(−iEk/2) and
exp(iEk/2). Thus,
ε = 0 : e−iH
(0)
eff /2 = e−iEk/2(|Ek+↑〉〈Ek+↑| + |Ek+↓〉〈Ek+↓|) − eiEk/2(|Ek−↑〉〈Ek−↑| + |Ek−↓〉〈Ek−↓|),
ε = pi : e−iH
(pi)
eff /2 = e−iEk/2(|Ek+↑〉〈Ek+↑| + |Ek+↓〉〈Ek+↓|) + eiEk/2(|Ek−↑〉〈Ek−↑| + |Ek−↓〉〈Ek−↓|).
9Here 
|Ek+↑〉〈Ek+↑| + |Ek+↓〉〈Ek+↓| = 12 (I +
(
0 Q†
Q 0
)
),
|Ek−↑〉〈Ek−↑| + |Ek−↓〉〈Ek−↓| = 12 (I −
(
0 Q†
Q 0
)
)
Q =
1
sin Ek
(
g4 + ig3 ig1 + g2
ig1 − g2 g4 − ig3
)
(S12)
Thus, it can be simplified as
ε = 0 : e−iH
(0)
eff /2 =
(−i sin Ek2 σ0 Q† cos Ek2
Q cos Ek2 −i sin EE2 σ0
)
; ε = pi : e−iH
(pi)
eff /2 =
(
cos Ek2 σ0 −iQ† sin Ek2
−iQ sin Ek2 cos Ek2 σ0
)
. (S13)
In summary, we can apply Eqs. (S7), (S8), (S12) and (S13) to compute the periodized evolution operator at half period t/T = 1/2:
h1 = τ1σ0 − τ2σ2, h2k = cos kxτ1σ0 − sin kxτ2σ3 − cos kyτ2σ2 − sin kyτ2σ1,
U
(T
2
)
=
cos √2λ2 − i sin
√
2λ
2
h2k√
2
 cos √2γ2 − i sin
√
2γ
2
h1√
2

Uε=0
(T
2
)
= U
(T
2
)
e−iH
(0)
eff /2, Uε=pi
(T
2
)
= U
(T
2
)
e−iH
(pi)
eff /2. (S14)
NUMERICAL ALGORITHMS
Static nested polarization
To be self-contained, we briefly review the procedure to compute static nested polarization in previous literature. Consider a
static Hamiltonian H(kx, ky) or a time-independent Floquet operator U(kx, ky) = U(kx, ky,T ), where T is the period of a drive (a
fixed number). The construction of topological invariants is based on their eigenstates
H|Ek〉 = Ek|Ek〉, or UF |Ek〉 = eiEk |Ek〉. (S15)
Consider a 4-band model, where two gapped bands (with energy/quasi-energy) ±Ek are doubly degenerate respectively, and the
eigenstates can be denoted as | + Ek↑〉, | + Ek↓〉 for upper bands, and similarly | − Ek↑〉, | − Ek↓〉 for lower bands. For a system
with filled lower two bands, the first order Wilson loop Wx,k can be obtained as
[Fxk]mn = 〈−Ekm| − Ek+∆kxex,n〉, Wx,k = FxkFx,k+∆kxex · · · Fx,k+(Lx−1)∆kxex , ∆kx =
2pi
Lx
, (S16)
where Lx is the lattice sites along x and m, n =↑, ↓ denotes the two filled bands. Then, one can obtain the eigenvalues and
eigenstates of the Wilson loop
Wx,k|ν j(k)〉 = e2piν j(ky)|ν j(k)〉, (S17)
where j = ± denotes two Wannier bands for edge wave functions. The edge Wannier wave function is constructed by
|w j(k)〉 =
∑
m
[ν j(k)]m |−Ekm〉 , (S18)
where [ν j(k)]m denotes the m-th element of the 2-component spinor |ν j〉. Finally, the nested polarization is obtained through
F˜( j)y,k = 〈w j(k)|w j(k + ∆kyey)〉, W˜ ( j)y,k = F˜( j)y,kF˜( j)y,k+∆kyey · · · F˜
( j)
y,k+(Ly−1)∆kyey , ∆ky =
2pi
Ly
,
P˜( j)xy =
1
Lx
∑
kx
arg(W˜ ( j)y,k) (S19)
The above procedure can similarly be applied to the semi-infinite situation with UF(x, ky). In this case, we already have the real-
space resolution for x, and one only needs to compute the first order Wilson loop along y (exchange the roles of (kx, ky)↔ (ky, x)
in Eqs. (S16) and (S17)) as a function of x. The non-trivial ν j(x) at x = 0, Lx represents the nested polarization.
10
Simulation of dynamics for non-interacting particles
Here we consider the many-body dynamics of free fermions or bosons. The Floquet operator can be writen as
UF = eiHF , HF = Ψ†HΨ, Ψ = (c1, . . . , cN)T , (S20)
with c j the fermion operator at site j andHF an N × N matrix that can be decomposed into its eigenbasis
H = |Eα〉Eα〈Eα|. (S21)
Note |Eα〉 and eiEα are eigenstates and eigenvalues of the Floquet operator in the first quantized form. Here the effective Floquet
Hamiltonian HF gives the same dynamics as UF only at stroboscopic time t = NT,N ∈ Z. Since we do not look at evolution
during one period, the branch cut does not matter unlike in the main text.
For an observable A that can also be expressed in the bilinear form (such as the density n j = c
†
jc j)
A = Ψ†AΨ, A(NT ) = (U†F)NA(UF)N = eiHFNAe−iHFN , (S22)
note [AB,C] = A{B,C} − {A,C}B for fermions and [AB,C] = A[B,C] + [A,C]B for bosons, in both cases we have
(U†F)
NΨµ(UF)N =
∞∑
n=0
(iN)n
n!
[(Ψ†αHαβΨβ)(n),Ψµ] = (e−iHN)µβΨβ, (S23)
and therefore
A(NT ) = Ψ†
(
eiHNAe−iHN
)
Ψ. (S24)
Now, if the Floquet Hamiltonian matrix can be diagonalized by the unitary matrix G,
G†HG = diag{E1, E2, . . . , ED}, (S25)
where D is the dimension ofH , we have
A(NT ) =
D∑
α,β=1
Γ†αG
†
αAαβGβΓβei(Eα−Eβ)N , Γ = G†Ψ. (S26)
For our purposes, consider the initial state being a Fock one, |ψini〉 = ∏i∈corner 2× 2 c†i |0〉. Then
〈ψini|A(NT )|ψini〉 =
N∑
i=1
n(0)i Giαe
iEαN
(
G†AG
)
αβ
e−iEβNG†βi, (S27)
where α, β are summed over all eigenstates, and n(0)i (being a real number) is the initial particle number at site i. The above
formula applies to both free bosons and fermions when the initial state is a Fock one, with the restriction that for spinless
fermions, n(0)i ≤ 1 due to Pauli’s principle of exclusion.
ADDITIONAL DETAILS FOR EXPERIMENTAL PROPOSALS
Sublattice density dynamics at the corner unit cell
In the main text, we show the dynamics of averaged density in the corner unit cell. Here we show the dynamics of density
within the corner cell for each sublattices respectively. The corner states in phase 4© has more weight in sublattices 1 and 2,
compared with those in phase 1© (different phases are defined in Fig. 2 of the main text). It is understandable that to accommodate
two corner modes in phase 4© , it requires more than one site (i.e. sublattice 4) for spinless particles.
Tomography for Floquet-Bloch band through time-of-flight for four-band model
Compared with the original band tomography method [67, 68], we encounter two major differences. First, our system in-
volves a slow Floquet driving such that the evolution cannot be represented by an effective static Hamiltonian as in the original
fast-driving scheme. Thus, without specific preparations, particles will not equilibrate into the “lowest” bands. To perform
tomography, it is necessary to find a way to concentrate particles into one set of degenerate bands. Second, there are four bands
in the model and the two sets of bands are doubly degenerate respectively, unlike in the original case involving only 2 bands
without any degeneracy. We tackle these two differences in the following.
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FIG. S1. The dynamics of density at each sublattice in the corner unit cell. The black frame in (a) denotes the unit cells with initial populations,
and the sublattice indices for the corner unit cell is also shown. (b1)–(b4) shows the dynamics of density at the four sublattice sites of the
corner unit cell nx,y,s, with x = 1, y = 1, s = 1, 2, 3, 4. The lattice size is 20 × 20 as in the main text.
Populating “lower” Floquet-Bloch bands under slow driving
Since the purpose here is to distinguish the normal HOTI from the anomalous HOFTI, it is adequate to choose certain repre-
sentative parameter regions in phase 1© and 4©.
For phase 1©, it is straightforward to notice that when γ = 0, the Floquet model reduces to a static one described by h2k alone,
with artificial “identity evolution” during t1 and t3. Also, we note that h2k alone produces two completely flat bands. Thus, one
can first equilibrate the system under static h2k at a temperature larger than the band width (which is zero), but smaller than
the band gap λ, such that all momentum states at the well-defined lowest two bands are equally populated. Then, one deviates
from the static regime by slowly introducing small λh1, which does not close the quasi-energy gap and therefore particles would
still concentrate in the lower Floquet bands. For optimal effects, we choose
√
2λ = pi/2 such that the quasi-energy band gap is
maximal.
For phase 4©, there is no nearby static fixed points with large quasi-energy gaps. But we notice that at √2λ = pi, the Floquet
operator reads UF = eiγh1/
√
2, which is just the inverse of UF = e−iγh1/
√
2 for λ = 0 and the two have identical structures for
eigenstates. The latter case is a static one evolving under only h1. Thus, we can take advantage of the one-to-one correspondence
between parameters (
√
2λ = 0, γ) and (
√
2λ = pi, γ). First, we equilibrate the system into lower bands of h1. Then, we suddenly
start the driving with
√
2λ = pi (and
√
2γ = pi/2 such that the quasi-energy band gap is maximal). Since in this cases the Floquet
eigenstates are exactly the same as static ones at λ = 0, and due to the large quasi-energy gap, the populations in two Floquet
bands should largely remain unaffected. Then, similar to the situation in phase 1© , we can slowly deviate slightly from the fixed
point
√
2(γ, λ) = pi(0.5, 1), and the particle populations in two Floquet bands should be kept by the band gap.
Four-band tomography with lowest two bands being degenerate
Here we generalize the framework in Ref. [69] to 4-bands. First, we introduce the three angles in S 3, (θk, ϕk, λk), character-
izing the eigenstates of UF as mentioned in the main text. Note the Floquet operator can be written in the form of Eq. (S10),
which we quote below
UF = cos Ek − i sin Ek, M = 1sin Ek
4∑
j=1
g jΓ j =
(
0 V†
V 0
)
, V =
1
sin Ek
(g4σ0 + i(g1σ1 + g2σ2 + g3σ3)), (S28)
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where cos Ek = fk, sin Ek =
√
1 − f 2k =
∑4
j=1 g
2
j and fk, gk are defined in Eq. (S7). Write V and its eigenstates as
V = cos χk + i sin χk
(
cos θ sin θe−iϕ
sin θeiϕ − cos θ
)
,
cos χk =
g4
sin Ek
, sin χk =
g
sin Ek
, cos θk =
g3
g
, sin θk cosϕk =
g1
g
, sin θk sinϕk =
g2
g
, g ≡
√
g21 + g
2
2 + g
2
3
V | ↑〉 = e+iχk | ↑〉, | ↑〉 =
(
cos θ2
eiϕ sin θ2
)
, V | ↓〉 = e−iχk | ↓〉, | ↓〉 =
(−e−iϕ sin θ2
cos θ2
)
. (S29)
Then, similar to the construction in Eq. (S11), the Floquet eigenstates can be written as UF |E±〉 = e±iE |E±〉, |E±〉 = 1√2
(±|α〉
V |α〉
)
,
where |α〉 can be an arbitrary SU(2) spinor. But here we choose the two eigenstates of V rather than (1, 0) and (0, 1) for |α〉, so
the Floquet eigenstates are
|Ek±↑〉 = 1√
2

± cos θ2±eiϕ sin θ2
eiχ cos θ2
ei(χ+ϕ) sin θ2
 , |Ek±↓〉 = 1√2

∓ sin θ2±eiϕ cos θ2−e−iχ sin θ2
e−i(χ−ϕ) cos θ2
 ,
{
UF |Ek+↑,↓〉 = e+iEk |Ek+↑,↓〉,
UF |Ek−↑,↓〉 = e−iEk |Ek−↑,↓〉 (S30)
The angles (θk, ϕk, λk) above are the ones used in the main text. With these solutions, we can write the transformation between
fermion operators at sublattice i: cki, and those at certain band ck±,µ, µ =↑, ↓, as
ck1
ck2
ck3
ck4
 = 1√2

cos θ2 − sin θ2 − cos θ2 sin θ2
sin θ2e
iϕ cos θ2e
iϕ − sin θ2eiϕ − cos θ2eiϕ
cos θ2e
iχ − sin θ2e−iχ cos θ2eiχ − sin θ2e−iχ
sin θ2e
i(χ+ϕ) cos θ2e
−i(χ−ϕ) sin θ2e
i(χ+ϕ) cos θ2e
−i(χ−ϕ)


ck+↑
ck+↓
ck−↑
ck−↓
 (S31)
During time-of-flight, four plain waves formed in the four sublattices respectively will interfere with each other. The interference
pattern can be described as (up to normalization constants for the total particle number)
nk = 〈ψini|d†kdk|ψini〉, dk =
ck1 + ck2 + ck3 + ck4
2
, {dk, d†k} = 1,
∫
dk
(2pi)2
nk =
1
2
(half-filling). (S32)
Here, we consider the initial state where the two “−” bands are completely filled, while the two ”+” bands are empty, i.e.
|ψini〉 = (∏k c†k−↑)(∏k c†k−↓)|0〉. Then, 〈c†k−↑ck−↑〉 = 〈c†k−↓ck−↓〉 = 1, and other terms all vanish. As such, nk is the sum of two
independent interference patterns of |Ek−↑〉 and |Ek−↓〉,
n(4)k =
1
8
∣∣∣∣∣− cos θ2 − sin θ2eiϕ + cos θ2eχ + sin θ2ei(χ+ϕ)
∣∣∣∣∣2 + 18
∣∣∣∣∣sin θ2 − cos θ2eiϕ − sin θ2e−iχ + cos θ2e−i(χ−ϕ)
∣∣∣∣∣2
=
1
2
(1 − cos χk) = 12
(
1 − g4k
sin Ek
)
. (S33)
A direct time-of-flight, as we see above, does not involve enough information to back up all three angles (θk, ϕk, λk). So,
similar to [67, 68], we introduce a quench to deep lattice regime where the states evolve under static onsite chemical potentials
µ1,2,3,4 only, before doing time-of-flight. As mentioned in the main text, we need three chemical potential profiles. For instance,
take Hquench1 = ∆12 τ3σ0 and evolve for time τ1, then
|Ek−↑〉 → e
−i∆1τ1/2
√
2

− cos θ2−eiϕ sin θ2
ei∆1t × eiχ cos θ2
ei∆1t × ei(χ+ϕ) sin θ2
 , |Ek±↓〉 → e
−i∆1τ1/2
√
2

sin θ2−eiϕ cos θ2−ei∆1t × e−iχ sin θ2
ei∆1t × e−i(χ−ϕ) cos θ2
 , (S34)
A time-of-flight after such a procedure produces
n(1)k =
1
2
(1 − cos χk cos ∆1τ1 + sin χk sin θk cosϕk sin ∆1τ1)
∆1τ1=pi/2−−−−−−→ 1
2
(1 + sin χk sin θk cosϕk) =
1
2
(
1 − g1
sin Ek
)
(S35)
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Similarly, take Hquench 2 = ∆24 (τ3σ0 + τ0σ3 + τ3σ3) =
∆2
4 diag(3,−1,−1,−1) and evolve for time τ2, we have
n(2)k =
1
4
(2 − cos λk(1 + cos ∆2τ2) − sin λk(sin θk sinϕk(1 − cos ∆2τ2) + (cos θk + sin θk cosϕk) sin ∆2τ2))
∆2τ2=pi−−−−−→ 1
2
(1 − sin λk sin θk sinϕk) = 12
(
1 − g2k
sin Ek
)
(S36)
Finally, quenching to Hquench 3 =
∆3
2 τ3σ3 for time τ3, the corresponding time-of-flight signatures will be
n(3)k =
1
2
(1 − cos χk cos ∆3τ3 + sin χk cos θk sin ∆3τ3)
∆3τ3=pi/2−−−−−−→ 1
2
(1 + sin χk cos θk) =
1
2
(
1 − g3k
sin Ek
)
(S37)
Up to this point, we see that n(1,2,3,4)k contain adequate information to back up the matrix V in Eq. (S28), and therefore the
eigenstates for UF . The three angles (χk, θk, ϕk) can be written as
χk = arccos
(
1 − 2n(4)k
)
, θk = arccos
2n(3)k − 1√
1 − (2n(4)k − 1)2
, ϕk = arg
(
(2n(1)k − 1) + i(1 − 2n(2)k )
)
(S38)
