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ABSTRACT
This is the final report of a study concerning the simulation of an RF radiation environ-
ment in the test laboratory for the purpose of susceptibility testing. An analysis of
the spectral characteristics of a few specific transmitters was performed and sugges-
tions made for the simulation of these spectra in the laboratory. Methods of determin-
ing power density levels caused by a finite number of transmitters with known charac-
teristics are presented. An analysis of test margins is undertaken, and the rationale
behind the recommended test margin is fully explained and substantiated. A procedure
for carrying out a full-blown RF radiated susceptibility systems test, involving the
use of a power density detector developed during this study, is presented. Finally,
an analysis of the mechanisms of susceptibility is given and a comparison made with
RF overstress.
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1. INTRODUC TION
This is the final report on the study of Radio Frequency (RF) Simulation. All work has
been concluded and the results are presented herein. The purpose of the study was to
analyze the problems inherent in performing an RF radiated susceptibility systems
tests in which it is desired that the radiation environment created in such a test is
equivalent, insofar as the inducement of susceptibility is concerned, to the radiation
that will exist in the worst probable actual environment. Susceptibility will be defined as
that property of a system or part thereof which allows for undesired response caused
by undesired stimuli. "Worst" has the meaning of inducing the largest amount of sus-
ceptibilities, i.e., undesired responses. In order that the actual environment may be
simulated, a knowledge of the factors influencing this environment and their effects as
well as a knowledge of the conditions that surround the environment in which the testing
takes place becomes imperative. It was for the purpose of contributing to that know-
ledge that this study was undertaken.
It is assumed herein that the actual environment is created by a finite number of trans-
mitters with known characteristics such as transmitted power, antenna gain and beam-
width, location and modulation. The first problem is to determine the characteristics
such as power density and frequency of the resultant composite signal at a particular
location. The second problem is to determine the extent to which these characteristics
must be simulated. The third problem is to recreate the desired set of characteristics
in the test laboratory.
The following are some of the pertinent factors which were considered:
1. Spectra of waveforms with known modulation characteristics.
2. Simulation of spectra of known modulation characteristics by signals
with different modulation characteristics.
3. The nature of susceptibility and susceptibility-producing mechanisms.
4. Calculations of power density levels produced by known sources.
1-1
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5. A device for measuring power density.
6. Uncertainties, test margins, safety factors.
7. Test procedures and equipment.
8. The nature of RF overstress.
Results, substantiations, conclusions and recommendations are included in the report.
1-2
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2. MODULATION EFFECTS
2.1 FM Signal Analysis. In order to determine the necessary degree of simu-
lation required for different types of signals, the spectra of the signals, themselves,
must be known. Phase information about the signals will be considered unimportant
for RF simulation since phase is associated with intelligibility of the signal and should
not be an important consideration insofar as the signal's effects on a susceptible device
are concerned. As adequate simulation of any modulated signal should be provided by
a signal which covers essentially the same bandwidth and the same relative amplitudes
as the signal that is being simulated. The parameters of a pulse modulated signal can
be varied to obtain practically any desired roll-off. The pulse repetition frequency can
be varied to provide a relatively small or large number of frequency components in
order to simulate a relatively narrowband or broadband spectrum, respectively. In
addition, the phase relationships present in a pulse modulated signal should be sufficient
to simulate both angle and amplitude types of modulation. Nevertheless, experimental
verification of the adequacy of using pulse modulation to simulate any arbitrary type of
modulation should be performed.
Various types of intentional and unintentional demodulators as well as a number of types
of modulation should be considered. The response of the various demodulators when a
signal of each modulation type is applied can be compared to the response when pulsed
modulated RF is applied. Future analytical work should also be done on the phase
relationships of different types of modulation schemes and how important their role is
in the process of demodulation.
An analysis of the spectral characteristics of the Azusa Mark II ground transmitter was
performed. The Azusa is used for precision tracking of missiles, and the type of signal
it transmits is simple, single side-tone, FM modulation. The single side-tone modu-
lating signal is one of three frequencies which are associated with different degrees of
tracking accuracy in the phase-locked system. However, only one frequency is used at
any particular time. The following are the three modulating frequencies and their uses:
2-1
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Modulating Frequency
98.36 Kc
3.93 Kc
157 cps
Tracking Accuracy
Fine and Coherence
Intermediate
Coarse
Other data pertaining to the Azusa Mark II are the following:
Carrier Frequency: 5060.2 ± 0.75 Me
Power: 2000 W
One other bit of information is required to completely determine the Azusa Mark II
spectrum: namely, the deviation schedule. The deviation schedule is an important
design characteristic for any type of FM modulation. It is a statement of the deviation
of the carrier by each of the modulating frequencies acting individually. In single side-
tone FM modulation, total carrier deviation is simply proportional to the amplitude of
whichever side-tone is being used at a given time.
There are two modes of operation for the Azusa Mark II with two different corresponding
deviation schedules.
DEVIATION SCHEDULE FOR AZUSA MARK 12
W
Mode 1 Mode 2
f f
m Af D m A__ff D
98.36 Kc 98.36 Kc 1 98.36 Kc 98.36 Kc 1
3.93Kc 3.93 Kc 1 3.93 Kc 20 Kc 5.1
157 cps 157 cps 1 157 cps 20 Kc 118
f = modulating frequency
m
Af = peak deviation
D = deviation ratio
_f
f
m
Calculation of the spectra associated with the Azusa Mark 12 can now be made. The
general expression for an FM modulated signal as a function of time is:
I-
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d
(1)
r
a(t) = Asin 12_t f t +
t C T- sin2ff fmt + O0m
A = carrier amplitude
f = carrier frequency
c
0 0 = arbitrary phase factor (omitted hereafter)
1
To determine a as a function of f, the procedure is as follows :
(2) a = A sin (2_tfc t) cos sin 2_t fm
(f_ t) (-_m)+ [ "AI-_m)(3) cos sin2Ufm = JO _f 2 J2 cos4u fret
(4) sin(A-_mf sin2_fmt_ = 2[Jl A(f-mm)Sin2Y f tm
where Jn/f_ ) are Bessel functions of the first kind.
(5) sin (2rt fc t) cos (2rtnfmt) = _ sin [21t (fc + nfm)t]
+ sin [217 (fc - nfm)t] }
(6) cos (2Yfct) sin (27rnfmt) = -_ sin [2?r(fc +nfm)t]
- sin [2Y(f - nfm)t] }
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(7) a(f) = A tJ0 A(-_m/sin [21rfct] + J1 _/-_m/Sin [2Y(fc +fm)t]
- J1 sm [2_(f c- sin [2_ (fc+2fm)t]
+ J4 (fc
As can be seen from the above equations, the FM sl_ectrum consists of a series of com-
ponents spaced symmetrically about the carrier frequency at intervals of f . The
m
amplitude of the nth component is J (D) and its frequency is f plus nf where f is the
n c m c
zeroeth component. It can be seen from the deviation schedule that there are three
values of D under consideration. Since an FM spectrum can be specified as a function
of D and n, the plots will be normalized with the ordinate representing decibels below
the unmodulated carrier amplitude and the abscissa, n = f-f /f •
c m
Only half of the spectrum will be plotted since it is symmetrical about the carrier fre-
quency. The J (D) can be found in tables 2. Figures 1 and 2 are spectral plots for
n
D = 1 and D = 5.1, respectively. Figure 1 can be used as the spectrum of any of the
modulating signals in Mode 1 of the deviation schedule and for the 98.36 Kc modulating
signal of Mode 2. Figure 2 can be used for the 3.93 Kc modulating signal of Mode 2.
For any particular case the abscissa must be multiplied by the modulating signal's fre-
quency to obtain the actual spectral distribution.
For the purposes of RF simulation there are two aspects of the spectral distribution
that are of interest: (1) the relative amplitudes of the spectral components; (2) the
bandwidth of the spectrum. The IRIG Telemetry Standards 3 defines transmitter band-
width as that region of the transmitted spectrum with spectral components greater than
/].
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-40 db referred to the unmodulated carrier. The 40 db bandwidth will be taken as an
adequate representation for simulation purposes of the FM spectrum.
The FM spectrum is rapidly attenuated for frequencies greater than f + Af. In order
c
to determine the 40 db bandwidth the Bessel function is found such that J (D) = . 01.
P
The pth component of the spectrum will then represent the bandedge. If the 40 db band-
width is related to the peak deviation in accordance with the formula, 40 db bandwidth =
8 Af, a plot can be constructed which relates deviation ration, D, to 8. For any
particular D and f the 40 db bandwidth is
m
+
If f4 0 db
40db B.W. = 8Df
m
= the upper bandedge frequency, then
+
fc +/32 Af = f4Odb
+
f40db- fc fl Af
f 2 f
m m
The bandedge criterion becomes
flD
p - 2
1
JBD/2 (D) - 100 (fl/2 > l)
Since/_D/2 may not be an integer, the actual bandwidth will be terminated by the
smallest component that is greater than . 01. Therefore, the actual 40 db bandwidth
will be such that n = (flD/2)n where (flD/2)n represents 8D/2 truncated to the largest
integer less than /3D/2.
Figure 3 is a plot of 8 versus D.
There is one remaining FM spectrum to be plotted for the Azusa Mark II. When f =
m
157 cps and Af :: 20 Kc, the deviation ratio is 127.4. This spectrum will consist of
more than 127 spectral components on either side of the carrier. A computer program
was constructed to calculate the Bessel functions, since the Bessel functions are not
tabulated for orders and arguments of the magnitude under consideration. This computer
2-7
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program is presented in Appendix I. J0 (127.4) and J1 (127.4) were obtained from the
large argument approximations for low order Bessel functions.
JV (x) x -* _ _/-_
v
COS
Vy
The recursion formula was then employed to calculate successive values for J (127.4):
n
2n
_+1 (127.4) - 127.4 Jn (127" 4) - Jn_1(127.4)
The spectrum for D = 127.4 is shown in Figure 4. Since the relative amplitudes of the
spectral components do not differ greatly, a linear rather than a decibel scale was used,
+
The 40 db bandwidth occurs for n = p = 138, _ = 2.16 and f40db - fc = 21.7 Kc. The
largest spectral component is 17.7 db down from the unmodulated carrier.
To illustrate the application of the spectral plots, the following examples are considered.
Given:
Find:
Solution:
carrier frequency = 5060.2 + 0.75 Mc
carrier power = 2000 watts
modulating frequency = f = 98.36 Kc
m
peak deviation = Af = 98.36 Kc
deviation ratio = D -
Af
f
m
- 1
1. Unmodulated carrier amplitude = A
2. carrier spectrum
3. amplitude and frequency of greatest spectral component
4. 40 db bandwidth
5. 40 db bandedge frequencies
(assuming a 50 ohm system)
.
A
-  /(2000w)(50n)
A = 447 volts peak
2-9
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2. Using Figure 1 and the parameters
A = 447 volts
f = 98.36 Kc
m
D = 1
(_D/2) n = 3
f = 5060.2 + .75 Mc
e
It is apparent that there will be seven components in the spectrum spaced 98.36 Kc
apart and centered around the carrier. The amplitudes were found as follows:
Amplitude of 5060.2 Mc modulated component = -2.3 db
log-11 2"31= 447 --_- = 344 volts peak
Similarly, the following table is constructed:
F(Mc)
5060.2
5060.298and 5060.102
5060.397 and 5060.003
5060.495 and 5059.905
Amplitude (volts peak)
344
198
49
9
3. The largest component is at the carrier frequency, 5060. 2 Mc, and
equals 344 volts peak.
4. 40 db bandwidth -- 2 (flD/2)n f = 2(3) (98.36 Kc) = 590 Kcm
5. 40 db bandedge frequencies = fc + (flD/2)n fm = 5060.2 ± (3) (98.36 Kc)
= 5060. 495 Mc and 5059.905 Mc.
There is one other consideration. The ±. 75 Mc tolerance on the carrier frequency
makes possible an excursion in the frequency domain Which requires a 40 db carrier
channel of 1.56 Mc. The question of whether the RF simulation must cover this band-
width can be answered as follows. The modulation characteristics of the signal will be
the same even if the carrier frequency is displaced from its nominal value. For a device
which is susceptible to the demodulated signal, the displacement of the carrier frequency
2-11
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makes no difference in the susceptibility so long as the bandwidth of the susceptible
device is greater than 1.5 Mc. For a device that is susceptible to the modulated signal,
i.e., a spectral component in the range 5060.2 +. 78 Mc, the circuit would have to have
a bandwidth less than 1.5 Mc to be selective enough to fail at one frequency in the trans-
mission channel and not at another. In both cases the Q of the susceptible device would
have to be greater than 3200 for this particular example. It is highly improbable that
susceptible circuits with Q's of this order of magnitude will exist. Therefore, the
tolerance on the carrier frequency will be considered of no consequence for the purposes
of RF simulation and the signal may be simulated at the nominal carrier frequency.
The spectrum of the preceding example has been plotted in Figure 5.
2.2 Launch Vehicle Telemetry Systems. There are four basic types of telemetry
systems in common use today: FM-FM, PAM-FM, PCM-FM and PDM-FM which
stand for Frequency Modulation-FM, Pulse-Amplitude Modulation-FM, Pulse-Code
Modulation-FM and Pulse Duration Modulation-FM, respectively. Multiplex-multiplex
systems, such as PAM-FM-FM are also used. In fact, it is this type of modulation
that has been employed on all Atlas and Centaur vehicles to date. For all practical
purposes, the PAM-FM-FM carrier spectrum is essentially the same as the FM-FM
spectrum. The FM-FM system will be discussed in considerable detail and the other
systems will be mentioned briefly.
FM-FM
According to the Telemetry Standards, Document 106-65, there are designated 19 sub-
carrier channels for an FM-FM multiplex telemetry system. A nominal deviation ratio
of 5 is specified for the subcarrier channels. As the center frequency of the subcarrier
channels increases so also does the allowable subcarrier deviation and, consequently,
the allowable baseband frequency response. The deviation of the carrier by each sub-
carrier is specified in accordance with a deviation schedule. The total peak carrier
deviation is the sum of the carrier deviations by each of the channels acting individually.
However, this peak deviation is very seldom approached because of the randomness of
phase of the subcarriers. A more useful quantity is rms deviation which is defined as
follows:
2-12
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1 /.f2
r.m.s deviation -_fD -_-_V (A 1) + (Af2)2 + "''+ (Afn)2
where Af is the peak deviation of the carrier by the nth subcarrier. A total of n sub-
n
carriers is assumed. In theory, the same type of derivation as was used to obtain the
spectrum of an FM signal can be used in deriving the spectrum of the FM-FM signal.
Starting with the time-domain signal
2 Afl Af2(8) a(t) = Asin yf t +-- sin2Ttfl t+_ sin2?tf2 t
c fm 1 fm 2
n
f sin 2y fmnt
mn
This expression can be expanded into a sum of terms of the form
sin ( Afl
sin (2rr fc t) \T_m 1 t) /af2sin 21r fl sin|_--__\ m2
sin
Each of these terms can be broken down to a term of the form
sin [2rt (fc + afml + bfm2 + " " " + Zfmn)t] ; (a, b • • • z, integers),
after expanding the sin (Afn/f sin 2y f t) terms as series of Bessel functions. Thismn n
process becomes very complicated for more than two or three modulating frequencies.
Instead of using this method, a technique is used in which the auto-correlation function
of the signal is related to the normalized power spectrum by the Wiener-Khintchine
theorem:
(9) 20/Gxx(_) - _ l_xx(_) cos 0_ d_
where
Gxx (_)
Fxx(C)
= power spectral density
= auto correlation function
2-14
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The following steps are performed:
(1) Obtain the normalized auto-correlation function of the modulating signal.
(2) Using Wiener-Khintchine theorem, obtain normalized power spectrum
of modulating signal.
(3) Substitute expression for normalized spectrum of modulating signal into
expression for the normalized auto-correlation function of the modulated
signal.
(4) Find normalized power spectrum of modulated signal, H(o_), again using
the Wiener-Khintchine theorem.
(10)
McGaughan 4 shows that the normalized average power spectrum for a
frequency modulated wave with a normally distributed modulating signal
is
1/c
= --_r os (0_- U_c) _" exp
0 12 v 1- WD _ (1-cos _x)dx d_
where
H(oo) =
OJ =
e
_D =
S(a_) =
normalized power spectrum of modulated signal
2_ (carrier frequency)
2y (r. m. s. deviation)
normalized power spectrum of modulating signal.
The similarity between the spectrum of randomly phased subcarriers and that of pre-
emphasized, band-limited "white" noise has been demonstrated 5 (see Appendix II) so
that S(o_) will be simplified to the expression for "white" noise.
Two modulating signal normalized power spectra will be considered 6
Sl( )
1
"2" mm' for ]u_[ <- u_m
0, for 10¢] > o_
m
2-15
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2
3___ for Io2 ] < o2
2o2 2 ' m
m
O, for Io21 > o2m
where
O2
m
= 27r (highest frequency present in modulating signal -- for FM-FM,
highest subcarrier frequency)
$1(O2 ) = spectrum of "white" noise which has been passed through a low-pass
filter with cut-off at 27r o2
m
$2(o2) = spectrum derived by passing SI(O2 ) through a pre-emphasis filter
and renormalizing.
It can be shown 7 that the FM carrier spectrum resulting from a modulating signal of
Sl(o2 ) is
(11)
1 [ -(o2- o2 )2]
2 __2_cHl(o2) - exp
2_r o2D 2 o2D
o2D
as long as -- > 1.13
O2
m
o2D 27r (r. m. s. frequency deviation of carrier)
O2
D
O2
m
- deviation ratio
8
The FM carrier spectrum resulting from a modulating signal, $2(O2 ), is
fe_ e (a sin x/y) e ixy dy(12) H2(o2) 27r o2
m -_
-a Z r_ e a(13) H2(o2) 2. o2 _ fr(X)
m r=O
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I-
a = 3D 2
fD
D -
f
m
X
C
m
f-f
C
w
f
m
fd
For _-- > 1.52,
m
1
(14) H2(_ ) _ exp 2
2_ D
Equation (14) is the same as equation (11). This fact points out that for deviation ratios
greater than 1.5, a band-limited "white" noise spectrum is sufficient to simulate the
baseband subcarrier spectrum. For deviations less than 1.5 a pre-emphasized, band-
limited, "white" noise modulating signal must be used. The shape of the carrier spec-
trum envelope is Gaussian for D > 1.5, and _¢D corresponds to the standard deviation
of the Gaussian curve. For small deviation ratios (<1.5) equation (12) must be solved
to obtain an accurate representation of the carrier spectrum. A computer program
was constructed to solve equation (12) as a function of the parameters D and X. D was
varied from 0.2 to 1.2 in 0.2 increments; X was varied from 0 to 5 in 0. 1 increments.
The series
CO
a r
Z-_.v fr (X)
r=O
_4
was truncated after ten terms.
The computer was used to solve for the r = 1 to 9 terms. The zeroeth term was com-
puted by hand since it represents a CW component. The zeroeth term is
-a
e 5 (X)
2-17
ZZK-66-060
where
_, x=O5(x) : o,
The following are the values plotted:
D a
.2 .12
.4 .48
• 6 1.08
.8 1.92
1.0 3.0
1.2 4.32
-a
e : [H (0) ] r = 0
887
619
340
147
050
013
This approximation yields accurate curves for D < 1 and f - f /f g 4. For f- f /f
c m c m
Equation 12 asymptotically approaches zero, but the truncated series approximation
does not approach this asymptote.
>4
The computer program is given in Appendix III.
Equation (14) can be rewritten as follows:
(14) H2(¢c ) _ exp
a_D
2
- )
2
2oz
D
(15)
1
u_DH2(f) _ exp
2
- (f - fc )
2
2 fD
u_ = Da_
D m
1
°JmH2(X)_ 2_
exp
2
' (f-fA
(16) oJ
m
1
H2(X) _ 2_-_-_ exp
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f-f
C
X -
f
m
Equation (15) is plotted in Figure 6. This curve which is valid for D > 1.5 relates the
power spectral density to the r. m. s. deviation, fD" It is plotted in normalized form
enabling the determination of the carrier spectrum for any value of fD so long as
D >1.5.
Equation (16) is expressed in a form which shows the dependence of the power spectral
density on the deviation ratio D. It is written in essentially the same form as equation
(13) which makes a comparison of the plots of the two equations feasible. The following
forms of the two equations were plotted.
-(3D2)(13) 2_f H(X) - e (3D2) r
m 27r r ! fr "x"_
r=l
m exp -
The normalized ordinate, 2y f H (X) was plotted versus the normalized abscissa,
m
X = f - _/I m, as a flmction of the parameter D.
For D < 1 equation (13) is accurate and is plotted in Figure 7. For D > 1.5, the Gaussian
approximation, equation (15), is accurate and is plotted in Figure 8. Although the region
between D = 1 and D = 1.5 is not strictly accurately specified either by the Gaussian
approximation, Equation (16), or the truncated series solution, Equation (13), acom-
parison of equations (13) and (16) for D = 1.2 shows close agreement.
Figures 7 and 8 constitute a basis for examining the nature of the FM-FM carrier spec-
trum as the parameter D is varied. For 0.2 < D < . 9, the spectrum consists of a CW
component at the carrier frequency and a rectangular broadband distribution limited to
the band f + f . As D increases, the power in the CW component decreases while the
C m
power in the broadband spectrum increases. Most of this power is in the band f + f
c m'
but a Gaussian tail starting at f + f and decaying asymptotically toward zero begins
C m
to form. At the frequencies f ± f there is a discontinuity in the broadband spectrum
C m
2-19
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which becomes less as D increases. The amplitude of the rectangular distribution in
the band f + f increases and begins to slope downward as f varies from f with the
c m c
maximum at the carrier frequency. At approximately D = . 9 the CW component be-
comes negligible and power in the band f + f becomes a maximum. For D >. 9, the
c m
power in the band (fc +fm ) decreases, the maximum at f decreases, the discontinuityc
at f _=f starts to disappear and the spectrum becomes wholly broadband and GaussianC m
shaped.
For D = 1 both the exact solution and the Gaussian approximation are plotted. The
Gaussian approximation over-estimates the power spectral density at f = f and aver-
c
ages the power spectral density at the discontinuity at f = f _: f . There is a maximum
c m
error of about 20% at the discontinuity in the Gaussian approximation. In an actual sys-
tem a sharp discontinuity would not be seen and the spectral distribution at f = f + f
c m
would be averaged much as it is by the Gaussian approximation for D = 1. Also for
D > 1 the agreement between the Gaussian approximation and the exact solution becomes
better and better. It can be concluded then that for the purposes of RF simulation, the
FM-FM spectrum can be considered Gaussian for D > 1.
Althoughneither the computer solution nor the Gaussian approximation are exactly
correct in the region, 1 < D < 1.5, a comparison of the plots for D = 1.2, as shown in
Figure 8, demonstrates close agreement between the two solutions.
The 40 db bandwidth criterion used for the Azusa Mark II FM spectrum will have to be
re-examined since for the FM-FM case a broadband spectrum is being dealt with. For
a broadband spectrum, the amplitude of any component is strictly a function of the band-
width it is referred to since the units of the ordinate are in
AP
(n)(cps)
where
AP = voltage or power
cps = cycles per second,
n is commonly 1, 103, 106
2-23
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If the units of the ordinate are chosento be volts/Kc, for example, and the units of the
abscissa are in Kc then any particular componentof the spectrum will be referenced
to a 1 Kc bandwidth, i.e., if the bandwidthof the receiver is 1 Kc and the transmitted
spectrum changesvery little in a 1 Kc increment, then the voltage a receiver will
measure at any particular frequency is the amplitude of the spectral distribution at that
frequency.
Figures 7 and 8 are normalized such that the ordinate and abscissa are unitless, but for
any particular case the appropriate curve can be replotted in an unnormalized manner.
In telemetry systems f will usually be in units of Kc so that the abscissa can bem
plotted in Kc and the ordinate in db below unmodulatedcarrier/Kc. If this is done the
40 db bandwidth criterion becomes40 db/Kc. However, this criterion is not suitable
for an FM-FM system as reference to Figure 6 will demonstrate. Carrier r. m. s.
deviations for FM-FM systems are commonly in the range 75 Kc < fD < 125Kc. There-
.4
fore, the maximum spectral componentwill be (from Figure 6) less than _ = 8.5 x
-410 times the unmodulatedcarrier level in watts/Kc. A 40 db/Kc bandwidth criterion
-4
would only include componentsdownto 10 of the unmodulatedcarrier. This would
not be a restrictive enoughcriterion so far as simulating a spectrum is concerned. As
Figure 6 shows, most of the spectrum is contained in a bandwidth of f _ 3fD" There-c
fore, a more suitable bandwidth criterion for FM-FM will be chosenas
BW FM-FM 6fD (D > 1.5)
Since fD = Dfm, the bandwidth criterion can also be written
JBW FM-FM 6 Df m
For the normalized plots of Figures 7 and 8 the bandedge frequencies become
fBE = f +3Dfc m
fBE - fc
f - XBE
m
= 3D
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% It can be seen that for values of D < 1, as D gets smaller, the bandwidth includes pro-
portionally less and less of the total spectrum. XBE = 3 D is still a suitable criterion
except for 3 D < 1. The criterion then will be modified to
XBE
1
3D, D>-- 3
1
1 ,D<-- 3
As an example of the application of the preceding material, the spectra of two telemetry
systems which are planned for use in future missile systems will be worked out.
The first example is the RF-1 telemeter which will be used on Atlas-Centaur 9 and 10.
In general, Centaur systems are designed such that 3f D _150 Kc. The carrier fre-
quency will be 225.7 Me. The detailed deviation schedule for RF-1 follows:
Deviation Schedule Calculations
Taper: Constant 3 Ke for Channels 1, 2 and 3; parabolic from Channel 4 to Channel 13;
linear with frequency from Channel 14 to Channel 18.
Receiver bandwidth: 300 Kc
Total Peak Deviation: 225 Kc
Deviation Equation (in peak form)
Af(KC) =Z 3 KC +0.1017 . +0.0675 fi
1 1 14
where
f. = Subcarrier frequency (cps)
1
From this deviation schedule the following information is extracted.
fD = 53.2 Kc
f = 70Kc
m
D
fD
f
m
- 0.76
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DEVIATION SCHEDULE
2
Channel F. (cps) Peak Deviation (Kc) RMS Deviation (RMS Dev)
1
J
1 400 3.0 2.12 Kc 4.49
2 560 3.0 2.12 Kc 4.49
3 730 3.0 2.12 Kc 4.49
4 960 3.2 2.26 Kc 5.11
5 1,300 3.6 2.54 Kc 6.45
6 1,700 4.2 2.96 Kc 8.76
7 2,300 4.9 3.46 Kc 11.97
8 3,000 5.6 3.95 Kc 15.60
9 3,400 6.4 4.52 Kc 20.43
10 5,400 7.5 5.30 Kc 28.09
11 7,350 8.8 6.21 Kc 38.56
12 10,500 10.5 7.41 Kc 54.91
13 14,500 12.4 8.75 Kc 76.56
14 22,000 15.3 10.41 Kc 108.4
15 30, 000 20.8 14.65 Kc 210.0
16 40, 000 27.7 19.60 Kc 384.1
17 52,500 36.4 25.70 Kc 660.5
18 70, 000 48.6 34.40 Kc 1,187.4
= 224.9 _ = 2, 830.3
= 53.2 Kc
Since D is less than 1, a computer solution was performed for D = 0.76. From the
deviation equation it can be seen that the pre-emphasis of the higher subcarriers was
not the same as that assumed in solving the equation for the power spectral density
(S2(°_) = 30_2/0_2m )' However, the exact pre-emphasis as given by the deviation equa-
tion will be close to that assumed for practically any FM-FM telemetry system since
2-26
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the reasons for the pre-emphasis remain the same. Consequently, the spectra will be
approximately identical in the two cases. Appendix II shows graphical proof of this
statement.
The spectrum for the RF-I telemeter is plotted in Figure 9.
As another example, the telemeter for the SLV PRIME Program will be considered.
The deviation schedule for the PRIME telemeter is as follows:
SLV (PRIME) TELEMETER
Subcarrier Channel Dev volts
Peak dev. in Kc
Nominal
1 400 .0559 3
2 560 .0559 3
3 73 0 . O559 3
4 960 .0559 3
5 1, 300 . 0559 3
6 1, 700 ° 0559 3
7 2,300 .0657 3.53
8 3,000 . 0751 4.03
9 3,900 .0855 4.59
10 5,400 .100 5.40
11 7,350 .117 6.30
12 10, 000 . 139 7.50
13 14,500 .164 8.82
14 22,000 . 203 10.9
15 30, 000 .277 14.9
16 40, 000 .369 19.8
17 52,000 .484 26.0
18 70, 000 . 645 34.6
19 939 000 .801 46.0
fD = 50 Kc
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d.
From this deviation schedule the r. m. s. deviation is calculated to be
also
fD = 50 Kc
f = 93Kc
m
D = 0.54
The spectrum is plotted in Figure 10.
In order to compare the calculated spectrum to an actual spectrum, spectral measure-
ments of the PRIME telemeter were made. All 19 subcarriers set up according to the
above deviation schedule were used to FM Modulate a carrier provided by a Boonton
Type 202-G FM-AM signal generator. The spectrum was viewed on a Model SPA-1
Panoramic Spectrum Analyzer. Because of the limitations and nature of the equipment,
precise measurements were not possible, but the measurements taken conform to the
shape predicted by the analytical results.
The procedure for making the measurements was as follows: The unmodulated carrier
was adjusted to. 01 volts. The gain of the spectrum analyzer was adjusted until the
peak of the unmodulated carrier spectrum was at full scale. Modulation was applied
and it was noted that the output at the carrier frequency dropped 4.4 db. If the spectrum
analyzer had zero bandwidth at the carrier frequency it would be expected that the un-
modulated carrier spectrum would be an infinite spike at the carrier frequency with
area equal to. 01 volt. However, because of the finite bandwidth of the spectrum anal-
yzer, the peak of the unmodulated carrier spectrum will be finite and is related to the
input voltage and the bandwidth of the spectrum analyzer as follows9:
E.
in
Epeak - IBW (unmodulated carrier)
E. = 0.1 volt
in
IBW = impulse bandwidth _ 3 db BW
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The 3 db bandwidth was estimated to be 12 Kc from the display on the spectrum analyzer.
Therfore,
• 01 volt
E - - 21.6 db down from unmodulated carrier
peak 12 Kc
Therefore, the peak of the modulated spectrum was
21.6 + 4.4 = 26 db below unmodulated carrier
This measured spectrum was plotted on Figure 10. It should not be concluded that the
calculated spectrum underestimates the actual spectrum since the error in measuring
the bandwidth of the spectrum analyzer could be as great as 5 Kc. Rather, the fact that
the general shape of the measured curve resembles the analytical curve (the spectral
power density peaks near the carrier, decreases rapidly near f ± f and falls off in a
c m
Gaussian manner on the skirts} generates confidence in the analytical results.
In Appendix IV 10 the experimentally measured spectrum of an FM-FM system with
D = 1.1 is shown.
The other common types of telemeters, PCM/FM, PAM/FM and PDM/FM were con-
sidered in less detail due to time limitations. They may be treated similarly to obtain
spectral plots.
PCM-FM
The baseband spectrum for non-return-to-zero PCM is
H(_)
2
/ST_ . 3T i -_ 1 + -_ 6(_)
.
T = period (sec)
5 (CO) = 0 , _ ¢ 0
If a two level system with a uniform probability distribution is assumed with the voltage
level of the modulating signal varying between ± 1/2 volt, then the following diagram
represents the modulating signal.
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l7
11
The carrier power spectrum then becomes
a_DT2 sin / _DT T(_- _c) /
H(U_) = E
If a premodulation filter of one half the bit rate is used, then the baseband spectrum is
approximately that of band-limited "white" noise and 12
2
1 I-(_-°Zc) 1H(a_) - j__ _- exp 2u_2D D
- RMS carrier deviation
ef
c 27r
- Carrier center frequency
f
m
highest modulating frequency
1
2 fB -
1
2 (bit rate)
f
D
-_ 1.13
f
m
1
T -
fB
IRIG Telemetry Standards recommend a premodulation filter with cut-off frequency
equal to the nominal bit rate.
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In order for carrier and subcarrier thresholds to be reached at the same time D = 0.6
and f_ = 3.413.
PAM-FM
The IRIG Standards state that the bandwidth of the transmitted signal is not to exceed
the IF bandwidth of the receiver. Premodulation filtering is used to limit bandwidth.
The bandwidth varies between three and eight times the sampling rate depending on the
desired total error in the system. For a 2% (of full data range) total RMS error, the
sampling rate should equal 5 times the desired IF bandwidth.
The baseband power spectrum for 100% duty cycle PAM with a uniform probability dis-
tribution for the amplitudes is
A'
I'
2
n(o_) = -_- ..... 1 +-_ 6(¢o)
The baseband power spectrum for 50% duty cycle PAM is
T
= 2
2
PDM-FM
I _, x=06(x) -- 0,
The PDM-FM carrier power spectrum is given by
a
/ u_IT\ 2 Isin °_T 1
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where
T
1
2f
S
f = f = pulse repetition frequency
s m
o21 = o2- o2 - o2c D
o22 = o2- o2c + O2D
o2D
fD - 2_ - RMS subcarrier deviation
O2
Cf
c 2zr - Carrier center frequency
>
fD = 1.36 fs
The spectrum peaks at the deviation frequency. The tails of the spectrum decay as
1/f 2.
14
The parameter values found optimum experimentally are
IFBW fD
- 8,--_4f f
S S
For both carrier and modulating signal thresholds to be reached simultaneously,
15
D=0.6
The following data refer to Appendix V 18 which shows PAM-FM, PCM-FM, PDM-FM,
and FM-FM spectra plotted for equal information BW and equal carrier power.
The following parameters apply to the diagram and were determined to be optimum for
2% rms total system error.
System B/f s Bp/f s fDp/1/2B
PAM-FM 5 2.5 0.7
PDM-FM 7 5 1.0
PCM-FM 6 3 0.75
fmh fD/fmh = D
System B Bi (Highest modulating freq. )
FM-FM 4.75 Kc/s 4.75 Kc/s 68.5 Kc/s 0.85
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$- B = Receiver BW
B = l>remodulation video BW
P
fDp = peak frequency deviation of carrier
f = sampling rate equivalent to pulse repetition frequency for PAM
s
and PDM
fs = fB = bit rate for PCM-FM
S.
1 = info BW = 1/2 fB for PCM-FM
= 1/2 f for PDM-FM
s
= 1/2 f for PAM-FM
S
The bandwidths of the PCM-FM, PDM-FM and PAM-FM systems extend from the
carrier out to the respective bandedges as shown in the diagram. The FM-FM spectrum
extends + B/2 on either side of the carrier.
2.3 RF Pulse Modulation Analysis. The basic system of analysis used for
examining the spectrum of a pulse modulated RF signal is the Fourier analysis. By
definition in general terms this is given by
+¢o
(17) F(u_) = /f(t) e -jwt dt
where f(t) in this equation is the time versus amplitude representation of the signal
under consideration. For well defined waveshapes, these spectra have been worked
out in terms of defining parameters in such a way as to make analysis and prediction
a relatively simple task. It is instructive, however, at the outset, to bring the concept
of bandwidth into the picture so that the effects of modulating a carrier can be viewed
in terms of any receptor.
Using as an example the square pulse of Figure 11 the solution of Equation 17 when f(t)
is a square pulse is given by
(18) F(o¢) = e = Ad
sin?r fd
yfd
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As can be seen, the units in the solution of Equation (18) are A(volts) d (seconds), or
in the particular case of a 1 volt, 1/_ second pulse, 1 volt/_ second. Since t = 1/f this
can quickly be translated to 1 volt/Mc which is a system of units long familiar to the
EMC engineer. What should be noted here is the fact that units used are intimately
connected with the concept of bandwidth. If the 1 volt, 1/a second square pulse was
viewed through a 1 Mc bandwidth (DC to 1 Mc), the level of the measured signal would
be approximately 1 volt. That this is so can be verified by referring to Figure 11 and
noting that 95% of the power in this pulse is contained within the first lobe from DC to
1 Mc as shown below. The waveshape at the output has changed a little because 5% of
the power at the higher frequencies has been rejected.
IN ot) T_.__
>
If the bandwidth of the device viewing this spectrum was 1 Kc (DC to 1 Kc) it can be
seen that the peak amplitude of the signal at the output would be 1 V/Mc x 1 Kc = 1 ×
-3
10 volts.
_4
Next, the effect on the spectrum of a pulse repetition frequency will be considered. If
the same square pulse of Figure 11 is considered assuming a repetition rate of 100 Kc,
the spectrum produced is shown in Figure 12. The solution to Equation (17) for this f(t)
is
/. _rnd\
(19) = CO + ___ ] cos , T1
where
C O DC component -
Ad
T 1
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The spectrum is described by the envelope function which can be seen to be the same
as that for the single pulse except for the factor of two. The cos function describes
the location of frequency components at n/T 1 where n = 1, 2, 3 ---. It should be noted
that the DC component cannot be shown on this presentation but appears in Equation (19).
It can also be seen by reference to the spectrum of Figure 12 that the effect of this
signal on any device would be dependent on the location and width of the passband of the
device. The discrete frequency components shown in this spectrum would approximately
add in phase at their peak values in any band limited device. Using the example of the
1 Mc bandwidth mentioned previously, it can be seen that the addition of the frequency
components shown in the first lobe of Figure 12 would add to reproduce the square pulse
if this spectrum were to be viewed through such a band limited device.
The discussion above has been limited to the square pulse, both single and repetitive,
but the same procedure holds for pulses of any shape, such as clipped sawtooth,
trapazoidal, critically damped exponential, triangular, cosine, cosine squared and
gaussian. The envelope structure for these pulses (minus the fine detail) is shown in
Figure 13 along with relationships which can be used to work out spectrums of any
amplitude and pulse widths.
The next point of interest is that of modulating an RF carrier with one of the pulse
shapes mentioned above. The easiest shape to deal with and the one which can be pro-
duced most simply is the square pulse modulated RF carrier. This can be produced by
turning the RF carrier on and off, producing the waveform of Figure 14. This function
substituted in Equation (17) produces a spectrum described by the following equation:
sin (w - u_0) d/2
Ad (_- +<20> = L
sin (u_+ U_O) d/2]
This equation is shown in graphical form in Figure 14. For pulse widths on the order
of microseconds and greater and high frequencies (above 10 Mc) the second term of
Equation (20) can be ignored and the equation for the spectrum in Figure 14 can be
represented by
2-39
ZZK-66-060
c o _ o
2-40
ZZK-66-060
I
I
I
Q
2-41
0
% t_
Q
ZZK-66-060
Ad Is [°°- ¢° ]d/2I0(21) F(o_) = e - 2 in [o_- w 0 ]d/2
This is nothing more than the spectrum of the square pulse of Figure iI displaced
symmetrically about the RF carrier frequency f0' with an amplitude reduction of 1/2.
This is the spectrum pictured in Figure 14. If the RF carrier is turned on and off at a
given repetition rate the spectrum changes to that shown in Figure 15. This spectrum
is given by
(22) F(oJ)
+
Ad (2 - 6 0 ) in +
T 1 n=0 n, d 0 -_1 /
YnT-- _
• 1, n=0
sin oz0 T1 6n, 0 = 0, n_0
As can be seen, this now represents a discrete spectrum symmetrical about the RF
carrier frequency f0' with frequency components located at n/T 1 where n = 1, 2, 3,
etc., and an amplitude of A d/T 1 at f0 dropping off at a sin X/X rate symmetrically
about this point. Figure 15 is the spectrum of a 1 V, 1 tz sec pulse modulated with a
duty cycle of 10%. Figure 16 is a graph of a general spectrum which shows how the
waveform parameters are related to the spectrum. As can be seen, this is a rather
detailed spectrum. Usually the pulse modulated RF spectrum would be shown on a log
frequency scale to indicate the nature of the spectrum far removed from the carrier.
Using Figure 15 the spectrum of the FPS 16 radar could be worked out assuming that
the pulses of the RF carrier have a zero rise time. Given:
f0 = 5480 Mc
peak power =
pulse rate =
pulse width =
rise time = 0
1.1 megawatt
160 pps, T 1 =
1 tzsec
1/160 = 6.25msec
Under these conditionsthe steps necessary to obtain the frequency versus amplitude
spectrum shownin Figure 16 are:
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NOTE:
o
broadband antenna).
Convert peak power to voltage (assuming that this power is into a matched
A =_1.1 x106 x50 =_55 ×106 =
2. Find amplitude at f0 = 5480 Mc.
d 7.4 x 103 x 10 -6
e (f0) = A T -3
6.25 x 10
3.
7.4 x 103V = 197db//_V
= 1.18 x 106 V/Mc
The frequency component separation 1/T 1 is 160 cps so that there are
frequency components distributed about f0 every n/T 1 where n = 1, 2, 3---.
This is a true and complete representation of the spectrum of the FPS-16
radar, but clarification must be added concerning the practicality of repre-
senting the spectrum in this way. A frequency separation between components
of 160 cps cannot be easily represented on a linear graph such as Figure 15.
Under these circumstances, the relationship of the spectrum to a device with
a finite bandwidth will again be considered. It is reasonable to assume that
any device tuned at 5480 Mc will have at least a 2 Mc bandwidth. If this
bandwidth were centered at f0
as shown below.
most of the signal shown in Figure 16 would pass
7'+"1°3V I........ I
!OUT
m_
If this bandwidth were used to sweep the entire signal, the peak value seen at 5480 Mc
would be that given in step (1) above, 197 db/uV. The envelope about f0 would drop off
at 6 db per octave as shown in Figure 15. If Figure 15 is expanded to a log representa-
tion the entire signal spectrum as seen by a swept 2 Mc bandwidth would be that shown
in Figure 19 (curve 1). The skirts of this signal have a substantial value far from f0"
2-45
ZZK-66-060
If this type of signal were practically obtainable (zero rise time pulse), it would be
modified by the antenna tuning characteristics. This would limit the signal to a much
narrower bandwidth.
If must be remembered that the analysis above was made with reference to a zero rise
time pulse modulated RF carrier. Actually, a practical rise time would be in the
•order of 0.1 /_sec. The peak envelope for a 1 volt, 1 btsec rise time trapazoidal pulse
is shown in Figure 17. It should be noted that the effect of the rise time is to cause the
envelope to fall off at 12 db per octave above f = 1/17 . If the FPS 16 radar were con-
r
sidered to have this rise time, the spectrum could be worked out using the steps pre-
viously mentioned and Figure 18. The peak value at f0 would not change and the spectrum
would roll off at 6 db per octave until f = f0 + lytr and then would proceed to roll off at
12 db per octave for the remainder of the spectrum. This spectrum is shown in Figure
19 (curve 2). It should be noted that this spectrum would also be modified by the antenna
characteristics.
In order to more accurately ascertain the actual spectral characteristics of a real
transmitting system, more information than was given for the FPS 16 radar would be
necessary.
It would be helpful to know the rise time and the antenna bandwidth characteristics so
that a true transmitted spectrum can be obtained. The degree to which these modulation
effects would have to be simulated would be dependent upon bandwidth and location in the
spectrum of any intentional or non-intentional receiving device. Referring again to
Figure 19, it can be seen that the bandwidth of any transmitted modulated RF carrier in
the GC frequency range would not be great enough to warrant simulation unless there are
devices in the system under consideration that are susceptible to the demodulated signal.
An important consideration, therefore, is information concerning the susceptibility char-
acteristics of the devices in any particular system.
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3. . MODULATION SIMULATION
The main purpose of the previous presentation has been to provide enough background
material in modulation characteristics so that simulation in any given test situation can
be greatly simplified. This is especially true of telemetry signals which are inherently
complex in nature. The chief similarity between telemetry and pulsed signals is their
broadband nature. It can be shown that a pulsed RF signal can produce a frequency
coverage very similar to that of an FM or FM-FM signal. To do this the example of
Figure 10 will be used and some steps outlined so that such a simulation will have ade-
quate technical background.
The spectrum of Figure 10 has been reproduced in Figure 20. The steps required to
obtain a pulsed RF spectrum which has the same band coverage and amplitude charac-
teristics are as follows:
lm
,
Construct a pulsed spectrum (using the data of Figure 11 and 15) such
that the pulse width and amplitude at least encompass the telemetry
spectrum of interest. (In this case, a 9.1 lzsec pulse width was chosen
and the roll off of the spectrum is then dictated by f = 1/yd, where d =
9. i usec.
According to the simulation level given, or obtained by calculation, find
the power needed into the test antenna necessary to produce the power
density required by calculation of on or off-board radiators.
3. The power from (2) will be the zero db level in Figure 20. Subtract
from this amount the number of db to obtain the simulation level of the
pulse spectrum in Figure 20.
4. Calculate the voltage spectrum using the level in (3) as follows:
E0 = Vf P0 R where P0 = power of tmmodulated
carrier from (2)
R = 50 ohms
3-1
ZZK66-060
3-2
ZZK-66-060
E = E 0- (dbdownfromP0) where E - voltss s Kc BW
.4
Ad
---- E
T 1 s
-6
where d = 9.1 × 10 sec
E T 1s
A- d where T 1 = 1 K c
A = RF pulse amplitude for
simulation
The following are examples using the above procedure. The information given on JPL
inter-office memo 2946-24 shows a simulation level for an Atlas telemeter of 37.2 mw.
This would be the zero db level given in Figure 20, since the 37.2 mw was derived
from a 5 watt power out of the telemetry transmitter. Therefore, 25 db has to be sub-
tracted from the figure of 37.2 mw to obtain the simulating level shown in Figure 20.
2
E 0
= 37.2 x 10-3W
R
2 1.86
E 0 =
E 0 = 1.365
E 0 - 25db = 0.076V
54 :
-T-
A
The level shown at -25 db in Figure 20 is referenced to a 1 Kc bandwidth.
the level of A in the pulse modulated signal would be A d/T 1 = 0. 076 V.
Therefore,
The base frequency component at f0 is assumed to have a value of. 076 V for a repetition
frequency of f = 1/T 1 = 1 Kc, therefore:
3-3
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0. 076 T 1 0.076 x 10 -3
A - - = 8.35V
d -6
9.1 xlO
The simulation could then be accomplished with a 9.1 Dsec pulse modulated RF signal
8.35 volts in amplitude.
Another example given in the JPL document mentioned above is the Agena telemetry.
The minus db level for the simulation is given at 2.2 watts. Referencing again Figure
20, the -25 db point can be obtained as follows:
2
E 0
q= 2.2W
R
2 V _
E 0 = 110
E = 10.9V
0
E - 25db = .615volts
0
The -25 db level is given in Figure 20 in a 1 Kc bandwidth, therefore the level of A can
be calculated as follows:
d
A - 0.615
T
1
-3
0.615 × I0
A = = 68 volts
-6
9.1 ×I0
The pulse width of 9.1 _sec was chosen for the best fit of the FM spectrum shown in
Figure 23.
The base repetition rate was chosen at 1 Kc, but this does not limit the decrease of the
repetition rate down to a 60 cps or 400 cps repetition rate with the same pulse param-
eters. For instance, if the repetition rate were lowered to 500 cps there would be
twice the number of frequency components as there were at a 1 Kc repetition rate, but
these amplitudes would be one-half of the 1 Kc case yielding the same total amplitude
as seen in a 1 Kc bandwidth. By using similar techniques discrete spectra such as those
3-4
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of the Azusa ground transmitter can also be simulated. The pulse repetition frequency
would be adjusted so that the spacing of components in the simulating signal would coin-
cide with that of the simulated signal.
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4. SUSCEPTIBLE CIRCUIT EVALUATION
4.1 Analysis of Reported Susceptibility. At the outset of this study a unit de-
scribed as a high level switch was reported to have experienced a susceptibility to
modulation effects. Based on this report a study was made of the device and the sche-
matic to determine the possible causes of such a susceptibility.
There is at least one necessary combination of electrical networks (as shown in Figure
21) such that there will be a response at the output to AM, FM or pulsed CW applied at
the input; but there will be no response at the output with a pulsed DC or CW signal
applied at the input. Typical examples of arrangements of circuit elements that repre-
sent each of the three networks are also shown in Figure 21. Some of these potentially
susceptible combinations are apparent in the schematic for the test circuit, Figure 22.
The dotted lines outline the possible routes a modulated RF carrier could follow to
cause a residual DC offset across pins 10-13. One possible route is through the ground
lead pickup (this depends on where pin 9 finds its ground). This possibility could easily
be eliminated by proper installation practices. The power line (+6 V) might also be a
pick up location since from both of these locations there are routes which enter a trans-
former circuit which might be tuned at some f0" The output of the transformer passes
through a diode and the output of the diode has a capacitor tied to ground. This fulfills
the three basic elements in the proper sequence needed to allow coupling to the output
circuitry (bandpass filter, non-linear device, low-pass filter). Two other possible
coupling points are indicated at the output (pins 10-13) of the test unit. These points
could be considered to couple CW, pulsed CW, FM, or whatever happens to excite the
output leads to the output transmitters. In this case, the transistors could act as
rectifiers of the coupled energy causing the DC offset at the output.
4.2 Evaluation and Analysis of Actual Test Circuit. The foregoing section
covered modulation effects and an analysis of the test circuit based on previous tests
run at JPL which indicated that the test unit showed a susceptibility to changes in fre-
quency or amplitude (interpreted as FM or AM modulation of an RF carrier) of an
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injected test function. During this period of study a test was run on a similar unit to
check this previous data.
The test set up used is shown in Figure 23. Since radiation simulation was the object,
no direct coupling to the test circuit was used. The test frequencies used were confined
to approximately the telemetry frequency band 210 to 280 Mc since this is where previous
susceptibilities were noticed. The power level used was 10 watts into a tuned dipole.
The procedure was to turn up the power on the transmitter while watching the DC shift
level at the output of the test circuit (pins 10 and 13 on Figure 22).
The result of this test was that the test circuit responded strictly to average power at
CW or pulsed CW in certain fixed bands, depending on the test configuration. FM modu-
lation over a frequency range comparable to the telemetry band was accomplished by
FM modulation of a T. I. telemetry transmitter, and, since this type of modulation is
restricted to a band fairly close to the carrier, power level changes or changes in the
test circuit response were not noted.
It was found that the main point of coupling in the test circuit was via the gate lead or
ground when the test circuit was operated with the gate grounded. This can be shown by
referring to Tables I and II. Table I shows the response of the test circuit with the gate
grounded through a 1 ft. test lead, and Table II shows the results with the gate grounded
through a 1 inch lead length. It can be seen that in the first case the main susceptibility
of the unit was around 230 to 240 Mc. Amplitude changes of the radiated signal, due to
vicinity effects in the screen room, proved to be extensive but this range of suscepti-
bility was found to be greatest. When the gate-ground lead was changed to 1 inch, the
susceptibility changed to 210 Mc. No susceptibilities in this mode of operation of the
test circuit were noted outside of the frequency range shown in Tables I and II.
When both the gate lead and the test circuit were shielded, the susceptibilities shown in
Tables I and II disappeared indicating that this was a solution to the problem of the DC
offsets.
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TABLE I
Gate Grounded Through One Foot Lead
Frequency CW Level 1 Kc Sq. Pulse DC Shift
210 Mc 10 w 10 w 400 mv
400 mv
220 Mc 10 w 10 w 3 mv
3 mv
230 Mc 10 w 10 w * 1 mv
• lmv
240 Mc 10 w 10 w * 3 mv
• 3mv
TABLE II
* erratic
210 Mc 10 w 10 w 3 mv
3 mv
220 Mc 10 w 10 w 800 /_ v
800 _v
230 Mc 10 w 10 w 200 _ v
200 /_ v
240 Mc 10 w 10 w ---
At this point it would be informative to specify the power density that the test unit was
exposed to during the tests outlined above. This is done by using Figure 24. The test
sample was in the near field of the dipole used in the test set up. The point P in Figure
24 specifies the point in the near field at which the transmitting antenna was located.
The formula for obtaining the electric field intensity at this point is (from ordinate of
curves in Figure 24)
E k2 -5
- 1.3×10
2
I0f(k n)
where
E = electric field intensity at point P
I0 = peak feed point current of a half wave dipole
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FIGURE 24
THEORETICAL VARIATION OF NORMALIZED ELECTRIC FIELD INTENSITY AT
0 = 90 ° OF WAVE EMANATING FROM DIPOLE ANTENNA OF HALF-HEIGHT H
AS A FUNCTION OF DISTANCE TIMES FREQUENCY
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where
f
V d
= frequency
= antenna half height in wavelengths
= (at dipole feed point} = _ P0
R = dipole resistance
P = power into dipole = 10 watts0
= x/4
where
V d = _10 __ 27 volts
27
I0 - 72 - 0.376 amps
E k2
2
27 250 x 106 k___
72 16
-5
-- 1.3 xl0
E = 76 V/m
Power density = Pd
2 2
E (76)
Zw 180
- 32 W/m 2
Zw = wave impedance at point P in the near field of the dipole.
This power density may seem high but its magnitude is an indication of the poor coupling
factors involved between the radiated field and the test sample. Since it was found that
the test unit was not particularly susceptible to modulation effects it could not be used
to confirm that FM or FM-FM modulation could be adequately simulated by pulsed CW
for the purposes of RF radiated susceptibility tests.
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5. EQUIPMENT LIST FOR SIMULATION
It is proposed that the simulation of FM spectra be handled with an RF pulse generator
for several reasons. The most important of these is that pulse generators are available
at power outputs up to 50 watts over a frequency range from 10 Mc to 1000 Mc while
there is a scarcity of FM signal generators with adequate power outputs for even the
telemetry band. In the C-band frequency range, RF signal generators and traveling
wave tubes are the only present means of obtaining the levels necessary for simulations.
One possible technique for strict FM simulations (or telemetry simulations} could be
to use a low level signal source and an expensive traveling wave tube to obtain the bare
minimum necessary for simulations. If FM simulation is ever deemed necessary these
equipments could be used. Also, the possibility of noise modulation, as pointed out in
the FM signal analysis, could be used for accurate telemetry band modulation simulation
since the spectra generated using a noise source have been shown to be a good simula-
tion. In many cases amplified, band limited white noise may be used as an adequate
simulation. The equipment list shown in Figure 25 is what would be needed to simulate
the sources studied in the analysis shown previously. If any other simulations are re-
quired between the present telemetry bands and S-band, it should be pointed out that the
Microdot line of power oscillators cover a frequency range from 10 Mc to 3000 Mc with
power outputs ranging up to 50 watts. From a review of catalog files, it appears that
any simulation requirements above 3000 Mc will require the use of signal generators
and traveling wave tubes. Appendix VI contains a list of high power signal sources pre-
pared by the Systems Engineering Group at Wright-Patterson AFB for use in MIL-STD-
826 Tests.
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FIGURE 25
EQUIPMENT DIAGRAM
_'_A _mK I_ A_ _16. _m
1
II
Alfred 1
ModelTwT5-542 1
i I
Sierra
I _del 16kPower Meter
Scientific
Atlanta
Model 12-5.8
EP 2]2
Pulse Generator
Mierodot
TELEMETRY - ATLAS AND CENTALR (PULSE SIMITLATION)
SierraMode] 164
Po_er Meter
Model 408
Power Oscillator
Scientific
Atlanta
Model
12-5.8
_ 212A '
Pulse Generator
\
i
Boonton 202-G
Signal Generator
Ext. Mod. In.
I
I.o .I
IEP 200 CD Audio
_scillator
I Sperry Elec. Tube I
Division
Model STP 49
TWT
l o. I GR 1390- A
Random
Noise
Generator
Tuned
Dipole
or
Yagi
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6. CALCULATION OF RF POWER DENSITY LEVELS
6.1 Power Density Levels Caused By Off-Board Radiators. Calculations of
power density at the spacecraft due to off-board radiators have previously been made
using the range formula:
(23)
where
PT GT
PR = 2
4y R
R
pW=
G T =
PR =
distance between transmitter and point of interest
antenna transmitted power
gain of transmitting antenna
power density at distance R.
The usage of this formula is only justified under free space conditions, i.e., no re-
flecting surfaces in the vicinity of transmitting antenna and region intervening with
point of interest.
In an actual situation a particular off-board radiator will be located a certain height
above the earth and the point at which the power density is to be calculated will also
be at a particular height. The intervening region may be called the interference
region since it is possible for waves launched by the transmitting antenna to arrive
at the point of interest (spacecraft) via two different routes, the direct and the ground-
reflected, with consequent interference between the two waves.
Figure 26 illustrates the situation.
In order to determine to what extent the ground-reflected (TGR) wave is canceling or
reinforcing the direct wave (TR), three things must be taken into consideration: the
free-space attenuation of the direct and reflected waves, the electrical path length
difference (O) between the two and the reflection coefficient (magnitude and phase angle)
at the surface of earth. (In the following discussion specular reflection and flat earth
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FIGURE 26
GEOMETRY OF OFF-BOARD RADIATOR AND SPACECRAFT
Y
I I
I I
I I
| I
I I
| I
, I
I°
!
• X
0 = or;j;,,
r = /Oca _-,'o,, of' t,",,.,',s ,,,;'/'re,.-
R - poin't CL_. W6;c-6 po,_e-,_e,,si#y,
c a l c o l a_'l"; o_ ;._ m_de
h, = iq e- ,'51_ ¢
h= - he".9 6"¢"
Lr_o = /_.,qGD
re'Clec'/'; o _
a_I/¢
of "fr',xns,,-,;'ffe,- a6ove 2,oo-d
6-2
ZZK-66-060
are assumed. Also GT for both the direct and ground-reflected waves is assumed to
be the same. )
Referring to Figure 26
(24) r 1 = TR =J(h 2-hl )2+ d 2
= TGR =W.](h 1+h2)2 +d 2r 2
According to the range formula for free space,
PR
I_12 _ PT GT
377 2
4yR
Let
/377 _ 5.45I_1= _4_ PTGT R _PT GT
ERd
ERgr
8
= field intensity due to direct wave
= field intensity due to ground-reflected wave
= electrical path length difference between r 1 and r 2
= reflection coefficient at surface of earth
(25) E R
where
ERd
ERgr
= ERd + ERg r = lEvi /__._.
_ 5.45
r I _]PT GT
_ 5.45
(26) 8 - 27t
X [r 2 - r 1 ] radians
The following is a vector diagram interrelating E R, ERd and ERg r.
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ERgr
_ ERd
E R
Solving for E R in terms of ERd and ERgr, the following steps are taken.
2ER = IERd12+ ]ERgr[ + 2 IERgrl IERd I cos (e- ¢)
- r r2 + rl +21_lr lr 2c°s(0- ¢
rl 2
1/2
[ER12 P'r% f 2
- - _IT 12 r 1(27) PR 377 4, r21 r22
+r22 +2]TIr lr 2 cos (0- ¢)]
An examination of Equation 27 will be undertaken for a few special cases to elucidate
its implications. First, however, a few comments about the reflection coefficient T
are in order. When a wave strikes a reflecting surface, the magnitude and angle of
the reflection coefficient are dependent upon the grazing angle and polarization of the
incident radiation. A phase lag of 180 ° is introduced by the reflecting surface for a
horizontally polarized wave. A vertically polarized wave has a lagging phase angle
that varies from 180" at 0° grazing angle to 0° at 9if' grazing angle.
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The assumption of specular reflection means that the incident ray is reflected in one
direction, and the angle of reflection equals the angle of incidence. There is no
scattering or diffraction. In order for this assumption to hold, the reflecting surface
must be large compared to a wavelength and be relatively smooth compared to a
wavelength.
Let us examine Equation 27 for the following cases:
Case 1: cos (0- ¢) = 0; 171 = 1
PR - 2 2 rl
4yrlr 2
Case 2: cos (0- ¢) = 1; IT[ = 1
Case 3:
Case 4:
PR 4_" \rlr 2 /
cos (0- ¢) = -1; [T[ = 1
PR
r2 ____rr1;__r 2 - r 1 _ 0 ; horizontal polarization
_b = -180°, 8_0
Case 5:
Case 6:
.'. eos(e - ¢) = -1 and PR _ 0
r 2 _rl;r2-r I _ 0 ; vertical polarization -* ¢_- 180 ° ; 0 = 0; PR _0
r 2 __r 1 >>k; r 2 -__rr1 o=k (°means "of the order of"); IV[ = 1
PR - 1+cos (8- _)
2yr 2
Case 7: PRa maximum
cos(O- _b) = 1; O- ¢ = 2nlr n = 0,1,2,...
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It can be seen that if
0- ¢ =2yand ¢ =-90 °
0 = 90 °
3k
r2 - rl 4
O- ¢= 2yand¢=-180 _
0 = 180 °
k
r 2 -rl= _"
0- ¢=0and¢=0
0=0
r 2 = r I
The maximum value of (r 2 -
r2-r 1 = k
rl) is
Ifr l_r 2 >>k and alsor2
PT GT
(28) PR - 2
yr
- r I = k, then PR is a maximum:
Equation 28 represents the maximum or worst case" power density at a point due to the
effects of the ground reflected and direct waves. This formula is 6 db greater than the
corresponding free space range formula.
In an actual situation the reflection coefficient at the surface of the earth, the heights of
transmitter and receiver, the polarization of the transmitter, and the distance from
transmitter to receiver would have to be known. Values of the reflection coefficient as
a function of grazing angle for horizontal and vertical polarization can be found in the
17
literature.
A practical example will now be worked out. A diagram showing the pertinent informa-
tion is found on the next page.
3 x 108 3
k - - m
4 xl08 4
RD = 45m = h 2
R_D = 40m = h t
2
OT = 30m = h 1
OD = d = 100m
r I =_(h 2- hl)2 +d 2
I _J Ir 1 (h 2 - hl )2 + d 2
= 101m
= 100m
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0
!
/
/
/ /
/ /
/ /
/
/
..,Sp_ ce c r,_ f_:
r 2 =_/(h 1 +h2)2 +d 2
r 2 (h I + h2)2 + d 2
2_
O - I (r2- rl)
O' - 2y (r 2 ,), - rl) =
tan @ -
OT RD
OG GD
tan _b'= OT R'D5-C= -d-_
= 125m
= 122m
200 = (62Y + 5.32) rad
(58y + 1.88) rad
OG = 100m - GD
OG'= 100m- G'D
OT RD
100 - GD GD
100 - GD OT
GD RD
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100 OT1 -
GD RD
100 OT + RD
GD RD
GD -
GID -
100 RD
- 60m
OT+RD
100 RtD
OT + R'D = 57m
OG = 40m
OG I = 43m
3O
tan_b 40 _b = 37 °
tan$_ = 304-5;4 = 35°
From page 96 of Reed
land, the following holds:
37 ° O. 41
35° 0.40
and Russell for f = 400 Mc, vertical polarization, and "average"
¢
0
0
Everything that is needed for a calculation of power density at the spacecraft has now
been found. It can be seen from the expressions for 0 and 0_ and the fact that ¢ = 0
that the power density will be a maximum on the axis A-A _ at two points, namely, the
points corresponding to 0 = 60_r and 0 = 6217. For these values cos (0 - ¢) = 1 and
as suming
rI = lOOm, r2 = 125mand_=.4,
PT GT
p -
R 4_r (.16) (i0,000) + 15,800 +(. 8)(12,500)I
(12,500)2 J
_ (12,500)2j _ 1.73 x 10
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The power density as calculated using the range equation would be
PT GT PTGT
Pd - 2 - 4rr E 10-41
47r d
It can be seen that for this particular example the calculated result for power density
using the range equation will under estimate the power density, taking into account the
effect of ground reflections, by a factor of 1.73 or 2.4 db.
6.2 Power Density Levels Caused By On-Board Radiators. Before considering
the RF power densities in the vicinity of the spacecraft contributed by on-board launch
vehicle sources, it is important to distinguish exactly what is meant by "spacecraft';
"on-board radiator", etc. "Spacecraft" or "payload" refers to the uppermost stage of the
missile system. The "on-board radiators" refer to sources in the booster or sustainer
stages only and not to any source on the "spacecraft". Sources on the spacecraft need
not be simulated since they are part of the unit that will be undergoing testing and will
be available in any test involving the whole unit. These sources are not a part of the
environmental compatibility problem but of the self-compatibility problem. The
germane consideration concerning on-board radiators is whether or not the spacecraft
will be in the near field of the radiator. The problem becomes how to determine the
boundary between the near or induction field and the far or radiation field. The elec-
tric field components which comprise the near field fall off with either the square or
cube of distance, whereas those that comprise the far field fall off with the first power
of distance. At some distance from the source the near field components will be
negligible compared to the far field components. Let us take as our point of demarca-
tion between near and far fields the point at which the far-field, range equation is in
error by 10 percent, i.e.,
PT GT
P - in error by 10 percent
R 4_ R 2
Using curves obtained in GDC Report No. ZZK-65-062, Development of Probes and
Measurement Techniques for Automated Interference Measurements in Shielded
6-9
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Chambers - 3 to 300 Megacycles, for electric field intensity and wave impedance in the
near field and boundary region, the point is picked such that
AP R = 0.I
is the difference in power density between that calculated using the range equation and
that actually present according to the above report. From the curves itis found that
APR _ 0.1whenf. D = 108 orD
f = frequency (cps)
D = distance from source (meters)
= k/3
Since for the purposes of this study f > 200 Me, D <
10 8
2 × 108
- 1/2 meter _ 20 inches.
It is improbable that a package on the spacecraft will be located closer than 20 inches
to a 200 Mc on-board radiator. In the event a package was located closer than k/3 to
a radiator, the only adequate simulation would be to locate the test antenna so that the
package would be in the near field in the simulating test setup. The configuration of
most missile systems does not lend itself to reinforcing reflections in the vicinity of
the spacecraft. On the contrary the ground planes of on-board antennas would, in most
cases, be located such as to reflect waves away from the spacecraft. Even if the on-
board radiator was located as close to the spacecraft as possible, there would still be
the separation provided by the fairing between the spacecraft and launch vehicle which
would be at least 20 inches. Therefore, a worst case formula for calculation of power
density caused by on-board radiators would be
PT GT (O, ¢)
Pd =
4_ d2
where
PT = on-board antenna transmitted power
GT (O, ¢) = on-board antenna gain in direction of spacecraft
d = distance between source and spacecraft.
6-10
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It is important to use the gain in the direction of the point of interest, G T (e, ¢), since
the main beam of an on-board radiator will generally be pointed away from the space-
craft. If the gain in the direction of the beam were used, a large degree of overtest
might result.
If the on-board launch vehicle radiator is flush with the skin of the launch vehicle, and
the diameter of the spacecraft is less than or equal to the diameter of the launch vehicle,
then the power density in the vicinity or the spacecraft contributed by the on-board
radiator can be neglected providing there are no nearby off-board reflecting surfaces.
Reference to the following diagram will make this point clear.
_o.. _:e
_pa ¢ ¢o_a
I
feh,'_le _?
!
E
 ofe :
_pe(_ur'v_ sbo_
e v,,)i tr e r-_ i,,_o, ,._e. _
 groo. d
As can be seen from the above diagram, none of the waves from the on-board radiator
will impinge on the spacecraft. Insofar as we are dealing with an electromagnetic
phenomenon that has wave structure and directional properties, it can fairly be said,
then, that the on-board radiators will not be able to couple energy into the spacecraft.
If the spacecraft has antennas which extend outward, energy transfer is possible and
the power densities at the antennas should be calculated using the above formula.
Considering briefly the near-field situation, little is known concerning the directional
and polarization characteristics of near-field radiation. In general, the ratio of E
to H is not constant; H field usually plays a larger role than E field and far-field
shielding is useless. The near field coupling is inductive or capacitive and similar to
the coupling that exists between wires and circuit elements that are located close
together. Reference is made to literature concerning wire to wire coupling. 37, 38
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Future work should be carried out with regard to measuring antenna to wire coupling
characteristics in the near field with consideration given to direction, polarization,
shielding and type of antenna.
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7. NEW TECHNIQUES FOR MEASURING FIELDS ABOUT AND
WITHIN A SPACECRAFT IN A FORMAL TEST
7.1 Explanation. During the study period a device was developed for the purpose
of measuring power densities about and within a spacecraft in a formal test. This de-
vice will be termed a power density detector and the description is accurate when
measuring radiation which is far-field or radiative in a relatively open region.
Consideration will first be given to the characteristics of a device required for power
density measurements. The device must possess the following attributes.
1. It must be small so that it will not perturb the EM fields in the region
in which the measurement is to be n_de.
2. It must be sensitive to EM fields in one small region and that region
only in order to obtain an accurate calibrated reading of power density
in the region of concern.
3. It should be sensitive to fields polarized in any direction and which are
propagated from any direction.
How these problems were solved in the development of the power density detector will
be explained subsequently. Requirement (1) can be further subdivided into two parts:
a. The device should be small compared to a wavelength.
b. It must not be used to make measurements in a confined area of
dimensions comparable to the dimensions of the device.
Requirement (2) must be provided for with adequate shielding so that measurements
do not depend on the arrangement of the test equipment, and leakage of radiation into
the system at undesired points is kept to a minimum. Only if this requirement is
met can the device be accurately calibrated. Requirement (3) is necessary in order
that the device respond to the total electromagnetic environment in the region of
measurement.
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The basic element in the power density detector is a radio frequency energy converter
manufactured by Rafec Electronics, Model Number 307. This device is frequency
sensitive and will respond to frequencies in the range from 0.15 Mc to at least 1 Gc.
When its input is subjected to an RF field (either by radiated link or by direct con-
duction), its output will be a DC voltage. This characteristic of a DC output for an RF
input is advantageous since it reduces susceptibility to an RF field for those components
of the power density detector in back of the RF energy converter, i.e., cable and DC
voltmeter. A determination of the transfer characteristics of the Rayfec RF energy
20
converter as well as other basic work has been reported previously.
The main problem that had to be solved in adapting the Rayfec RF converter to a power
density measuring device was that of proper shielding to insure energy pickup at only
one point. In order to do this the shield must not be part of the pickup circuit. In a
monopole arrangement, the capacitance to ground is responsible for energy pickup.
Therefore, the nature of the ground, itself, influences energy pickup and cannot be
integrated with the shielding system. If the shielding is left ungrounded or floating,
it will not be effective in keeping extraneous energy pickup to a minimum. Therefore,
a balanced pickup device was decided upon: specifically, a short dipole element. Since
the pickup device is balanced with respect to ground, a device had to be incorporated
that would unbalance the RF energy. Consequently, a balun was employed to convert
the double-ended input to a single-wire system. The particular balun employed was
produced by CGS Laboratories, Inc., Model No. BPC-200/50. The output of the balun
was applied to the Rayfec RF energy converter. The output of the Rayfec RF converter
consists of two leads. One was grounded and one fed through a 30 foot length of RG-58
shielded coaxial cable to a DC voltmeter. The purpose of the cable is to provide for
the remote location of the readout equipment so as to perturb the fields in the region
of measurement as little as possible. The power density detector, then, consists of
the elements mentioned above which are, concisely,
1. Short dipole element
2. Balun
7-2
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3. RF energy converter
4. Shielded coaxial cable
5. DC voltmeter
The case of the DC voltmeter was the ground reference of the system. The shield of
the cable was grounded at the voltmeter. The RF energy converter was completely
enclosed in a 360 ° shield which provided continuity with the cable shield. The balun
also is shielded except in the region where the dipole elements are located. This lack
of shielding will not hamper calibrated measurements, however, since, if any energy
is entering and being picked up by the system in this unshielded region, it will be
relatively the same in any situation. The RF energy converter and the balun were
located in two separate enclosures connected by BNC coaxial connectors. If the system
were to be produced, the entire unit could be packaged in one small enclosure with
dimensions of the order of 2" x 2" x 1". Throughout the entire system RF shielding
integrity was maintained in order to eliminate field pickup at any point in the system
except at the short dipole elements. The following is a diagram of the system and a
table of data concerning the components.
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COMPONENT DATA
Component Manufacturer
Model Serial
Number Number Range Dimensions
Dipole Elements
Balun & Shield CGS Labora-
tories
BPC-200/50 26795
RF Energy Rafec Elec- 307
Converter tronic s
Shield for RF
Energy Con-
verter
Shielded Cable RG-58
DC Microvolt- Kintel 203
Ammeter
Wideband
50_ balanced
to 200_ un-
balanced
150 Kc to
> 1Gc
100 micro-
volt, 1000 V
2-1/4" (each)
2-1/4" x 1-7/8"
x 1-1/8"
(Size of a 2 watt
carbon resistor)
2" x I" x 3/4"
30 ft.
The three attributes mentioned earlier which were ascribed to an optimum power
density detecting device can be considered in light of the power density detector's
characteristics which were just described. It has been shown that the developed
device is small. With slight modification, the device could be packaged in a box with
dimensions of the order of an (inch) 3. Since the wavelength of EM radiation does not
approach an inch except for frequencies greater than 10 Gc, it seems possible for a
device of this sort to be useful at least to frequencies of the order of 10 Gc. For
higher frequencies a device which produces a known amount of heat when placed in a
field of known power density should be used. It has been explained how the device has
been made sensitive only to fields in the region of measurement and has been shielded
against stray field pickup. Since the sensing element is a short dipole, the power
density detector is polarization sensitive. This presents no essential problem, how-
ever, since measurements of the total power density at a point can be made in three
orthogonal planes and the results combined to give the total. This method of measure-
ment will be outlined in a later section. The short dipole has a 90 ° beamwidth and
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this must also be taken into account when making power density measurements as will
be explained later. With a slight modification, the power density detector can be made
frequency selective by installing a bandpass filter ahead of the RF energy converter.
This was not done in this study and it will be assumed in the report that the power
density due to only one frequency at a time is being considered. Finally, this device
is only a power density detector when making measurements in the far field where the
ratio of E to H is a known constant, and, strictly speaking, in the situation where only
travelling waves exist. It is important to distinguish the definition of power density
which is in terms of power flowing into an aperture from the definition of energy in a
field which can exist with no net flow of power as in the case of an incident wave per-
pendicular to a reflecting surface. In this case, standing waves are set up, and there
are points where the E vector is very large, but there is no power density since E x
H= 0. There is a constant energy density though which equals _ IEI 2 + _t IS 12. since
the developed device is primarily sensitive to ]_ field, it would respond even in the case
where there was no net power density or change in E with space so long as there was a
standing wave in which E varies with time. In this case, the appellation, "power density
detector," is not accurate and the term, "E field detector," would be more appropriate.
However, in a radiated susceptibility systems test, standing waves would not be expected
to be substantially characteristic of the overall electromagnetic environment because of
the randomness of the characteristics of the reflecting structure and the divergence of
the radiation incident thereon.
Once it was demonstrated that the power density detector configuration decided upon
was capable of making bonafide measurements without being susceptible to "stray"
fields, the problem of calibration was next considered.
Extensive calibration measurements were conducted. Certain elements of these
measurements were common to all of them:
1) power source
2) wattmeter
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3) transmitting antenna
4) 30 feet of RG 58 shielded cable between power source and transmitting
antenna.
The equipment used to establish the field was the following:
1) Microdat Power Oscillator; Model No. 408-1; ESL No. 341369; range -
200 - 400 Mc.
2) Thruline Wattmeter; Bird Electronic Corp. ; Model No. 43; Serial No.
8551; range - 10 W and 200 - 500 Mc.
3) Dipole antenna - NF-105 kit; Empire Devices.
4) 30 feet RG-58 shielded cable.
In order to assure accurate calibration, all reflecting surfaces should be removed from
the calibration site, and a known power density, created (according to the formula,
Pd= PTGT/4_R2)"
In an accurate calibration, one reflecting surface, the ground plane, cannot be removed
although height above it can be varied. In all calibration measurements the receiving
and transmitting elements were placed at equal (but not necessarily the same) heights
above the ground plane. A diagram of the calibration setup is found on the next page.
In the first series of measurements R was varied from 1/2 meter to 10 meters, h was
adjusted to 58" or _ 1.5 meters. For each R the power generated by the source was
varied between 0 and 10 watts and the reading on the DC voltmeter recorded. The
frequency was adjusted to 300 Mc. The transmitting and receiving elements were
adjusted for horizontal polarization and aligned perpendicular to the direction of
propagation. PT' antenna radiated power, was found from the following formula,
PT = Pf - Pr - 2 (cable attenuation)
Pf = forward power at wattmeter
P = reverse power at wattmeter
r
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Pf and P were measured by adjusting the wattmeter to read power in each direction,r
respectively. The 30 foot length of cable was tested and found to have 2 db of attenuation
at frequencies between 200-300 Mc. GT for the transmitting dipole is 1.6. Power
density was then calculated from the following formula and plotted versus the DC volt-
meter reading as shown in Figure 27.
PT GT
Pd =
47t R 2
Ifthe calibration procedure just outlined were adequate, itwould be expected that the
curves plotted for the differentR s would all lie along the same curve. Reference to
Figure 27 shows thatthis is not the case. Itcan be aeen that all curves have the same
slope and that the transfer function is linear, but there is a spread in the abscissas for
a given ordinate. It is concluded from Figure 27 that the ground reflected wave from
the transmitting dipole has been detected by the power density detector in addition to
the direct wave and that for each value of R these two waves have tended to either
cancel or reinforce producing the dispersion in meter readings for the same calculated
power density. This corroborates the results presented earlier concerning an im-
provement in the calculation of power density taking into account ground reflected waves.
This conclusion indicates that the power density detector has not been adequately cali-
brated and that the true calibration curve lies somewhere between the uppermost and
lowermost curves of Figure 27.
At this point it was decided to try two independent calibration procedures in order to
corroborate the results. One approach was to increase the height above the ground
plane of the transmitting dipole and the receiving element of the power density detector.
This would increase the path length of the ground reflected wave providing greater free
space attenuation (due to dispersion) than the direct wave would experience. Thus, the
reflected wave could not interfere at the receiving element to the extent that it had in
the first series of experiments. The second approach was to measure power density at
a point with an already calibrated (although unwieldy) device and make a substitution
measurement with the power density detector.
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The former approach will be discussed first. An adjustable boom was used to place
the receiving element of the power density detector a height of 20.5 feet above the
ground plane. The transmitting antenna was also placed at this height by positioning
it on top of a van. The experiment was conducted in exactly the same way as the one
described previously. The results for a frequency of 300 Mc are shown in Figure 28.
This experiment was also performed at five other frequencies between 200 and 300 Mc
in order to obtain calibration data versus frequency in this range. The results are
shown in Appendix VII. Also shown in Appendix VII is a set of curves for R = 1/2 meter,
the data for which was taken at three different times over a two day period. This plot
demonstrates consistency and repeatability of measurements made with the power
density detector. It can be concluded from the results that the calibration curve for
the device will be the same for any frequency in the 200-300 Mc range since there
is no trend in the nature or position of the curves with respect to the axes. No attempt
was made to calibrate the device outside this range which covers telemetry assign-
ments. If it is desired at any future time to use the device to measure power densities
at a frequency other than one between 200 and 300 Mc, the device will have to be cali-
brated for the particular frequency. After this set of experiments was performed, all
subsequent measurements were performed at a frequency of 300 Mc. Reference to
Figure 28 shows that the curves plotted for different values of R lie very nearly along
a straight line and a calibration curve could be taken as the median of the plotted curves.
The second approach will now be discussed. Instead of calculating power density at the
receiving point due to a known antenna transmitted power, PT, power density was meas-
ured at the receiving point using an Empire Devices NF-105 noise and field intensity
meter. The pickup device was a dipole. Field intensity, E, was obtained by applying
the calibrated correction factor to the NF-105 meter reading. Power density was then
obtained from the following formula
Pd = _ 377
After a power density measurement was obtained, the power density detector was sub-
stituted for the receiving dipole and NF-105 arrangement. The response of the DC volt-
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meter was then recorded. This response was plotted as the abscissa and the measured
power density as the ordinate. The results are plotted in Figures 29 and 30 for hori-
zontal and vertical polarization, respectively. These curves point out the inadequacy
of the NF-105 for making power density measurements because of fluctuations in the
readings. It is suggested that these fluctuations are caused by cable pickup of "stray"
fields. This clearly indicates the unsuitability of using the NF-105 or similar instru-
ments with an RF output for RF input in an RF environment unless the circuitry after
the receiving element can somehow be isolated from the RF field. Nevertheless, the
usefulness of the measurements made in this way is connected with the fact that ground
reflections don t affect the calibration procedure since the total effect of both ground
reflected and direct waves has been measured both by the power density dector and the
precalibrated NF-105 dipole arrangement. It would be expected that the resultant plots
for different values of R would be bunched closely together with a lack of linearity of
each individual plot due to the "stray" or random pickup of the NF-105 dipole arrange-
ment. This is indeed the case as reference to Figures 29 and 30 will show. The true
calibration curve is most probably represented by a curve drawn so that the sum of
the mean square distances to measured points lying close to the curve is a minimum
for R's of closely separated values. It is possible that there is some systematic error
which either increases or decreases as R increases or decreases. The plots of
Figures 28, 29 and 30 were each mentally integrated to find the curve with the most
representative slope and intercepts. These three resultant curves then were used
to determine the mean calibration curve for the power density detector and the
calibration accuracy. The results are shown in Figure 31. The mean of the three
curves which is the same as the median is taken as the calibration curve. The other
two curves represent upper and lower bounds on the calibration accuracy. This cali-
bration curve represents the results of many independent measurements and, while the
statistical accuracy obtained was not explicitly calculated, it stands to reason that the
accuracy of and confidence in any measurement is increased the more corroborating
results are produced.
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7.2 Procedure. In this section a procedure for conducting a formal RF systems
radiated susceptibility test will be presented, a sub-part of which involves useage of
the power density detector. The power density detector's use in such a test is en-
visioned to be threefold:
1) To aid in the establishment of desired power density levels in the
vicinity of the test specimen (spacecraft).
2) To verify desired power density levels in the vicinity of the spacecraft.
3) To measure power density levels within and about the spacecraft.
By using the power density detector to establish power densities in the laboratory, it
is suggested that factors that contribute to a lack of accuracy in attainIng desired power
densities in the laboratory can be counteracted by ,tdjustments in the transmitting equip-
ment. The effects of these adjustments will be monitored with the power density detector
until the desired RF environment is attained. The factors that contribute to a lack of
accuracy in attaining desired power densities in the laboratory will be considered in
another section.
The suggested procedure for conducting an RF systems susceptibility test is the
following:
1. Accumulate data as to on-board and off-board radiators, which shall
include the following.
a. Antenna radiated power PT
b. Effective gain as a function of azimuth and elevation, G T (0, _)
NOTE: A reference azimuth line will have to be assumed so that radiators may be
located relative to each other and to the spacecraft.
c. Location of radiator
d. Distance of radiator from spacecraft.
e. Physical height above ground-plane of radiator.
f. Polarization, beamwidth and pointing direction of radiator.
g. Modulation characteristics and bandwidth.
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Other pertinent data should include (if possible)
1. Height above ground plane and physical dimensions of spacecraft.
2. Reflection coefficient (magnitude and angle) of ground.
2. Using above data calculate power densities in vicinity of spacecraft due
to each radiator.
3. Procure test equipment for use in simulation testing which might include:
a. Signal generators
1. AM
2. FM
3. Pulsed
4. White noise
5. Capable of accepting modulation
b. Amplifiers
1. Traveling wave tubes
2. Audio and video
c. Modulators
1. Capable of providing desired modulation characteristics and
modulating signal generators.
d. Monitoring Equipment
1. Wattmeters
2. Frequency counters
e. Antennas
1. Suitable bandwidth and beamwidth characteristics
2. Polarization similar to source to be simulated.
f. Filters
1. Bandpass (to provide band limited white noise)
7-17
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g. Hookup Equipment
1. Cables, connectors, etc.
NOTE: The signal source equipment should be capable of simulating bandwidth, modu-
lation and power characteristics of the radiator it's being used to simulate. The antennas
should be of beamwidth narrow enough so as to illuminate just the spacecraft, but should
be of sufficient beamwidth to radiate the spacecraft uniformly.
where
4. Consider laboratory space and disposition of test specimen and test
equipment.
a. Record dimensions of testing area.
b. Determine position of test specimen.
c. Locate ancillary equipment as far away from test specimen as
possible so as to perturb fields in the vicinity of the test specimen
as little as possible.
d. Locate signal generators, monitoring equipment, etc., as far from
test specimen as possible.
e. Connect signal sources to test antennas with appropriate cables.
f. Determine location of test antennas.
1. Locate test antenna so that direction of incident radiation will
be the same relative to the spacecraft as it is for the radiator
being simulated.
2. Locate test antenna so as to point at spacecraft.
3. Locate test antenna a distance from the spacecraft, d, as
determined from the following formula.
L 0
d = -- cot m
2 2
L
= greatest horizontal or vertical dimension of spacecraft in plane
perpendicular to incident radiation.
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8 = beamwidth in horizontal or vertical direction.
d = distance from spacecraft.
The above formula should be used twice:
1. L and 8 in the horizontal dimension.
2. L and 8 in the vertical dimension.
Whichever d is the largest, should then be used as the test distance. Figure 32 is a
plot of d versus L with 8 as parameter as adapted from MIL-I-11748B (sig. C), page
36. In accordance with this document, a minimum test distance of three feet is shown
in Figure 32. This is to ensure uniform illumination of the test specimen (spacecraft}.
5. Calculate power settings of test equipment that will produce previously
where
where
PT
calculated power density levels.
a. Use the following formula.
4_ d 2 lad
G T
PT = antenna radiated power (watts)
d = test distance (meters)
G T = gain of test antenna
Pd = previously calculated power density levels according to Step (2).
b. The monitored power level should be
Pf(dbw) = 10log PT- 10log (1- IF]) +2L C
Pf
PT
Irl
L
C
= power measured by wattmeter in forward direction (decibels above
1 watt)
= antenna radiated power (watts)
= reflection coefficient at wattmeter
= one-way loss in cable between power source and test antenna db.
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FIGURE 32
TEST DISTANCE VS ANTENNA BEAMWIDTH
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NOTE: This calculation will be only approximately correct due to the neglect of the
effects of the ground reflected wave. However, the power density levels will be more
accurately set using the power density detector.
6. Set power density levels
a. Disposition of test equipment, ancillary equipment and room con-
figuration should be the same as during actual test.
b. This part of procedure should be performed with test specimen
(spacecraft) removed from its position in test room to allow a con-
trolled setting of power density levels.
c. Place power density detector in space in which test specimen
(spacecraft) is to be located.
d. Turn on one power source test antenna combination at a time.
e.
fo
1. Set at level calculated in 5{b).
Align power density detector with direction of incident radiation and
polarization of source or determine power density level in accordance
with 9(b)2.
Adjust level of power source until power density level as calculated
in Step (2) is attained.
1. Refer to appropriate calibration curve for frequency under
consideration.
o
.
g. Move power density detector throughout volume to be occupied by
spacecraft and verify constant power density levels throughout this
volume.
h. Record power level setting of signal source.
i. Repeat for each simulating power source-test antenna combination.
Add safety factor to each power level as found in 6(g) to obtain test power
setting for power sources.
Place test specimen (spacecraft) in its test position.
7-21
ZZK-66-060
e Conduct test.
a. Turn on all powers sources simultaneously to provide for the possi-
bility of intermodulation. (See Appendix VHI for computer program
that determines potential intermodulation. )
b. Use power density detector to detect power density levels in vicinity
of spacecraft.
1 _. Provides information about positive or negative (energy con-
centrating) shielding provided by configuration of spacecraft
itself.
2 '. Procedure for determining power density using power density
detector when polarization and direction of arrival of radia-
tion are unknown.
a'. This situation prevails when there is a complex dis-
position of reflecting surfaces which will alter direction
of arrival and polarization of radiation at point of mea-
surement.
b '. It is desired to sum up the power densities contributed
by all components which might arrive from any direction.
As shown in Appendix IX, six measurements must be
made and the power densities measured in each mea-
surement added together. Although below the develop-
ment is in terms of power density while in Appendix IX,
it is in terms of electric field intensity, there should be
no confusion since these two quantities are simply re-
lated.
6
Pd(t°tal) = _ Pdn
n=l
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Where two orthogonal measurements are made in each of three
orthogonal spatial planes. If we take the measurements with
respect to the X-Y, Y-Z and X-Z planes then
C,
d,
where
Pd (t°tal)= _
m--x,y n=y, z
Pdmn (I - 6mn )
+ _ _ Pdm'n' (i - 6m'n ')
I I I I I I
m =x,y n =y,z
Om = n
6 =
mn ira= n
e,
f.
and the primed subscripts refer to measurements made orthogonal
to those represented by the unprimed subscripts.
Determine RF susceptibility of test specimen (spacecraft) caused
by its RF environment.
Determine which simulated source or sources caused susceptibility
by switching them on or off singly and in combinations.
'rFix" susceptibilities or make design recommendations.
Conduct any further testing deemed necessary.
In summary, it can be said that a power density detector was developed and calibrated.
The advantages of the detector are its compactness and DC output with RF input which
allows for isolation between the test apparatus and the RF field. The limitations are
that it cannot be used in either a closed or semi-closed region whose dimensions are
comparable to the dimensions of the detector itself. Characteristics of the device are
that it is polarization sensitive and directional. Techniques for coping with this situ-
ation were developed for the case when the direction and polarization of the incident
wave are not known. The device was calibrated in the frequency range of 200 to 300 Mc.
If frequencies outside this range are to be used, the device must be calibrated for the
frequencies of interest. It also is not frequency selective so that it must be used in
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conjunction with one transmitter at a time. Further development might involve a
bandpass filter on the front end. In the controlled environment of a test lab, none of
these limitations or characteristics will hamper the usefulness of the device when it
is used for the intended purposes and with the limitations in mind. The intended
purposes of the power density detector are to provide a check on the calculation used
in setting up power density levels, to verify that the desired power density level has
been achieved and to make power density measurements in the vicinity of the space-
craft. A procedure for using the device within the framework of a formal test was
developed.
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8. TEST MARGIN CONSIDERATIONS
8.1 Uncontrolled Factors in Spacecraft Environment. Ground reflections have
been discussed and it has been shown that their effect on power density levels can either
be calculated directly if certain information is available or can be assumed worst case
if it is not. If the latter condition holds they are to be taken into account by using a test
margin. In general, the fact of unknown conditions or environment motivates the use of
a test margin, and the worst case assumption is the criterion which determines its
magnitude. If the nature of all boundary surfaces and sources in the vicinity of the
spacecraft could be specified mathematically, we could compute the exact power density
at any given point, but, since they cannot, a test margin will be relied upon. A test
margin is tacitly assumed in the calculation of power densities due to specified sources
if the gain of the antenna in the direction of the beam is used. If the spacecraft doesn't
lie directly in the beam of a radiator, the gain in the direction from the source to the
spacecraft should be used in power density calculations. Since we have already con-
sidered ground reflections, there remains to be considered the effect on power density
levels of random reflections from other surfaces such as the launch vehicle, associated
ground equipment, etc. For the purposes of this study, all of these reflections were
treated by lumping them together and a worst case experiment was devised to measure
the greatest increase in power density likely to occur in a spacecraft due to the focusing
effects of adjacent reflecting surfaces.
Let us consider the interaction of the spacecraft with its RF power density environment.
For a susceptibility to occur energy must be coupled from the environment into the
spacecraft. The mechanism responsible for this coupling is an unintentional antenna or
pickup device. One of the principles regarding intentional antennas that also holds for
unintentional antennas is the following: the incident waves must be coherent over the
aper_re dimensions for maximum pickup. This is the case for most designed antenna
systems. For instance , it is assumed that for an antenna of height, h, and effective height,
heft, that the impinging waves are coherent (add in phase) along h and the coupled voltage
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is E (volts/meter) times heft. If the waves interfere along the dimension h, the
relation
V = Eheff
does not hold, and, if the phases of the impinging waves are randomly distributed over
the aperture, the voltages that are produced will tend to cancel each other if the
randomly phased waves are all of the same relative amplitude level. However, if
there is produced a focusing effect at a point within an aperture dimension such that all
the waves add constructively there, there will be a net voltage coupled into the circuit.
Therefore, a large power density at a point or a coherent power density over an aperture
dimension will couple voltage into a circuit. These two modes of coupling are the charac-
teristic modes of radiative or far-field coupling. The properties of the electromagnetic
radiation which is coupled in either of these modes are the following:
1. directionality
2. wave structure
3. polarization.
The two modes of radiative coupling are analogous to the two modes of signal reception:
CW and broadband. Let us consider Figure 33.
Both Figures 33A and B consist of continuous and discontinuous distributions. In Figure
33A the distance, X 1 - X 2, represents an aperture dimension of an antenna. There are
two types of radiation incident on the antenna:
1. a focused part, E_6 (X - X0), which consists of many waves focused by
a uniquely shaped reflecting surface which all add in phase at X 0.
2. a beamed component, E(X), which represents a signal all of whose com-
ponents add in phase over the aperture dimension X 1 - X 2.
In the analogous Figure 33B there are two types of signal at the input to the receiver
of bandwidth fl - f2:
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FIGURE 33
ANALOGY BETWEEN FIELD DISTRIBUTION AND SPECTRUM
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1. A CW part A'8 (f-f0) which consists of a signal from a monochromatic
CW source.
2. A broadband component, A(f), which consists of an intelligent signal
from a single source in which the phase relationship is non-random.
The following items are analogous.
E'8(X - Xo)
X 1 - X 2
E(X)
From Figure 33A From Figure 33B
A'8 (f - f0)
fl - f2
A(f)
In-phase characteristic of E(X)
unique sources for El8 (X - X0) and E(X)
total response = integration of E from
X 2
X 1 to X 2 = JE(X) dX + E I
X 1
non-random phase relationship of A(f)
unique sources for A'8(f-f0) and A(f)
total response = integration of A from
f2
flt°f2 = fA(f) df+A I
fl
A further analogy can be drawn if we consider a random distribution of signals from
many sources incident on X 1 - X 2 and on fl - f2" In the former case the random phases
of the signals will cancel or reinforce such that a "white" noise signal is coupled into
the aperture. In the latter case the random phases of the signal will produce a "non-
intelligent" signal also resembling "white" noise. A source that would produce the
signal shown in Figure 33B would be an FM-FM telemetry system, the spectrum of
which has been fully discussed in Section 2.2. A reflecting surface that would act as
a source for the signal depicted in Figure 33A would form the basis of a worst case
experiment involving the focusing and beaming of energy at an unintentional aperture.
Since a non-intentional aperture would likely be of a small and linear nature (the least
complicated geometry), a reflecting surface that focuses energy at a point and beams
energy along a linear dimension was chosen. Such a surface is a parabolic cylinder.
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It focuses energy at the focus of the parabola in the parabolic plane and beams energy
along the focal line in the cylindrical plane providing that the incident radiation is of
wavelength such that
nk
(29) L = -_- ;n=1,3,5...
and the polarization of the radiation is parallel to the cylindrical axis. The incident
radiation must also have a plane wavefront. The following diagram illustrates the
characteristics of a parabolic cylinder.
t i .-
L:'ff
= /
We see that
AQ + AF =
AP = AF
BR = BF
AQ + AP =
BS + BR =
SR = QP
BS + BF
QP
SR
= TF+2L
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Now if L = nL/4, the direct wave incident in the direction TF will add in phase with
reflected waves from all points of the surface in the X-Y plane since there is a 180 °
phase reversal at the reflecting surface. At this point it can be seen that the amount
of energy coupled into the receiving circuit depends on both the reflector's aperture
and the aperture of the receiving element. For the purposes of determining the field
intensity on the focal line a determination of power density at one point is sufficient.
This was accomplished using the calibrated power density detector. This eliminated
the need for calculating the aperture of the receiving device since this had been already
taken into account in the calibration. The next consideration is to determine the di-
mensions of the parabolic cylinder to simulate the worst case condition that might be
encountered on a spacecraft. Let us first consider what value n should be in the ex-
pression L = nk/4 (n odd). According to Kraus 21 if the distance from the focus to the
reflector (L) is small compared to a wavelength, the exact shape of the reflector is
not important. This means that as n is made larger, a more perfectly formed parabola
is required to obtain the same relative power density at the focus assuming constant
aperture (and the same wavelength). For these purposes k/4 is considered small com-
pared to _ but 3),/4 is not. Therefore, we choose n = 1.
Next, the aperture of the reflector and the wavelength of radiation to be used in the
worst case experiments were chosen. The important points to bear in mind at this
stage are that it is highly unlikely that there will exist in any missile system reflecting
surfaces more complex than planes, spheres or circular cylinders. Of the combinations
of these surfaces that can be imagined, the circular cylinder is the closest approxi-
mation to the worst case parabolic cylinder. Invoking the principle that reflecting
surface shape becomes more important as distances greater than a wavelength are
considered, it is unlikely that any reflecting surface encountered in a missile system
will approximate a parabolic cylinder to such a degree that it will gather incident radi-
ation over an aperture with dimensions large compared to a wavelength such that the
waves all add constructively over the focal dimension. Therefore, it is reasonable to
choose our aperture as approximately a wavelength. It can be seen from the equation
of the parabola and the condition for constructive interference that the parabola will be
defined by the following. 8-6
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X 2
L
2.
X
= 4Ly
= distance to focus =
= kY
k/4
Since we assume
2X
max
X
max
y
max k
= k
= k/2
2
(Xmax)
Y = ),/4
max
Therefore, the point on the reflecting surface the greatest distance from the focus is
a distance, k/2, away.
The parabola becomes the following:
'-...._'YOC US
_X
It can be seen that the higher the frequency, the smaller will be the aperture. For a
worst case condition we should choose the lowest frequency under consideration as the
test frequency. This will determine the aperture dimension which will have a larger
power focusing capability than any other possible choice. Since only frequencies
greater than 200 Mc are being considered, it stands to reason that a measurement of
the power density that can be produced over the focal line of a parabolic cylinder using
a frequency of 200 Mc and an aperture with a dimension 1.5 meters in the parabolic
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plane will represent the worst case of energy concentration due to reflecting surfaces
in a missile system. When this power density level is compared to the level present
when the parabolic cylinder is removed, the ratio will represent an adequate test
margin for the effects of reflections from random surfaces. Such an experiment was
performed. A frequency of 300 Mc instead of 200 Mc was actually used. The results
will differ at most by a factor of 1.5 since the length of the aperture in the parabolic
dimension at 200 Mc is 1.5 meters (one wavelength) which was scaled down to 1 meter
at 300 Mc. Since the amount of gain in power density due to nearby reflecting surfaces
is a function of frequency, we can safely be assured that the test margin will result in
relatively larger and larger margins of safety at higher frequencies unless a sliding
test margin is used. It can safely be said that power density calculations and measure-
ments will become more accurate as frequency increases due to the increase in pre-
cision of a reflecting surface necessary to focus or beam energy at higher frequencies.
The parabolic cylindrical reflector that was used in the measurements had an aperture
of 1 meter by 1/4 meter. The latter dimension (parallel to axis of cylinder) is not
critical since the only requirement is that this dimension be equal to or greater than
the length of the receiving element of the calibrated power density detector. The ex-
periment was performed in an open area so that random reflections from nearby objects
would be eliminated. A Microclot signal generator was the power source. Power was
monitored with a wattmeter and transmitted by a dipole. The distance between the
transmitting dipole and the receiving power density detector was varied as was the
power delivered to the transmitting antenna. In this way an average can be made over
either distance or power which tends to "average out" random errors. More will be
said about this subject in a later section concerning a statistical approach to establishing
a test margin. Thirty foot cables were used between the transmitting dipole and the
power source as well as between the receiving part and readout part (DC voltmeter) of
the power density detector in order to minimize reflections from test equipment and
personnel.
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The parabolic cylinder was positioned so that the parabolic plane was parallel to the
ground plane and the aperture was aligned with the direction of incident radiation. The
power density detector was located at the focus of the parabolic cylinder. Two experi-
ments were performed: (1) measurement of power density using vertical polarization
and power density detector dipole element positioned along focal line, and (2) measure-
ment of power density using horizontal polarization and power density detector dipole
element perpendicular to focal line.
Experiment (2) was performed for comparison purposes and by no means constitutes
a worst case experiment because there will be cancellation among the waves when they
arrive at a point on the focal line and the dipole receiving element extends into a non-
focused region. In addition to the measurements made using the parabolic cylinder,
measurements were also made under identical conditions except that the parabolic
cylinder was removed in order that a comparison might be made between the power
densities with and without the parabolic cylinder. Figures 34 and 35 show the results
for vertical and horizontal polarization, respectively.
The vertical axes represent power density measured in db relative to the antenna
radiated power, PT" This power density was determined from the following equation:
PT Geff
(30) PR -
4Y R 2
Taking the logarithm and rearranging yields
(31) - 10log (4_'R2_ = 10 lOgPR- 10log P
\Geff / T
where
Geff
R
GT
= effective power gain = G T Gre f = GT Grefg Grefp c
= distance from transmitter (distance from transmitter to power
density detector)
= gain of transmitting antenna
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Gref
Grefg
Grefpc
= gain due to environmental reflections
= gain due to ground reflection
= gain due to parabolic cylinder
In this particular experiment G T = 1.6 and Gef f was due to the effects of either the
ground reflections or both ground reflections and reflections from the parabolic cylin-
der. The experiment was performed for several values of R. For each R, PT was
varied and power density, PR' was recorded. The quantity on the left hand side of
Equation (31) was determined by substituting the measured values for PR and PT in the
right hand side. For a particular R this quantity was averaged over the several values
of PT that were used, and the resulting mean value'was plotted versus R, represented
on the horizontal axes. Three plots each are shown in Figures 34 and 35 corresponding
to the following conditions:
1. measured PR and PT
2. measured PR and PT
with parabolic cylindrical reflector
without parabolic cylindrical reflector
- 10 log [4_ R2_
Geff ]
3. calculated values of the quantity
assuming no reflecting surfaces present, i.e., Gef f = G T.
The third condition corresponds to the same assumptions that are made when the range
equation, is employed. According to the equation that was used in constructing the plots
the power density in db should approach + _ as R approaches zero. However, the equa-
tion is only representative of reality for values of R in the far field (R > 1/3 m); there-
fore, the plots are constructed so that power density, PR' equals zero when R equals
zero. The error associated with each plotted point is shown in the figures. It was
found by considering the maximum measured values and the minimum measured values
of power density for each value of R - PR and PR , respectively. The error
was then taken to be max rain
8-10
aZZK-66-060
distance between transmitting dipole and receiving
density detector (meters)
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R distance between transmitting dipole and receiving power
density detector (meters)
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n
(32) Error = + _n PR - PR
= max min k
where n = the number of values of R for which the experiment was performed
PR - PR _ = the value at the k th value of R.max rain &
Figures 34 and 35 can be generally interpreted as follows. The ground reflected wave
will alternately cancel and reinforce the direct wave so that the plotted curve for power
density with only a ground plane present should oscillate as R increases with respect
to the calculated curve which accounts for only the direct wave. The maximum differ-
ence between the measured curve and calculated curve should give the maximum gain
in power density due to the ground reflected wave. The curve that was plotted for the
case in which both the ground plane and the parabolic cylindrical reflecting surface
were present should exhibit a characteristic gain with respect to the curve which was
plotted for identical conditions except that the parabolic reflecting surface was absent.
Both of the measured curves should oscillate with respect to the calculated curve in
the same manner. Reference to Figures 34 and 35 shows that the foregoing is indeed
the case.
As predicted, Figure 34 results in greater "worst case" power gains than does Figure
35. The latter Figure will be dismissed in the subsequent discussion. It will be noticed
that in Figure 34 the predicted behavior involving constant spacing of the two measured
curves and the oscillation of the two measured curves with respect to the calculated
curve does not occur except for values of R > 4. The behavior for small R will now be
explained. For small values of R the ground reflected wave's path length is very much
larger with respect to the direct wave's path length than it is for large values of R. In
other words, the free space attenuation (due to dispersion) of the ground wave is very
much greater than that of the direct wave: therefore, the direct wave predominates and
the ground reflected wave causes only a small perturbation on the total power density.
For instance, when R = 1 meter, the free space attenuation of the ground reflected wave
is 10 db greater than that of the direct wave. When R = 3 meters, the comparable
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figure is only 3 db. The closer spacing of the two measured curves at small values
of R can also be explained. When the distance between the transmitter and receiver
is small, the transmitter is not uniformly illuminating the entire aperture of the
parabolic cylindrical reflector. Therefore, the reflector's power concentrating
capability is effectively reduced for small R. For R > 4, however, the constant gain
due to the "worst case" parabolic cylinder is evident as is the ground reflection's
pronounced effect on the total power density level.
Since the gain due to the ground reflected wave was caused by a number of arbitrary
factors including polarization, grazing angle and reflection coefficient of the ground at
the test site, no general statement can be made about this gain insofar as a safety or
test margin is concerned. The theoretical analysis lJresented earlier will be used as
the basis for determining a safety margin due to ground reflections. However, it is
mentioned that the maximum measured gain caused by the ground reflection was 4 db.
This compares favorably with the 6 db "worst case" figure derived previously. The
gain caused by the parabolic cylinder will be taken as a "worst case" gain and con-
sequently, a safety margin due to the effects of energy concentration produced by re-
flecting surfaces other than the ground plane. For this purpose the average of the
differences at the measured points between the two measured curves will be used for
R > 4. The safety margin due to reflecting surfaces other than the ground plane be-
comes 4.4 db at 300 Mc. Therefore, the "worst case" value is 6.2 db (scaled up by a
factor of 1.5 for the "worst case" reference frequency of 200 Mc).
A theoretical derivation of this safety margin will now be presented. Specifically, the
power density along the focal line of a parabolic cylinder will be calculated and compared
to the power density that would exist if the parabolic cylinder were removed. Let us
consider the following diagram.
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A plane wavefront of power density, Pd' is incident upon a parabolic cylinder of aperture
dimension, _, in the X-Y plane and an arbitrary aperture dimension in the Y-Z plane.
The waves are all reflected so that they add in phase along the focal line in the Z-
dimension at X = L. The incoming power reflected by an increment of the aperture is
(33) W = Pddydz
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The incident incremental power along X = L can also be expressed as
(34) W = U dOdz
where U = power per unit angle per unit length in Z-direction. Now we have
Pd dy = U dO
(35) V = Pd d_y_ydO
y = R sin O
2L
R-
l+cos 0
dy _ 2 L
dO 1 +cos O
2L
(36) U- l+cose Pd
Now we sum the power densities contributed from each angle.
Power density along focal line = power density contributed by parabola + power density
that would exist in parabola's absence.
+_y/2
= / 2L Pd dO +
(37) PD total ._=_ Y/2 1 +cos O Pd
ta 81 +Y/22LPd n + Pd = 2Lla d
-_/2
[2] + Pd
Since L = X/4
(38) PDtotal = (),+1) Pd
The gain provided by the parabolic cylinder is
(39) Grefp c ),+ 1
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For a frequency of 200 Mc
(40) Grefp c = 2.5 or 4db
The measured and calculated gains for both ground reflections and reflections caused
by a "worst case" reflecting surface can now be summarized.
Measured Calculated
Grefg = 4db Grefg = 6db
Grefp c = 6.2db Grefp c = 4db
The reason why the measured value of Grefg is less than the calculated value can be
given as the fact that the test conditions were not "worst case" for ground reflections. It
is suggested that the reason for the discrepancy between the measured and calculated
values of Grefp c may have to do with the Scattering properties of the parabolic cylinder.
Strictly speaking the analysis that has just been performed is only accurate for the
condition of specular reflection. Specular reflection only obtains when the dimensions
of the reflecting surface are very much greater than a wavelength which is clearly not
the case for the parabolic cylinder that has been described. When the dimensions of
the reflector are not large compared to a wavelength, there will be scattering from the
extremities of the reflectingsurfaces, and the additional power density contributed by
this scattering may account for the difference in the calculated and measured values of
Grefpc. AS shown in Skolnik 22, there are three regions of scattering.
1. Where the dimensions of the scattering object are very much less than
the wavelength (Rayleigh region).
2. Where the dimensions of the scattering object are approximately the
same as the wavelength (resonance region).
3. Where the dimensions of the scattering object are very much greater
than a wavelength (optical region).
It is the third region to which specular reflection pertains, i.e., angle of incidence
equals angle of reflection. In the resonance region it is possible to have scattering
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such that the reflected radiation appears to have been scattered by a reflecting surface
with area 5.7 db greater than the actual physical area23.
This phenomenonbears a similarity to the phenomenonpointed out by Kraus and men-
tioned earlier; namely, that for reflectors with dimensions in the neighborhoodof a
wavelength, beaming or focusing can occur without the exact shapeof the reflector
being of great importance. In the experiment performed with the parabolic cylinder,
oneaperture dimension was exactly a wavelength. Therefore, it is probable that in
addition to the power density collection afforded by the parabolic cylinder, there were
also observed resonance scattering effects. Consequently, the appropriate safety
margin to accountfor the effects of energy concentration due to focusing, beaming and
resonance scattering of radiation is stated as 6 db.
8.2 Uncontrolled Factors in Simulation Environment. The possibility of reflec-
tions from test consoles, building stanchions and ancillary equipment located within
the testing room was considered. The dimensions of the object compared to the wave-
length of the incident radiation determine whether the reflected radiation will be
scattered diffusely, or reflected specularly, or beamed in some manner. These three
possibilities depend on which scattering region the dimensions of the obje, ct under con-
sideration correspond to as discussed in the previous section. Since the resonance
region was discussed there, only the two remaining regions will be discussed here. If
the dimensions of an object are small compared to a wavelength or its surface is rough
where the roughness is of the order of a wavelength, incident radiation will generally
be reflected or scattered in all directions. This phenomenon is called diffuse scattering.
On the other hand, if the dimensions of an object are large compared to a wavelength,
and the surface is smooth compared to a wavelength, incident radiation will be reflected
such that the angle _f reflection equals the angle of incidence and the dispersion remains
the same. This is called specular reflection. When radiation is scattered diffusely,
the radiation retie :ted in any particular direction is greatly reduced in intensity In
particular, for a _iven incident power level, the maximum reflected radiation iJ, any
direction is a mi:,imum when the incident radiation is scattered isotropically. As an
illustration of diffuse scattering and specular reflection, let us consider Figure 36.
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FIGURE 36
SPECULAR REFLECTION AND DIFFUSE SCATTERING
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In Figure 36A the transmitter, receiver and reflecting surface are of exactly the same
dimensions and are located in exactly the same position relative to each other as in
Figure 36B. Let it be desired to calculate the power density levels at R in Figures
36A and B. The following formulas are applicable.
(41) P
R
PT GT
2
4y (R1 +R2)
(specular reflection)
Diffuse scattering:
PT GT
(42) P =
R 2
(47rR I R2)
The justificationfor the firstformula is found in Reed and Russell 24. The justification
25
for the second formula is as follows. According to formulas well known in the radar
26
field, the power density of an echo signal at the radar is
PT GT a
(43)
(4_ R 2)2
R = distance to target
a = radar cross section.
The similarity between gain and radar cross section has been noted previously. In
fact, aside from the consideration of units, they may both be interpreted in the same
way.
A reflecting surface may be thought of as a repeater, a combination receiving and
retransmitting antenna. It has characteristic reception characteristics including
aperture and beamwidth. It also has characteristic transmitting characteristics in-
cluding gain and direction. In this interpretation the power density at a point after
one reflection has units of watts per square meter per square meter of reflecting
surface. If the reflecting surface is an isotropic reradiator with an effective aperture
of one square meter)a = 1 and
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(44) PR2
PT GT
4y (RI)2 4y(R2 )2
R 1 = distance from transmitter to reflecting surface
R 2 = distance from reflecting surface to point of measurement.
It must be remembered that there is a 1 m 2 factor understood in the numerator of
the formula (44). Without this the units would be incorrect. This represents an
approximate upper bound on the area which will scatter diffusely in the frequency
range under consideration ( >200 mc). Consideration of the maximum value of
P in this way will facilitate the comparison between specular reflection and dff-
R2
fuse scattering which follows.
The ratio of power densities at a point caused by a specularly reflected wave, P
Rspec'
and a diffusely scattered wave, PRdif' which have both traveled the same total dis-
tance is
(45)
PRspec
PRdif
or
R 1R 2
(46) PRspec = 20 lOgZR1 + R2 db above PRdif
where the units of R 1 and R 2 are meters if the power densities are in units of watts
per square meter.
It can be seen that PRspec is a minimum with respect to PRdifwhen R 1 = R 2 = I/2R
(47) PRspec (rain) = 20 log _R
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Let it be assumedthat power densities contributed by diffuse scattering can be neglected
compared to those contributed by specular reflection if
(48} PRspec > 3 db above PRdif
When P = 3 db, R = 1.6 meters. Therefore, if R _> 2 meters, diffuse scattering
Rspec
can be neglected compared to specular reflection. Since the minimum distance from
the transmitting test antenna to the test specimen has been suggested to be three meters,
it stands to reason that power densities due to reflections from objects small compared
to a wavelength {diffuse scatterers} can be neglected not only with respect to specular
reflections but also with respect to the direct wave. The criterion for determining
whether an object has dimensions small compared to a wavelength is Rayleigh's
criterion of roughness:
k
{49) £ sin 8 <--8
= dimension of object in plane of propagation direction and field intensity
vector of incident radiation
8 = angle of incident radiation
k = wavelength.
7
.A_
For example, if the frequency in concern is 300 Mc and the angle of incidence is
greater than 7.2 ° , objects in the testing room with dimensions smaller than 1 meter
do not have to be considered. This means that any stanchions, consoles, tools, etc.
of small dimensions will not affect the power densities in the testing room. Since it
is assumed that the source of power in the simulated RF radiation test will be aimed
Q
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at the spacecraft, any radiation that does not illuminate the spacecraft (which is as-
sumed to absorb or scatter all radiation incident upon it) will either strike a small
object obliquely and be scattered diffusely or will strike the object normally and be
reflected normally. In either case the power densities in the region of the spacecraft
will not be affected.
In considering reflections from surfaces of dimensions large compared to a wavelength,
the ratio of power density levels at a point of the direct wave, Pd' and the reflected
wave PR' respectively is,
Pd
R
(51) Pd = 20 log -_ db above PR
where
or
d = distance from transmitting antenna to point in concern
R 1 = distance from transmitting antenna to reflecting surface
R 2 = distance from reflecting surface to point in concern
R = RI+R 2
The criterion that perturbations of total power density will be neglected if Pd > 3 db
with respect to PR will now be used. If Pd > 3 db, R > 1.4 d. The application of this
statement can be visualized by the following. If the distance from the transmitting test
antenna to a large object in the testing room such as a wall plus the distance from the
object to the test specimen is greater than 1.4 times the distance from the test antenna
to the test specimen, then reflections from the object will not perturb the power density
level in the vicinity of the test specimen. It must be remembered that the foregoing is
applicable for only one reflection. If the testing room is such that there are many re-
flections with a net Concentration of energy in the vicinity of the test specimen, then
some other analysis must be made. Specifically, an analysis could be made relating
attenuation of the waves by non-perfect reflecting surfaces and the dimensions of the
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testing room to the power density levels created at a point by the sum of the reflected
waves. The net energy dispersion and concentration characteristics of a particular
set of boundary surfaces would be included in the analysis. Reference to the literature
27,28
can be made for work in this area.
One item which wasn't included in the work statement but which is appropriate to be
included in this section is the subject of which test antenna is optimum for use in
simulating an RF source in the laboratory environment.
The guidelines for choosing an antenna should include the following considerations.
1. The beamwidth of the antenna should be narrow enough so that rays are
not propagated in angles at which they will not strike the spacecraft, but
may strike reflecting surfaces resulting in interfering rays which might
cause a change in power density levels at the spacecraft.
2. The antenna should direct a beam of uniform intensity which diverges as
little as possible and whose beamwidth is large enough to fully illuminate
the spacecraft so that the waves impinging on the spacecraft are plane
and will create as little variation as possible in power density over the
dimensions of the spacecraft.
3. Especially if high power densities are required, the beam of the trans-
mitting antemm should be as narrow as the dimensions of the spacecraft
permit and as directional as possible so that optimum use of the power
delivered to the antenna for the purpose of creating power density levels
can be made.
8.3 Review of Test Margins and Recommendations. It was mentioned in the
work statement that test margin levels of 10 db and 6 db are being considered for proof
test model spacecraft tests and flight spacecraft, respectively. With this in mind, a
few words can be said about the philosophy of test margins as they are used in the
electromagnetic compatibility field. The basic philosophy is that uncertainties arising
from all sources can be treated by assuming the worst possible situation they might
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create. A comparison of this worst case situation with the nominal situation due to
known causes results in the testing or safety margin. In an RF radiated susceptibility
systems test the uncertainties arise from the following sources:
1. Lack of knowledge of the power densities and frequencies that the space-
craft might be subjected to in its actual environment.
2. Lack of knowledge concerning the reflecting surfaces in the spacecraft's
environment and how they might reshape, redirect, rebeam and refocus
the waves incident upon them.
3. Lack of ability to control the testing environment because of
a. Inability to simulate frequency conditions,
b. Inability to simulate power conditions,
c. Inability to simulate radiation conditions -- beaming, polarization,
direction of propagation, and
d. Inability to control and predict reflecting surfaces in laboratory.
As our knowledge of formerly unknown quantities increases, the more accurately we
can predict the total environment and the less we are forced to depend on the testing
or safety margin. As our ability to simulate the environment increases, the more we
can decrease the test margin resulting from inaccuracies and limitations of our test
equipment.
It has been demonstrated analytically that the worst case power density level at a point
due to ground-reflected waves is 6 db greater than the free space level. It has also
been demonstrated both from theoretical considerations and from actual measurements
that there can be as much as a 6 db increase in power density levels due to nearby
reflecting surfaces for frequencies greater than 200 Mc. The possibility of beam
forming by reflecting surfaces remote from the point under consideration was con-
sidered from the standpoint of radiation scattering from a reflecting surface as applied
in the radar field. A pertinent reference was quoted in which it was shown that a maxi-
mum of 5.7 db gain or increase in the effective cross section of a particular reflecting
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surface was possible. From these considerations it seems reasonable to concludethat
an adequatesafety margin would be 6 db for the effects of ground reflections plus 6 db
for the effects of all other reflecting surfaces. These figures represent the maxima of
the respective calculated and measured values. It is concludedthat a safety margin of
12db is adequateto allow for fluctuations in the actual environment of the spacecraft.
If enoughinformation is known so that the effects of ground reflections can be taken into
account explicity, then this figure may possibly be reduced.
Directing our attention toward the simulating environment (test laboratory), a power
density detector has beendevelopedand calibrated with an accuracy of 2 db. By using
such a device no safety margin has to be assumedfor the random reflections in the
simulating environment. Adding 1 db for equipmentstability and calibration con-
siderations, a total of 3 dbwill be taken as the safety margin due to effects of the
simulating environment.
The total safety margin for a completely adequatetest will be the sum of the margins
due to each of the factors considered which is 15db. This margin can be reduced by
6 db if the configuration of the launch site is such that the only possible reflecting
surfaces are located a distance large compared to a wavelength from the spacecraft
and the effects of beaming from distant reflecting surfaces can be neglected. The
former assumption is dependentupon a knowledgeof the configuration of the launch site
and the latter canbe made plausible by the following argument. Since the beaming
surface would be located near the ground, it is very probable that self-interference and
attenuation effects would be produced by the terrain intervening between the surface and
the spacecraft. In order to see in which case the effects of reflections from reflecting
surfaces other than the ground plane can be neglected, let us consider the following
diagram.
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Surface, _
The skin of the booster and sustainer is assumed to be perfectly reflecting. The pay-
load is assumed to be perfectly absorbing. The payload is mounted flush with the
adjacent stage. As long as surface A is considered'non-reflecting, there is no possible
way for reflections from the outside of the sustainer or booster to reach the payload.
Only reflections from inside the missile system could reach the payload and since only
radiation from external known radiators is being considered in this study, it will be
assumed that there are no sources of radiation inside the booster or sustainer. Of
course, unintentional inductive radiation from components or wires in the booster or
sustainer might very well exist, but these effects are without the scope of the type of
test that is being considered here. If there were other equipment surrounding the pay-
load and missile system, such as a gantry or crane, this equipment might conceivably
form a worst case reflecting surface resulting in an increase in power density if it were
located close enough to the payload. If it were a greater distance than k max (the
largest wavelength in the environment under consideration} away from the payload, it
would not be considered likely to be capable of concentrating sufficient power density
over a large enough aperture to cause a situation that might result in an RF suscepti-
bility. If the above assumptions and constraints hold the test margin could be taken as
6 db for ground reflections plus 3 db for inaccuracies and errors in calibration of the
test equipment. Rounding this figure off to 10 db provides an extra margin of safety
to cover any considerations that might have been overlooked.
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It is recommendedthat the 10db safety margin be used onboth proof test model space-
craft and flight spacecraft. The only rationale connectedwith lowering the safety
margin for testing of flight articles is that, assuming the safety margin represents an
overtest which results in RF overstressing, the reliability of the flight article can be
improved by decreasing the over-all power density levels in the testing environment,
thereby reducing the RF overstress. It shouldbe pointed out that RF overtest can only
possibly exist whenthe safety margin is chosensuch that the tested article would never
experience, even in a worst case environment, the power density level resulting from
nominal plus safety margin levels. In this sensea safety margin represents overtest.
However, if the safety margin is chosen only to represent worst case conditions that
the article might possibly encounter, then the power density level resulting from nominal
plus safety margin levels does not represent an overtest and, therefore, should be used
in testing all articles. If the safety margin results in RF overstress, then the system
is underdesignedfor its environment and shouldbe exposedas such during testing. It
has been shownthat the safety margin suggestedin this paper is based strictly on worst
case conditions. Both proof test model and flight spacecraft should be subjected to these
conditions becausethe design of the system shouldbe such as to provide for system
operation in "worst case" environmental conditions and also unhampered reliability after
passing through a normal testing cycle.
A later section will consider the effects on electronic componentsdue to RF over-
stressing. It will be argued there that there should be no adverse effects on electronic
componentswhich are subjected to RF power densities of great intensity compared to
nominal operating conditions unless these effects are caused by the movement of elec-
trons which has beencausedby the coupling of energy from the field. In this case the
cause and usually the effects should be readily identifiable. It should be emphasized,
however, that should there by any adverse effects onelectronic componentsresulting
from power density levels imposed during testing which represent worst case environ-
mental conditions, these adverse effects should be treated as a susceptibility or failure
of the componentsdueto underdesigning. If the time of exposure is critical in producing
a failure, then the time of exposure to the worst case environment must be considered.
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In this case the system should not be exposed a longer period of time in the test en-
vironment than it would be exposed in the actual environment in order that overtesting
not result.
8.4 Statistical Approach To Establishing Test Margins. To a certain extent
statistics can be employed in dealing with the problems that have been considered in the
course of this study. Specifically, statistical techniques were employed in the experi-
mental measurements phase of this study involving calibration of the power density
detector (developed during this study} and measurements relating to increase in power
density due to reflections from a parabolic cylinder. Statistics were used to improve
the accuracy of the measurements by effectively averaging out random errors.
The theoretical considerations are the following. Whenever a quantity is a function of
two or more independent variables and there is some uncertainty of a random nature
associated with one of the variables, the quantity can be measured as a function of the
accurate variables and averaged over the uncertain variables with the result that the
inaccuracy is integrated out. Let us consider the following formula.
PT GT
PR =--"
4Y R 2
Let there be assumed some random inaccuracy, AP T, associated with the power setting
PT' but that R can be determined as accurately as necessary. We design an experiment
for which it is desired to measured PR as a function of R. If we set PT at an arbitrary
value and perform all the measurements, our results would be accurate within APT.
However, if at each value of R, measurements are made for n values of PT and PR is
normalized by dividing by PT' the resulting curves can be averaged together with the
result that, as n -- _o, A(PR/PT } -, 0. The preceding example can also be worked
through assuming A PT = 0 and AR = _.
In calibrating the power density detector, the power density calculated from the formula,
PT GT
PR -
4y R 2 '
8-29
ZZK-66-060
was plotted against the reading obtained on the readout device for the power density
detector, a DC voltmeter. This measurement was performed for different values of
PT and R and for vertical and horizontal polarization. The resulting curves were then
averaged to eliminate random errors due to polarization misalignment and random
errors in R and/or PT" By so doing a more accurate calibration was obtained. Another
set of measurements was performed in which a field intensity measuring receiver was
substituted for the power density detector. In this case, random errors due to fluctu-
ations and inaccuracy of calibration of the receiving equipment were also averaged out.
In the measurements involving the presence and absence of a parabolic cylinder placed
such that power density was measured at the focal point, statistical averaging was also
used. Several values of PT were used at each R and the curves averaged over PT" The
final curves were plotted with power density in db below PT as the ordinate and R as the
abscissa. This averaging tends to eliminate errors associated with change of the test
conditions with time since the tests were performed at different times and also errors
due to settings of PT' Random errors associated with R can be eliminated to some
extent by drawing a smooth curve through the points obtained from the averaging pro-
cedure described above. By eliminating random errors associated with the test set-up,
we are in a position to more confidently predict the change in power density levels pro-
duced by the focusing effect of the parabolic cylinder, itself. To the extent that the
parabolic cylinder represents the worst case power density concentrating reflecting
surface (which we have considered earlier), it can be said that an accurate test margin
has been experimentally determined which holds for the effects caused by reflecting sur-
faces. In general, statistical approaches can be used to improve the accuracy of ex-
periments and to single out effects due to one particular cause. A somewhat different
29
approach to the problem using statistical techniques is found in the literature In
general, when a certain quantity of interest is a function of several other quantities
some of which have completely predictable behavior and others of which exhibit random
behavior, a probability distribution for the quantity of interest can be constructed. A
decision then has to be made as to what will be considered the value of the quantity of
interest based upon the properties of the probability distribution. In the above examples,
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it was decided that the mean of the values of the quantity of interest was the best esti-
mation of that quantity. This is a goodassumptionwhen the errors are of a completely
random or Gaussiannature. An example of a problem that might be of interest is the
following. Let us assume it is desired to find the mean gain due to ground reflections
over the volume of the spacecraft according to the following equation.
P GT mean
(52) Pd -
4_ d 2
According to a formula derived earlier
PTGT [ 12 2 2+217] rlr2cos(@_ ¢) ](27) PR - 2 2 17 r I + r
4_ r I r 2
In this formula, PR is a function of spacecraft height above the ground and lateral dis-
tance from the transmitter. It can be seen that
G T d 2
(53) E(G) = E_---_-_ [1712 2r 1
k
\r I r 2
2+r 2 +2 171 rlr2 c°s (e- ¢
where E(G) is the expectation of G which equals the mean value.
The technique for solving the problem is to find the probability distribution for G - p(G).
This is done by assigning to a certain possible value of G, i.e., G 1, a probability,
P(G1), which is the ratio of the volume of space occupied by the spacecraft in which the
value of G is G 1 to the total volume of space occupied by the spacecraft. Then the mean
value of this probability distribution is taken as the representative gain over the entire
volume of the spacecraft and is used in Equation 52.
A computer program using a Monte Carlo technique would be useful in finding p(G). The
general procedure would be as follows:
1. Assign numerical values to the points within the dimensions of the space-
craft and determine boundary values.
2. Generate a pseudo-random number.
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3. If this number corresponds to a point that lies within the dimensions
of the spacecraft, substitute the coordinates of the point (which determine
r 1, r 2 and 0) into the expression for G and evaluate G. If the number
corresponds to a point outside the dimensions of the spacecraft, go to
the next number.
4. Iterate the procedure a large number, N, of times.
5. Record each value of G and keep a running record of the number of times
each value is calculated.
6. Assign to each value of G a probability which is the ratio of the number
of times that value was calculated to the total number of iterations.
7. Find the mean value of G according to
G
_G¢'maxE(G) = G' p (G') d G'
rain
For the purposes of this report it was considered that the maximum value of G over the
volume of the spacecraft rather than a statistical average was more useful in estab-
lishing a test margin.
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9. RF OVERSTRESS AND ELECTRONIC SUSCEPTIBILITY
9.1 General Remarks. An extensive literature search was conducted to find
material on this subject. The search consisted of three parts: (1) a manual search of
the literature filed in the catalogs of General Dynamics Convair; (2) a computerized
search of NASA International Aerospace and Scientific and Technical Aerospace ab-
stracts and reports; (3) a DDC search conducted at Alexandria, Virginia. The results
are compiled in Appendix X. Much of the literature touches on the problem in concern
here obliquely or incompletely. The problem can be stated as, 'will there be any
degradation of performance or reliability of a system or the components thereof after
it has been subjected to RF fields of high power density levels?' If the answer is 'yes',
the system is said to have been RF overstressed.
RF overstressing will be defined as an irreversible process which changes the physical
nature of the electronic components. Contrasted with this definition is the definition
of RF radiated susceptibility: an undesired electronic response to an RF radiated
stimulus such that when the stimulus is removed the electronic component or system
returns to the state it was in before the stimulus was applied. In general, it can be
seen that susceptibility is strictly an electronic phenomenon whereas RF overstress is
a more general physical phenomenon.
Before the phenomenon of RF overstress is considered, the subject of electronic suscepti-
bility will be explored in detail.
9.2 Electronic Susceptibility. Without loss of generality it can be assumed that
an electronic circuit can be characterized by an n port black box with n-k input ports
and K output ports as in the following diagram:
des;See4-) In
9-1
_ n-{K'+l
:::=::=:_ n- _" + 2.
n- K'+3
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At this point it can be assumed that there is only one designed, desired input and one
designed, desired output. This is true for most missile and spacecraft systems. The
remaining n-K-1 inputs represent undesired coupling paths and unintentional pickup
points in the system, and the remaining K-1 outputs represent interference generated
by the circuit. Since we are considering here RF radiated susceptibility, we can
restrict our attention to only one output port, the designed, desired one, since a con-
sideration of interference generated by the system is without our scope. For our
purposes the n-K-1 undesired inputs represent points in the circuit which transduce
the RF radiated field resulting in electrical voltages and currents originating at these
points. In general, each of the n-K input ports will be associated with the designed,
desired output port by means of a transfer function H (_) where q = 1, 2. • • n-K. These
q
transfer functions will not be the same since the unintentional sources and source
impedances will not be located at the same point in the circuit as the intentional source
and source impedance. It is assumed that a designed, desired load is placed in series
with the designed, desired output. In general, this load may be anything from a resistor
to a receiver. The load will be treated in a generalized way, and the amplitude limiting
characteristics of the circuit will be associated with it. At the same time the frequency
limiting effects of the load will be lumped with those of the circuit in Hq(_).
The generalized load is designed to respond to a certain class of signals and to give no
response to signals outside this class. The class of signals that the load will respond
to is limited by the sensitivity of the load to current and voltage amplitude levels.
There is also a saturation level associated with the load above which level it will not
respond.
The total of the amplitude limiting effects in the circuit will be associated with the
functions, V(a) and C(a) which refer to voltage and current, respectively. In order to
complete the description of the circuit, the generalized transducer and generalized
observer are introduced. The generalized transducer is characterized by the functions
(_ and fl which represent response to voltage and current, respectively. The observer
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is characterized by a response of "Yes" or "No" to every possible output from the
transducer. A diagram of the generalized circuit is the following.
 equenoy I
Transfer
Function
_"i) Designed
_-Sour ce a) Desired
l) Unde signed
a) Undesired
_4-boundaries of electrical
circuit
I:
b) Undesired
2) Undesigned
a) Undesired
b) Desired
I-
*i
Load
YEa)
c(.)
I) Designed
a) Desired
b) Undesired
Trans-
ducer
i) Designed
a) Desired
b) Undesired
Observer
@f
No
i) Designed
a) Desired
b) Undesired
An important distinction can be made between designed and desired characterizations
of a circuit. It is entirely conceivable that a designed circuit might have both desirable
and undesirable aspects, of which some of each might be known and some unknown.
The case of an undesigned circuit which has both desirable and undesirable character-
istics is also possible. This might occur in a system where an adjacent piece of ancillary
equipment provides natural shielding (desirable) but produces electromagnetic interfer-
ence {undesirable). For this circuit the ancillary hardware constitutes an undesigned
sub-circuit. In general, a circuit has both designed and undesigned characteristics
both of which might be desirable or undesirable. If the designed, desired characteristics
predominate, the circuit is well-designed. If the designed, undesired characteristics
predominate, the circuit is poorly designed. If the undesigned characteristics of a cir-
cuit predominate, the circuit is underdesigned and, if these characteristics are desired,
it is a fortuitous circumstance. In the above diagram the source and source impedance
are considered undesigned and undesired since they are a result of the RF field in the
vicinity of the circuit being coupled into it by an undesired path. The transfer function,
H (¢_) might be either designed or undesigned, depending on whether or not the RF is
q
coupled into the circuit at the designed input or an undesigned input.
The further to the right attention is directed in the above diagram, the more the char-
acteristics become designed as is the case for the load, transducer and observer.
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Referring to the previous diagram and assuming far field conditions, we see that the
source can be considered a voltage source. The source impedance reflects the coupling
between the RF E field and the designed circuit. If H (o_) is assumed to be a voltage
q
transfer function, then the input to the load will be
[Sq(_) ZINLv = TinZTi n + Z s Hq(_) volts
(54) and
INLI = ISq(°_)ZTi nzTin ] Hq(°_)amperes+zsZIAn
Since the previous two expressions are not independent, it is usual to work through a
problem retaining only one of them and finding the other at any point by dividing or
multiplying by the impedance at that point. For a reason that will become apparent
later it is desired to carry along both expressions as we venture toward the final out-
put of the Circuit (the observer). We can do this very easily by expressing the input
D
to the load as a column matrix,
kq
Input to load= LINL Ij
with the understanding that at any point in our electrical circuit the voltage (current)
can be recovered by multiplying the above matrix by the matrix, E10J ([01]). At the
load the signal will be acted on by the matrix, [ V(a) 0 ]0 C(a) in the following manner:
(55) Output from load: [ouLVJ : INL
The nature of the functions V(a) and C(a) will now be considered. V(a) and C(a) can
be considered as row matrices in which each of the elements is either a one or a zero
such that a series of zeros, representing the region below the sensitivity threshold,
precede a series of ones, representing the normal operating range. The series of ones
is succeeded by a series of zeros representing the saturation range. INL V and INL I
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are interpreted as n-dimensional column matrices in which all elements are zero ex-
cept the one corresponding to the actual numerical value calculated for INL V or INL I.
In general, the n th element in either the one row or one column matrix represents
a voltage or current level of n volts or n amperes. In the INL I and INL V matrices
the actual value of voltage or current is entered as the element corresponding to the
value. For example, if
INL V
.INL I
ZTi n
= _q(_)
+ Z sZTi n
= [Sq(a_) ZTinZTi n + Z s ZLin
5 volts
2 amperes
then
0
0
0 - -1
0 il0
INL v = 5 IN L I =
0 o I
° °j
and if
V(a) = [00011100...3
C(a) = [01111100.-.]
corresponding to a normal voltage operating range of 3 to 5 volts and a normal current
operating range of 1 to 5 amperes, then the output from the load will be
It can be seen that a load that is sensitive only to voltage will have a C matrix all of
whose elements are zero, and the converse is true for a V matrix all of whose elements
are zero. Let us consider another example in which the load is nominally sensitive only
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to voltage but has a spurious sensitivityto current without the normal operating range.
The V and C matrices might be
V = [00111100003
C = [00000000011]
Itcan be seen thatfor a load with these characteristics, the output will only be a func-
tion of input voltage untilthe voltage saturation region is reached. As the input levels
are further increased, the output will become a function of input current.
The next block in the circuit diagram corresponds to the transducer. At this point
we leave the electricalcircuit. The transducer function is characterized by the matrix
[(_/_Jwhere _ and _ have the units response/volt and response/ampere, respectively,
and response is a generalized unit which could be sound intensity, volts, etc. The out-
put from the transducer, therefore, will be
[OULL_I ] K [a_] = K_ (OULv)Output from transducer = OU
+ K_ (OULI) responses
The reason for carrying along both voltage and current in the development now becomes
obvious. The possibility that the transducer may respond to both current and voltage
has been allowed for. The generalized transducer might be a test instrument such as
an oscilloscope, a built-in monitoring device such as a threshold detector, a loud-
speaker, etc. a and f_ may vary from 0 to _ and represent the relative degree to which
the transducer responds to voltage and current, respectively. The units of a and f_ are
response per volt and response per amp, respectively. (_ and fl are normalized such
that (_ fl = 1. The total response to voltage or current is obtained by multiplying _ or f_,
respectively, by the normalizing factor K. For instance, if the transducer were such
that it had the following characteristics,
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then
IH
o---II re. eo ",se/t----o
[ a.,_povej
o_. 7-
6 i
_= I
z.
OOT
Y_espo_£e3
In general, if the transducer is such that there are m responses/volt and n responses/
amp, then K = _/_ and a/fi = m/n. A few special cases will now be discussed. A
piezoelectric transducer responds only to voltage.
fl = 0
such that K_ = M volts/volt = transfer characteristic of transducer.
A magnetostrictive transducer responds only to current.
= 0
such that Kfl = N amps/amp = transfer characteristic of transducer.
An oscilloscope responds only to voltage
and Kc_ = M volts/voltfi=0
Let us consider a device which responds to power such that the characteristic is
A (responses)
volt. amp
Then
= /3 = 1 and K = _- m = n =-_
It may be remarked that statements such as K(_ = M volts/volt while (_ = _ can be in-
terpreted by assuming that (_ is a delta function of weight M and the normalizing constant
K is an operator which extracts the weight of the delta function.
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After the transducer has produced a response, this response must be accurately ob-
served or interpreted in order to say, for instance, that a desired function has occurred
or that a susceptibility has or has not occurred. We can consider the actual response
from the transducer as an element in an n-dimensional row matrix where all the other
elements are possible, but are, in fact, responses which did not occur. The ideal
observer then is an n-dimensional matrix such that the elements corresponding to in-
correct choices are zero.
For example:
r 1
r 2
r 3 [0000100. • • 000] = r 5
ideal observer read-out
r
n
response
r represents the actual response or the output of the transducer. There is a possi-5
bility for a non-ideal observer that there will be more than one element in the ob-
servational matrix that is one or that the element corresponding to the actual event will
be zero. If this is so the state of the circuit will have been incorrectly interpreted.
It can now be seen that the analysis of a susceptibility depends on all the elements of
the circuit. An example will now be worked out. Let us consider the following circuit.
/OOJ_
_ 5 IOOJt I00.._IKC z_
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Let us assume that a radiative field with power density of 10 watts/meter at a frequency
of 300 Mc impinges on the circuit over the length AB which is assumed to be 2 meters.
According to Kraus 30, the power that can be absorbed by the circuit is equal to the
effective aperture multiplied by the power density. To find the effective aperture of
the length AB would require an analysis of a 2 wavelength end fed dipole involving a
derivation of radiation resistance. Rather than perform the analysis, "worst case"
assumptions will be used. Maximum power is coupled into the circuit when the radi-
ation resistance of the antenna is equal to the resistance looking back into the circuit
from the antenna terminals and the antenna losses are zero. The aperture so described
is known as the maximum effective aperture. The maximum effective height of an an-
tenna may be found from the radiation resistance, maximum effective aperture and wave
impedance of the medium. The "worst case" maximum effective height would be
2 meters(h)worst case =
Since for maximum power transfer the radiation resistance equals the resistance of the
circuit as seen from the terminals AB, the radiation resistance is equal to 250 ohms.
The circuit diagram can be redrawn as follows:
g.= 2s A 2o0.,,.. " V(,O
B(,,.,) ..C<=)
Scope
Zi,_ =/O0.n. ,Z,_, -- IO0..a.
For "worst case" conditions, the voltage coupled into the circuit is
V = IEIh = (_)h = (_/(10)(377))(2) = 122 volts
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The voltage at the terminals AB will be
VAB = (122)(1) = 61V
1
Let it be assumed that H (2y 300 Mc) = _ and that the sensitivity and saturation points
of the circuit are such that, at terminals cd, only voltages in the range, 4_ V < 20 volts,
and currents in the range, . 04 < I _. 2 amperes, can be measured. Furthermore, let
it be assumed that the oscilloscope is responsive only to voltage (1 volt/volt) and that
there is an ideal observer.
such that
V(a) = [00010203141516...119120021022023...]
1
C(a) = 10--O E00010203141516"'" 119120021022023"" ]
aft = 1 and
K_ = 1 volt/volt= 0
The remaining analysis will now be performed to determine if the circuit is susceptible.
Vab = VAB (2_-_) = 12.2V
Vcd = Vab [H (2Y300 Mc)] = (12.2) (1) = 6.1V_ 6V
6.1
Icd - 100 - 0.061A_.06A
Since Vcd and Icd are the voltage and current inputs to the load, INL V and INLI,
respectively, the n-dimensional column matrices are now formulated where the n th
element represents n volts or n amperes.
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1(,
INL V
i
00
01
0
3
04 I
0 I
5
66
07
08
09
00
O1
o2 1
0
3
04 '
0
5
6
6
0 7
08
Vef = OUL V = INL V x V(a) = 6volts
Ief = OUL I = INL I x C(a) = 0.06amperes
The transduced resp°nse is [ 6 I [_#1• 06 K = 6 volts and the observed response is 6
volts. Therefore, the circuit is susceptible to both current and voltage although it was
monitored only for voltage susceptibility. If Icd had been greater than 0.2 amperes
while Vcd was in the range, 4 < Vcd < 20 volts, then the circuit would have been sus-
ceptible to voltage but not current due to a built-in current overload sensing mechanism,
i. e., Ief = 0. Similar problems may be solved and correlated with experimental results.
It might happen that some of the parameters involved can be found most easily by doing
experimental work such as irradiating a test circuit and determining susceptibility
thresholds among other circuit responses.
9.3 RF Overstress. RF overstress may be interpreted as damage to a circuit
caused by lack of heat dissipation, voltage or current levels which exceed the ratings
of the circuit, or change in the electrical characteristics of the matter comprising the
circuit. In general, the changes in the circuit caused by RF overstress can be struc-
tural, chemical or material. An example of structural damage is the melting and
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running off solder due to lack of heat dissipation. An example of chemical change would
be an increase in corrosive chemical activity due to high temperatures associated with
lack of heat dissipation. An example of material damage is the change in the properties
of a metal, dielectric or semiconductor due to voltage or current levels present that
are great enough to interact with the bound electrons of the molecules of the material
thus changing its electronic characteristics. Normally, electronics implies only con-
duction band electron activity which results in currents and voltages. However, an RF
overstress involves change in circuit characteristics due to heat and/or interaction of
circuit energy with bound electrons.
The mechanisms whereby RF energy is coupled from a field into an electronic circuit
are the following:
1. Interaction with free electrons.
2. Interaction with bound electrons.
Type (1) is the normal method of coupling to an antenna used in communications. It
does not necessarily involve RF overstress; in fact, RF overstress only occurs when
the coupled energy is so great that circuit ratings are exceeded. The cause of the over-
stress is the movement of the electrons, and the cause of the movement is the RF field.
Thus, the RF field is an indirect cause of overstressing. Type (2) provides a direct
overstress caused by the RF field since any interaction with bound electrons will change
the electronic properties of the circuit. Type (1) will usually result in a susceptibility
in addition to circuit damage unless an overload mechanism is built into the circuit.
Type (1) is readily identifiable by monitoring voltage and current levels in the circuit.
Type (2) is more difficult to identify since a failure to operate normally is usually the
only means of identification. It will be shown that the effects of Type (1) are the only
cause of concern in an RF radiated test and that Type (2) can be neglected.
Type (1) will be considered first. Problems involving heat dissipation can be worked
out. An example is the following. With the methods developed previously for the quan-
titative calculation of susceptibility, it is determined that a particular copper conductor
will have a current of 20 amperes (DC) flowing In tt. This copper conductor is AWG 18
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gauge. Reference to charts of current carrying capacity show there will be a 140 °
temperature rise in the conductor. The value of temperature rise plus ambient must
not exceed the temperature rating of the conductor's insulation. Similarly, voltage
breakdown and current ratings of circuit components can be used to determine if an
RF overstress occurs.
In problems involving heat dissipation and breakdown, time is of the essence since
these phenomena are usually determined by time-average quantities. For this reason
it is possible to have very high peak power, or high voltages or currents for short
periods of time and still have no problems so long as the average power, voltage or
current is small enough. On the other hand electronic susceptibility is practically
a non-time-dependent phenomenon since electronic circuits will generally respond almost
instantaneously to a stimulus. The response time of an electronic circuit to a stimulus
will now be considered. A circuit can be characterized by its impulse response func-
tion, which represents the output response versus time when an impulse is applied to
the input. Borel's theorem states that 32 the response of a linear system to an arbitrary
excitation (which is Laplace transformable} is the convolution of its impulse response
function with the excitation or
(56) g(t) = /h(_) f(t-_) d_
_¢O
where
f(t) = excitation or input function
h(t) = impulse response function
g(t) = response or output function
The nature of an electronic circuit is that it doesn't possess a memory longer than its
impulse response function. Therefore, an electronic susceptibility is almost completely
a threshold effect. If the excitation voltage or current exceeds a certain susceptibility
level instantaneously, a susceptibility threshold will be reported by the observer. How-
ever, if the excitation approaches the threshold and remains near it for a long period
of time, no susceptibility will occur unless the impulse response function is long enough
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to sum up the excitations in adjacent time intervals. In analyzing a susceptibility we
are interested in the maximum response in a circuit that can be produced at any instant
of time. If this response exceeds the susceptibility threshold, a susceptibility has
occurred. Let us consider Figure 37.
Figure 37A shows the case of a wideband excitation and a narrowband transfer function.
The maximum output is dependent upon the amplitude and time duration of the input.
Figures 37B and C show a wideband transfer function. The output is dependent on the
amplitude of the input and whichever is the shorter, the excitation or impulse response
time span. Figure 37D shows the "worst case" condition resulting in maximum output -
narrowband excitation and narrowband impulse response function. If a susceptibility
threshold is assumed, the situation depicted in 37D will be most likely to produce a
level that reaches the threshold. The output level depends on the time span of the im-
pulse response function and also the input level. It is assumed that the input time span
is greater than or equal to the time span of the impulse response. If the maximum im-
pulse response time span of any circuit in a particular environment is known, the mini-
mum length of time that the circuit must be excited in order for any possible suscepti-
bility to occur will, therefore, also be known. Using the expression found in
Frederick Terman's book, "Electronic and Radio Engineering" on Page 289"
0.4
rise time -
B
where
B = bandwidth
and assuming that the impulse response function rises and falls off at the same rate,
the following relation holds:
time span of h _ 2 (rise time)
The maximum time span of h will be found in the circuit with the narrowest bandwidth.
Let it be assumed that the minimum intentional or unintentional bandwidth on a missile
system is 100 cycles. Then the maximum time length of impulse response function of
any circuit under consideration will be
2(.4) 8 msec
100
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FIGURE 37
DIFFERENT COMBINATIONS OF INPUT AND TRANSFER FUNCTIONS
AND CONSEQUENT MAXIMUM OUTPUTS
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Therefore, it follows that every possible susceptibility will be discovered if a signal
with the proper amplitude is applied for approximately 8 msec. For frequencies
greater than 200 Mc, this time length is a few orders of magnitude greater than the
time required to reach steady state so that transient effects can be neglected and it is
assured that steady-state radiation occurs practically instantaneously. In an RF radi-
ated susceptibility test, the maximum pulse length which the radiated signal must have
is approximately 10 msec. There is no reason to perform the test for a longer period
of time to find electronic susceptibilities. However, if the system's overall capability
to withstand its environment is being tested, the system should be subjected to the RF
radiation for a time equal to the "worst case" exposure time in actual environmental
conditions. The additional failures of the system caused by increased time exposure
are the result of RF overstressing of Type (1). In testing for RF overstressing of
Type (1), circuits should be monitored for current, voltage and temperature.
In an attempt to dismiss RF overstressing of Type (2}, the following discussion is pre-
sented. The direct interaction of electromagnetic fields with electronic circuits or
matter in general is predicated on quantum mechanical principles. A well-known
experiment which illustrates best the phenomena involved is the photoelectric effect 34.
The photoelectric effect is a process in which electromagnetic radiation is beamed at
the "emitter" of a photocell. If the frequency of the radiation is higher than a certain
threshold, electrons are observed to be emitted from the electrode. If the frequency
of the radiation is lower than the threshold, no emitted electrons are observed no matter
how high the incident power density is. Before the explanation of the photoelectric
effect is stated, the concept of a "work function" of a metal is first developed. The
following diagram depicts the energy relations at the surface of a metal.
There is a binding energy, e¢_, of electrons to the metal. ¢ is measured in volts and
is called the "work fuaction", e¢ is the additional energy that must be given to the
most energetic electron in the metal in order to remove it and may be supplied by heat
or electromagnetic radiation. The theory behind the photoelectric effect states that
electromagnetic radiation can only eject an electron from the metal providing
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(hf)inciden t > e@
where
f = frequency
h = Planck's constant
Frequency not power density is the sole criterion for interaction of a field with a metal
in a non-reversible manner.
An extension of these concepts is the band theory of solids which proposes that electrons
exist in certain bands and can only change from one band to another if the frequency of
incident electromagnetic energy is such that hf corresponds to the difference in energy
of the two bands. Let us consider a metal, a dielectric and a semiconductor from the
band theory point of view with regard to the following diagram.
Co, doc+io 8, .d
.... "r--elec+,'o_
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In a metal there are sufficient electrons to fill all the states in the valence band and
partially fill the conduction band. Thus, there can be movement of electrons in the
conduction band which account for most electronic phenomena. In a dielectric there
are normally no electrons in the conduction band unless energy equal to the energy gap
is supplied to an election in the valence band. This energy gap is usually quite large
so that very high frequency radiation would be necessary to move electrons to the con-
duction band. In a semiconductor the situation is the same as exists in a dielectric
except that the energy gap is smaller than in a dielectric and it is easier to supply the
energy necessary to raise electrons to a conduction band. The frequency of radiation
necessary to move electrons among energy bands or to overcome the surface barrier
of a material is considerably higher than the RF range.
For example, the ionization potential of the least strongly bound electron of lithium,
the most active metal, is 5.4 eV. The frequency of radiation necessary to free the
most loosely bound electron would be found as follows:
hf = 5.4 eV = (5.4) (1.6 x 10 -19 ) joules
-19
f = (5.4) (1.6 x 10 ) - 1.3 x 1015cps
-34
6. 625 × 10
since
-34
h = 6.625 x 10 joule-sec
This frequency is considerably above the RF range. Therefore, it can be concluded
that no matter how large the power density of incident RF radiation, there will be no
coupling between an RF field and a circuit due to a coupling mechanism of Type (2).
However, RF radiation may couple into a circuit by a Type (1) mechanism and increase
the heat in the circuit until there is enough heat energy available so that quantum
mechanical effects may be observed.
9.4 Summary and Conclusions. Now that a detailed study has been made of the
nature of susceptibility and RF overstress, a comparison can be made between them.
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An RF susceptibility is a purely electronic phenomenon involving time invariance of
the circuit elements. On the other hand, RF overstress is a physical phenomenon re-
sulting in changes with time of the characteristics of the circuit. It is concluded that
the effects of RF overstressing can only be produced indirectly by the coupling of energy
to free electrons. Concerning the coupling of energy, it is important to distinguish
between an RF field and an RF potential. A very high field may exist in a region of a
circuit without high voltages or potentials existing concomitantly. If there are no free
electrons present in the material, a high field intensity will not produce a high voltage
and will not harm the circuit in any way providing the frequency is in the RF range.
However, if there are electrons present, a high field intensity will produce movement
of electrons. These electrons will move in such a way as to reach the region of lowest
potential by the path of least resistance. If there are several paths in parallel, such
as metal and dielectric in contact, even the highly resistive paths will experience some
current and a voltage potential will exist across them. As the field increases, the
current increases in the highly resistive paths and causes voltage breakdown.
In summary, RF overstressing is the result of voltage and current levels that exceed
circuit ratings and that are produced by energy coupled from an RF field. RF over-
stress produces a change in the properties of a circuit which endures after the stimulus
is removed. The situation can be detected by voltage, current and heat monitoring
devices and can be ameliorated by short time or pulsed testing. Electronic suscepti°
bility is caused by voltage or current levels that cause an inadvertant response because
operation threshold levels are exceeded. However, once the stimulus is removed the
circuit returns to its original state electronically and remains the same physically.
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10. SUMMARY, CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK
The purpose of this study was to suggest improvements in the performance of an RF
raidated susceptibility systems test involving
1) calculations of power density at a point caused by a finite number of
radiators with known characteristics;
2) the extent to which modulation characteristics must be reproduced in
the laboratory
3) the rationale behind an adequate test margin.
In accordance with the work statement, an analysis of the following three transmitter
systems was undertaken:
1) Azusa Mark II ground transmitter
2) Launch vehicle telemetry transmitter
3) AN-FPS-16 radar transmitter
Spectra were plotted for each case to show the amplitude versus frequency character-
istics of the analyzed systems. It was hypothesized that the amplitude versus frequency
characteristics of all cases analyzed could be reproduced in the laboratory using rela-
tively simple apparatus and pulsed - CW modulation. The pulse width and amplitude
can be varied to give the desired peak power and roll-off characteristics. The pulse
repetition frequency can be adjusted to give a relatively discrete or continuous spectrum.
Examples were worked out showing how to calculate the required pulse parameters in
order to simulate an arbitrary signal. The Gaussian noise quality of FM-FM telemetry
systems was demonstrated. An adequate simulation in this case would be band-
limited white noise. Future work should experimentally verify the adequacy of using
pulsed CW to replace an arbitrary waveform for the puspose of inducing susceptibilities.
Unfortunately, it was found that a supposedly FM-modulation susceptible circuit fur-
nished by JPL was in fact susceptible to CW with average power level determining the
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threshold. Although this particular circuit was fully analyzed with suggestions for
eliminating the susceptibility incorporated in the report, it was not a sufficient test
item for proving or disproving the fact that pulsed CW might be sufficient for suscep-
tibility inducement. Hopefully, future work of an experimental nature in which demod-
ulators of various types are subjected to radiated waveforms of various types and
their responses measured, will demonstrate the usefulness of a pulsed-CW simulation.
Future analytical work should also be undertaken in the useage of a white-noise source
to simulate broadband radiators. Analysis of the spectral characteristics of white
noise after it has undergone transformations such as band-limiting and modulation
should be carried out and feasible experimental hook-ups, in which parameters of the
simulating signal can be adjusted to create a spectrum corresponding to an environ-
mental signal, studied. A list of equipment for use in creating simulating signals in
the laboratory is included in the report.
A calculation of the power density level at a point resulting from the direct and ground-
reflected waves of a known transmitter was performed. It was shown that a power
density could be created at a point which was 6 db greater than the value that would
have been calculated using the range equation which only applies in the absence of
reflecting surfaces. Power densities caused by radiators on board a launch vehicle
were considered, and it was concluded that, for frequencies greater than 200 MC, far
field conditions would obtain in most cases for radiation in the vicinity of the pay-
load. The power densities due to on-board radiators can then be analyzed similarly
to off-board radiators.
A device for measuring power density was developed and calibrated for use in determ-
ining power density levels in the simulating environment of the laboratory. It was
concluded that the useage of this device would allow a more accurate setting of power
density levels in the vicinity of the test item without lengthy calculations involving the
shape of reflectors in the testing room. A procedure for conducting a radiated sus-
ceptibility systems test was presented, an integral part of which was the usage of the
power density detector.
10-2
ZZK-66-060
t
An analysis of test margins was undertaken. Since in this particular case test margins
are used to make up for the uncertainties arising from the redistribution of power
densities caused by reflecting surfaces among other things, an experiment was devised
in which a reflecting surface was used to create a "worst case" concentration of power
density in a small region. It was concluded that random reflecting surfaces might
cause as much as a 6 db increase in power density at a particular location.
The laboratory environment's effect upon the redistribution of power density was con-
sidered. It was shown that by proper procedures, such as keeping large objects out
of the immediate vicinity of the test item, the effect of random reflections could be
minimized. Quantitative criteria were presented involving distance from the test
item and size of a reflecting surface.
The proposed test margin levels of 10 db and 6 db for proof test model spacecraft
tests and flight spacecraft tests, respectively, were mentioned. Based upon informa-
tion contained in this report, a 10 db test margin level is recommended for all tests.
This level might possibly have to be increased to 15 db if there is a complex displace-
ment of reflecting surfaces near a spacecraft that might provide energy concentration.
The role of statistics in establishing test margins was considered. It was suggested
future work might be carried out involving the calculation of a "mean" gain between a
transmitter and a volume of interest. Major reflecting surfaces would be taken into
account, and the net effects averaged over the volume of interest would determine the
expected value or mean gain. In this report the "worst case" criterion of maximum
power density level within a volume of interest rather than mean level was used. The
role of statistics in calibrating the power density detector and improving the quality
of data was explained.
Finally, the natures of electronic susceptibility and RF overstress were considered.
It was pointed out that whereas electronic susceptibility is a time-invariant phenomenon,
RF overstress is a non-reversible process that changes the characteristics of a cir-
cuit. A possible technique for the analytical calculation and prediction of susceptibili-
ties was presented. It was concluded that heat and high voltage or current levels
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were the primary causes of RF overstress and that RF overstress was more likely to
be a function of average applied power rather than peak quantities. It was concluded
that in testing for susceptibilities, only relatively short duration pulses were needed.
If a general environmental test is to be performed, critical parts of circuits should
be monitored to see that heat dissipation, voltage and current ratings are not exceeded.
Otherwise, exposure time of a test item to a simulation environment should be kept
at a minimum.
Future work should be directed toward the coupling mechanisms responsible for ex-
tracting energy from an electromagnetic field which results in susceptibilities. An
analysis of antenna to wire coupling mechanisms especially with regard to directional
and polarization considerations would be valuable. Also the directional and polariza-
tion characteristics of near-field radiation should be investigated. In conclusion, a
thorough knowledge of the susceptibility characteristics of the sub-systems yields
important information for the analysis and prediction of susceptibilities in a systems
test.
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MELPAR INC FALLS CHURCH VA
BROADBAND RADIATOR FOR RADIO INTERFERENCE GENERATOR
SET AN/GRM-B (XA-I) (U)
F
HIBBSoHERBERT Ho ;CZARNASK I ,BENJAMIN
P.=
MAY 61 MELPAR,FC
AF33 600 40839
ASD TR61 223
SCP O UNCLASSIFIED REPORT
DESCRIPTORS: iELECTRONIC EOUIPMENT, eRADIO INTERFEREN-
CE, oRADIOFREOUENCY GENERATORS, ITEST SETS o BROADBA-
ND, COAXIAL CABLES, DESIGN, EFFECTIVENESS, ELECTROM-
AGNETIC FIELDS, INTERFERENCE, MEASUREMENT, NOISE
GENERATORS, TEST EQUIPMENT (U)
IDENTIFIERS: AN/GRM-B (U)
A BROADBAND RADIATOR WAS DEVELOPED WHICH PROVIDES
A NEAR-UNIFORM RADIO INTERFERENCE FIELD FOR ELECTRO-
NIC EQUIPMENT SUSCEPTIBILITY TESTS IN THE FREQUENCY
RANGE OF 0.15 TO IO00 MC, THIS RADIATOR IS INTENDED
FOR tjSE IN A SHIEL ED ENCLOSURE IN CONJUNCTION WITH
THE AN/GRM-8 (XA-I) RADIO INTERFERENCE GENERATOR
SET, WHICH GENERATES A NOISE SIGNAL WITH A CONTINUOUS
PULSE SPECTRUM OVER THE FREQUENCY RANGE OF Oo 10
TO 1000 MC. THE BROADBAND RADIATOR REQUIRES NO
MANUAL CHANGE TO PROVIDE SIMULTANEOUS OPERATION
Al" ALL FREQUENCIES BETWEEN 0.15 AND lOOO MC, MEASU-
REMENTS IN THIS FREQUENCY RANGE WERE PREVIOUSLY
CONDUCTED UTILIZING VARIOUS LOOP, STUB0 AND DIPOLE
RADIATORS REQUIRING NUMEROUS ADJUSTMENTS DURING
A SINGLE OUALIFICATION TEST, DESIGN CON IDERATIONS,
TECHNICAL ACHIEVEMENTS, AND EXPERIMENTAL RESULTS
ARE pRESENTED, EIGHT BROADBAND RADIATORS WERE CON-
STRUCTED. (AUTHOR) (U)
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AD-260 B92
ELECTRO-MECHANICS CO AUSTIN TEX
ADVANCED RECEIVER AND TRANSMITTER INTERFERENCE MEAS-
UREMENT TECHNIQUES (U)
F
VARLASHKINtP, SCRONENWETT,W$T, |
MAY 60 EL-MECHoA
AF30 602 188_
SCP n UNCLASSIFIED REPORT
DESCRIPTORS= *RADAR INTERFERENCE, IRADAR SIGNALS,
*RADIO COMMUNICATION SYSTEMS, *RADIO INTERFERENCE0
,RADIO RECEIVERS, eRADIO SIGNALS, *RADIO TRANSMITTE-
RS, oRADIOFREOUENCY POWER, AIRBORNE, CALORIMETERS,
COMMUNICATIO_ SYSTEMS, EFFECTIVENESS, ELECTRICAL
IMPEDANCE, ELECTROMAGNETIC FIELDS, ELECTROMAGNETIC
WAVES, ELECTRON COUNTERS, ELECTRONIC EQUIPMENT,
FOURIER ANALYSIS, HARMONIC ANALYSIS, INTERFERENCE,
LCW-PASS FILTERS, MEASUREMENT, MODULATION, NOISE
(RADIO), RADAR RECEIVERS0 RADIO ALTIMETERS, RADIOFR-
E_UENCY FILTERS, REDUCTION, SEMICONDUCTORS, SIGNAL
GENERATORS, TESTS, VULNERABILITY (U)
SEMICONDUCTORS, RADAR RECEIVERS, eRADAR INTER
FERENCE, eRADAR SIGNALS, EFFECTIVENESS,
SOME OF THE BASIC PARAMETERS TO BE MEASURED IN THE
EVALUATION OF THE RADIO-FREQUENCY CHARACTERISTICS
OF TRANSMITTERS AND RECEIVERS ARE DESCRIBED, AN
ATTEMPT WAS MADE TO DEVELOP TECHNIQUES WHICH RESULT
IN ABSOLUTE RATHER THAN RELATIVE DATA, EMPHASIS
WAS pLACED ON MEASUREMENTS MADE AT THE EQUIPMENT
ANTENNA TERMINALS, METHODS OF MEASURING RADIATED
POWER ARE DESCRIBED AND PRELIMINARY TEST RESULTS
ON SEVERAL PROPOSED TECHNIQUES ARE GIVEN, THE PROB-
LEMS INHERENT TO POWER-TYPE MEASUREMENTS ARE ANALYZED
AND SEVERAL METHODS OF PERFORMING RADIATED POWER
MEASUREMENTS ARE DESCRIRED. EXPERIMENTAL DATA IS
GIVEN TO SHOW THE FEASIBILITY OF METHODS, A LIQUID-
FLO_ CALORIMETRIC POWER MEASUREMENT DEVICE FOR USE
IN DETERMINING CALIBRATION ACCURACIES OF TEST EQUIP-
MENT AS WELL AS FOR MAKING POWER MEASUREMENTS DIREC-
TLY IS DESCRIBED, (AUTHOR) ttl)
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APPENDIX I
COMPUTER PROGRAM FOR CALCULATION OF BESSEL FUNCTIONS
OF ARGUMENT 127.4
300
5O
310
100
150
200
206
NI =
NC =
AN =
AJ(N)
AJB =
WRITE (6,310)
FORMAT ( 6H
IF (N - 200)
CONTINUE
WRITE (6,200)
FORMAT ( 89H
DOUBLE PRECISION AJ(250), AN, AJB
PI = 3.14159265D00
WRITE (6,300)
FORMAT (29H N J(N) )
AJ(1) = DSQRT(2.0/(PI*127.4))*DCOS(127.4 -
AJ(2) = DSQRT(2.0/(PI*127.4))*DCOS(127.4 -
N = 2
N = N+I
N-1
N-2
FLOAT (NC)
= ((2•0* AN /127.4)* AJ(N- 1)) - AJ(N-2)
DABS (AJ(N))
NI,AJ (N)
• 13,D20.6)
50, 50,150
1FOR I FROM 0
WRITE (6,206) (AJ(I),
FORMAT (5D20.6)
CALL EXIT
END
(PI/4.0))
(3. O*PI/4.0))
NI
THIS IS A LISTING OF BESSEL FUNCTIONS ,
TO N WHERE N = , 13 /// )
I = 1, N)
J (I) (127.4) .
NOTE: AJ(I) is symbol used for ith order Bessel function.
t
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APPENDIX II
MEASURED FM-FM AND NOISE SPECTRA
(as shown in Reference 5)
0
_'_ UNMODULATED CARRIER
2O
ATTENUATION VS SEPARATION
FROM CARRIER CENTER, KC/S
C_
O
3O
4o
5O
6o
7O
SUBCARR IER MODULATION
RMS DEVIATION 60 KC/S
RANDOM NOISE MODULATI0]
-- RMS DEVIATION 55.5 KC/S
300
SEPARATION FROM CARRIER CENTER, KC/S
MEASURED FM-FM SPECTRUMS. TOTAL RMS CARRIER DEVIATION fn = 60 KC/S,
fm --70 KC/S, D = .86; AND SPECTRUM OF NOISE MODULATED F_ CARRIER.
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APPENDIX Ill
COMPUTER SOLUTION TO EQUATION 13
C IMENSION b(20),FX(20)
PI='.'.I41592_5
DO I0 I:I,6
AI:FLOAT( I )
" O=2.*A IllO.
A=3.*(D**2)
DO 9 J=1,tOl
AJ=FLOAT !J )-1.
Y-AJI 10.
DO 3 N=I ,10
AN=FLOAT (N) -I.
IF (Y-AN) 1,1,2
I _(N)=O.
GO TO 3
2 U(N)=I.
GO TO 3
3 CONTINUE
C
C
C
C
C
C
C
5
6
FX( I )=PI*(I.-U(2) )
FX(2) =(P I/2. )*( (Y+2.)-2.*Y*U (I) + (Y-2.)*U (3))
FX(3)=(PI/8.)*(((Y+3.)**2)-3.*((Y+I.)**2)÷3°*((Y-1.)**2)*U(2)
I-((Y-3°}**2)*U(4))
FX(4)=(PI/48°)*(((Y+4.)**3) -4.*((Y+2.)**3)+6.*(Y**3)*U(1)-4.
I*({Y-2.)**3)*U(3)-((Y-4°)**3)*U(5))
FX{5)=(PI/384.)*( {Y+5.)**4-5,*IiY÷3, l**4)+lO.*(Y÷l.l**4-In.*(
lIY-1.)**4)*U(2) +5.*( (Y-3.)*,4)*U(4)-( (Y-5.)**4)*U (6))
FXI6)=iPII3840.)*iiY+6.)**5-6.*(Y+4.)**5+IS.*(Y+2. )*'5-20.*(Y*'5
I)*UII)+IS.*i|Y-2.)**5)*U(3}-6.*(IY-4. I**SI*U(5)+((Y-6°)**SI*UI7))
FX(7)={PI/46CSO.)*(lY+?.}**6 -?.*(Y+5. I**6+21.*(Y+3.)**6-35.*
I{ Y+I. )**6+35.*( (Y- I° )*'6)*U(2)-21.*( (Y-3.)*'6)*U(4)+7.*! (Y-5.)*'6)
2*U{6)-({Y-'I°)**6)*U(8) )
FX(8)=(PI/_4EI20.)*((Y÷8. )**?-8°*(Y+6.)**?+28.*(Y+4.)**?-56.*
I| Y+2. )*'7+70.*| Y**7)*U{ I)-56.* ((Y-2. )*_.7) *U(3) +28.*( (Y-4.)**7)*U( 5
2 )-e.,( (Y-6.)**?)*U (7)+ ((Y-B.)*'7)*U(9) )
FX(_)-(PIIIO321920.)*((Y+g,)**8-g.*IY+?.)**B+36.*(Y+5- )*'8-8_
1.,(y+3. l,,e+126,,(Y+1.)**8-126.*( (Y-I.)**8)*U(2)+84.*({Y-3.)**SItU
2{4)-36,*( (Y-B.)**B)*U(6)+9,*{ {Y-?.)**B)*U{8)-{ (Y-g.)**8)*U(IO))
SUM'O
DO 6
NN:I
L=I,9
DO 5 M=I,L
NN=M*NN
CONTINUE
BN=FLOAT(NN)
FS-((A**L)IBNI*FX(L)
SUM=FS+SUM
CONTINUE
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C
7
NSHY= (EXP (-A)/( 2,O*PI ) ) *SUM
FORMAT(42H D
8 FORMAT(6H'
WRITE(6,8)
9 CONTINUE
IO CONTINUE
CALL EXIT
ENO
RETURN
,2FZO.ZtFIO. 6)
DtYtWSHY
Y WSHY
NRITE(6tT)
llll
Note:
D = deviation ratio
f - fe
y -
fm
WSHY = WsH(Y )
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APPENDIX IV
MEASURED FM-FM SPECTRUM, D = 1.1
(as shown in Reference 10)
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APPENDIX V
SPECTRA FOR DIFFERENT FREQUENCY-MULTIPLEX
MODULATION SCHEMES
(as shown in Reference 16)
ATTENUATION VS SEPARATION FROM CARRIER CENTER/INFORMATION BANDWIDTH
PAM-FM," PCM-E4, PDM-_, and FM-FM spectra for equal information bandwidth
and equal carrier power
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4m
MANUFACTURER
AIRBORNE INSTRUMENTS
LABORATORY
A LFRE D E LE CTRONICS
AMERIC AN E LE CTRONIC
LABORATORY
APPLIED MICROWAVE
LABORATORY
BORG-WARNER
ENERGY SYSTEMS INC
FXR
HEWLETT PACKAGE
HUGGINS LABORATORIES
INC
INSTRUMENTS FOR
INDUSTRY
JANSKY AND BAILEY
APPENDIX VI
HIGH POWER SIGNAL SOURCES
LIST
NOMEN-
CLATURE
Amplifier
Amplifier
Sweep Gen-
erator and
Amplifier
Amplifier
Oscillators
Oscillator
Oscillator
Oscillator
Amplifier
Amplifier
Amplifiers
Oscillator
MODE L
NUMBER
Type 125
560 Series
Model R-360
Model A-100
Model C-201
C-202
Model 2 0
Model 30A
Model 1310
Model Z
790A
Model 230A
400 Series
Several
Models
Mo_IC
_02
FREQUENCY
RANGE
200 to 1000 MHz
1 to 2 GHz
2 to 3 GHz
1 to 12 GHz
100 kHz to
30 MHz
350 to 2000 MHz
150 to 6000 MHz
150 to 1000 MHz
85 kHz to
40 MHz
40 to 400 MHz
1 to 10 GHz
I to i0 GHz
10 to 500 MHz
1 to 10 GHz
300 kHz to
50 MHz
POWER
50 watts
25 watts
5 watts
1 watt
250 watts
3 watts
40 watts
100 watts
10 watts
5 watts
150 watts
100 watts
4 watts
10 watts
Up to 100
watts
10 am-
peres
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MANUFACTURER
MICRODOT
MICROWAVE CAVITY
LABORATORY
RHODE AND SCHWARZ
SERVO CORPORATION OF
AMERICA
SIERRA ELECTRONICS
TEXSCAN
TEXCAN
WATKINS-JOHNSON
NOMEN-
CLATURE
OsciUator
Amplifier
Amplifier
Oscillators
Oscillators
Sweep
Oscillator
Sweep
Oscillator
Several
Models TWT
MODE L
NUMBER
Model 408
Model 410
Model 10039
Model 10221
Type SMLR
Type SMLM
Type SLRD
Type SLRC
Series 970-
979
Series 882 -
889
215 Series
270 Series
470A Series
PD 2, 3, 7, 8
HS 70, 75, 80,
85
FREQUENCY
RANGE
200 to 500 MHz
500 to 1000 MHz
200 to 400 MHz
400 to 800 MHz
100 kHz to
30 MHz
30 to 300 MHz
275 to 2750 MHz
2.3 to 7 GHz
1 to 18 GHz
i to 18 GHz
25 to 1000 MHz
25 to 1000 MHz
190 to 2500 MHz
20 to 1000 MHz
20 to 1000 MHz
Amplifiers
POWER
25 watts
50 watts
125 watts
1000watts
20 watts
14watts
50 watts
50 watts
35 watts
min
4 watts
4 watts
%
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APPENDIX VII
GRAPHS OF CALCULATED POWER DENSITY LEVELS FOR
KNOWN TRANSMITTED POWER VERSUS
INDICATED METER READING WITH POWER DENSITY DETECTOR
AS PICKUP DEVICE (FOR FREQUENCIES BETWEEN 200 AND 300 MC /
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APPENDIX VIII
COMPUTER PROGRAM FOR INTERMODULATION
A computer program is employed to determine potential intermodulation products that
could occur with nonlinear mixing of intentional R.F. radiators.
The program reads in n frequencies and applies to the applicable intermodulation sum
and difference equations. This particular version of the program uses the products
2A_-B
3A±2B
A+B±C
All values of A, B, and C (the n assigned R.F. frequencies) are used so that all com-
binations of the n frequencies are compared. A bandwidth tolerance is introduced so
that the comparison between the possible products and the n frequencies may be made
to any selected bandwidth. The program is general to the point that various frequencies
and bandwidths can be applied in one run.
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READ
NUMBER
OF GASES
WRITE EQUA T/OH
R N'D FREQ UENCI£S
4P
NO
,_'X I T
f l OW DIIIGKAI_: I/VTI-KItlO#L////IOIV
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$EXECUTE IBJOB
$IBJOB MAP
$IBFTC MAIN LIST, REF
DIMENSION F(150)
READ (5, 9) (KASE)
2 READ (5, 10) (N, SPRD)
READ (5, 20) (F(I), I=l, N)
9 FORMAT (I3)
10 FORMAT (I3, F6.2)
20 FORMAT (8F9.2)
WRITE (6, 11) (KASE, N, SPRD)
11 FORMAT (8H KASE =,I3,7H N=,I3,10H SPRD=,F6.2)
100 DO 150 I=I,N
101 DO 150 J=I,N
X=(2. *F(I))-F(J)
IF (I-J) 102,150,102
102 DO 145 II=I,N
IF (X-(F(H)+SPRD)) 130, 130, 145
130 IF (X-(F(II)-SPRD)) 145, 140,140
140 WRITE (6,160) (F(I), F(J), F(II),X)
145 CONTINUE
150 CONTINUE
400 DO 450 I=I,N
401 DO 450 J=I,N
X=(2. *F(I))+F(J)
IF (I-J) 402,450,402
402 DO 445 II-I,N
IF(X-(F(II)+SPRD)) 430,430,445
430 IF(X- (F(II)-SPRD)) 445,440,440
440 WRITE (6,460) (F(I), F(J), F(II),X)
445 CONTINUE
450 CONTINUE
460 FORMAT (51H INTERMODULATION PRODUCT FOR EQ. 2F(I)+F(J), F(I)=, F9
1.2, 7H F(J)= , F9.2, 9H F(II) = ,F9.2,7H X= ,F9.2)
160 FORMAT (51H INTERMODULATION PRODUCT FOR EQ. 2F(I)-F(J), F(I)=, F9
1.2, 7H F(J)= , F9.2, 9H F(II) = ,F9.2,7H X = ,F9.2)
5O0 DO 550 I=I,N
501 DO 550 J=I,N
X=(3. *F(I))-(2.*F (J))
IF (I- J) 502,550,502
502 DO 545 II-1,N
IF (X-(F(II)+SPRD)) 530,530, 545
530 IF (X-(F(II)-SPRD)) 545,540,540
540 W-RITE (6,560) (F(I),F(J),F(II),X)
545 CONTINUE
550 CONTINUE
VIII-3
ZZK-66-060
560 FORMAT (47H INTERMOD.
17H F(J) = , F9.2, 8H F(II) =
600 DO 650 I=I,N
601 DO 650 J=ltN
X=(3. *F(I))+(2. *F(J))
IF (I-J) 602,650,602
602 DO 645 II=I,N
IF(X-(F(II)+SPRD)) 630,630, 645
630 IF(X-(F(H)-SPRD)) 645,640,640
640 WRITE (6,660)(F(I), F(J), F(II),X)
645 CONTINUE
650 CONTINUE
660 FORMAT (47H INTERMOD.
17H F(J)= , F9.2, 8H F(H)=
700 DO 750 I=I,N
701 DO 750 J=I,N
DO 750 K=I,N
X= F(1)+F (J)-F(K)
IF (I- J) 702,750, 702
702 IF (J- K) 703,750,703
703 DO 745 II = I,N
IF (X-(F(II)+SPRD)) 730,730, 745
730 IF (X-(F(II)-SPRD)) 745,740,740
PRODUCT FOR EQ. 3F(I)-2F(J), F(I) = , F9.2,
, F9.2,5H X = , F9.2)
PRODUCT FOR EQ. 3F(I)+2F(J), F(I) = , F9.2,
, F9.2,5H X = , F9.2)
740 WRITE (6,760) (F(I),F(J),F(K), F(II),X)
745 CONTINUE
750 CONTINUE
760 FORMAT (50H INTERMOD. PRODUCT FOR EQ. F(I)+F(J)-F(K), F(I)= , F9.
12, 8H F(J) = , F9.2, 9H F(K) = ,F9.2, 9H F(H) = ,F9.2, 4HX= , 2F9.2)
800 DO 850 I=I,N
801 DO 850 J=I,N
DO 850 K=I,N
X= F(I)+F (J)+F(K)
IF (I-J) 802,850, 802
802 IF (J-K) 803,850,803
803 DO 845 II=I,N
IF (X-(F(II)+SPRD)) 830,830,845
830 IF (X-(F(II)-SPRD)) 845,840, 840
840 WRITE 96, 860)(F(I),F(J),F(K), F(H),X)
845 CONTINUE
850 CONTINUE
860 FORMAT (50H
12, 8H F(J) = ,
WRITE (6, 98)
WRITE (6, 99) (F(I), I=1, N)
98 FORMAT (18H FREQ. EVAL. WERE )
INTERMOD. PRODUCT FOR EQ. F(I)+F(J)+F(K), F(I)= , F9.
F9.2, 9H F(K) = ,F9.2, 9H F(II) = ,F9.2, 4H X = , 2F9.2)
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99 FORMAT (10F9.2)
kase = KASE - 1
IF (KASE-1) 481,2, 2
481 CONTINUE
CALL EXIT
END
$DATA
.q
_k
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APPENDIX IX
POWER DENSITY MEASUREMENT TECHNIQUE FOR INCIDENT RADIATION
OF ARBITRARY DIRECTION AND POLARIZATION
The general problem is to measure total E vector at a point with a beam-width limited,
polarized device. The power density detector has the following properties
1) 90" beamwidth.
2) linear polarization.
Consider the following coordinate system
Z
f
X
Y
(
The question is now asked, how many measurements have to be made to determine the
total E vector. Let us choose three independent components of the E vector: E x, Ey
and E Z . Let a propagation vector, K, be associated with each incident wave. Since
we will consider only plane waves, the E vector must be in a plane perpendicular to
the K vector. Let us consider just the X-Y plane.
&
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Q2
Q3
Y
B
Q1
Q4
' X
If the linear element of the antenna is placed in position A, it will be beamwidth sen-
sitive to quadrants Q1 and Q3 and will measure
1
[1 Extotal +'_Eyt°tal ]
(Q1 and Q3)
--..¢
If a measurement is also made with the linear element in position B, E due to radiation
incident in quadrants Q2 and Q4 will be measured. Again the total measurement will
be
1Ex total + 1 E ]2 Y total
(Q2 and Q4)
If the two measurements are added together the sum will be
and the EX and Ey components of waves with every possible K vector will have been
measured. Similarly, if measurements are made in the X-Z and Y-Z planes,
,D
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and
will be measured.
Etota 1 =
÷Ez]
Ez]
If these three sets of measurements are summed, the result is
E x +Ey + E z
If the measuring device is calibrated in terms of power density, the total power den-
sity will be the sum of the power densities measured in the six measurements. In
general it can be said that six measurements have to be made in three orthogonal
planes with two orthogonal measurements in each plane.
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