We study binary word operations of the insertion, deletion and substitution type. Many of these operations can be generalized into a uni ed framework by introducing socalled trajectory condition. This generalization has been previously made for insertion and deletion operations. In this paper we naturally extend this approach also to substitution operations. We study closure properties and decision problems of substitutions on trajectories. The obtained results are then applied to model complex noisy channels and a cryptanalysis problem. Another application concerns the design of sets of DNA strands without undesired bonds.
Introduction
Binary word operations play an important role in formal language theory. They serve for composition/decomposition of languages and their descriptions (grammars, automata). They are also crucial for forming algebraic structures of formal languages, such as abstract families of languages (AFL) 26] , and have numerous other applications. Besides their closure properties, language equations involving these operations have been studied. Various problems from automaton theory 26], coding theory 11], biocomputing 15] etc. have been reduced to nding solutions to language equations involving these operations 11, 19] .
In this paper we focus on insertion/deletion/substitution word operations, such as catenation, insertion, quotient, shu e, deletion, scattered deletion, substitution, etc. These operations di er in the positions where the letters of one operand are inserted/deleted/substituted into/from the other one. It turns out that one can characterize all these positions by a set of binary strings called trajectories. Shu e on trajectories has been introduced and investigated in 25] , characterizing a class of insertion operations. Also their applications to concurrent processes modelling were considered. Further related problems have been addressed e.g., in 22, 23 ]. An inverse operation, the deletion on trajectories, has been introduced in 3, 13] . Further theoretical results can be found e.g., in 4, 5, 6, 7] , while for applications we refer to 14, 15] .
As a further natural extension, we introduce in Section 4 the operations of substitution on trajectories. Substitution word operations were introduced in 11], where they have been used to model noisy channels. A basic principle is to replace certain letters of one argument by letters of the other argument. The trajectory condition can restrict positions or frequency of these replacements. The idea of substitution on trajectories seems to have interesting applications in coding theory and bioinformatics.
The paper is organized as follows. A basic description of deletion/insertion operations on trajectories is given in Section 3. Then in Section 4 we introduce substitution on trajectories. Closure properties of substitution on trajectories are studied in Section 5, and related decision questions in Section 6. In Section 7 we discuss a few applications of the substitution on trajectories in modelling complex noisy channels and a cryptanalysis problem. In the former case, the channels involved permit only substitution errors. This restriction allows us to improve the time complexity of the problem of whether a given regular language is error-detecting with respect to a given channel 18]. Finally, in Section 8 applications to bioinformatics are discussed. We characterize certain types of bonds of single DNA strands by operations on trajectories. This allows for construction of a quadratic-time algorithm testing the presence of such bonds in a given regular set of DNA words.
De nitions
An alphabet is a nite and nonempty set of symbols. In the sequel we shall use a xed alphabet which is assumed to be non-singleton, if not stated otherwise. The set of all words (over ) is denoted by . This set includes the empty word . The length of a word w is denoted by jwj; and jwj x denotes the number of occurrences of x within w; for w 2 ; x 2 :
For a nonnegative integer n and a word w, we use w n to denote the word that consists of n concatenated copies of w. The Hamming distance H(u; v) between two words u and v of the same length is the number of corresponding positions in which u and v di er. For example, H(abba; aaaa) = 2.
A mapping : ! is called a morphism (anti-morphism) of if (uv) = (u) (v) (respectively, (uv) = (v) (u)) for all u; v 2 . Note that both a morphism and an anti-morphism of are completely de ned if we de ne their values on the letters of .
A language L is a set of words, or equivalently a subset of . A language is said to be -free if it does not contain the empty word. For a language L, we write L to denote L f g. If n is a nonnegative integer, we write L n for the language consisting of all words of the form w 1 w n such that each w i is in L. We 
Shu e and Deletion on Trajectories
The above insertion and deletion operations can be naturally generalized using the concept of trajectories. A trajectory de nes an order in which the operation is applied to the letters of its arguments. Notice that this restriction is purely syntactical, as the content of the arguments has no in uence on this order. Formally, a trajectory is a string over the trajectory alphabet V = f0; 1g: The following de nitions are due to 3, 13, 25] .
Let be an alphabet and let t be a trajectory, t 2 V : Let ; be two words over :
De nition 1 The shu e of with on trajectory t; denoted by tt t ; is de ned 
The operations tt T and ; T generalize to languages by (1).
a We shall also write uv for u v.
Example. The following binary word operations can be expressed via shu e on certain sets of trajectories.
(i) Let T = 0 1 ; then tt T = ; the catenation operation, and ; T = ?! rq ; the right quotient.
(ii) For T = 1 0 we have tt T = 0 ; the anti-catenation, and ; T = ?! lq ; the left quotient.
(iii) Let T = f0; 1g ; then ; T = tt; the shu e, and ; T = ;; the scattered deletion. 
Substitution on Trajectories
Based on the previously studied concepts of the insertion and deletion on trajectories, we consider a generalization of three natural binary word operations which are used to model certain noisy channels 11]. Generally, a channel 18] is a binary relation such that (u; u) is in for every word u in the input domain of { this domain is the set fu j (u; v) 2 for some word vg. The fact that (u; v) is in means that the word v can be received from u via the channel :
In 11], certain channels with insertion, deletion and substitution errors are char- One can observe that similarly as in 11], substitution on trajectories can characterize channels where errors occur in certain parts of words only, or with a certain frequency. If we replace the language in the above example by a more speci c one, we can also model channels where errors depend on the content of the message. 
Closure Properties
Before addressing the closure properties of substitution, we show rst that any (not necessarily recursively enumerable) language over a two letter alphabet can be obtained as a result of substitution. ; and for all sets of trajectories T V ;
Proof. Proof. Denote (ii) Let any two of the languages L 1 ; L 2 ; T be context-free and the third one be regular. Then L 1 } T L 2 is a non-context-free language for some triples (L 1 ; L 2 ; T).
Proof. then in all three cases (L 1 T L 2 ) \ fa; bg = fa n b n a n j n > 0g: In all the above cases we have shown that L 1 } T L 2 is a non-context-free language. 2 
Decision Problems
In this section we study three elementary types of decision problems for language equations of the form L 1 } T L 2 = R; where } T is one of the operations 1 T ; 4 T ; T :
These problems, studied already for various binary word operations in 3, 9, 10, 13] and others, are stated as follows. First, given L 1 ; L 2 and R; one asks whether the above equation holds true. Second, the existence of a solution L 1 to the equation is questioned, when L 1 is unknown (the left operand problem). Third, the same problem is stated for the right operand L 2 : All these problems have their variants when one of L 1 ; L 2 (the unknown language in the case of the operand problems)
consists of a single word.
We focus now on the case when L 1 ; L 2 and T are all regular languages. Then (4) represents an e ectively constructible regular language by Theorem 1. Consequently, the equality of (4) Again the equality of (5) is e ectively decidable by Theorem 1, and, moreover, an eventual maximal solution X max = (L } r T R c ) c can be e ectively found. 2
The situation is a bit di erent in the case when the existence of a singleton solution to the left or the right operand problem is questioned. Another proof technique takes place. Since we assume that R is nite, the set S is regular and e ectively constructible by Lemma 4, Theorem 1 and the closure of the class of regular languages under nite union and under complement. Hence it is also decidable whether S is empty or not, and eventually all its elements can be e ectively listed.
2 Theorem 7 Let } T be one of the operations 1 T ; 4 T ; T : The problem \Does there exist a word w such that L } T w = R?" is decidable for regular languages L; R and a regular set of trajectories T:
Proof. Assume rst that } T is one of 1 T ; 4 T : Observe that if y 2 x } T w for some w; x; y 2 ; then jyj jwj: Therefore, if a solution w to the equation L } T w = R exists, then jwj k; where k = minfjyj j y 2 Rg: Hence, to verify whether a solution exists or not, it su ces to test all the words from 0 1 : : : k :
Focus now on the operation T : Analogously to the case of Theorem 6, we can deduce that there is no word w satisfying L T w = R, if R is in nite. Furthermore, the set X max = (L r T R c ) c = (L 1 T R c ) c is the maximal set with the property L T X R: The same arguments as in the proof of Theorem 6 allow one to express the set of all singleton solutions as
For a nite R; the set S is regular and e ectively constructible, hence we can decide whether it contains at least one solution.
2
We add that in the above cases of the left and the right operand problems, if there exists a solution, then at least one can be e ectively found. Moreover, in the case of their singleton variants, all the singleton solutions can be e ectively enumerated.
Applications to Coding
In this section we discuss a few applications of the substitution-on-trajectories operation in modelling certain noisy channels and a cryptanalysis problem. In the former case, we revisit a decidability question involving the property of errordetection.
Recall the example of a noisy channel characterized by the substitution on trajectories in Section 4. In general, following the notation of 11], for any trajectory set T we shall denote by 1 T ] the channel f(u; v) j u 2 ; v 2 u 1 T g. Perform a depth rst search algorithm on the graph of B to test whether there is a path from the start state to a nal state.
2
We close this section with a cryptanalysis application of the operation 1 T . Let M be a set of candidate binary messages (words over f0; 1g) and let K be a set of possible binary keys. An unknown message v in M is encrypted as v t, where t is an unknown key in K, and is the exclusive-OR logic operation. Let e be an observed encrypted message and let T be a set of possible guesses for t, with T K. We want to nd the subset X of M for which X T = e, that is, the possible original messages that can be encrypted as e using the keys we have guessed in T. In general T can be in nite and given, for instance, by a regular expression describing the possible pattern of the key. We can model this problem using the following observation whose proof is based on the de nitions of the operations 1 T and , and is left to the reader.
Lemma 7 For every word v 2 f0; 1g and trajectory t, v 1 t f0; 1g = fv tg.
By the above lemma, we have that the equation X T = e is equivalent to X 1 T = e. By Theorem 4, we can decide whether there is a solution for this equation and, in this case, nd the maximal solution X max . In particular, X max = (e c 4 T ) c . Hence, one needs to compute the set M \ X max . Most likely, for a general T, this problem is intractable. On the other hand, this method provides an alternate way to approach the problem.
Applications to Bioinformatics
During many laboratory protocols involving manipulation of single DNA strands, the following problem arises: one designs an experiment, assuming certain bonds between these strands. Simultaneously, it is necessary to prevent any other undesired types of bonds. Therefore one has to design carefully the set of single DNA strands to prevent undesired bonds. A typical example is the design of primers for a site-speci c PCR reaction. Another case is the design of coding for DNA computing processes, as in the famous Adleman's experiment 1].
A signi cant number of research papers have been devoted to the problem of DNA strands design. Due to space limitations we only cite a few 2, 8, 20, 24] . Many of these papers, such as 14, 15] , rely on computational methods where the shu e and deletion on trajectories are used to characterize undesired bonds. In this section we propose a new formalization of undesired bonds of DNA strands with irregularities (bulges). We show how the operations on trajectories can be e ectively used to characterize such bonds and to solve some elementary problems of the DNA strand design.
In the remainder of this section we represent the single-stranded DNA molecules by strings over the DNA alphabet = fA; C; T; Gg: Therefore, some more formal language prerequisites are necessary.
An involution : ! of is a mapping such that 2 is equal to the identity mapping, i.e., ( (x)) = x for all x 2 . It follows then that an involution is bijective and = ?1 . The identity mapping is a trivial example of an involution. An involution of can be extended to either a morphism or an antimorphism --- of . For example, if the identity of is extended to a morphism of , we obtain the identity involution of . However, if we extend the identity of to an antimorphism of we obtain instead the mirror-image involution of that maps each word a 1 a 2 : : : a k onto a k : : : a 2 a 1 ; where a i 2 ; 1 i k:
If we consider the DNA-alphabet ; then the mapping : ! de ned by (A) = T; (T ) = A; (C) = G; (G) = C can be extended in the usual way to an antimorphism of that is also an involution of . This involution formalizes the notion of Watson-Crick complement of a DNA sequence and will therefore be called the DNA involution. By convention, a word w = a 1 a 2 : : : a n in will signify the DNA single strand 5 0 ? a 1 a 2 : : : a n ? 3 0 . According to this convention, single strands w 1 ; w 2 2 are complementary and can stick together via hydrogen bonds i w 1 = (w 2 ): In the following de nitions, however, we allow for an arbitrary alphabet and an arbitrary involution over :
De nition 6 We de ne the following functions ?! 2 :
Ins(u) = fu 1 vu 2 j v 2 ; u 1 ; u 2 2 ; u = u 1 u 2 g; Del(u) = fu 1 u 3 j u = u 1 u 2 u 3 ; u i 2 ; 1 i 3g; Subs(u) = fu 1 u 0 2 u 3 j u = u 1 u 2 u 3 ; u 1 ; u 2 ; u 3 2 ; ju 2 j = ju 0 2 j = H(u 2 ; u 0 2 )g:
We note that in 16] and some other papers we have used a similar notation ins, del and Sub. However, the mappings corresponding to this notation di er from the above functions Ins, Del and Subs.
De nition 7 A language L + is called -ins-compliant i 8w 2 L; x; y 2 ; xzy 2 L; z 2 Ins( (w)) ) xy = ; -del-compliant i 8w 2 L; x; y 2 ; xzy 2 L; z 2 Del( (w)) ) xy = ; -sub-compliant i 8w 2 L; x; y 2 ; xzy 2 L; z 2 Subs( (w)) ) xy = :
Intuitively, if a language L of single DNA strands is -ins-compliant ( -delcompliant, -sub-compliant), then the strands in L cannot create bonds like those in Fig. 1 (a) (or (b) , (c), respectively). The above de nition is motivated as follows: the molecules depicted in Fig. 1 have \sticky" ends which can potentially react with other molecules, producing undesired bonds. If, however, the condition xy = is satis ed, no sticky ends are present.
The proof for the case of -del-compliance and -sub-compliance is analogous. 2
The expressions in De nition 8 and Theorem 9 are identical except that (L) is replaced by ( (L)): This allows us to apply techniques from 15] in the case of -ins-compliant, -del-compliant or -sub-compliant languages. Particularly, we can decide in a quadratic time whether a given regular set of DNA strands satis es these -compliance conditions. 
