I. INTRODUCTION

I
RON and steel making are one of the most fundamental industries in the modern world, where ironmaking blast furnace (BF) is a key unit that consumes more than 70% of the energy in the whole steelmaking processes [1] - [3] . As shown in Fig. 1 , during the operation of BF, its internal part can be divided into five zones: namely, the throat, the shaft, the belly, the bosh, and the hearth from its top to its bottom. When a BF ironmaking system operates, the solid raw materials consisting of coke and ore are alternatively charged into the top of the furnace layer by layer with certain quantities. At the same time, the high-pressurized hot blast is blown into the bottom of the BF through a number of tuyeres. The preheated air at approximately 1200°C is enriched with oxygen and carries auxiliary materials such as oil, natural gas, or pulverized coal. Their combustion with coke at the raceway creates a large amount of heat and producing hot gas consisting of CO and H 2 . A lot of heat energy are therefore released during this period that can heat up the hearth up to 2000°C. The generated CO and H 2 further reduce the descending iron ore to hot metal which accumulates in the hearth. During this phase, some of the unreduced impurities (mainly SiO 2 ) form the slag which floats on the lighter hot metal. The liquid metal and slag are periodically tapped out by opening a clay-lined taphole for the subsequent steelmaking processing [2] - [7] .
The principal functionality of the ironmaking BF is to continuously produce hot liquid metal of high quality with low production cost. To achieve this goal, it is important to maintain smooth and stable operation of the BF and to retain the process at its optimum steady-state operation. Therefore, real-time optimization and control of the whole BF process is necessary [3] , [4] , [8] . There is no doubt that operational optimization or control of BF ironmaking process depends mainly on a good measurement of molten iron quality (MIQ) indices, namely, the molten iron temperature, the Si content, the phosphorus content, and the sulfur content [3] , [4] , [8] - [13] . However, the direct online-measurement on these quality indices is difficult to be realized using the existing conventional sensors. On the other hand, the offline assaying process for these indices takes a long time interval, usually more than 1 h to obtain a value. Therefore, quality indices models for online estimation and control of MIQ should be established [2] , [3] , [12] . However, there are sophisticated chemical reactions, heat and mass transfer and multiphase fluid flow occurring simultaneously in the BF operation. The operation of BF system is further complicated by the interacting among gas-solid, gas-liquid, solid-solid, and solid-liquid statures accompanied simultaneously with high temperature, high pressure, multiphase coupling, and multi physics field coexisting, etc [1] - [4] . This exhibits a great challenge to characterize the involved physical and chemical phenomena by quantifying the intricate interactions among numerous variables and parameters in the operation of BF [3] , [4] , [11] , [12] . Therefore, the first principle models (i.e., white-box models) for describing the state of the MIQ are difficult to build. In this context, data-driven or black-box models [2] , [3] , [14] have attracted special attention and exhibited great potential for describing the complex behavior of BF ironmaking process in recent years.
On the other hand, it is well known that predictive control has been the dominant technology for advanced control in industrial practice because of its excellent capability in handling multivariable processes with constraints [14] . However, the control performance of the predictive control heavily depends on the used predictive model or predictor, which has already become the "Achilles' heel" of the predictive control [14] . Moreover, the conventional response testingbased prediction modeling requires a series of industrial tests, which are usually not allowed in the actual BF ironmaking production. Therefore, it is imperative to study controloriented prediction modeling for predictive control of the BF ironmaking process by direct using actual input-output data, which contains more information than the response test models.
After decades of efforts and attempts, a large number of data-driven models and algorithms have been proposed and used to solve this quality index modeling problem. These models include regressive models [2] , [15] , [16] , neural network models [2] , [4] , [10] , [11] , support vector regression (SVR) models [6] , [9] , [11] , [12] , and other artificial intelligence models [2] , [13] . These models provide multiple selections for implementing the MIQ prediction task. Since BF is a multivariable dynamic system, the realization of effective control on product quality should require that the corresponding multivariable dynamic model be established first. To this end, multivariable dynamic modeling of the MIQ are realized by using multioutput online sequential random vector functional-link networks technique in [3] and multioutput ε-SVR in [8] , respectively. However, when the models developed in [3] and [8] are applied in the actual BF process, the outlier robustness problem may occur whenever the training data is contaminated with various outliers, which may result in the model producing an unreliable estimation. An outlier is a data/sample with a noise or error due to either human or device error that is outstanding and far away from other normal samples. Therefore, in order to make the MIQ model better applied in industrial practice, it is necessary to improve its robustness, which has not been well considered in the existing literatures on data-driven MIQ modeling.
In view of the above problems, and based on the work of [16] - [27] , this paper proposes a novel robust multioutput least-squares SVR (LS-SVR) based nonlinear autoregressive exogenous (NARX) modeling method by combining IGGIII function [27] weighted M-estimator and multiobjective parameter optimization. The proposed method is used to estimate and control the multivariate MIQ indices with the following rationale.
1) Data-Driven NARX Modeling for MIQ Dynamical Estimation: BF ironmaking is a complex nonlinear dynamic process with long time lag. To completely capture the process nonlinear dynamics, the NARX model will be constructed for MIQ estimation by modeling system output as a nonlinear function of the past system outputs and the system inputs at different sample times.
2) PCA-Based Inputs Selection for NARX Modeling:
According to process characteristic analysis of BF, there are too many process variables affecting the MIQ indices, and many of them are strongly correlated.
In order to reduce model dimension and improve modeling accuracy, we use data-driven principal component analysis (PCA) technology [3] , [4] to identify several key process variables from the correlated variables as the final modeling inputs.
3) Multitask Transfer Learning-Based M-LS-SVR Design
for Learning of the NARX Model: Compared to ε-SVR [17] , the LS-SVR changes the inequality constraints into equality constraints and adopts the sum of squares error (SSE) cost function instead of ε-insensitive loss. In this way, the solution of LS-SVR directly follows from solving a set of linear equations, which remarkably reduces the computational complexity [17] - [19] . Therefore, the LS-SVR will be used to learn the NARX model for estimating multivariate MIQ indices. However, the standard formulation of LS-SVR cannot cope with the multioutput modeling problem directly. The usual procedure is to train multiple independent LS-SVRs, where each LS-SVR has only a single output. This multiple LS-SVRs will disregard the underlying coupling relationship among different outputs. The multioutput modeling problem should accurately model the relevance between different outputs [19] .
In contrast, here we use multitask transfer learning (TL) technology [21] , [22] to construct a novel multioutput LS-SVR (M-LS-SVR). For this M-LS-SVR, all the regression weight vectors of LS-SVR have been divided into two independent parts. One is the public weight vector which stands for the public information of different outputs of LS-SVR. The other is the personal weight vector representing the personal information of each output. If the different outputs are linearly independent, the public weight vector will be set to 0. Otherwise, they will take some certain values when the outputs are coupled.
4) Robustness Improvement of M-LS-SVR Using M-Estimator Weighted by IGGII Function:
The proposed M-LS-SVR as well as the conventional LS-SVR is only optimal if the training samples are corrupted by Gaussian noises as they try to minimize the SSE loss of the samples. When there exist outliers, large errors will dominate SSE and thus the solution of the M-LS-SVR will severely deviate from the normal samples. In this case, the obtained model is inaccurate, and will lead to an unreliable estimation results. In order to reduce the interference of outliers and improve the robustness of the model, the M-estimator [23] - [28] is introduced into the M-LS-SVR in this paper. This robust M-LS-SVR (R-M-LS-SVR) will reflect the affections of random errors and outliers in modeling, and the contribution of each observation to the parameter estimation is determined by weightings. A key issue of R-M-LS-SVR modeling is to determine the weights. In order to better eliminate the influence of outliers on regression estimation, and enhance the robust performance of the model, a rational weight function should be used to divide the estimated residuals into three different parts: trusted area, doubt area, and gross error area [26] - [28] . For the observed data in the trusted area, their weights should be protected so as to improve the utilization of information. For the observations in the doubt area, it should drop their corresponding weights to weaken their influences on modeling. Finally, for the observations in the gross error area, they should be eliminated by enabling the weights to zero. This means that a reasonable robust weight function should consist of the above-mentioned three parts. To this end, this paper uses IGGIII weight function [23] , [27] , [28] to determine the weighting factors of the proposed R-M-LS-SVR. 
5) Multiobjective Parameter Optimization for R-M-LS-SVR:
The widely used evaluation index on modeling performance is the root-mean-square error (RMSE). However, it can only mean that the deviation between the model output and the actual value is the least, which cannot guarantee that the estimated trend keeps consistent with the actual one. Indeed, good trend fitting is essential for dynamic system modeling [8] . In this paper, a novel multiobjective modeling evaluation index is constructed by comprehensively considering the RMSE and the correlation coefficient [29] , [30] on trend fitting. Then, taking this multiobjective evaluation index as the fitness function, the nondominated sorting genetic algorithm (GA) II (NSGA-II) [31] which has superior global multiobjective optimization capability is used to optimize the parameters of the R-M-LS-SVR model.
II. PROBLEM STATEMENTS
For a practical BF iromaking process, the MIQ is generally characterized by molten iron temperature (physical heat, MIT for short), silicon content (chemical heat, [Si] for short), phosphorus content ([P] for short), and sulfur content ([S] for short) comprehensively. Such four indices not only reflect the operational status and energy consumption of the whole BF ironmaking process, but also determine the subsequent steel products quality and energy consumption of the whole metallurgical production.
To perform the required MIQ modeling, the first step is to determine the modeling input variables. Based on the process analysis, the variables that affect the MIQ indices can be divided into two parts: the variables in bosh and hearth, and the variables in charging part. Due to the existing long lag time (usually more than 6 h) from the fresh ore being fed into the charging part to the hearth part where the ore have been melted into molten iron and being transferred away from the BF [2] - [4] , the operation variables in charging part can be left out of consideration in the modeling and control of MIQ. Table I lists the considered input variables in the MIQ modeling from the above analysis on the process characteristics. Because of the existence of strong correlation among the above initially selected variables, if all these variables are used for quality modeling, the computational complexity might increase excessively. Moreover, the accuracy of the obtained model could also be affected. Therefore, the datadriven principal components analysis (PCA) technology is introduced to identify a few key process variables from the high-dimensionally selected and correlated variables as the modeling input variables.
Moreover, considering that the BF is a complex nonlinear dynamic system with large time delay, in order to completely capture the dynamics characteristics of BF ironmaking system, the following NARX model will be constructed in this paper by modeling the system output as a nonlinear function of the system inputs and past system outputs: 
III. ROBUST MODELING ALGORITHM
Focusing on the above-mentioned practical modeling problem, this paper proposes a novel R-M-LS-SVR modeling method for the online estimation of multivariate MIQ indices in BF ironmaking, as shown in Fig. 2 . First, since the conventional LS-SVR cannot directly cope with the multioutput modeling problem, we initially use a multitask TL method to construct a novel M-LS-SVR for learning the NARX model in (1) . Then, in order to reduce the interference of outliers and improve the robustness of the M-LS-SVR, the M-estimator with IGGIII function weighting is introduced into the M-LS-SVR. Different from the traditional LS-SVR whose output weights are obtained by the LS form, the proposed R-M-LS-SVR uses IGGIII function weighted M-estimator to evaluate the output weights. After the weights of different outlier data are given by IGGIII weight function, their corresponding contribution on modeling can properly be distinguished. Thus a much better modeling and estimating results can be achieved. Finally, considering that a good trend fitting is essential for dynamic modeling, a novel multiobjective evaluation index on modeling performance is constructed by comprehensively considering the RMSE and the correlation coefficient on trend fitting. In the end, by taking this multiobjective evaluation index as the fitness function, the popular NSGA-II algorithm is used to globally optimize the parameters of the R-M-LS-SVR. By doing so, the learning ability and modeling accuracy of the constructed R-M-LS-SVR model can be further enhanced.
A. Brief Review to the Classical Single-Output LS-SVR
The LS-SVR is a machine learning technique based on structural risk minimization criterion, and has been becoming increasingly popular. Assume that we are given a set of independent and identically sampled data (
, where x i is the d1-dimensional input data set, y i is the output data set, and n is the number of samples. The structural risk minimizationbased optimization problem of LS-SVR can be described as follows:
which is subjected to the following equality:
where ϕ(·) : R d1 → R n is mostly a nonlinear function, which maps the input data into a higher or possibly infinite dimensional reproducing kernel Hilbert space with n dimensions [17] . Moreover, ω ∈ R n is the normal/weight vector of hyperplane, b ∈ R is the intercept of regression function, C ∈ R + is a positive real regularized parameter, and ξ i ∈ R is the slack variable. For the optimization problem in (2), one can introduce the Lagrange function as follows:
where
T is the introduced Lagrange multipliers. According to the well-known Karush-KuhnTucker (KKT) condition for optimality [17] , the following set of linear equations can be obtained:
By eliminating ω and ξ , the solution is given by the following set of linear equations: ⎡
where n×n = { k,l |k, l = 1, . . . , n} is a positive semidefinite matrix and it is defined as k,l ϕ(
is a kernel function satisfying the Mercer's theorem [17] . In most case, κ(x k , x l ) can be selected as the following radial basis function (RBF) which has shown good learning properties in a variety of applications:
where σ is the RBF width. After obtaining α and b by solving (6), we can get the following LS-SVR model for a specific application:
B. Multitask Transfer Learning-Based Multioutput LS-SVR Design
The standard LS-SVR mentioned above cannot directly cope with the multioutput problem. A widely used procedure is to train multiple independent LS-SVRs models for the multioutput system synchronously. Obviously, this will disregard the underlying coupling relationship among different outputs. To this end, the multioutput version of LS-SVR should be realized for the multivariable system. Here, we use multitask TL method to construct a novel M-LS-SVR.
TL is the improvement of learning in a new task through the transfer of knowledge from a related task that has already been learned [21] , [22] . For the feature-based TL, suppose that we are given two types of field data set: 2 , where X and Y represent the input space and the target output space, respectively. From the point of view of feature-based TL, a shared latent subspace between D 1 and D 2 can be found by feature space transformation. Based on this, the regressive functions of D 1 and D 2 can all be divided into two parts: one is the personal feature vector of original space and the other part is the public vector of shared latent subspace. That is, each regressive function has a form
where f j (x) is the decision regressive function, x 1 and x 2 are the feature instance of D 1 and D 2 , respectively, and ω 1 and ω 2 are the regression parameter vector of original feature space, respectively. Moreover, is the transformation matrix of shared latent space, v 1 and v 2 are the regression parameter vector in the shared space of x 1 and x 2 , respectively. If we view (21) from another perspective, the function of can be regarded as it makes v 1 of the shared latent space be mapped back to the original space, so that T v j and ω j are in the same space. This means that T v j can be regarded as an appropriate correction of ω j , thus forming a linear combination of the original space
For the M-LS-SVR modeling problem considered here, in order to formulate the intuition of TL mentioned above, we let all the weight vector ω j ∈ R n of M-LS-SVR be rewritten as ω j = ω 0 + v j , where the personal feature vector v j ∈ R n carries the information of the specialty and the public feature vector ω 0 carries the information of the commonality. The stronger the coupling among the different outputs is, the larger the value ω 0 ∈ R n is, and vice versa. If the different outputs are linear independent, let ω 0 = 0.
Denote
. . , y m ] ∈ R m as the input and output vectors, respectively. Now given a set of independent and identically samples
. . , n}, the M-LS-SVR modeling problem can be formulated as learning a mapping from R d to R m . To solve the personal feature matrix
and the bias vector
simultaneously, one can minimize the following structural risk function with restrictions:
is the residual matrix between the estimated value and the actual one, ⊗ represents the operator of direct product, and λ, C ∈ R + are two positive real regularized numbers, which also denote the penalty factors. Remark 1: With the help of TL, all the normal/weight vectors of M-LS-SVR have been represented as the sum of two independent parts. 1) One is the public weight vector, which stands for the public information of different outputs of M-LS-SVR. 2) The other is the personal weight vector, representing the personal information of each output. 3) If the outputs are linear independent, the public weight vector will be set to 0. Otherwise, they will have some certain values.
C. Robustness Improvement for the Proposed Multioutput LS-SVR Using IGGIII Function Weighted M-Estimator
The structural risk function of the M-LS-SVR as shown in (10) uses the sum of square errors as loss function, thus the outlier robustness problem may occur when the training data set is contaminated with outliers. Therefore, in order to make the M-LS-SVR be better applied to industrial practice, it is necessary to improve its robustness [32] . Thus, the M-estimator is introduced into the structural risk function, that is
where (·) is the M-estimator robust function of residuals, and is an even function as well.
Remark 2:
The M-estimator proposed by Huber in 1964 is the most commonly used robust estimation method [22] - [27] . The main reason that the robustness of M-estimator is better than that of LS estimator is that the loss function of M-estimator usually not only minimizes the sum of squared residuals, but also redefines a new loss function with the zero weight region, the reserve area and the drop-weight area. The M-estimator minimizes the structural risk as follows:
where ξ i is the residual. The optimality condition of M-estimator is introduced as follows:
where ρ(·) is the first-order derivation of (·), and called the weight function,ŝ is the robust scale estimator. The most widely usedŝ is the median absolute deviation about the median [25] , given byŝ = 1.483×Med(|ξ i − Med(ξ i )|), where Med(·) is a function of median.
Since the proposed R-M-LS-SVR decides on the contribution of each observation to parameter estimator by weighting residuals, it is particularly important to identify the weighting factor which is determined by the weight function in M-estimator. This paper selects the IGGIII function [23] , [27] , [28] as the robust weight function. This is because it is a piecewise weighing function on the divided three residual size areas in terms of trusted area, doubt area, and gross error area, thus it has stronger robustness. The IGGIII weighted function is shown in Fig. 3 , and can be represented as follows:
where ξ i is the estimated residual, k 0 ∈ R + and k 1 ∈ R + are two positive adjustable parameters, and can be valued as k 0 ∈ (1.0 ∼ 1.5) and k 1 ∈ (3.0 ∼ 6.0), respectively. To solve the optimization problem as shown in (11), the Lagrange multiplier is introduced as follows:
where it has been denoted that
which is the Lagrange multiplier matrix. The KKT conditions for optimality yield the following set of linear equations:
Eliminating the public feature vector ω 0 , the personal feature matrix V , and the residual matrix ξ leads to the following linear system of equations:
where Q = [η(ξ 1 ); . . . ; η(ξ m )] ∈ R nm , ones(m) denotes an m×m matrix with all elements being equal to one, and
Note that in (15), the widely used direct product operator ⊗ is introduced for the convenience of expression. Obviously, this linear system consists of (n + 1)m subequations.
Remark 3:
According to the definition of the direct product operator ⊗, the first equation Let the solution of (15) be α * and b * , the corresponding R-M-LS-SVR model for a specific application can finally be obtained as follows:
D. NSGA-II-Based Multiobjective Parameter Optimization for Robust Multioutput LS-SVR
As for parameter optimization, the first important procedure is to develop an appropriate evaluation index on modeling performance. Traditionally, the modeling performance evaluation is exploited purely in single index such as RMSE, whereas this index can only evaluate the modeling errors, but it does not consider the fitting degree between the model output curves and the actual curves. Indeed, a good trend fitting is essential for dynamic modeling of process. This curves fitting degree can be represented by the following data sets correlation coefficient [29] , [30] : (17) whereĀ andB denote the elements average in matrices A and B, respectively. In fact, ρ AB is used to measure the correlation extent of data matrices A and B, where |ρ AB | → 0 indicates weak relevance between A and B, while |ρ AB | → 1 denotes strong correlation of A and B.
The parameters that need to be identified in R-M-LS-SVR modeling are R = [σ, λ, C]. To perform such a nonlinear optimization problem and evaluate the modeling performance comprehensively, a novel multiobjective evaluation index is constructed by integrating the RMSE with the correlation coefficient on trend fitting. Then, taking this multiobjective evaluation index as the fitness function, the NSGA-II algorithm which has superior multiobjective search capability is used to globally optimize the parameters of R-M-LS-SVR. By doing that, the obtained model has both good modeling accuracy and trend fitting performance. The detailed NSGA-II-based multiobjective parameter optimization algorithm can be described as follows.
1) Coding for Model Parameters:
Make floating point encode for the solution space of model parameters and each chromosome corresponds to a set of solutions of model parameters. The initial population containing Q P pieces of randomly generated chromosomes is obtained as
2) Individual Fitness Calculation: Allocate each gene in the hth chromosome of the tth generation population to the model parameters and substitute it into the following multiindividuals fitness functions in the tth generation of the hth individual:
where e RMSE is the RMSE index, and ρ AB represents the correlation coefficient defined in (17) , which indicates the fitting degree of the estimated curves by R-M-LS-SVR model and the target curves.
3) Selection Operator: According to the consequences of nondominated sorting, the individuals with lower dominant layers are selected. If the same domination layer has multiple individuals, then one can choose the individuals with larger crowding distance to make the population diverse.
4) Binary Crossover Simulation: As a result of real numbers-coded, the crossover offspring is a linear combination of parents, that is
where ε d stands for the uniformly distributed random numbers in (0,1), and η c stands for the cross distribution index with i = 1, 2 being the number of objective functions. 5) Polynomial Mutation: Individuals after mutation can be expressed as follows:
where B U and B L refer to the upper and the lower limits for the optimization variables σ, λ, C, respectively, δ k stands for the mutant parameters, r k is the uniformly generated random number from (0,1), and η m is the variability distribution index.
Remark 4:
The multiobjective fitness functions in (18) cannot only ensure the smoothness of modeling as well as limiting the lateral offset of output curves, but also ensure the modeling accuracy by limiting the longitudinal offset of model output curves.
E. Implementation Steps of Robust Modeling Algorithm
The implementation steps of NARX modeling for MIQ estimation using R-M-LS-SVR with multiobjective parameter optimization can be summarized as follows.
Parameters: Output dimension m, regularization coefficient λ ∈ R + , C ∈ R + and σ that optimized by NSGA II.
Input:
Output: Public feature vector ω 0 ∈ R n , personal feature matrix V ∈ R n×m and bias vector b ∈ R m . Initialization: Set η
, the iteration number num = 0, and the maximum number of iterations is N Itera , and detemine the deviation threshold ε.
Repeat:
Step 1: Add η Step 4: Let num = num + 1.
Until:
If
IV. NONLINEAR PREDICTIVE CONTROL OF MIQ INDICES WITH R-M-LS-SVR-BASED NARX MODEL
Due to the large quantity production of iron and steel, even small improvements of the ironmaking BF process can result in considerable benefits. Thus, the modeling and control of BF have always been important issues in metallurgic engineering and automation field. This paper focuses on robust modeling of multivariate MIQ indices, which can eliminate the adverse effect caused by the fluctuation of data in actual BF process efficiently, and give a robust and reliable estimation on MIQ indices online. Therefore, the proposed method has potential application foreground in BF ironmaking.
First, a direct yet important application of the developed R-M-LS-SVR-based NARX model is used as a soft sensor to offer the reliable and real-time MIQ information online. With these MIQ estimation information, the operators in field can directly assess the inner smelting state and operational condition of the BF ironmaking process. More importantly, the operators can use these information (e.g., the estimated values and changing trends of MIQ indices) to make appropriate decisions for optimal production operations.
Moreover, with the developed nonlinear model, various advanced controllers can be designed for MIQ control. In this context, an effective application of the obtained model is to use it as a predictor in the design of a data-driven nonlinear predictive controller for the MIQ indices, which is shown in Fig. 4 . This is because the future outputs of the developed NARX model can be expressed as a nonlinear function of the future inputs and the current inputs and outputs. Here, the following objective function is studied in NPC of MIQ indices: (19) where N P is the prediction horizon, N C is the control horizon, R y is the output weight matrix, R u is the input weight matrix, Y * is the setpoint of Y, and
This is a standard quadratic programming (QP) problem. However, (20) is a complex nonlinear function, which results in the nonlinear optimization problem in (19) being difficult to solve using the standard QP optimization. Here, to solve such a complex nonlinear optimization problem, we refer to the popular GA, which has excellent capabilities of nonlinear optimization and global search. The main procedures of the GA-based NPC are as follows. 1) At each sampling time, the developed R-M-LS-SVR prediction model is compensated according to the error between the actual outputs and the predicted outputs by (20) at the previous sampling time. Thus, the feedback correction of NPC is realized.
2) The corrected R-M-LS-SVR prediction model as shown in (20) at the current sampling time is substituted into the optimization performance index as shown in (19) to form an updated nonlinear optimization problem with the future control inputs as the decision variables. 3) Then, the GA is used to solve this nonlinear optimization problem by taking the optimization objective function shown in (19) as the fitness function. 4) Finally, the first optimal control input sequence obtained by GA will be applied to the controlled process. 5) Repeat the above control procedures 1) to 4) at the next sampling time. 
V. INDUSTRIAL EXPERIMENTS AND APPLICATIONS
A. Model Establishment
The proposed method was tested and applied on the #2 BF in Liuzhou Steel Co. Ltd., which is the largest working BF in Guangxi province of China. Fig. 5 is a schematic of this BF ironmaking system and its measurement system. As it can be shown in Fig. 5 , the flow rate of cold air (q c ) is measured by an HH-WLB differential pressure flowmeter (FT1), the flow rate of pure oxygen (q o ) is measured by an A + K balance flowmeter (FT2), and the volume of coal injection (q m ) is detected by a coal powder flowmeter (FT3). Moreover, the blast pressure ( p h ) and the furnace top pressure ( p f ) are detected by DPharp EJA high accuracy pressure transmitter. Also, the blast temperature (t h ) and the blast humidity (h c ) are measured by a Hongguang SBW temperature transmitter and an air humidity sensor (HT), respectively. These direct detectable parameters are used to calculate others unmeasured variables by empirical formulas.
Considering the strong correlation among the above selected 15 input variables, the PCA is used to find the key variables that mostly influence the MIQ indices. By using PCA, the variance contribution rate and the cumulative variance contribution rate of the principal components can be calculated, as shown in Fig. 6 . It can be summarized that the cumulative variance contribution rate of the first six terms is 98.723%, which is larger than 98%. This means that these six principal components are sufficient to describe the major variances in the data. Then, by computing the component matrix of principal components, the final modeling variables can be obtained as: the blast pressure x 1 (kPa), the blast temperature x 2 (°C), the oxygen enrichment percentage x 3 (%), the coal injection rate x 4 (t/h), the blast humidity x 5 (g/m 3 ), and the gas volume of bosh x 6 (m 3 /min).
According to the dynamic characteristics of the studied BF ironmaking process, the NARX model is constructed as follows: Fig. 7 , in which it shows that 60 groups of optimal solutions are found. Although all the groups of optimal solutions on the Pareto front are equivalent, in this paper, we give priority to RMSE in considering both RMSE and correlation coefficients. To this end, this paper chooses the leftmost group of optimal solutions on the Pareto front in Fig. 7 
B. Testing in the Normal Case
The modeling results of the developed R-M-LS-SVR based NARX model with optimized model parameters are shown in Fig. 8 , where the desired modeling accuracy with practical data has been demonstrated. Fig. 9 shows the estimated results using the proposed modeling method for predicting MIQ indices. To show the superiority of the proposed method intuitively, comparisons with various popular prediction modeling methods have been made. Here, the multiple LS-SVRs and the multioutput ε-SVR (M-ε-SVR) proposed in [8] and [20] have been chosen to conduct the comparison on the same observations. From Fig. 9 , it can be seen that the proposed model has the best estimation performance among all the developed prediction models. For example, it results in the best estimation trend and accuracy, and the shape of the estimated curve values match the measured ones very well and better than the other two methods. The estimation and generalization performance of the developed models can be further evaluated quantitatively by the measures of RMSE and correlation coefficient on fitting degree. Table II shows the calculated RMSE and correlation coefficient of each algorithm. It can be seen that the developed model produces a much less RMSE and a much larger correlation coefficient than the other contrastive models both for training and testing. This further demonstrates the excellent modeling and estimation performance in the normal case.
C. Robustness Testing
In order to verify the robustness of the proposed model, two sets of data are designed using the actual industrial data:
The first sets of data are used to test the outlier robustness of the proposed method due to different proportions of outliers. For this purpose, we first randomly select 0%, 10%, . . . , 40% where y max min = max(y i ) − min(y i ), and max(y i ) and min(y i ) denote the maximum and minimum value of y i in the normal working condition, respectively. Moreover, when rand( − 1,1) ≥ 0, let sign(rand( − 1,1)) = 1; otherwise, let sign(rand( − 1,1)) = −1. Different from the training data set, the testing data set does not add any noise and outlier.
The second sets of data are used to test the outlier robustness of the proposed method due to different amplitude of outliers. We first randomly select 20% of the samples from the normal training data set. Then, preprocess the target output of the selected samples by
so as to obtain the outliers, where α = 0, 0.5, 1, 1.5, . . . , 3 are used to determine the amplitude of the outliers. Similarly, the testing data set does not add any outlier. In order to avoid the impact of different orders of magnitude of the data, all the data are normalized primarily. To better measure the performance of these three methods, 30 times of experiments are performed for different methods of each data set. The robustness of performances of different methods are compared, as shown in Figs. 10 and 11 , which, respectively, shows the boxplot of the RMSE with different modeling methods at each of the outlier contamination rates, and the changing of the RMSE when the amplitude of the outliers are increased. In these boxplots, the shape of the RMSE distribution, its central value and the variability for each testing are clearly shown. Moreover, it can be seen that when the outlier contamination rate is low and the amplitude of outliers is small, the accuracy of the three models is close to each other in the MIQ indices estimation application. However, the accuracy of the multiple LS-SVRs model and the M-ε-SVR model decrease rapidly along with the increase of the proportion of outliers or the amplitude of outliers, and only the proposed R-M-LS-SVR has always maintained a high accuracy. As a result, it can be seen that no matter what kind of situation is, the proposed method has the best accuracy and robustness.
Since the correlation coefficient defined in (17) can measure the curves fitting degree very well, we plot the relationship among the average of correlation coefficient, the outlier contamination rate, and the outlier amplitude with different methods. These results are shown in Fig. 12 . Here, 30 times of experiments are performed for different methods using the same data set. It can be seen that no matter how the outlier contamination rate and the amplitude of outliers are increased, the developed model can maintain a high level of correlation coefficient, and larger than the other models under the same conditions. This means that the proposed model can provide excellent performance of trend fitting for dynamic estimation of MIQ indices. Moreover, combining Figs.10-12, it can be concluded that even if the multiple LS-SVRs has also nice performance on trend fitting; however, its RMSE of MIQ estimation is much worse than that with the proposed method.
Last, taking robust modeling of MIQ when outlier contamination rate is 20% and a = 2 as an example, we can calculate the estimation RMSE and the correlation coefficient of each algorithm, as shown in Table III . It can be seen that the R-M-LS-SVR produces a much less RMSE and larger correlation coefficient than the other contrastive models both for training and testing. The robustness and effectiveness of the proposed method has been further explained.
D. Control Testing
To further demonstrate the validity and practicability of the proposed modeling method, the R-M-LS-SVR based NARX model is used as a nonlinear predictor to implement the nonlinear predictive control (NPC) of the MIQ indices, as shown in Fig. 4 . Here, the GA is adopted to solve the complex nonlinear optimization problem in NPC. To simulate the influences on the process operation caused by various disturbances in practice, several disturbances are added to the process outputs at different times. Moreover, white noises with variance of 0.01 are also added into the feedback outputs to imitate the random measurement noises. The initial set points of the MIQ indices are set to are satisfactory. The control performances of the NPC with different controller parameters are also compared. It can be seen that the predictive controller with prediction horizon N P = 4 and control horizon N C = 3 tracks the MIQ set points more quickly than that with N P = 1 and N C = 1. Therefore, one can concluded that appropriately increasing N P and N C can improve tracking performance of the developed NPC system. However, it easily leads to large and jittery output responses, which shows that control inputs and outputs are sensitive to the measurement noises. This means that appropriate decrease of N P and N C helps maintain the stabilization of the BF ironmaking process operation.
In this context, this simulation has further verified the effectiveness and practicability of the proposed model for the control and optimization of the MIQ indices. 
E. Industrial Applications
The results of the above industrial experiments show the good performance of estimation accuracy, robustness, and control application. Therefore, the proposed R-M-LS-SVR based NARX model can be applied to the BF ironmaking process for MIQ online estimation. For this #2 BF in Liuzhou Steel Co. Ltd., the Siemens Step7 300 control system was applied for the lower-level basic feedback control. A higher-level monitoring system with human-computer interaction was developed at the SIMATIC WinCC platform. Based on these system platforms, an online estimation system as illustrated in Fig. 5 was developed for MIQ indices with the proposed modeling method. The MIQ estimation system with Client/Server structure was developed by utilizing the C# language supported by Visual Studio 2010.
At present, the developed MIQ estimation system has been applied in this ironmaking plant for more than half a year. The application effect can clearly be seen from Fig. 15 , which shows the comparisons between the estimated value and the sampled value of MIQ indices. Noted that the offline assaying process for the MIQ indices takes a long time interval, usually more than 1 h to obtain a value, the latest ten data points in Fig. 15 only show the estimated values of the MIQ indices. From Fig. 15 , it can be seen that the developed MIQ online estimation system can provide a good performance for the proposed method to follow the trends of actual MIQ measurements very well. Except several suspicious outliers of the actual MIQ measurements (i.e., the data points in the dashed black circles in Fig. 15 ), the shapes of the estimated MIQs and actual ones match each other well. As shown in the variation trend of MIQ changes, the developed estimation system clearly captures the variation trend of MIQs, which contains very useful information for operators to gain a better understanding of the operating status of BF ironmaking process.
As the developed estimation system is able to produce reliable MIQ estimates in these field tests over a long period of time, confidence on the estimator has been built up and the developed MIQ estimation system has become an indispensable part of daily production and operation of this #2 BF iromaking process at Liuzhou Steel Co., Ltd..
VI. CONCLUSION
Concerning improving the product quality and reducing energy consumption, the control of BF systems often means to control the final MIQ indices. However, measuring the MIQ indices online is generally challenging. Therefore, MIQ modeling is required to provide the real-time estimates of MIQ indices. Since the BF ironmaking has very complicated nonlinear dynamic characteristics, the data collected from an actual BF process are contaminated with various outliers due to either human or device error. As a result, it is a challenge to develop an accurate model characterizing the dynamics of BF process and obtain reliable estimates of MIQ indices.
In this paper, to realize online estimate and control the multivariate MIQ indices, a novel R-M-LS-SVR-based NARX modeling method is proposed and the focus is to reduce the interference of outliers. The robustness of the modeling is achieved by introducing a novel M-estimator into the proposed M-LS-SVR, which is designed by multitask TL. Moreover, based on the presented multiobjective evaluation index on modeling performance, the proposed robust M-LS-SVR based NARX model is further optimized by the NSGA-II algorithm. The industrial experiments and applications show that satisfactory MIQ estimates have been achieved at good precision, adaptability, and robustness. It has been shown that the developed model not only offers reliable MIQ information for operators to make appropriate decision for optimal production operations, but also helps to implement feedback control of BF processes.
