Abstract-In this paper, a dynamic localization algorithm is proposed for the tracking of mobile subjects in a wireless ad hoc network environment. This algorithm integrates a dynamic Multidimensional Scaling (MDS) method and the dead reckoning method enabled by a wearable position tracking (WePoST) system through sensor fusion technique. The essential idea of the dynamic MDS (DMDS) is to reduce the localization error by increasing the network density and connectivity through the addition of virtual nodes. Sensor fusion technique is used to improve the consistency of the dynamic MDS algorithm by integrating the knowledge of short distance displacement. Tests done in simulation verify the proposed dynamic localization algorithm.
I. INTRODUCTION

A. Motivation
The ability to track the motion of mobile subjects has great values to many applications. For example, it is highly desirable to find the location of firefighters in a rescue operation to guide them to the right places or exits. Other applications include soldier tracking on battlefields, athlete tracking in sports fields, livestock tracking on farms etc. Recent years have seen the growing interest in mobile sensor networks [1] where all or partial of the sensor nodes have motion capability endowed by robotic platforms. On the other hand, there is an increasing interest to embed sensor nodes into everyday objects, such as cellphones and PDAs that are carried by people, or cargos and cars that are moving with their own destinations. Tracking and self-localizing various types of moving objects become an important research topic.
For some applications, Global Positioning System (GPS) signal may not be available to all subjects, or it may be too expensive to equip a GPS on each subject. In recent years, researchers have been developing different localization algorithms using triangulation, multilateration or other techniques, mainly for wireless sensor networks [2] , [3] , [4] . However, most existing algorithms assume a static sensor network where the nodes do not move and require high node density [5] . Therefore these algorithms can not be used to track the subjects in the above examples, where the network is sparse and constantly changing.
The goal of our research is to develop a novel tracking method for mobile subjects in sparse, dynamic wireless networks under the constraint that GPS may not be available to most of the subjects. Our method will integrate short distance dead reckoning technique with Multidimensional Scaling (MDS) technique [6] to provide accurate location tracking. The short distance dead reckoning is enabled by a wearable position tracking (WePosT) system, which consists of a data processing unit (DPU) and a set of inertial sensor units (ISUs). The DPU and ISUs are compact, light weight, tag-like device that can be worn by the subject to be tracked. For example, the DPU can be attached to the human belt or arm. The ISU uses inertial sensors (accelerometers, gyros) to collect the acceleration rate and angle velocity as well as a digital compass for heading calibration. The ISUs can be attached to human ankles or shoes where the motion of human body can be detected. The ISUs will communicate with the DPU using Zigbee protocol. In the DPU, multisensor fusion scheme [7] is used to correlate the sensing data from both feet to achieve improved dead reckoning accuracy. The prototypes of the DPU and ISU are shown in Figure 1 .
We assume the mobile network consists of n subjects. Among them only a small portion, m (m << n, for example, m = 5%n) subjects, know their own locations. These subjects are called beacons. In the soldier tracking example, these beacons may be officers or military vehicles that are equipped with GPS or other localization techniques. With right sensors such as ultrasonic sensor, each subject can measure the distance to its neighbors through time difference of arrival (TDOA) technique [8] . As illustrated in Figure 2 , the problem of subject localization is as follows: Given a distance graph G =< S u , S a , D > where S u = {x 1 , x 2 , ..., x n−m } is a set of subjects in an s-dimensional space (s is 2 or 3), S a = {x n−m+1 , x n−m+2 , ..., 
B. Related Work
Most of the localization algorithms are based on range measurements, through either time of arrival (TOA) [2] , time difference of arrival (TDOA) [8] , or received signal strength (RSS) [3] , [4] . The problem of self-localization is to derive locations of all nodes in a sensor network given range measurements between these nodes. Various work has been done in both categories. For example, In the Picoradio project [9] , a location scheme for an indoor environment is provided based on RF received signal strength measurements and pre-calculated signal strength maps. The AHLoS (AdHoc Localization System) [10] proposed by Savvides et. al enables sensor nodes to discover their locations using a set of distributed iterative algorithms. A RF based proximity method was developed by [3] , in which the location of a node is given as a centroid generated by counting the beacon signals transmitted by a set of beacons pre-positioned in a mesh pattern. Other methods that do not rely on range measurements were also developed. For example, the count of hops is used as an indication of the distance to the beacon nodes in some applications [2] , [11] .
To the best of our knowledge, only very limited work has been done on mobile sensor network self-localization. Tilak et al. [12] developed dynamic localization protocols for mobile sensor networks. However, their main interest is on how often the localization should be carried out in a mobile sensor network and not on the localization method itself. Recently, Hu and Evans [13] proposed sequential Monte Carlo (SMC) localization method to solve the localization problem and they found that the mobility of the sensors can be exploited to improve the accuracy and precision of the localization. Using a similar approach, simultaneous localization, calibration and tracking (SLAT) of mobile node within a set of static sensor nodes has been developed [14] , where both the mobile node and the set of static sensor nodes are localized using range measurements. This paper is organized as follows. In Section II, the MDSbased localization algorithm is introduced. Section III first proposes the dynamic MDS algorithm and then improves the DMDS with sensor fusion technique. Simulation study is presented in Section IV and Section V concludes the work.
II. MDS-BASED LOCALIZATION ALGORITHM
Classical Multidimensional Scaling [15] , [6] , [16] is a popular statistical tool used for data analysis, where the dimensions of the data are reduced suitably to retain only the important dimensions which would be good enough to reproduce most of the information contained in the data. Though MDS is primarily used in data mining, it does find a lot of applications in other fields as well and most notably, in localization problems associated with wireless subjects. Based on the measurement level of the proximity variable on which the objects are differentiated, MDS is further classified into Metric MDS and non-Metric MDS. The localization problem discussed here comes under the category of metric MDS.
The power of this algorithm lies in its ability to depict the dissimilarities/proximities between the objects through a placement of points in a low-dimensional plane where the Euclidean distances between the points resemble the actual proximities between the objects as closely as possible. In the case of localization problems, the dissimilarity measure of n subjects is an n × n distance matrix. Given this matrix, the MDS can then plot these points with origin as the centroid. It requires at the most n − 1 dimensions to represent the proximities perfectly, which is not advantageous most of the times. To get a perceivable output, there must be just 2 or 3 dimensions which are good enough to contain most of the information. Hence singular value decomposition is carried out on the distance matrix and only those dimensional are preserved which convey most of the information. In mathematical terms, these are the dimensions which are associated with correspondingly largest eigen values. In summary, the MDS-based localization algorithm is as follows [17] :
1. Initialize the distance matrix with distances between neighboring node pairs. If two nodes can not communicate, an "infinite" value is assigned as the distance.
2. Floyd's Algorithm [18] is used to compute the shortest paths between each pair of nodes using the connectivity information.
3. The symmetric distance matrix obtained in the above step is input to the Classical MDS (CMDS) algorithm. The CMDS eliminates dimensions corresponding to nonsignificant eigen values, thereby constructing a relative map with 2 or 3 dimensions.
4. The relative map obtained is transformed into an absolute map, if provided with sufficient number of beacon nodes,(3 nodes for a 2-D and 4 nodes for a 3-D networks). First, a transformation function is created by mapping the relative coordinates of the beacons with their known absolute coordinates. The obtained transformation function is then applied to the rest of the nodes. An optional refinement step [17] involving least-squares minimization can be included to conform the inter-distances of the nodes to the measured distances.
The above MDS-based algorithm is relatively accurate in most of the cases where the nodes are deployed densely and regularly in a static network. However this algorithm cannot be extended to a dynamic network where the nodes move around randomly and might end up forming a sparse and irregular network over the time. Therefore there is a need for a new localization algorithm which is suitable for dynamic wireless networks. 
III. DYNAMIC LOCALIZATION ALGORITHM
A. Dynamic MDS (DMDS) algorithm
In the MDS-based algorithm, Floyd's algorithm assigns a shortest path distance based on the connectivity. However, the shape of the network can cause the shortest path between two nodes to be much different than the Euclidean distance between them. This will yield highly erroneous results in the estimation of the locations. Dynamic MDS can deal with this situation by making use of the node mobility as described below.
In a dynamic network, the density can be increased by adding virtual nodes. Whenever a node moves, the old location is preserved by assuming a virtual node in its place. This way, a node is still associated with previous connectivity information. In other words, the overall density and connectivity of the network will increase, which will lead to better estimation of inter-node distances. For example, Figure 3 1. For the first iteration, the nodes are deployed and it is assumed that they haven't started moving yet. So, use the distances and the connectivity information as it is to get MDS results. Obtain the absolute locations through mapping.
2. A certain percentage of nodes move in each iteration. Assume virtual nodes in the old locations. Hence the number of nodes ( actual and virtual) increases in every iteration.
3. Run the MDS-based localization algorithm on the enlarged network.
4. If the network reaches a set threshold of average connectivity, start forgetting the oldest virtual nodes to maintain a constant number of nodes;
5. Go to step (2). As will be verified by the simulation results, the DMDS algorithm reduces the localization error significantly over the iterations. However, due to the randomness of the node movement and the nature of MDS algorithm, the decreasing of the error is not consistent. In some iterations, the error may slightly increase when the node distribution is irregular. To improve the DMDS algorithm, we propose to use the sensor fusion technique [7] , which integrates the location estimate from DMDS and the location estimate from the WePosT system.
B. Fusion of Location Estimates from WePosT and Dynamic MDS
The modified localization algorithm needs information regarding the heading of the node movement apart from the inter-node distances. When a node moves, the heading direction is provided by the gyro and the compass on the WePosT system through Complementary Separate-bias Kalman Filtering [19] . We assume zero-mean Gaussian noise in the heading measurement. Therefore the estimate of the new locationp w (k) of a moving subject based on WePosT system is:
T is the fused estimate in the last step. d(k) and θ(k) are the distance and angle measurements, corrupted by Gaussian noises. For the first iteration, the nodes are deployed and they are yet to move. Dynamic MDS will generate the initial configuration of the nodes. From the second iteration on, the concept of sensor fusion comes into the picture. For the fraction of nodes that didn't move in particular iteration, the modified algorithm takes the average of current results and the past results of the MDS over the last few iterations (2 or 3 iterations in which these nodes didn't move). For those of the nodes which moved in a particular iteration, there are two different estimates of their final locations. One estimatep m (k) is from dynamic MDS that relies solely on the distances information. The other estimatep w (k) comes from the WePosT system that uses the previous location estimate and the dead reckoning in the current step. The new location estimatep(k) of the moving subject is a weighted average of the results of both estimates as shown in the following equation.
where σ w is the standard deviation of the error of WePosT estimate. σ m is the standard deviation of the error from the DMDS algorithm. In the implementation, we decrease σ m as the network density increases to reflect the fact that DMDS results will be more and more accurate. In summary, the dynamic localization algorithm is as follows:
1. Run MDS on the initial nodes to obtain the first estimate.
2. Whenever a node moves to a new location, record the heading of the movement of the mobile nodes and also measure the distances moved. Also preserve the old locations of the nodes by assuming virtual nodes in their places.
3. Run the MDS algorithm to get the estimate of the new positionsp m (k).
4. From the heading and the distance moved, the new locationp w (k) of a mobile node can be estimated according to Equation (1). 5. For the nodes in motion, the localization is done by taking the weighted average of the above two estimates. For the stationary nodes, the estimate is just the average of current results and the past results of the MDS over the last few iterations, in which the nodes were stationery.
One of the important changes made in the new algorithm is the elimination of the refinement step in the original MDSbased localization algorithm. Though refinement improves the performance initially, the final settling error is not improved significantly. Hence to reduce the computation time, the refinement step is excluded at the cost of performance which is slightly affected in the first few iterations. After reaching the threshold connectivity, the performance is more or less the same as the results after refinement step.
C. Beacon Selection in Relative/absolute Map Transformation
The absolute locations of the network is obtained through a transformation which maps the relative map (from MDS results) to the absolute map with least error. This transformation is generated by using beacons whose relative locations are subject to translation and/or rotations to conform them to the actual absolute locations. For a two dimensional representation, at least 3 beacons are necessary to find the transformation. In Shang's paper [17] , all the beacons are used to calculate the transformation. This may lead to significant errors because the relative locations of some beacons may carry large errors as a result of the MDS algorithm. In order to reduce the effects of these "bad" beacons, we propose a beacon selection algorithm to pick three "good" beacons to be used in the transformation calculation. These three beacons should satisfy the following two requirements: (1) Goodness. The triangle formed by the three beacons should be as close to an equilateral triangle as possible; (2) Similarity. The corresponding triangle formed by the estimated beacon locations should be as close to the triangle formed by the three beacons as possible. The goodness requirement will guarantee the selected beacons are not close to co-linear, a formation that can lead to large errors in the tranformation. The dissimilarity requirement will guarantee the selected beacons have less error in the relative locations.
The algorithm examines all the triangles formed by the existing beacons. Assuming the number of beacons to be n, the total number of triangles is C 3 n . Then the goodness measure λ and dissimilarity measure κ are calculated according to the following equations:
where ω r and ω a are the weights for the goodness of the triangle in the relative map and absolute map respectively. Usually they are both 0.5. s i (i = 1, 2, 3) are the lengths of the triangle formed by the beacons while s ′ i (i = 1, 2, 3) are the lengths of the triangle formed by the estimated locations of the beacons in the relative map. In the above equations, we use the concept of variance to define the goodness and dissimilarity measure. The triangle selection criteria is the minimization of the weighted sum of the two measures over all possible triangles T i :
where ω λ and ω κ are the two weights. We usually choose 0.5 to give equal emphasis on the goodness and similarity. The selection process is illustrated by Figure 5 . Figure 5 which form similar triangles in both the maps and they are ideally spaced apart.
IV. SIMULATION RESULTS
In our simulation, one hundred mobile nodes are deployed randomly in a field of predetermined dimensions (in this case, a 5-by-5 square). The communication range of each sensor is 1.0 unit distance. The inter-node distances are obtained through ranging devices, which are subject to zeromean Gaussian noise with a standard deviation of 0.05 unit.
Each iteration represents a time instant in the continuous changes occurring in the network. In each iteration, any percentage of nodes may move and this percentage may vary from iteration to iteration. For convenience, it is assumed that on an average, 25% of the nodes (25% of 100 = 25) move in each iteration and they can move a random distance between 0m and 1m at a random heading direction.
A. Results from DMDS and DMDS with sensor fusion
We compare the two algorithms, DMDS and DMDS with the fusion. In the latter, the distance measure d(k) has a zero-mean Gaussian noise with a standard deviation of 0.05 unit while the angle measure θ(k) has a zero-mean Gaussian noise with a standard deviation of 3 degrees. Figure 6 shows the initial deployment of the nodes, which clearly indicates the sparseness involved in the network. Figure 7 shows the increased network connectivity with the inclusion of the virtual nodes after 12 iterations. In each iteration, twenty five percent randomly picked nodes move. Figure 8 shows the average error in each iteration using the dynamic MDS algorithm. Due to the increase in the density of the network, there is a significant decrease in the average error over the iterations. However, due to the randomness of the movement, there is slight increase of error in some iterations. This is clearly visible at 7th and 9th iterations. Figure 9 explains the improvement in the result due to the fusion with WePosT estimates. The shown result is a weighted average of results of dynamic MDS and WePosT estimate. Initially, it may seem that the dynamic MDS is better but when it loses consistency at 7th and 9th iterations, the new result is better than the dynamic MDS. Keeping the assured consistency in mind, we can conclude that the combined result is more consistent.
We run the dynamic localization algorithm 10 times to verify the reliability of the algorithm itself. Figure 10 shows the mean and standard deviation of the average error in each iterations, which clearly shows that the algorithm is reliable and consistent.
We also conducted tests by varying the percentage of the mobile nodes in each iteration. The percentage of mobile nodes is varied from 25 to 50 and to 75 respectively. As shown in Figure 11 , the difference of the results among the three cases is not very significant.
V. CONCLUSIONS
In this paper, we have introduced a new dynamic localization algorithm that can be applied to dynamic ad hoc networks, where the subjects move constantly. The algorithm makes use of the mobility of the nodes to increase the density of the network. Data fusion technique is used to improve the accuracy and consistency of the algorithm, which integrates the estimate from both dynamic MDS and the WePosT system. The paper also improves the accuracy of transforming the relative map to the absolute map by selecting the best three beacons. The simulation results verify the algorithms developed in the paper. VI. ACKNOWLEDGEMENT
