. . Submitted The tolerances, d~ and d~ need not be unifortn for the various i and 1 1 may be zero for some i. This freedom is compatible with measurementa known to be more precise at some points than at others. It is also consistent for measurements known to be maximum or minimum values of f at some of the t .. For nonuniform steps in t, the coefficients a. above may be ap-J propriately modified. In general, odd-degree fits are used due to the resulting symmetry in the formulation for interior points. In general, the higher the degree the less smoothing will take place; in fact for degree n-1, there will be no smoothing, since the polynomial will be an exact fit of the data. Without tolerances, the choices of degree (perforce less than n-1) and the number of iterations of the smoothing are subjective, possibly based on a priori knowledge of the behavior of f. Iteration of the smoothing process with approximation of degree m on m +2 points results in the limit in a polynomial of degree m for the whole set of data, which may or may not be desirable.
When tolerances are specified, one might choose the least degree-point approximation, so that after one smoothing, the values f.
1 remain within tolerance. One might iterate the smoothing as long as
..
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the resulting values remain within tolerances. As an alternative, a higher degree-point approximation might be employed, again with (presumably more) iterations on the smoothing. The end sought is a
proper balance between local and global effect, which is a subjective (possibly well-founded) decision. A practical consideration is the amount of computation involved, which is less for a lower degree.
In the problem of constructing an interpolating function for f based on (t., f.) for i = 1 · · · n, valid for the whole interval (t 1 · · · t ), that third-degree five-point smoothing and iteration thereof will tend to reduce the discrepancy of the cubic spline fit. In the limit of iteration the smooth f will be a cubic and there will be no discrepancy.
This result may or may not be desirable, depending on a priori knowledge.
-6- in fact optimum (that is, as nearly on a straight line as is possible with this method).
The method described above may fail on two counts:
(a) it may never find a solution within tolerance, (b) the value of the norms attained by it may not be the smallest possible.
These failures are due to the fact that the criterion of the process is minimization (in the least-square sense) of smoothing rather than minimization (in any sense) of undivided second differences. (See Examples 1 and 2, Section IV.)
We therefore propose a method which has the latter minimization as its objective. However, since the third norm, cr f' does not lead to a linear model, we shall leave it for future development.
Either of the other measures leads to a linear model. We elect to use vf' since it has more global character.
We have the following linear restraints:
where ai ~ lEi I ~0, and a~ L ai ~ vf'
We let w =a.
Subject to the restraints above, we can determine values of f. for 1 i = 1 · · · n so as to minimize w and consequently vf. 
The ~blution in terms of f. is not necessarily unique--that is, the min- A numerical example of first-degree smoothing is given in Section IV.
Ill. THIRD-DEGREE SMOOTHING
For a set of data (t., f~, d~, d Third-degree five-point approximation can be employed. For n = 5, if the first smoothing is not within tolerance, no such solution is possible by this method. For n ~ 6, our experie-nce has been that if a smoothed set within tolerance does not occur within a few iterations, it is not likely to occur ever.
On the other hand, if the first smoothing yields all f. within 1 tolerance and all the points (ti' fi) lie on a cubic arc from t 1 to tn' we have already achieved our object, and we have all fourth divided differences equal to zero or equivalently (without the last division) Iteration may be employed as for the first degree.
The method may fail for the reasons given for the first-degree smoothing, hence we are led again to employ linear programming.
We retain the tolerance restraints 
and has 2n-3 components and the restraint matrix B has 4n-7 rows and 2n-3 columns.
The subsequent "minimization of smoothing" is analogous to the first-degree process.
We are also interested in how the smoothing processes affect.
the cubic spline fit. We have claimed that the discontinuity of third derivatives at internal points will be reduced. The following norms can be considered:
• •.
. . 
IV. ILLUSTRATIVE NUMERICAL EXAMPLES
We present here a few simple examples which illustrate the smoothing methods discussed and confirm that the linear program method can give useful results when other methods fail to meet tolerance requirements.
In the interest of simplicity, uniform unit argument steps and, in the main, uniform tolerances are used with a small number of data points. We have, however, used the method with nonuniform steps, nonuniform tolerances, and more points with equal effectiveness. The least-square fit (A) does not fall with tolerances. The filter fit (B) and (C) is converging slowly, whereas the value of ._.,. is c steadily increasing. It cannot produce a solution within tolerance.
• o. o.
The least-square solution fails to meet the tolerances at the first two points; the filter method fails at the first three after ten The question still remains of data which cannot be smoothed within tolerance to a polynomial of the degree desired. In this case, if the filter method converges (with reasonable rapidity) to an acceptable result, then there is certainly no necessity for linear programming.
Our experience with the filter method indicated that success with it is extremely fortuitous. On the contrary, the linear program technique always gives an optimum (in the sense of minimum vf) solution. If this solution is not acceptable, we have, at least, done the "best" we could.
We have limited our discussion to first-and third-degree smoothing. The method can obviously be extended to apply to other polynomials. Our discussion of first-degree smoothing was primarily intended as introductory, although there certainly may be cases when an experimenter wants a line fit for his data. The motivation for the third-degree smoothing was the extensive interest at present in cubic spline fitting. We had hoped to smooth the data in such a way that the cubic spline fit would be smoother (in the sense of reducing third,.. derivative discontinuities). In the many cases tried in which such discontinuities existed, they were reduced. We are not prepared to say We believe that from the information presented herein, a reader with sufficient interest could prepare his own restraint matrix for the second degree or for degrees higher than the third. The former would be rather easy; however, for degrees higher than fifth, the formulation seems formidable.
~.
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