A method is presented for computing all higher-order partial derivatives of a multivariate function R n → R. This method works by evaluating the function under a nonstandard interpretation, lifting reals to multivariate power series. Multivariate power series, with potentially an infinite number of terms with nonzero coefficients, are represented using a lazy data structure constructed out of linear terms. A complete implementation of this method in SCHEME is presented, along with a straightforward exposition, based on Taylor expansions, of the method's correctness.
Introduction
Forward-Mode Automatic Differentiation, or forward AD, [1] is a method for adapting a program that computes a function to yield one that computes its derivatives. Karczmarczuk [2] [3] [4] [5] presented an implementation of forward AD in HASKELL. This implementation had a novel characteristic: it adapted a program that computed a univariate function f : R → R to yield one that produced an infinite stream of higher-order derivatives (f (x), f (x), f (x), . . .). However, Karczmarczuk provided the details for his method only for univariate functions. Karczmarczuk [4] hinted at a generalization to multivariate functions but did not provide the details. Here, we present the details of a novel generalization of Karczmarczuk's method to the multivariate case. In part, we use methods previously developed for implementing nestable first-order forward AD in a functional framework [6] . The crucial additional insight here, both for developing the extension and for demonstrating its correctness, involves reformulating Karczmarczuk's method using Taylor expansions instead of the chain rule. This requires dealing with the requisite factorial factors.
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Univariate First-Order Forward AD
The Taylor expansion [7] of f (c + ε) with respect to ε is
This implies that one can compute the i-th derivative of a univariate function f at a scalar point c by evaluating by evaluating f (c + ε) under a nonstandard interpretation replacing real numbers with univariate power series in ε, extracting the coefficient of ε i in the result, and multiplying this by i!. Traditional forward AD [1] truncates the Taylor expansions at i > 1, thus computing a representation that contains only the first derivative.
Such truncated Taylor expansions are dual numbers [8] . We denote a dual number p as x + x ε, by analogy with the standard notation a + bi for complex numbers. Just as arithmetic on complex numbers a + bi can be defined by taking i 2 = −1, arithmetic on dual numbers x + x ε can be defined by taking ε 2 = 0 but ε = 0. Furthermore, just as implementations of complex arithmetic typically represent complex numbers a + bi as Argand pairs a, b , implementations of forward AD typically represent dual numbers x+x ε as tangent-bundle pairs x, x . Finally, just as implementations of complex arithmetic typically overload the arithmetic primitives to manipulate complex numbers, implementations of forward AD typically overload the arithmetic primitives to manipulate dual numbers.
We use E ε p to denote the coefficient of ε in the dual number p
and D f c to denote the value of the first derivative of a univariate function f at a scalar point c. Forward AD computes D f c by evaluating f (c + ε) under a nonstandard interpretation replacing real numbers with dual numbers and extracting the coefficient of ε in the result.
The εs introduced by nested invocations of D must be distinct [6] .
To see how this works, let us manually apply the mechanism to a simple example: computing the first derivative of f (x) = x 4 + 2x 3 at x = 3. To do this, we first evaluate f (3 + ε).
From this we can extract the derivative: E ε (135 + 162ε) = 162.
Note that the above makes use of the restriction that ε 2 = 0 when evaluating (3+ε) 3 = 27+27ε and (3+ε) 4 = 81+108ε, dropping the ε 2 , ε 3 , and ε 4 terms. This is the essence of traditional forward AD when limited to the case of univariate derivatives.
Univariate Higher-Order Forward AD
While the above nominally computes only first derivatives, straightforward repeated application of D allows computation of higherorder derivatives. We use D f to denote partial application of D, i.e., λc . (D f c) , and D i f c to denote the value of the i-th derivative of a univariate function f at a scalar point c.
We refer to the above method for computing higher-order derivatives as the repetition method. Karczmarczuk [2] [3] [4] [5] presented an alternate method for computing higher-order univariate derivatives. His method can be viewed as computing non-truncated Taylor expansions, 1 removing the restriction that ε 2 = 0, and generalizing dual numbers to univariate power series in ε. To accomplish this, we first extend the definition of E from (1) so that E ε i p yields i! times the coefficient of ε i in the power series p.
In the above and throughout this paper, Q ε p and R ε p destructure a power series: p = (R ε p) + (Q ε p)ε. Given the above, Karczmarczuk's method can be viewed as computing D i f c by evaluating f (c + ε) under a nonstandard interpretation replacing real numbers with univariate power series in ε, extracting the coefficient of ε i in the result, and multiplying this by i!.
To see how this works, let us manually apply the mechanism to a simple example: computing all of the higher-order derivatives of f (x) = x 4 + 2x 3 at x = 3. To do this, we first evaluate f (3 + ε).
From this we can extract all of the higher-order derivatives.
. . .
Lazy Univariate Higher-Order Forward AD
The input to the nonstandard interpretation will always be a polynomial c + ε, an entity with a finite number of terms with nonzero coefficients. In the above example, the output of the nonstandard interpretation was also a polynomial. However, some functions, such as sin, yield a result entity with an infinite number of terms with nonzero coefficients, i.e., a power series, even when applied to an input polynomial. Karczmarczuk addressed this by representing univariate power series as lazy unidimensional streams. We refer to this as a tower method. Karczmarczuk presented the details of his tower method only for univariate functions. The remainder of this paper presents the details of a novel tower method that generalizes to the multivariate case.
Multivariate Higher-Order Forward AD
We use
. . , cn) to denote the value of
i.e., the value of a higher-order partial derivative of a multivariate function f at a multidimensional point (c1, . . . , cn). One can generalize the repetition method to the multivariate case.
Again, each nested invocation of D must use a distinct ε [6] .
One can formulate a multivariate tower method by generalizing univariate power series to multivariate power series. To accomplish this, we first note that the multivariate Taylor expansion of f ((c1 + ε1) , . . . , (cn + εn)) with respect to (ε1, . . . , εn) is
We therefore extend the definition of E from (5-6) to the multivariate case so that E ε1
Given the above, one can compute
. . , cn) by evaluating f ((c1 + ε1) , . . . , (cn + εn)) under a nonstandard interpretation replacing real numbers with multivariate power series in distinct ε1, . . . , εn, extracting the coefficient of ε1 i 1 · · · εn in in the result, and multiplying this by i1! · · · in!.
In the above, the ε must be distinct from each other and from any other ε used by nested invocations of any form of D [6] . To see how this works, let us manually apply the mechanism to a simple example: computing all of the higher-order partial derivatives of g(x, y) = x 3 y + x 2 y 2 at x = 2 and y = 3. 
g(x, y)˛x
x=2,y=3
y (g ((2 + εx), (3 + εy))) Two difficulties arise when attempting to implement the above. First, there is the need to maintain the distinction between the different εs, addressed in previous work [6] . Second, there is a need to generalize lazy unidimensional streams to the multidimensional case to represent multivariate power series. We address this in the next section.
Lazy Multivariate Higher-Order Forward AD
A univariate polynomial x0 +x1ε+x2ε 2 +· · ·+xn−1ε n−1 +xnε n can be evaluated using Horner's method [9] as
This indicates that univariate polynomials can be represented as nested dual numbers. Multivariate polynomials can be represented as nested tagged dual numbers, i.e., triples of the form ε, x, x , with potentially distinct εs, to represent x + x ε. We assume that there is a total order ≺ over the εs and refer to such tagged dual numbers as linear terms. Power series can be represented as binary trees whose nodes are linear terms with a lazy x slot. As illustrated in the code accompanying this paper, we constrain such representations to maintain the following invariants:
I-1 In any linear term x + x ε, the x slot is either real, or a linear term over ε where ε ≺ ε.
I-2
In any linear term x + x ε, the x slot is either real, a linear term over ε where ε ≺ ε, or a linear term over ε.
These ensure that the coefficient of each term in a multivariate series is stored in at most one leaf. They also simplify proofs of termination of the derivative-taking code and lower the time bound on access to a multivariate power series. Figure 1 contains a SCHEME implementation of an API for manipulating multivariate power series represented as lazy linear terms. Central to this API are mechanisms Q ε p and R ε p for computing the quotient and remainder when dividing the power series p by the variable ε. R ε r = r when r ∈ R (13)
Cases (14) and (18) and the simplifications in cases (15) and (19) are valid because of the invariants. Note that, unlike an analogous earlier API [6] , the above correctly handles linear terms x + x ε where x may itself be a linear term in the same ε. Also note that, because of laziness, unlike that earlier API, there is no easy way to implement the simplification rule x + 0ε x. To perform the nonstandard interpretation, we need to extend the numeric primitives to apply to power series. For simplicity, we do this only for univariate and bivariate primitives. We can assume that the power series arguments to such primitives take the form of a linear term x + x ε. The extension of a univariate primitive f applied to a linear term x + x ε can be derived via a univariate Taylor expansion about x in terms of x ε.
In the above, f (i) denotes the i-th derivative of f . Note that
Also note that the right hand side of (22) is similar to the coefficient of x ε in (21), differing only in that the derivatives in the power series are divided by (i + 1)! instead of i!. The coefficient of x ε in (21) can be derived from the right hand side of (22) by postulating an operator C ε 0 to adjust the coefficients.
(As a formal power series operator,
This operator can be defined as follows:
when r ∈ R (24)
(define linear-term? (let ((pair? pair?)) (lambda (p) (and (pair? p) (eq? (car p) 'linear-term))))) (define-syntax linear-term (syntax-rules () ((linear-term e x x-prime) (list 'linear-term e x (delay x-prime))))) (define epsilon cadr) (define (r e p) (cond ;; Equation (13) ((not (linear-term? p)) p) ;; Equation (14) ((<_e (epsilon p) e) p) ;; Equation (15) ((=_e (epsilon p) e) (caddr p)) ;; Equation (16) (else (linear-term (epsilon p) (r e (caddr p)) (r e (force (cadddr p))))))) (define (q e p) (cond ;; Equation (17) ((not (linear-term? p)) 0) ;; Equation (18) ((<_e (epsilon p) e) 0) ;; Equation (19) ((=_e (epsilon p) e) (force (cadddr p))) ;; Equation (20) (else (linear-term (epsilon p) (q e (caddr p)) (q e (force (cadddr p))))))) (define generate-epsilon (let ((e 0)) (lambda () (set! e (+ e 1)) e))) (define (univariate-e e i p) (cond ;; Equation (5) ((zero? i) (r e p)) ;; Equation (6) (else (* i (univariate-e e (-i 1) (q e p)))))) (define (multivariate-e e i p) (cond ;; Equation (10) ((null? i) p) ;; Equation (11) (else (multivariate-e (cdr e) (cdr i) (univariate-e (car e) (car i) p))))) Figure 1 . A SCHEME implementation of an API for manipulating multivariate power series represented as lazy linear terms. Note that to support nested invocation of D, the × in (6) must be the lifted variant that works on power-series arguments. Note that generated εs never escape any equations in which they are generated, i.e., (2, 7, 12, 31-34). Thus one can improve upon the above implementation by allocating and reclaiming εs in a LIFO fashion.
Note that x in (23) can contain ε. This is a problem because C ε i operates by counting instances of ε, and has no way to distinguish the εs in x that should not be counted. We solve this by renaming ε to a fresh ε prior to calling C ε i and renaming ε back to ε in the result. For the cases that arise in this paper, 2 such renaming can be accomplished with the following:
This yields the following method for extending univariate primitives:
This requires supplying f , the first derivative of each univariate primitive f .
Bivariate primitives can be extended when the first argument is a linear term over ε and the second argument is either a real or a linear term over ε where ε ≺ ε by performing a univariate Taylor expansion around the first argument.
f ((x + x ε), y) = (32) (f (x, y)) + ((C ε 0 (f1 ((x + x ε) [ 
Analogously, bivariate primitives can be extended when the second argument is a linear term over ε and the first argument is either a real or a linear term over ε where ε ≺ ε by performing a univariate Taylor expansion around the second argument.
f (x, (y + y ε)) = (33) (f (x, y)) + ((C ε 0 (f2 (x, (y + y ε) [ 
This requires supplying f1 and f2, the partial first derivatives of each bivariate primitive f with respect to its first and second arguments respectively.
To handle the case when both arguments are linear terms over the same ε we rename the ε in one argument to a fresh ε , reducing this case to either (32) or (33), and then rename ε back to ε in the result.
f ((x + x ε), (y + y ε)) = (34) (f ((x + x ε), (y + y ε) [ 
These techniques are implemented in figure 2 and used to overload some SCHEME primitives in figure 3 . Figure 4 completes the implementation. Note that the computational efficiency of this implementation relies on the fact that standard SCHEME memoizes the results of forcing promises. The code from figures 1-4 is available from http://www.bcl.hamilton.ie/ ∼ qobi/tower/.
(define (c e i p)
