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Many problems inapproximation heory can be formulated with the help 
of generalized weight functions. The use of such functions, i troduced by 
Moursund [8] in 1966, proved to be of interest, pecially in approximation 
problems with constraints ([5], [6], [9], [lo], [12-151). Moursund, who 
considered linear ppproximation, studied xistence, characterization, and 
uniqueness of best approximations. 
In the present paper we give a generalization of thecharacterization 
theorem for the case of generalized rational approximation, using ageneral- 
ized weight function. I  the theory of uniform approximation, without 
constraints, thi  theorem isknown as Kolmogoroff’s criterion ([7, p. 13 and 
p. 1251). The characterization theorem inMoursund’s paper fails tohold in 
certain special c ses. Therefore, the present paper can also be considered as a 
correction to the theory given in [8]. 
1. BASIC NOTATIONS AND DEFINITIONS 
Suppose X is a compact metric space; the distance between two points, 
x and y, of X denoted by d(x, JJ); C(X) is the class of all continuous real 
valued functions defined onX, f is an element ofC(X); P and Q are linear 
subspaces of C(X) of finite dimension. LetR be the class of generalized 
rational functions, namely, 
R ={P/q:PEP,qEQandq>OonX}. 
We suppose that R is not empty. 
It was the idea of Moursund to minimize supZsX j W[x, r(x) -f(x)]\ 
instead ofSUP~.~ 1 r(x) -f(x)1 (ordinary best approximation). The function 
W(x, y) has to satisfy certain conditions i  order that he approximation 
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problem should make sense ([S, p. 435 and 4411). Thus, we assume that 
W(x, JJ) is a function defined for xE X and -co < y < co, with its range in 
the xtended real line, and having the following properties: 
(1 a> en Wk Y> = en Y for all x, y; 
(I b) W(x, v) is monotone nondecreasing in y for all xE X, and if 
IY, I< lY,l> w .h = w yz and I W(x, ~0 < ~0 
then 
I wx, VI)1 < I wx, YJ for all x E X. 
(lc) If g is a continuous real valued function defined onX such that 
supxCX / W[x, g(x)] ) < co, then for every compact subset Y Z X and every 
E > 0, 
2~ I Wx, sWll < max{suyp I WA .d4 + cl!, SFPI Wx, g(x) - ~11). 
A function W(x, y) which satisfies th  above conditions is called a 
generalized w ight function. Some of the well-known approximation 
problems which can be stated interms of generalized weight functions are, 
uniform approximation w thinterpolatory constraints (seeExample 3); one- 
sided uniform approximation; and restricted range approximation. If 
W(x, u) = y we have ordinary uniform approximation. 
Let M(g) = supZGX 1 W[x, g(x)]l. An element Y ER is called anapproxi- 
mation tofif M(r -f) < co. Further, r is called a best approximation o f 
if it is an approximation o f and if M(r -f) < M(r, -f) for every rl E R. 
We remark that in order to deal with the question of existence of a best 
approximation, W(x  JJ) has to satisfy further restrictions (see [16]). In the 
case that W(x, ~1) is continuous, the characterization of a best approximation 
is similar tothat for ordinary best approximation ([ll, p. 8851 and [2, 
p. 1601). 
It is important to notice that property (lb) of W(x, ~1) does not imply 
property (1~). Asa simple example consider X = [0, l] and 
W(X,Y) =Y ify GO, x E [O, 11, 
W(x, y) = y/2 if 1’ > 0, x = 0, 
W(x, y) = (2 - 2x + xy)/2 if y> 0, XE(O,l]. 
This W(x, v) satisfies (la)and (lb), but not (1~). Tosee this, take g = 1 and 
Y = [0, l/2]. Then supZGy / W[x, g(x)]1 = 1 but also, ifj E I < l/2, 
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In ordinary uniform approximation an important role is played by the 
extremals of the rror curve (x) = r(x) -f(x). A more general concept of
extremal point is used in the theory of uniform approximation w thgeneral- 
ized weight functions ([8, p.4431). Let 
U(t, 6) = {x : x E X and d(t, x)==c S}, 
U’(t, 8)= {x : x E X and d(t, x)< S}. 
Suppose e = r -f and M(e) = E < 03. 
(2a) A point E X is called a zero extremal with respect tor and f if 
for every E> 0 and S > 0 there xist points x1 , x2 E U(t, 8) such that 
W[x, e(q) + E] > E and W[x, e(xz) - E] < -E. 
(2b) A point t E X is called a plus extremal with respect to rand f if the 
following twoconditions are atisfied: 
(i) For each Ed > 0 and 6, > 0 there exists a point x1 E U(t, 6,) such 
that W[x, e(xI) + l r] > E. 
(ii) There exist Ed > 0 and 6, > 0 such that xZ E U(t, 8,) implies 
W[x, e(xJ - cZ] > -E. 
(2~) A point  E X is called a minus extremal with respect to rand f if 
the following twoconditions are atisfied: 
(i) For each or > 0 and 6, > 0 there exists a point x1 E U(t, S,) such 
that W[x, e(xl) - EJ < -E. 
(ii) There exist Ed > 0 and 6, > 0 such that x2 E U(t, 6,) implies 
Wx2 ,4x2> + 4 < E. 
We denote by C(r) the set of zero, plus and minus extremals with respect 
to r and,f. The points ofC(r) are called critical points with respect to rand.5 
Observe that 6 C(r) if there exist E > 0, 6 > 0 such that xE U(t, 6) implies 
I Wx, e(x) I’ll < E. 
2. PROPERTIES OF THE SET OF CRITICAL POINTS 
In the proof of the characterization theorem animportant role is played 
by properties of the critical points. Some of these properties are mentioned 
below. 
LEMMA 1. If gE C(X), tE X and for all E> 0, 6 > 0 there exists a point 
x E U(t, 6) such that W[x, g(x) + l ] > 0, then g(t) 3 0. 
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Proof. Suppose g(t) = b < 0. Because ofthe continuity of g there exists 
6, > 0 such that xE U(r, So) implies 
‘F(x) + 60 < 0 (co = -b/2). 
Using (la), we get: there xist 6, > 0 and co > 0 such that xE U(t, So) 
implies W[x, g(x) + q,] < 0. This is a contradiction; hus g(t) < 0 is not 
possible. 
LEMMA 2. lf hE C(X), tE X and for all E> 0, 6 > 0 there exists a point 
x E U(t, 6) such that W[x, h(x) - ~1 < 0 then h(t) < 0. 
The proof of this lemma is similar to that of Lemma 1. Using Lemma 1 
and 2, and definitions (2a), (2b), and (2~) we get 
THEOREM 1. [f r is an approximation o f and t E C(r) then: if tis a zero 
extremal, r(t) = f(t); ift is aplus extremal, r(t) -f(t) 3 0; and ft is aminus 
extremal, r(t) -f(t) < 0. 
For illustrations of thitheorem see the xamples given later. We remark 
that r(t) =f(t) is possible if tis a plus (or minus) extremal nd that 
1 W[t, r(t) -f(t)]1 < E = M(r -f) is possible if t E C(r) (see [17]). 
LEMMA 3. Suppose u E C(X), M(u) = E < q E > 0, 6 > 0, t E X and 
V = U’(t, S/2). Ifj W[x, u(x) f 2~11 < E for xE U(t, S), then 
sup / W[x, u(x) & ~11 < E. 
V 
Proqf: For x E U(t, 8) we have 
-E 6 W[x, u(x) f 2~1 ,( E. (2.1) 
If u(x) - 2~ < h(x) < u(x) + 2.5 for all xE U(t, 8) then, using property 
(lb), (2.1) implies 
I W-G WI I ,< E for all x E U(t, 8). (2.2) 
Put A = X \ U(t, 6); then A and Yare disjoint closed subsets of the compact 
metric space X. Using Ursysohn’s theorem (see [l, p. 741) there exists an
element u EC(X) such that 
v(x) = 0 if xE A; u(x) = 1 if x E V; 
v(x)E[O, I] ifxEX\(AU V). 
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Put h+ = u + EV and h- = u - EV. Then we have for all xE u(t, 6): 
u(x) d h+(x) < u(x) + E and u(x) - E < h-(x) < u(x). 
Because of(2.2) weget hen, for all xE u(t, S), 
I Wx, h+(x)11 < E and I Wx, W@lI B E. 
Using the fact that u(x) = h+(x) = h-(x) for xE A, we get 
M(h+) < co and M(h-) < co. 
Now property (lc) may be applied with Vas Y; and h+ as g. We obtain 
y I Wx, h+b)ll < max{s;p I Wb, h+(x) + ~1, S;P I Wb, h+(x) - ill>. 
Using (2.2) and the definition of h+we get 
SUP I f+'[x, u(x) + ~11 < E. 
V 
In the same way, using lz- instead ofh+, we obtain 
sup / W[x, u(x) - E]I < E. 
” 
With the help of Lemma 3 we are now able to prove atheorem which is 
similar to one given by Moursund (see [8, theorem 4,p. 4421). 
THEOREM 2. If M(r -f) = E < 0~) and t E X \ C(r) then there xist 
E > 0, 6 > 0 and E,, > 0 such that x E U(t, 6) implies 
I W[x, r(x) -f(x) f ~11 < E,, < E. 
Proof. Since t is not a critical point, here exist or> 0 and 6, > 0 such 
that xE u(t, 6,) implies 
I JW, 44 f 41 < E (44 = 4.4 --f(x)), 
that is 
I Wx, 44 f 2~11 < E (e = Q/2). 
Putting 6 = 6,/2, V = V(t, S), and E,, = sup, jW[x, e(x) & ~11, we get, 
using Lemma 3, E,, < E which concludes theproof. 
Making use of Theorem 2, it is now possible to obtain an important 
property of the set C(r), expressed in the following: 
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THEOREM 3. The set C(r) of critical points of an approximation r tof is 
closed. 
The proof can be carried out as in [8, Theorem 6, p. 4431. 
The set of minus extremals (orplus extremals) need not be closed. We
show this by the following example. Suppose X = [-1, l] and consider the 
following generalized weight function: 
W(x, y) = n * y if x = l/n, n = 1, 2,...; 
W(x, y) = y if x # 0 and x # l/n, n = 1, 2,...; 
W(0, y) = 2 + y if y> 0; W(O,y) = 0 ify = 0; 
W(O,y) = -2+y ify<O. 
Let f(x) = x + 1 on X, and let us approximate f bya function which is 
constant on X, using the above generalized weight function W(x, y). A best 
approximation forf is r= 1, with M(r -f) = 1. The point x = 0 is azero 
extremal and the points x,= I/n, for n = 1,2,..., are all minus extremals. 
Thus, the set of minus extremals is not closed inX. 
3. SUFFICIENT AND NECESSARY CONDITIONS FOR BEST APPROXIMATION 
As in the theory of ordinary uniform approximation an important role is 
played by the linear subspaces P + rQ of C(X), where rE R. Such a linear 
subspace onsists of the elements ofC(X) of the form p + rq, where p E P 
and q E Q. In the following theorems weset, as before, e = r -f. 
THEOREM 4. Suppose rE R is an approximation t  f with M(e) = E > 0. 
A suficient condition f rr to be a best approximation s that here xists no
element v E P + rQ with vg 0 and 
u(t) < 0 for every plus extremal t EC(r) with W[t, e(t)] < E; 
v(t) < 0 for every plus extremal t EC(r) with W[t, e(t)] = E; 
v(t) > 0 .for every minus extremal t EC(r) with W[t, e(t)] > -E; (3.1) 
v(t) > 0 for every minus extremal t EC(r) with W[t, e(t)] = -E; 
v(t) = 0 for every zero extremal t EC(r). 
Proof. Suppose r is not a best approximation to J Then there exists a 
better one in R, say, rl = PI/q1 ,so that if e, = r, -f then 
M(e,) -C E. (3.2) 
Put v = ql(rl - r); then vE P + rQ. We show that vsatisfies all the con- 
ditions (3.1). 
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(a) u(t) < 0 for every plus extremal t EC(r) with PV[t, e(t)] < E. 
Suppose v(t) > 0, i.e., rl(t) - r(t) = a > 0. By continuity of rl and r in X, 
there xists 6 > 0 such that xE u(t, S) implies E < rI(x) - r(x), where 
E = a/2. Then rl(x) -f(x) > r(x) -f(x) + E for all xE iY(t, S). Because of
the monotonicity property (lb), this implies: 
w-? 44 - f(x) + 61 d Wb, f&x) -f(x)1 for all x E Yt, S). (3.3) 
Using definition (2b)for aplus extremal, we get hat here xists a point 
x1 E V(r, S) with W[x, e(xI) + ~1 > E. This result, together with (3.3) 
contradict (3.2). Consequently, we must have v(t) < 0. 
(b) u(t) < 0 for every plus extremal t EC(r) with lV[t, e(t)] = E. 
Because M(e,) < E we have W[t, eJt)] < W’[t, e(t)] = E. Using (lb), we
get cl(t) < e(t), i.e., rl(t) < r(t). Since ql(t) > 0, this implies v(t) < 0. 
(c) v(t) 3 0 for every minus extremal t E C(r) with PV[t, e(t)] > -E. 
The proof is similar to that of (a). 
(d) v(t) > 0 for every minus extremal t E C(r) with W[r, e(t)] = -E. 
This is proved using the same method as in (b). 
(e) t(t) = 0 for every zero extremal t E C(r). Suppose v(t) > 0. Using 
the same method as in (a), and definition (2a), wereach acontradiction to 
(3.2). The possibility u(l) < 0 is handled inthe same way as (c), yielding again 
a contradiction to (3.2). 
In the case where W(x, J) = y, the last heorem reduces toa known 
result ([7, p, 1281) because, then, jW[t, e(t)]1 = E for every tG C(r). A 
theorem giving ecessary conditions forbest approximation is only possible 
under some further restrictions. We prove such atheorem using some of the 
ideas suggested by Moursund in [8, pp. 4484491. First weprove alemma 
which will be needed in the proof of Theorem 5. 
LEMMA 4. Suppose E > 0, 6 > 0, t E X, V = U’(t, a/2), u E C(X) and 
M(u) =E< co. 
(3a) vu(x) - 2~ > 0,for all xE U(t, S), then sup, W[x, u(x) - E] < E. 
‘(3b) vu(x) + 2~ < Ofor all xE U(t, S), then inf, W[x, u(x) + E] > -E. 
(3~) If 1 W[x, u(x) f .%]I < E and u(x) - E d h(x) d u(x) + E for all 
x E U(t, a), then sup, (W[x, h(x)][ < E. 
Proof. 
(a) Suppose u(x) - 2~ > 0 for all xE U(t, 6). Let h- be defined asin 
Lemma 3. Then 
0 < h-(x) < u(x) for x E U(t, S), 
u(x) = h-(x) for x E X\ U(t, 6). 
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Consequently, using property (1 b), M(h-) d E. Applying property (lc), with 
g replaced by h-, and Y by V, we get, using (la), 
s”yp W[x, U(X) - E] < max{s;p W[X, u(x)], s;p [x, U(X) - 261). 
Because 0 < U(X) - 2~ < u(x) for all xE V, we get 
sup W[x, u(x) - E] < sup W[X, U(X)] < E. 
V V 
(b) Suppose U(X) + 2~ < 0 for all xE U(t, 6). Defining h+ as in lemma 3, 
we obtain M(h+) < E, and as in (a), 
sup IWb, u(x) + ~11 < SUP I Wx, ~(x>ll < E. 
V V 
Because U(X) < U(X) + E < 0 for all xE V, we get, using property (la), 
in,f W[x, u(x) + ~1 > -E. 
(c) Part (3~) follows immediately from Lemma 3 and property (lb) of 
WC% Y)- 
THEOREM 5. If r = p/q is a best approximation o f with M(r -f) = 
E > 0, and tffor each tE C(r) with r(t) = f (t), there exist constants 6, > 0, 
N > 0, s > 0 (which may depend on t) such that xE U(t, S,), x # t imply 
I Wx, Y>I < N. I Y Ia, (3.4) 
then there exists nov E P + rQ satisfying: 
v(t) < 0 for every plus extremal t E C(r) with e(t) > 0; 
v(t) < 0 for every plus extremal t E C(r) with e(t) = 0; 
v(t) > 0 for every minus extremal t E C(r) with e(t) < 0; (3.5) 
v(t) 3 0 for every minus extremal t E C(r) with e(t) = 0; 
v(t) = 0 for every zero extremal t E C(r). 
Proof Suppose there exists an element v = p,, + rq, EP + rQ satisfying 
(3.5). As in ordinary uniform approximation ([2,p. 1591) weseek aconstant 
k > 0 such that M(r, -f) < E, with rk = (p + kp,)/(q - kg,). Tothis end, 
we show that for each t E X there xist constants 6, > 0, m, > 0 and a 
function E,(t, k)such that if xE U(t, 6,) and k E (0, mt] then 
I Wx, rk - f(x)ll < &(t, 4 -C E. 
640/4/2-2 
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Observe that rk = r + k . o/(q - kq,). Set 
T = yy I @)I; no = yy I qo(x)l; m, = l@$ q(x) > 0. 
(a) Let t be a plus extremal ofC(r) with e(t) = r(t) -f(t) # 0. By 
Theorem 1, e(t) = A > 0; therefore, by (3.9, u(t) = B < 0. By continuity, 
there exist 6,> 0, Sz > 0 such that 
x E w, Sl) implies A/2 < r(x) -f(x), 
x E U(t, S,) implies V(X) < B/2. 
Let S = min(S, , S,), V = U’(t, S/2), 
n, = max{n, , l}, m, = $ ; and Tl = 
1 
Then Tl 2 m,/2 > 0. If we set 
mt = min I 
A . Tl 
2 . T , ml , 1 
then m, : >
for kE (0, mt] and x E V, we have 
rk(x) - f(X) > 4 - k * f > 0. 
1 
Set 
T2 = lxE%yBj 441+ ml . no and E= 
For k E (0, mt] and x E U(t, S), we have 
rk(x) -f(x) ,< r(x) -f(x) - E, 
r(x) -f(x) - 2~ > 0. 
Using (3a) of Lemma 4, with u= e, (3.8) implies 
s;p W[x, r(x) - f(x) - c] < E. 








From (3.6), (3.7), and property (lb) it follows that if xE V and k E (0, m,], 
0 -=c Wb, rk(x) - f (41 G suyp Wx, 44 - ~1. (3.10) 
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Set E,(t, k)= sup, W[x, rk(x) -f(x)] and 6, = S/2. Then (3.9) and (3.10) 
imply 
I W[x, rk(x) -f(x)]1 d E,(t, k)< E for xE U(t, 6,) and k E to, %I. 
(3.11) 
(b) Let t be a minus extremal ofC(r) with e(t) # 0. From Theorem 1
and (3.5) follows, e(t) = A < 0 and u(t) = B > 0. In the same way as in 
(a), using (3b) of Lemma 4, we get, there exist S > 0, mt > 0 and E,(t, k)
such that 
/ W[x, rle(x) -f(x)]] < E,(t, k)< E for xE U(t, St) and k E (0, mt]. 
(3.12) 
(c) Let t be a point of C(r) with e(t) = 0 and v(t) = 0. In this case, 
(3.4) issatisfied. With S = (E/2N)‘l”, 
IYI bS implies I W, u)l < E/2, (3.13) 
for x E U(t, S,), x + t. Because e(t) = 0, there xists 6,> 0 such that 
x E U(t, 6,) implies I e(x)1 < S/2. Let 6, T1 , V and m, be defined asin (a). 
Set 
then xE V and k E (0, mt] imply 
j rdx) - f(x)1 < S/2 + k . g < S. 
Set E,(t, k)= E/2, St = S/2, and note that rt(t) -f(t) = 0. Using (3.13) 
and property (la), wehave 
I W[x, r&j - f(x)1 I < E,(t, k)< E for xE U(t, 6,) and k E (0, ml. 
(3.14) 
(d) Let t be a point of C(r) with e(t) = 0 and u(t) f 0. Suppose that 
u(t) > 0 (the case v(t) < 0 can be handled inthe same way). Then because 
of (3.5), the point is a minus extremal. Definition (2~) implies that here 
exists E > 0 such that 
W[t, e] = W[t, e(t) + c] =c E. (3.15) 
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We proceed now in the same way as in (c), but with 
S . Tl E . T, 
2 . T , ml, 7 
Then, for k E (0, mt] and x E U(t, A), x # t, we have 
I Wx> rlctx) -.&)lI < E/2. (3.16) 
Since, for kE (0, mt], 
0 < rk(t) -f(t) < e(t) + k * f < E, 
1 
we have, using (3.15) and property (lb), 
W, rdt> --f(t)1 < E. (3.17) 
Setting E,(t, k)= max{E/2, W[t, rk(t) -f(t)]} and 6, = 6/2, (3.16) and (3.17) 
imply 
1 W[x, rk(x) -f(x)]1 < E,(t, k)< E for xE U(t, 6,) and k E (0, m,]. 
(3.18) 
(e) Let t E X\C(r). Because t $C(r), there exist 6 > 0 and E > 0 such 
that 
x E U(t, 6) implies jW[x, e(x) f ~11 < E. (3.19) 
Let Tl , Vand m, be defined as in (a). We take now 
I 
Tl mt = min ;‘. T , nll 
If x E U(t, 6) and k E (0, mt] then 
r(x) -f(x) - ‘2 d rk(x) -f(x) < 4.4 -f(x) + 5. 
Set E,(t, k)= sup” jW[x, rlc(x) -f(x)]1 and 6, = 6/2; then, using (3.19) and 
(3~) of Lemma 4, we get 
I W[x, rk(x) -f(x)]1 < E,(t, k)< E for xE U(t, 6,) and k E (0, m,], 
(3.20) 
(f) Conclusion. From (3.11), (3.12), (3.14) (3.18), and(3.20) follows: 
for each tE X there exist constants 6, > 0, m, > 0, and a function E,(t, k)
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such that x E U(t, 8,) and k E (0, mt] imply ) W[x, rk(x) -f(x)]\ <
E,(t, k) < E. The set of neighborhoods U(t, 6,) form an open cover of X. 
Since X is a compact metric space, there xists a finite subcover, say, 
{U(jj ) S,<) : i = 1, 2 )...) p}.
If kr = minlGiG, q and E1 = maxlGiGp Er(ti , k,), then k, > 0 and 
Er < E. For k E (0, k,] and all xE X, we have then 
This means that such rfZ are better approximations to f than r, contradicting 
the hypothesis that ris a best approximation t f. This concludes the proof. 
One can combine Theorems 4and 5, to obtain the following: 
COROLLARY 1. If r is an approximation t  h with M(r -f) = E > 0, 
and if 
6) Wx, Y) sa i j SJi es a condition qf the form (3.4) at each t E C(r) with 
6) = f(f); 
(ii) /IV[t, r(t) -f(t)]1 = E for each t E C(r) with r(t) f f(t); 
then r is a best approximation t  fif and only if there xists nov E P + rQ 
such that (3.5) holds. 
We remark that Theorems 4 and 5 are different from the corresponding 
result in[S, Theorem 10, p. 4471; see also [171. As an illustration of ourresults 
we give two examples. 
EXAMPLE 1. Supposef(x) = x and X = [l/2, 1. Let P be the linear sub- 
space spanned by p(x) = 1, and Q the linear subspace spanned by q(x) = x. 
Then r must be of the form a/x, where 01 is a constant. We want to approx- 
imate f so that r(2) --f(2) > -1. The corresponding generalized w ight 
function W(x, y) = y if x f 2, W(2, y) = y if y > - 1, and W(x, y) = - co 
if y < -1. Consider r(x) = 2/x. The point x1 = l/2 is a plus extremal nd 
x2 = 2 is a minus extremal because W[x, , e(xl)] = M(r -f) = 7/2 and 
W[x, , e(xJ - E] = -00, for each E > 0. It is clear that he approximation 
r(x) == 2/x is a best approximation. This is in agreement with Theorems 4and 
5 because there exists noD E P + rQ (a constant function) such that v(xr) < 0 
and 21(x2) > 0. 
EXAMPLE 2. Letf(x) = (1 + x)/2 and X = [-1, 11. Let us approximate 
f by a rational function of the form r(x) = ax/(b + cx), constrained by 
r(0) -f(O) 3 -l/2. The corresponding generalized weight function 
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W(x,y) =y if x Z 0, W(O,y) =y if y > -l/2, and W(O,y) = -co if 
y < - l/2. Consider r(x) = 4x/(3 - x), for which M(r - f) = 1. The points 
x1 = - 1 and xz = 0 are minus extremals; the point xs = 1 is aplus extremal. 
There xists anelement ZJEP + rQ, namely, v(x) = -x - 8x/(3 - x) such 
that v(l) < 0, v(O) 3 0, ~(-1) > 0. According to Theorem 3, r is not a best 
approximation; indeed, a better one is 
r1(4 = + , with M(r, -f) = l/2. 
4. EQUIVALENT STATEMENTS OF THE CHARACTERIZATION THEOREMS 
It is’possible to give quivalent statements forTheorems 4 and 5, under 
some restrictions on P + rQ and C(r), using methods of the theory of 
ordinary uniform approximation. First we prove alemma, to be used in 
the next heorem. Set Co = {t : t E C(r) and r(t) = f(t)} and 
C’ = {t : t E C(r) and r(t) #f(t)}. 
LEMMA 5. If r is an approximation t  f with M(r -f) = E > 0, and if 
W(x, y) sati:jies a condition of the form (3.4) for every tE Co, then C’ is closed 
in X and not empty. 
Proof. First we prove that C’ is not empty. If C’ were mpty then we 
would have for every tE C(r), W[t, r(t) -f(t)] = 0, because of property 
(la) of W(x, y). For such t, there exist a,, > 0, N > 0, and s > 0 such that 
if / y j < S (where S = (2N/E)-l/“, x E U(t, a,,) and x # t, we have 
j W(x, v)l < E/2 [because of condition (3.4)]. Forevery t E C(r) there exists 
6,, > 0 such that 1r(x) -f(x)] < S for all xE U(t, S,,). Set 6, = min{& , &}; 
then IW[x, r(x) -f(x)]/ < E/2 = do(t) whenever x E U(t, 6,) and x j; t. 
If t $ C(r) then according to Theorem 2 there xist 6, > 0, l t > 0 and 
d,(t) > 0 such that 1W[x, r(x) -f(x) f EJ < d,(t) < E for every x E U(t, 6,). 
Consider now all the neighborhoods U(t,6,) tE X. They form an open cover 
of X. Since X is a compact metric space, there exists a finite subcover, say, 
{U(ti, S,i) : i= 1, 2,...,p}. Put dl = max,,iGs d,(t& then dl < E. It 
follows that 1W[x, r(x) -f(x)]1 < dl for every x E X, i.e., M(r-f) < dl < E. 
This contradicts M(r -f) = E; thus, C’ can not be empty. 
We prove now that C’ is closed. To see this, note that every t E Co is an 
isolated point of C(r). Suppose toE Co is not isolated in C(r). From the con- 
tinuity of rand f in X follows the xistence of 6, > 0 such that xE U(t, 6,) 
implies 1 r(x) -f(x) f S/2 I < S. Set 
6’ = min{6,,,  S } and 
S E=-. 
2 
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Then 
I wx, r(x) -f(x) f El1 d ; for every x E L/(t,r, a’), x# t, .
There xists a point , EC(r) such that 1 EU(t,, , S’j2) and t, # to. Let 
6, = d(t, , tl), the distance between t,and t, in X; then for all xE U(t, 6,) 
we have / W[x, r(x) -f(x) & ~11 < E/2. This contradicts the fact hat 
t, EC(r). Thus, every point of Co is an isolated point of C(r). From this and 
Theorem 3it clearly follows that C’ is closed. 
COROLLARY 2. Set 
and 
C+ = {t : t E C’ and t is aplus extremal) 
C- = {t : t E C’ and t is a minus extremal). 
Then under the conditions of Lemma 5, the sets C+ and C- are closed. 
Proof. Suppose t= lim,,, 2 t.with ti EC+. Using Lemma 5, we have 
c E C’, and, because ofTheorem 1, r(tJ -f(&) > 0. By continuity, 
r(t) -f(t) 2 0. 
Since t EC’, we must have r(t) -f(t) > 0 and, therefore, t is aplus extremal. 
Consequently, C+ isclosed. In the same way we can prove that C- is closed. 
In the rest of this paper we assume: 
(i) P + rQ is a Haar subspace ofdimension k;this means that 0is 
the only function in P + rQ which as k or more zeros in X; 
(ii) The number m of points inCo is at most k - 1; 
[iii) W(x, v) satisfies a condition of the form (3.4) for every t E Co; 
(iv) Co contains only zero extremals andj W[t, r(t) -f(t)]/ = E for 
every t E C’. 
THEOREM 6. If r is abest approximation o f with M(r -f) = E > 0 and 
if the assumptions (i)-(iii) are satisfied then there xist n < k - m + 1 
(distinct) points jEC’, and positive numbers A,, A, ,..., A, such that 
i hj . [r(tj) - f (tj)] * v(tJ = 0 
j=l 
for every 0 E K, (4.1) 
where K = {v : v E P + rQ, and v(t) = 0 if t E CO). 
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Proof. From Theorem 5follows: there exists nov E K with 
v(t) . [f(t) - r(f)1 > 0 for every t E C’. 
Using a Theorem on linear inequalities ([2, p.191) and a Theorem of 
Caratheodory ([2, p. 17]), the result follows. We note, however, that in order 
to be able to apply the Theorem on linear inequalities, h  setC’ must be 
compact. The compactness of C’ follows from Lemma 5 and the compactness 
of X. Note also that he set K is not empty because ofthe conditions (i)
and (ii). 
THEOREM 7. rf’r is an approximation t  f with M(r -f) = E > 0, and if the 
assumptions (i), (ii), (iv) are satisfied, thenr is a best approximation t  f if 
there xist n < k - m + 1 (distinct) points t, , t, ,..., t, in C’, and positive 
numbers A, , h, ,..., A,, such that (4.1) issatisfied. 
Proof. We may assume that cbl hj = 1. Let a(x) be the vector with 
components ai = [f(x) - r(x)] . vi(x), i = 1, 2... p,where (vl ,ve ... u,} 
is a basis for K. Note that p = k - m. Let T = (tj :j = 1, 2... n}and 
Z = {a(t) : tE T}. From (4.1) follows: 0 = x7=, hj . a(tJ; therefore 0 [the 
origin of(real) Euclidean p-space] belongs tothe convex hull of Z. Using 
the above Theorem on linear inequalities and the compactness of Z, we get 
that here exists nov E K with [f(t) - r(t)] . v(t) > 0 for every t E T. There- 
fore, there exists no v E P + rQ which satisfies (3. I), because ofthe conditions 
(iv). According to Theorem 4, r is a best approximation of.
It is possible to combine Theorems 6 and 7, if we suppose that he condi- 
tions (i)-(iv) hold. We state he result as
COROLLARY 3. Suppose r is an approximation t  f with M(r -f) = E > 0 
and suppose the assumptions (i)-(iv) are satisfied. Thenr is a best approximation 
to J’ifand only jf there exist n < k - m + 1 (distinct) points tj EC’, andpositive 
numbers A, , A, ,..., A, such that (4.1) holds. 
This corollary canbe formulated in several equivalent forms if X = [a, b]. 
For these, werefer the reader to[3, pp. 65-701. The situation here and there 
is quite similar, lthough our theory is more general. We mention here just 
two of these equivalent statements. 
COROLLARY 4. Suppose that he conditions f Corollary 3 are satisfied, 
with X = [a, b]. Then r is a best approximation t  f if and only if the origin of
(real) Euclideanp-space is in the convex hull of the set {[r(t) - f(t)] .t” :t E CT'}, 
where t^ = (v,(t) ,..., v,(t)), and{v, ..., us} is any basis of K. 
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COROLLARY 5. Suppose that the conditions of Corollary 3 are satisjed, 
with X = [a, b]. Then r is a best approximation to f if and only if there exist 
in C’ points t, , t2 ,..., t, (n = k - m + 1) satisfying 
sgn([r(tJ -fWl .4) = (-l)i+l w@(h) -f(h)1 . 4) 
for i = 2, 3 ,..., n, where 
V&l> ‘.* ~h(ti-l> v,k+1> *** s(tn> 
%?(t,> ..* ~&-I) %(ti+d ... UJ Di=. . . . 
%7(h) .-* v&,> v,(t,+J *.. L&J
and {u, , v2... u,) is any basis for K (p = k - m). 
We remark that Corollary 5 includes the classical alternation theorem if 
m = 0, because then all Di have the same sign. To illustrate the above results, 
we give two examples. 
EXAMPLE 3. Suppose X = [0,4] and 
f(x) = 
1 
-2 + 2x if x E [0, 21, 
6 - 2x if x E [2, 31, 
-6+2x if x E [3, 41. 
Let us approximate f by a function of the form r(x) = a + bx with r(2) =f(2). 
The corresponding generalized weight function W(x, y) for this problem 
satisfies 
W(x, y) = y if x f 2; W(2,y)=O ify=O; 
W(2,y) = cc ify>O; W(2,y) = -co ify CO. 
A best approximation to f is r(x) = (2 + 2x)/3. We have M(r -f) = 8/3 
and C(r) = (0, 2, 3}, C’ = (0, 3). Put t, = 0, t, = 3. Then if h, = 1 and 
X, = 2, Theorems 6 and 7 can be applied. Take ur(x) = -2 t X; then 
D, = 1, D, = -2, and Corollary 5 is also applicable. 
EXAMPLE 4. Here we illustrate the fact that, in Theorem 7, the condition 
that Co contains only zero-extremals is essential. Let f(x) = x in [0, I], 
f(x) = 2 - x in [I, 21, andf(x) = -2 + x in [2, 31. Let us approximate f 
by a function of the form r(x) = a + bx with r(1) -f( 1) < 0. The cor- 
responding generalized weight function W(x, y) equals y if x # 1, W( 1, y) = y 
if y < 0, and W(1, y) = co if y > 0. Consider rl(x) = 1 in X = [0, 31. Then 
M(r, -f) = 1, C(r,) = {O, 1, 2) and C’ = (0, 2). For tl = 0, t, = 2, 
h, = h, = 1, (4.1) is satisfied. One could try to apply Theorem 7 or 
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Corollary 5 (with Q(X) = 1 - X, D, = -1, D, = 1). The conclusion that 
rl is a best approximation is, however, wrong because r2(x) = l/2 is a better 
approximation. The reason for the unavailability of Theorem 7 and 
Corollary 5 inthis case is that Co contains a plus extremal (t = l), and, thus, 
condition (iv) is not satisfied. 
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