1. Introduction and summary. We suppose that we have M pairs (Yl' Xl) ' (Y 2 , X 2 ),···, (YM'~) such that J our test in this paper, our approach will be that of non-parametric statistics.
The behavior of our test under non-normality of the ei's and fj'S is an area which has not been explored. and T is the total number of quadruples (i, I, j, J) satisfying (1.6) (i.e.)
belonging to 1-1). will be a size-a test of H (disregarding inaccuracies due to the normal approxo imation); the test (1.9) will of course be a conservative test, since var(w) generally will not be as large as Q. Section 5 is concerned with the consistency of the test (1.9).
2. The expectation of w. We now establish (1.7). From (1.1-1.2) and (1. 5) we have (2.1) where
Since the e's and f's are normal and independent, and all have zero means, it follows that V iIjJ is normally distributed with mean (a zmedian (a z :-ay), so tha. We may remark in passing that the relation (1.7) holds even for certain non-normal distributions of the ei's and fj'S. Let us use Fy(e) and FZ(f) to denote tbe cumulative distribution functions of the e's and f's respectively. Suppose tbat Fy(e) and FZ(f) are both symmetric (about 0) and continuous. If two independent random variables are each distributed symmetrically about 0, tben their sum or difference is also distributed symmetrically about O. Hence (f -e) is symmetrically distributed about 0, and V iIjJ is symmetrically distributed about (<lZ -d~), so that ViIjJ bas median (a z -Oy), We thus conclude that (1. 7) holds whenever Fy(e) and Fz(f) are both symmetric about 0 and continuous~with certain trivial exceptions which could occur if there is no density for V iIjJ in the interval between 0 and (a z -Oy) _7.
:;. The variance of w. Next we establish the least upper bound for var (w) when H o is true. In the previous section we found that we could relax the normality assumption somewhat and still be able to prove (1.7); in this section, however, we give a proof of (1.8) which is valid only for the case of normally distributed ei's and fj'S.
It is easily shown {refer to~4, equations , where the first summation is over (i, I, j, J) and the second summation is over
(1 ' , I I, j I, J I ).We have
The 'O's in (3.5) and (3.6) are Kronecker delt~s;
Let us define • If we can demonstrate that , O<T<l , then (3.10) together with (3.8) will be sufficient to establish (1.8).
To prove (3.10), observe first that, if we use the simplified notation , 2 then (for P I: 1) we have
We now show that (3.12) is? O. Because of (1.6b), we know that PiljJ'~IjJ'
Pi'I'j'J"~'I'j'J' are all? 0 (for all quadruples 1ni _ • Therefore P (3.5) and p(2) (3.6) must each be~O~from which it follows that p (3.11) is 0 (for all T~0 < T < 1). Since p~O~the right-hand side of (3.12) is~Os o that
>0
Taking the second derivatives of both sides of (3.3) with respect to T and then applying (3.l3)~we conclude that
F1nally~(3.14) taken together with (3.8) establishes (3.10).
The proof of the bound (1. 8) is thus compJe te. A U-statistic must be of the form .Ll~equation (5.1)_7 ,
where the sUllllllation E' is over all ( : ) sets satisfying 1~"1 < "2 < ... As we already indicated, we will introduce some mild assumptions in order
Assumption 4A. We assume that n -> 00 in such a way that N/M approaches some constant c > O.
Assumption 4B. We assume that there exists a fraction PI > 0 such that, for all (M, N), the number of quadruples (i,I,j,J) satisfying (1.6) is~Pl(~)(~);
i.e., the proportion of potential quadruples belonging to 1-2 is~PI for all n.
Assumption 4c. We assume that there exists a fraction P 2 , 0 < P 2 < 1, and a number e, 0 < e < 1, such that, for all n, the fraction of the T quadruples (i, I, j, J) belonging to 1-2 for which the relations and hold 1s~P 2 ; i.e., (4.7) is satisfied by at least P 2 T quadruples 1ni-2 • It 1s not claimed that these three assumptions are necessarily indispensable to an asymptotic normality proof. However, none of the three appears to be particularly restrictive.
From (4.5) and Assumption 4A we obtain 
11' 11' -
Thus (4.13) tells us that (4.11) will be established (for all T) if we can show that (4.14) as n-> 00
for k= 1, 2. It will suffice to prove (4.14) for k =1, since the proof for k = 2 is analogous. , Y I both negative and its coefficients of Zj' ZJ both positive, thereby ensuring that pel) (3.5) and p (2) (3.6), and hence p (3.4, ,.11), are~0; the fact that p~0 was used 1n proving (3.14).
Restricting the summation 1n (1.4) only to those (1, I, j, J) which belong to 1-1 has certain other effects in addition to providing an important link 1n the proof of (,.14). It 1s not known whether a relation analogous to (1.8) (1.9) could in some situations be more powerful than the hypothetical test based on all ViIJJ's.
The test (1.9) obViously is somewhat more advantageous with respect to calculations than the hypothetical test, since the summations~(}.7) contain fewer terms than would their analogues under the hypothetical test based on all V iIj / s.
We also note that the (i, I, J,J) in 1-1 constitute all the (i, I, j, J)
such that the intervals (Xi' XI) and (W j , W J ) have point(s) in common. However, it does not appear that this effect as such has any consequences.
(iii) It was pointed out that (1.7) holds even for certain non-normal distributions, whereas (1.8) was proved only under the assumption of normality.
It is not known to what extent (}.10) is satisfied for non-normal distributions, but we might conjecture that (3.10) is satisfied for some non-normal distributions but not others.
If this is the case, it might be possible to obtain some number > Q which would be an upper bound on var(w) for a large class of distributions. This providea an area for further investigation.
(iv) It appears that the test (1.9) is not unbiased: note that the probability of rejection when H o is true (although always S 0: approximately) will not be constant, but rather will vary with T.
(v) Only the two-tailed test was discussed in this paper. However, the extension to one-tailed tests is immediate.
(vi) We can obtain confidence bounds on (O:z -ay) associated with the test (1.9). The technique for getting the bounds is similar to the one often used with the ordinary Wilcoxon statistic: we find that value of 6. = (O:z -ay) Which, when subtracted from every V iIjJ in (1.4), will cause the resulting new w to be on the threshhold of significance.
Note that, if it is only desired to test the hypothesis (1.3) and no confidence bounds on 6. are needed, then it is only necessary to compute the numerator of each V iIjJ (1.5) rather than the entire fraction (1.5), inasmuch as However, if confidence bounds on 6. are to be obtained, then the full fractions V iIjJ (1.5) all need to be calculated.
(vii) The performance of the numerical calculations for the test (1.9) is covered in a different report 15_7 in more detail than has been given here. For example, 15_7 points out that, if the formula A different approach to circumventing the evaluation of Q might be to try to obtain a general method for finding some number which is slightly greater than Q but which is much easier to calculate than Q. Such a number could then be used in lieu of Q. To implement this approach would probably require considerable investigation, and it is hard to tell whether the approach could work at all well. 
