Abstract: We show that Tanahashi's argument on best possibility of the grand Furuta inequality has an additional consequence.
Introduction
Throughout the paper each capital letter means a bounded linear operator on a Hilbert space. An operator T is said to be positive semidefinite (denoted by 0 ≤ T ) if 0 ≤ (T ) for all vectors . We write 0 < T if T is positive semidefinite and invertible. The celebrated Löwner-Heinz Theorem says The following result by Tanahashi says that for positive the range + ≤ (1 + ) and 1 ≤ is the best possible. 
Theorem 1.3 ([7]).

Let
Tanahashi showed that the outside powers in this theorem are the best possible. 
The original proof of this theorem in [8] required a lot of elaborate calculations. Yamazaki [9] presented a simplified proof by a fine argument, making use of Theorem 1.2 and Proposition 1.4 among others. Fujii, Matsumoto and Nakamoto [2] improved the argument in [9] .
Result
The aim of this note is to show the following theorem. The technique is totally based on Tanahashi's one in [8] .
Theorem 2.1.
Let 0 < , 0 < , 0 < ≤ 1 and ≤ . Suppose that one of the following conditions is satisfied:
(ii) = < and < 1.
Then there exist operators A and B on R 2 , 0 < B ≤ A, that do not satisfy the inequality (1).
Remark.
(i) If 1 ≤ , 1 ≤ , 0 ≤ ≤ 1 and ≤ , then we have
The following proposition is a particular case of Theorem 1.3 for 0 < < 1 letting = ( + )/(1 + ). It is also a particular case of Theorem 2.1 with = 0 and = 1. Arguments in [2, 9] for simplified proofs of Theorem 1.6 are using results for the case 1 ≤ . They seem to be inapplicable to a proof of Theorem 2.1.
Proof of Theorem 2.1. For the sake of notation and for the readers' convenience, we will repeat the argument of Tanahashi [8] . However, there are some slight differences between the argument of [8] and that of ours, for we put α = 1 − + and ψ = ( − ) + . Roughly speaking, α and α in [8] correspond to α/ψ and α in our context, respectively.
There will be some formulae in [8] which do not appear in the following for no use. We will consider
Then U is unitary and
Assume A and B satisfy the inequality (1). Then
Denote
where
Then it is easy to see that (
, V is unitary and
Write the left-hand matrix as
By using (3) and calculating the determinant, one can show the following inequality (see [8] for details):
We estimate the first order of each term of the inequality (4) with respect to ε and δ. A key point in making use of the inequality (4) is that both estimates of the factor ε 2 in the left-hand side and the factor γ(
in the right-hand side contain a common subfactor ε. After the cancellation of this ε, we will have a contradiction by letting δ = (1 − )ε/( − 1), ε → + 0 and other manipulations. Terms in other factors can be roughly estimated similarly.
In the following, means (ε) or (δ), that is /ε /δ → 0 as ε δ → + 0, and (1) denotes a term such that (1) → 0, as ε δ → + 0. One can establish the following formulae:
So we have the estimate of the most delicate factor in (4) as follows:
The coefficient next to δ/ε is a result of the following calculations:
Now let us write down the coefficient 11 explicitly.
Terms containing as a factor in (5) together give
Terms not containing as a factor in (5) together give
So we have
The estimates of other factors in the inequality (4) are as follows:
Now put δ = (1 − )ε/( − 1), cancel ε in the inequality (4), and let ε → + 0, then we have
and hence 
Then, applying l'Hopital's rule to the right-hand side of (7) Then, letting → 1 + 0, we would have
which is a contradiction.
