Motivation: Affymetrix GeneChip brand arrays require a summarization step in order to combine the information in a probe set into one value representing the expression level of the corresponding gene. Here we present a new summarization method, Distribution Free Weighted (DFW) fold change, that uses the information of fold change but does not make any distributional assumptions for the data.
With the help of microarrays, researchers can measure the expression levels for tens of thousands genes simultaneously. This provides an opportunity for scientists to investigate the relationship between the functions of biological organisms and their genes at a genome-wide level. Of the several types of microarrays, the Affymetrix GeneChip  is the most widely used.
An Affymetrix GeneChip  can contain from six thousand to more than fifty thousand probe sets (genes), depending on the organism and platform. Each gene is interrogated by a set of probe pairs. Usually the number of probe pairs within a probe set is between 11
and 20. For each probe pair, there are two probes. A perfect match (PM) probe is a segment of a gene with a length of 25 nucleotides, which is perfectly complementary to a subsequence for the target mRNA. A mismatch (MM) probe is identical to the corresponding PM probe except that the middle (13th) base is intentionally changed to its
Watson-Crick complement. MM probes were originally designed to measure the background of the corresponding PM probes.
The raw microarray data are usually highly "noisy". Consequently, before any high level analysis, such as gene selection, classification, or clustering, is executed, a series of preprocessing procedures must be performed. These preprocessing steps can profoundly affect the results of high-level analyses. A typical preprocessing procedure consists of three steps: background correction, normalization and summarization, not necessarily in this order. The background correction step is typically done in an attempt to remove nonspecific binding; the normalization step reduces systematic variation between chips and the summarization step generates an expression value for each gene.
In this paper, we focus on the summarization step. There are several summarization methods in common use. The earliest one is the Affymetrix Microarray Suite (MAS 4.0) and later replaced by MAS 5.0 (Affymetrix, 2002) . MAS 4.0 takes the average of the background corrected intensities of PMs within a probe set by removing the smallest and largest values (AvDiff). MAS 5.0 uses 1-step Tukey Biweight method to get a gene expression summary. Model Based Expression Index (MBEI, Li and Wong, 2001a, b) uses a model to estimate the signal based on the original scale. Robust Multi-chip Average (RMA, Irizarry et at., 2003a, b; Bolstad et al., 2003) , uses median polish to obtain a single gene expression value for each probe set based on the logarithm-transformed intensities.
A recently developed summarization procedure, Factor Analysis for Robust Microarray Summarization (FARMS, Hochreiter et al., 2006) , is also a model-based method that uses logarithm-transformed data. Model based methods are heavily dependent on model assumptions, and require estimation of model parameters in order to work. In practice, these assumptions may not be always appropriate for microarray data.
Furthermore, parameter estimation is not an easy task for microarray data. Maximum likelihood procedures are typically unstable, and EM-based algorithms too slow, due to the large amount of data generated by a typical microarray experiment (Bolstad, 2004 (Hochreiter et al., 2006) . For the spikein data sets, "q.frams" performs better; therefore, we use "q.farms" only for comparison throughout this paper. The results show that DFW outperforms other methods when both of sensitivity and specificity are considered.
DFW and the method comparisons are implemented in R (Ihaka and Gentleman, 1996) and Bioconductor (Gentleman, et al., 2004) . Both programs are available at http://www.bioconductor.org.
METHODS
It is known that approximately 30% of MM values are greater than PM values, and this has been found to be true for many Affymetrix platforms (Irizarry, et al., 2003b) . In addition, the PM and MM values for the same transcript are highly correlated with each other, indicating the presence of non-specific hybridization. In other words, even if a target sequence is not perfectly complementary to a probe, it still can hybridize to that probe. Some small target sequences (for example, less than 13 nt), have the capability to hybridize to a PM and the corresponding MM. Non-biological variations can also be introduced during the steps of sample preparation. Furthermore, Li and Wong (2001a, b) found that the hybridization capabilities for PM probes within a probe set are not the same. They termed this difference in behavior the "probe effect".
Since it is true that different probes within the same probe set hybridize with different strengths to the same target, a preprocessing method should take these differences into account. However, for most preprocessing methods, the probe effect for a probe is assumed to be a constant (Li and Wong, 2001a, b) . It is well accepted that there is a linear relationship between the specific hybridization intensity and the concentration of the target mRNA (Lockhart et al., 1996) . Under this assumption, the fold changes (ratios) of the specific hybridization intensities under different conditions from all PM probes within a probe set should be the same. Therefore, by considering the fold changes instead of the intensities, we can avoid the difficulty that comes from the probe effects issue. The spikein data sets are based on this linear relationship assumption (at least we should accept the assumption that there is a linear relationship for log intensity and log concentration) (Lockhart et al., 1996) .
However, we can only estimate the fold changes between experiments based on the observed intensities that contain noise. There are several reasons why the estimated fold changes, even for probe-pairs that are part of the same probe set, are disparate from one another. First, no matter what methods we use, we cannot remove all the background noise. The background noise has a large effect on the estimated fold change, especially when the intensities are low. Second, the effect of nonspecific hybridization is different from probe to probe. Currently, we have no reasonable method to remove nonspecific binding from the observed intensities. Third, some PM probes are not really PM probes of the gene (probe set) assigned although they were thought to be so when the chip was designed (Harbig et al., 2005; Dai et al., 2005) ; this may be due to the lack of the knowledge for that gene at that time. Therefore, each PM probe should not be treated equally.
A good summarization method should not only utilize the information from multiple chips, as RMA, MBEI and FARMS do, but also consider the different qualities of PM probes within a probe set. The new method, DFW, is a multi-chip method and takes advantage of information among arrays. The "hybridization quality" of each PM probe within a probe set is estimated based on the fold change for that probe across all arrays.
The final estimated fold changes are weighted averages by giving larger weights to high quality PM probes.
More specifically, the observed intensities are first logarithm-transformed to obtain the estimated relative (relative to 0) fold changes (on log scale) for each PM probe across arrays. The range (maximum -minimum) of relative fold changes for each PM probe is taken, and the median of the ranges of relative fold changes for PM probes within a probe set is calculated. We denote the median as M. The median-centered difference of the fold change range for PM probe i is denoted by . We denote the maximum absolute value of 's as Max. The weighting function has the following form:
And the final weight for probe i is:
If all the ranges are the same, then each PM probe has the same weight. By using this weighting procedure, we usually give small or zero weights to those PM probes with poor qualities. Here we assess the quality of PM probes across all arrays, as this avoids a common situation where a PM probe may perform well for some arrays or conditions (for example, when the concentrations are high), but has poor behavior for other arrays or conditions.
The expression values (log base 2) of a probe set across arrays are from the weighted relative fold changes that are calculated based on the relative fold changes for each probe and its weight within that probe set. Usually, the differentially expressed genes have larger ranges of fold changes than that of non-differentially expressed genes. Therefore, the standard deviation (SD) of relative fold changes across arrays for a gene provides additional information. Differentially expressed genes would be expected to have larger SD of fold changes than that of non-differentially expressed genes. The DFW summarization method uses information from both the range and SD of fold change. 
Here m and n are positive numbers, and the default values are set to be m=3, n=1 in DFW.
The constant is the minimum value of the weighted relative fold changes before the linear transformation and constant is 0.01 by default. Neither nor C affects the results of the comparisons in the next section.
RESULTS

Data sets
We compare our new method with others by using three publicly available spikein data sets (Dataset A, B and C with three replicates for each) with 3860 probe sets that can be detected as presented (Choe, et al., 2005) . Among the 3860, 1309 have known fold changes from 1.2 to 4 and the remaining 2551 have the same concentrations under both conditions (spikein and control).
Results
The "Affycomp II" competition (http://affycomp.biostat.jhsph.edu; Cope et al, 2004; Irizarry et.al, 2006) , allows comparisons among fifty-four and fifty-five (at the time this paper was prepared) public competition methods based on data sets A and B, respectively.
The competition uses many comparison statistics, but only the various area under the ROC curve (AUC) statistics are not scale-dependent (Hochreiter et al., 2006 Note that this comparison uses 42 spikeins for Dataset B. In Table 2 , we show the results using all of the 64 spikeins for Dataset B (McGee and Chen, 2006) . In addition,
we take into account the fact that some experiments are designed to demonstrate much larger differences between concentrations of the spike-in genes than are others. The AUC was calculated for a cutoff of various numbers of false positives (e.g. the number of false positives is 5 for Table 2) . The values are then standardized so that the area is between 0 and 1. For Dataset C no cutoffs were set since the fold changes for this dataset are usually very small and many spikeins can not be detected as differentially expressed genes for a small number of false positives. Table 2 gives the values for the AUC based on Dataset A when the number of false positives is 5. For all d, the AUC from DFW is 1 while some of the other methods have very small values, especially for small d. Table 3 gives AUC values for d=1 of all methods when the false positives are 2, 5, 10, 20 and 40. The AUC from DFW consistently obtains the best value of 1. Based on Table 2 Table 6 The first two largest values of AUC for each category of spikeins are highlighted in Table 6 . We see that DFW and GCRMA almost always give the highest AUC values.
Usually GCRMA has slightly larger values of the AUC than does DFW. This may be due to the fact that there is no background correction employed in the current implementation of DFW. Dataset C was created to mimic real data as closely as possible; therefore, it is noisier than the Latin Square data sets, and probably requires more background correction and normalization. Only minimal background correction and normalization is required for the Latin Square spikein data sets since they are designed to have little background noise. This is because DFW is not an iterative method. MBEI and FARMS, for example, require iterative algorithms to estimate the necessary model parameters. In the case of the GoldenSpike data, PLIER is faster than DFW. However, DFW is the second-fastest method, and it gives much more accurate results. In addition, it should be noted that MBEI does not always converge, even for the Latin Square data sets, and is particularly unsuitable for the GoldenSpike data set due to the small number of arrays.
CONCLUSION
We have proposed a new nonparametric summarization technique, distribution free weighted fold change based method (DFW). This method is compared with currently commonly used methods, based on the publicly available spikein data sets. Our new method outperforms others when sensitivity and specificity are considered simultaneously. In addition, DFW requires less computational time compared with others.
