Abstract-We present a state reduction method that effectively reduces a two-dimensional Markov model to a one-dimensional Markov model for the performance analysis of a class of concurrent data structure maintenance policies. The reduced model allows the derivation of a closed form expression for the average service time per operation and facilitates the identification of priority allocation functions under which a) the system is stable and b) the service time per operation is minimized. The applicability of the model is exemplified with a binary tree data structure and the conditions under which concurrent maintenance strategies are better than a conventional incremental maintenance strategy are determined.
I. INTRODUCTION HE paper develops a Markov model for analyzing the
T performance and stability behavior of data structure concurrent maintenance policies for those servers that manage resources by maintaining an internal data structure using pointers. The servers accept requests (or operations) for accessing resources from their clients and send back responses based on the information stored in the data structure. A practical example of such servers is the data manager in a database system that maintains data items (e.g., bank accounts) in a disk-resident data structure (e.g., a binary or B-tree) with goals of minimizing the response time of access operations to the data items and ensuring recoverability of the database system in the face of system or media failures [4] . Here, the clients are operations which are served serially by the data manager. The implementation details of the data structure used by the data manager are hidden from the clients.
One approach to structuring such a server is to have two processes, a foreground process and a background process. The former is responsible for interfacing with clients and serving their requests, while the latter maintains the data structure. The service time of the foreground process, and hence the response time perceived by the clients, is improved by delegating the time-consuming task of maintaining the data structure to the background process. For example, if the data structure is a binary tree the foreground process can simply mark a tree node as "deleted" in response to a delete request without removing the node, leaving the task of the actual deletion to the background process. As more and more requests are served, the performance of the foreground process deteriorates and the background process must perform an "upgrade" to the data structure. Systems whose performance deteriorates as additional requests are served are said to be "degradable" [ 141. Their response time improves when they are upgraded. The approach with foregroundlbackground processes was originally suggested by Dijkstra et al. [6] in the specific context of garbage collection. It was implemented in the file server of the Cambridge Ring Network [15] which uses a concurrent garbage collector. Two important issues need to be addressed in designing such systems. The first issue is a framework for systematically developing the programs they use [3] , [6] , [14] . The second important issue is evaluating their performance which is the subject of this paper.
Hickey and Cohen [9] use a fluid approximation model to evaluate the performance of concurrent garbage collection algorithms assuming that the service time per operation is constant. This assumption may not hold in general because of the variability in service time as a result of different levels of degradation. Bastani et al. [2] also use a fluid approximation model to study the stability behavior of a linear list data structure under concurrent maintenance. While service time variability is accounted for by modeling the foreground process's service rate and the background process's maintenance rate as "dynamic functions" of the degradation level of the data structure, their work is primarily concerned with determining the maximum allowable arrival rate so that the system remains stable. Consequently, an implicit assumption in their study is that the maintenance cost of the background process can always be charged to clients as part of their service times. Moreover, the issue of selecting the priorities of the foreground and background processes were not explored in [2] . In [l], Bahaa-El-Din et al. use an M/G/l queuing system to model a pure preemptive concurrent maintenance policy in which the background process is invoked only when the foreground process is idle. A request that arrives while the background process is running causes it to be preempted before completing the maintenance so that the foreground process can immediately serve the request. To work around the problem of mutual dependency between the service time and idle periods, which is difficult to model using an M/G/l queue, a special iterative technique is used to approximate the solution and the background process is assumed to be invoked and run to completion whenever the degradation level of the data structure has reached a threshold limit. Therefore, the preemptive concurrent policy investigated can only be considered as a variation of the periodic maintenance policy Several aspects distinguish this paper from previous work. First, unlike [2], we do not make the assumption that the system is always under a heavy traffic condition, rather we keep track of both the state of the foreground process's queue and the level of degradation in the data structure as they change over time using a two-dimensional Markov model. Thus, the probability that the queue is empty or not (hence the foreground process is idle or busy) can be determined explicitly as a function of the arrival rate. This provides a more precise modeling of the system. For example, consider a priority-based concurrent maintenance policy. If the queue is empty during a period in which a partial maintenance is performed by the background process, then that time should not be charged to a later arriving client as part of its service time. Instead, the cost is eliminated because the server would have stayed idle otherwise. As a result of the partial maintenance, the service time required by the foreground process to service a later arriving customer is decreased. If, on the other hand, the queue is nonempty during the period while a partial maintenance is being performed by the background process, then the maintenance time shall be charged to the clients waiting in the queue even though the time required by the foreground process to service a waiting client is actually decreased. We explicitly take care of these different situations in our model. Second, our model addresses the issue of priority allocation, that is, how the priority should be assigned to the foreground and background processes as a function of the arrival rate to stabilize the system and maximize the average service rate. We note that the stability condition under high traffic [2] is only a special case of the general solution presented here. We also note that determining the optimal priority is conceptually similar to determining the optimal checkpoint interval as a function of system load in a transaction database system that was addressed in [7] , [8] . Lastly, our results are obtained via a state reduction technique that effectively reduces a two-dimensional, namely, population and degradation level, Markov model to a onedimensional @.e,, degradation level only) model that can be solved analytically. State reduction is achieved by coalescing all the states with the same degradation level into a single state. We develop this technique because traditional techniques for reducing the state space of finite Markov chains such as state merging [18] and hierarchical modeling [16] cannot be applied to our two-dimensional Markov model that has an infinite number of states. Alternatively, the two-dimensional model may be solved numerically, but this approach requires truncating the state space in addition to being laborious.
The rest of the paper is organized as follows. Section I1 states the assumptions and notation used in the paper. Section I11 presents a two-dimensional Markov model for describing the behavior of concurrent maintenance policies. It also discusses the state reduction technique for simplifying and PI. solving the Markov model. Using a binary tree data structure as an example, Section IV illustrates the parameterization of the model followed by a comparison of the performance of concurrent and incremental maintenance policies. The design conditions under which concurrent maintenance policies perform better than the incremental policy are identified. Finally, Section V summarizes the paper and outlines some future research areas.
ASSUMPTIONS AND NOTATION
We make the following assumptions regarding the system under study:
Service requests from clients arrive according to a Poisson process with rate A.
The data structure consists of nodes linked together by pointers (e.g., lists, trees, etc.). It supports the operations insert, lookup, update, and delete. We assume that the probability of inserting a new node is equal to the probability of deleting an existing node (i.e., Prob(insert) = Prob(de1ete) = q), resulting in a data structure of an average size R. The number of nodes in excess of R is called the degradation level of the data structure.
The foreground process services a delete operation by searching for the node and marking it "deleted." It services an insert operation by searching for an appropriate location and inserting the node at that location. Thus, the average time required for the foreground process to perform any operation is approximately equal to the time of a search operation. Purging a deleted node (by the background process) is a more time-consuming task since it may involve a reorganization of the data structure. For example, removing a deleted node from a binary tree requires reorganizing the tree structure if the deleted node has two nonempty subtrees. If the data structure is disk-resident, then file reorganization (e.g., compaction [lo] ) may also be required to reduce the disk access time per operation. The foreground process leaves these time-consuming tasks to the background process. Both the foreground process and the background process run on the same processor. The service time (per operation) of the foreground process and the maintenance time (per deleted node) of the background process at degradation level i are exponentially distributed with means l / p i and l/Q?, respectively. These rates are functions of the current degradation level because the nodes marked "deleted" may still be traversed during data structure access. There are two situations in which the processor is exclusively dedicated to one process: a) the foreground process is idle (i.e., no request is in its queue) while the background process is upgrading the data structure, and b) the background process is idle (i.e., the degradation level is zero) while the foreground process is servicing clients' requests. Case a) can be justified by having the foreground process wait for an arriving customer when it is idle, while case b) can be justified by having the background process wait for an upgrade request (from the foreground process) when it is idle. Other than these two situations, the foreground and background processes run concurrently and the CPU is time-sliced between them according to their priorities. Let ai denote the CPU relative priority of the foreground process at degradation level i. ci is given by
where P R I f ( i ) and PRIb(i) are the absolute priority levels of the foreground and background processes at degradation level i, respectively. Thus, with probability oa (ai = 1 -ai) the foreground (background) process runs at degradation level i . In this case, the actual service time (actual maintenance time) of the foreground (background) process per operation (per deleted node) can be obtained by inflating the service (maintenance) rate to account for CPU sharing by the two processes.
In other words, we assume that the service time per operation of the foreground process and the maintenance time per deleted node of the background process are exponentially distributed with means l / a i p i and l/@iI9,, respectively. In general, ai is a function of the degradation level; however, if the priority levels of the foreground and background processes are predetermined, it can be a constant. For example, the pure preemptive policy discussed in [l] is a special case of the prioritybased policy in which ai = 1 for all i since the background process can only upgrade the data structure during periods in which the foreground process is idle and has to release the CPU to the foreground process whenever a request arrives. The symbols defined below are used throughout the paper:
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the customer arrival rate. the service rate of the foreground process using the full capacity of the CPU at degradation level i. the maintenance rate of the background process using the full capacity of the CPU at degradation level i . the probability that a request is an insert operation. q is also the probability that a request is a delete operation. 1 -q, i.e., the probability that an operation is not an insert operation. the average number of nodes in the data structure the degradation level of the data structure (assumed to be equal to the number of nodes in excess of R). the probability that the foreground is idle at degradation level i . 1 -ut, the probability that the foreground process is not idle at degradation level i. the steady state probability that the system is at degradation level i . the CPU relative priority of the foreground process at degradation level i. the CPU relative priority of the background process at degradation level i .
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:
THE MODEL
We use global balance [17] to solve the underlying Markov model that describes the server's behavior under concurrent maintenance policies at the steady state. Since global balance yields one equation per state, it is imperative to reduce the number of components in the state representation to avoid the combinatorial growth in the number of states that would render the technique intractable.
From the problem formulation, the system behavior depends on two quantities, the customer population and the current degradation level. The customer population describes the queueing behavior of the system while the degradation level (i.e., number of nodes in the data structure in excess of R) determines both the service rate of the foreground process and the maintenance rate of the background process. Hence, to exactly model the system dynamics, a Markov model can be used in which the state is defined by these two quantities. The corresponding state diagram is shown in Fig. 1 .
The model is constructed as follows: 1) A customer arrival increments the population, but has no effect on the degradation level. (The vertical transitions at rate X downward.) 2 ) The system will remain at the same degradation level i when the foreground process completes a lookup, update or delete operation which occurs with probability Q = 1 -q and rate p,. (The vertical transitions at rate Qpo upward if the background process is idle or at rate qo2p2 otherwise.) 3) The degradation level i will be incremented by one when the foreground process completes an insert operation which occurs with probability q and rate p,. (The diagonal transitions at rate qpo if the background process is idle or at rate qo,pt otherwise.) 4) The degradation level i will be decremented by one when the background process purges a deleted node.
(The horizontal transitions at rate 19% if the foreground process is idle or at rate @,O, otherwise.)
In the following section, we use a state reduction technique to remove the population from the state representation, yielding a one-dimensional Markov model that can be solved efficiently.
A. The Reduced Markov Model
The two-dimensional Markov model presented above can be reduced by merging all states with the same degradation level, yielding a state diagram in which state i represents the system at degradation level i. The reduced Markov model is shown in Fig. 2 . The transition rates can be explained as follows.
Recall that vi (Vi) denote the probability that the foreground process is idle (not idle respectively) when the degradation level is i . Then, among all states having the same degradation level i, only if the queue is nonempty can the system's ...
... degradation level increase from i to i + 1 after the foreground process completes an insert operation. Thus, in the reduced Markov model the probability that the system makes the transition from state i to state i + 1 is not just q, rather it is the product of two terms: V i , the probability that the foreground process is not idle in state i , and q, the probability that the request serviced is an insert operation. As a result, the overall transition rate from degradation level i to degradation level i + 1 is Piqaipi if the background process is busy (i.e., when i > 0) or V;q,ui otherwise (when i = 0). Similarly, among all states having the same degradation level i , i > 0, the degradation level will be decremented by 1 at rate a;Bi if the foreground process is busy (the probability of which is V i ) , or at rate B i otherwise. Thus, the overall transition rate from state i to state i -1 is
To solve the reduced Markov model, consider the subset of states having the same degradation level i (a column in Fig. 1 ). The transitions between these states reflect the change in queue length. Thus, at a particular degradation level i , the system behavior may be modeled by a birth-death process 1121. All birth rates are equal to A, and all death rates are equal to qaipi. In other words, it can be treated as an M/M/l queueing system. Therefore, Pi can be computed from the utilization of an M/M/1 queuing system [ l l ] with a constant arrival rate A and a constant service rate Qaipi. Thus, for all degradation levels i. we have where oi is the CPU relative priority of the foreground process at degradation level i and a0 = 1.
Note that the reduced model is derived based on the assumption that the system behaves like an M/M/1 at each degradation level. It is easy to see that this assumption is justified for small q values and that the reduced model is asymptotically equivalent to the original two-dimensional model as q + 0. In the extreme case of q = 0, all service requests are either lookup or update. Here, the system remains at degradation level 0 and its behavior can be modeled exactly by an M/M/l queueing system with service rate p0 and arrival rate A.
For a small enough q value (e.g., < 0.25) such that the degradation level changes slowly compared to the change in queue length, the system can reach a local equilibrium [12] with respect to its queue length at each degradation level i , thus it behaves like an M/M/1 queue with service rate @,pi and arrival rate A.
However, in the extreme case of a large q (e.g., 2 0.4), it is unlikely for the system to reach a local equilibrium at each degradation level because the change of degradation level is just as fast as the change of queue length. Therefore, at this extreme case, one should resort to numerical solutions of the original two-dimensional model for a more accurate estimate of the foreground service rate. The reduced model in this extreme case will only give a pessimistic (analytic) estimate of the foreground service rate because it tends to underestimate the probability of foreground-idling periods due to the underlying assumption.
B. Stability Condition of Concurrent Policies
Not surprisingly, the reduced Markov model, shown in Fig. 2 is also a birth-death process! Thus, if the steady state probabilities Pk exist, they are given by
where Pk is the probability that the system is at degradation level IC as the time t + CO. Now, to ensure the existence of the steady state probabilities Pk, it is required that the ergodicity property of the birth-death process be established. We note that the condition for ergodicity is met if there exists some i o such that for all i 2 i o we have If i above is a state such that U; = 1, i.e., X 2 criqpi, then, the above condition reduces to for Pk, we get
The stability of the system is guaranteed, of course, when X -< 1.
(6) fi Conditions ( 2 ) and ( 6 ) identify sufficient conditions under which a priority-based concurrent maintenance policy is stable. When these two conditions are met, the average service time per operation is given by l/,L To give an intuitive interpretation of these two stability conditions, we note that to guarantee a stable system, we have to show that the following two properties are true: a) the average degradation level does not become arbitrarily large as t ---t 03, and, most importantly, b) the average queue size does not grow arbitrarily large as t + 00. Conditions ( 2 ) and ( 6 ) guarantee properties a) and b), respectively.
C. Service Rate Optimization
Having determined the stability conditions, we now consider the problem of optimizing the service rate, i.e., what value of io will maximize the average service rate fi? We know that for i < i o , ai can be set to a maximum value (i.e., 1) to speed up the processing of clients' requests. However, for i 2 i o , oi has to satisfy Condition (2) to guarantee the existence of an average degradation level. The adjustment to ui affects p.
Hence, there exists an optimal io at which the average service rate fi is maximized. The determination of io involves the following tradeoff 1) Processing-time minimization: favored by allocating more CPU time to the background process, that is, the more we allocate the CPU to the background process to upgrade the data structure, the fewer the number of nodes that are traversed by the foreground process to perform an operation and, consequently, the less the processing-time per operation is. 2) Context-switching minimization: favored by reducing CPU switching to the background process so that the foreground process does not suffer long delays while servicing clients' requests. We wish to select an optimal i o that minimizes the processingtime without causing excessive context-switching, or vice versa. To find this optimal i o , we observe that Condition (2) can be interpreted as follows: from state io onwards, the CPU relative priority of the background process (ai, i 2 io) will be adjusted such that the rate at which the background process upgrades the degradation level by 1 (i.e., ui8; + Vi@;Oi) will be greater than the rate at which the foreground process generates a deleted node (i.e., Oiqoipi). Therefore, Condition (2) implies that once i o is selected, the degradation level will tend to stay close to io because the background process can remove deleted nodes faster than they are generated. It follows that selecting a low io value (and thus a low average degradation level) tends to favor processing-time minimization over context-switching minimization because more CPU time has to be allocated to the background process to maintain the average degradation level at a low value. Conversely, selecting a large i o has the opposite favorism. Below we define a basic priority-based policy that satisfies the stability condition (2). Then, we propose two variations of this basic policy, namely, foreground-first and background-first policies. Later in Section IV we will illustrate the effect of the arrival rate on the determination of the optimal io using a binary tree data structure as an example.
The Basic Policy: To satisfy Condition (2) the CPU priority of the foreground process is dynamically adjusted as follows: 
4(i) if
becomes the condition for determining the range of oi for which state i satisfies Condition (2) for all i 2 i o .
Next, we present two policies that are special cases of the basic policy. They have different optimization objectives.
The Foreground-First Policy. One variation of the basic policy is to allocate the CPU to the foreground process as much as possible while Condition (2) is not violated. In this case, a modified version of the function 4(i), denoted by $ f ( i ) , is defined as follows:
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otherwise where the symbol C(z) represents a value that is very close to, but less than z, i.e., 2 -C(z) = E > 0.
The Background-First Policy: Another variation of the basic policy is to allocate the CPU to the background process as much as possible without violating Condition (2). In this case, we can define 4 b ( i ) as follows. otherwise where the symbol g(z) represents a value that is very close to, but greater than z, i.e., G(z) -2 = E > 0.
It should be noted that the foreground-first policy favors context-switching minimization, while the background-first tends to favor processing-time minimization as it tries to allocate the CPU to the background process as much as possible. Below we exemplify the application of these two policies with a binary tree data structure and show that the optimal i o is not a constant for these two policies; rather, it is a function of the arrival rate A. In this section, we present a concurrent algorithm that maintains data records of the form (key, data) in a binary tree data structure. We are interested in determining the value of i o under which the performance of the algorithm is optimized. We also would like to identify the conditions under which this algorithm performs better than a conventional (sequential) incremental algorithm in which each deleted node is immediately purged.
A. A Binary Tree Concurrent Maintenance Algorithm
In the concurrent algorithm, the foreground process services requests, each of which is to insert, lookup, update or delete the data belonging to a particular key. It locks one node at a time as it searches for the requested key until it finds a node n, either containing the requested key (for lookup, update, or delete operations), or containing its in-order successor or predecessor (for insert operations). When node n is found, it remains locked. If the operation is delete, the foreground process simply marks node n, as deleted, and unlocks it. On the other hand, if the operation is insert, the foreground process creates a new node s holding the new record (the space of which is from an Avail record list), insert s as the left or right child of n, and then unlocks node n. For lookuplupdate operations, it performs read/write on node n, and then unlocks it. Note that before a deleted node is physically removed from the binary tree, it may be traversed by the foreground process while performing different operations, thus increasing the time for the foreground process to service a request. The background process physically removes a deleted node as follows. It locks the deleted node's parent p , node n, and, if necessary, some nodes in the subtree rooted at n (see below) in a pre-order fashion. Then it reorganizes the tree rooted at p before it unlocks the nodes. After the reorganization, the space occupied by the deleted node n is added to the Avail record list. The reorganization of the subtree rooted at a deleted node's parent follows a standard deletion algorithm [19] : if the node to be deleted has no children, it is removed without further adjustment to the tree; if the node to be deleted has only one child, its single child can be moved up to take its place; and if the node to be deleted has two subtrees, its in-order successor q takes its place and the right child of q moves up to take the place of q. The last case requires setting locks on some nodes in the subtree rooted at the deleted node. Because reorganization is a time-consuming task, the foreground process leaves it to the background process. To facilitate the task of the background process, an upgrade request is placed in a common area (e.g., a message queue) by the foreground processes after a delete operation. It contains the address of the deleted node's parent so that the background process does not have to search for deleted nodes before it purges them. This provision allows an idling background process to relinquish the CPU as long as the message queue is empty.
B. Parameterization
The following values (obtainable from measurement data) are used to parameterize the concurrent algorithm described the average time required to process one node of the binary tree; the average time of the overhead associated with every operation, e.g., the time required to read a request, to perform initialization, and generate a response; the average time required to allocate or deallocate a record space; the average time (including synchronization overhead) required to lock and unlock one node of the binary tree; a+1; the average number of nodes in the binary tree; the probability of an insert operation; q is also the probability of a delete operation.
as much as possible according to (7) and (lo), i.e.,
Since the average number of nodes to be searched before a randomly requested (key, data) record can be found in approximately log, N for a binary tree with N nodes, the service rate of the foreground process at degradation level z, p;, is given by where the average service time of the foreground process is estimated to be the sum of 1) the time to search for a requested key, m log,(R + i), 2) the overhead time per operation, b, and 3) the time to create a new node, 9, if the operation is an insert operation which occurs with probability q .
To model the maintenance rate of the background process at degradation level i, O,, we observe that if the node to be deleted has at least one empty subtree, then only two nodes need to be processed to reorganize the data structure. On the other hand, if both subtrees are nonempty, then the background process has to find the in-order successor of the deleted node to take its place, a procedure that requires the processing of log2(R + i ) nodes. Thus, if we assume that a deleted node is equally likely to have zero, one or two children, then 8, can be parameterized by where m and 9 in the denominator account for the time to process (including locking and unlocking) and to deallocate a node, respectively.
C. Results
There are two ways to adjust the CPU priority of the 1) The Foreground-First Policy. Without violating Condition (2), the CPU is allocated to the foreground process foreground process. (14) where p, and 8, are given by (12) and (13) .
2) The Background-Fzrst Policy. Without violating Condition (2), the CPU is allocated to the background process as much as possible according to (7) and (ll), i.e.,
; . = { G ( G ) if a 2 a0 and qP% < @t+qPt (15)
where p, and 0, are again given by (12) and (13). as X increases. Below we give an interpretation for Fig. 3 ; a similar interpretation for Fig. 4 can be obtained. For the foreground-first policy, when X is below a low-threshold value,
i.e., X 5 50, fi is insensitive to the selection of io because the arrival rate is so low that the background process can always remove deleted nodes at a rate faster than they are generated by the foreground process, utilizing merely the foreground-idling periods (i.e., periods in which the request queue is empty). In other words, when X is below this low-threshold value, the CPU can be entirely allocated to the foreground process and the system is still stable because the foreground-idling periods are long enough to accommodate all needed maintenance by the background process for all degradation states i in which P, > 0. In terms of the tradeoff between processing-time minimization and context-switching minimization, this is a case in which the former can be realized for free without compromising the latter. An interesting interpretation of this result is that this low-threshold value represents the maximum arrival rate under which the pure preemptive concurrent policy can be used without risking system instability. As X increases, however, the processing-time minimization cannot be achieved without compromising the contextswitching minimization; that is, as the arrival rate becomes greater than the low-threshold value, the background process cannot keep up its pace with the rate at which deleted nodes are generated by the foreground process utilizing the foregroundidling periods only any more. In this case, there exists a state i x for which P,. # 0 and from which state onwards Condition will be violated. To avoid instability, some additional CPU power must be allocated to the background process so that the following assertion becomes true again: for all degradation levels equal to or higher than i * , the background process is again able to purge deleted nodes as fast as they are generated. There are two implications associated with this assertion. First, the assertion is true if and only if i o is selected such that i o 5 z*. Second, when this assertion is true, from the property of the birth-death process we know that the system will tend to stay at low degradation states (most likely at state 0) and, thus, the processing time per operation is destined to be minimized. If i* has a large value (e.g., 186 when X = 51), then, the above question has an affirmative answer since the background process in this case can keep pace with the rate of generating deleted nodes by merely utilizing the foreground-idling periods for all low degradation states j, j < i * . Consequently, both the processing-time and the context-switching per operation will be minimized at low degradation states. Based on the above arguments, i o should be selected such that i o 5 i* to maximize the system performance. Indeed, this is the case at X = 51 in Fig. 3 where we see that b is maximized when i o 5 i* = 186, and decreases as i o > i * . Conversely, if i* is a small number, e.g., 1 when X 2 54, then selecting i o 5 i* implies that some additional CPU power has to be allocated to the background process starting from a low degradation state. In this case, although the system still tends to stay at low degradation states, they may not necessarily represent the most desirable states to the system because even though the processing-time per operation is minimized, context-switching minimization could be greatly compromised in those states. Instead, i o should be selected such that the system will tend to stay at some states in which both the processing-time and context-switching are optimized. Fig. 3 depicts such a selection for i o for the foreground-first policy. It shows that i o decreases as X increases up to a point when the system is under a very heavy traffic situation, that is, after X is greater than a high-threshold value, e.g., X 2 58 in Fig. 3 . After this point, 0, approaches 1 for all i (even if uz = l), and i o is fixed at a small value and is insensitive to further increases in the arrival rate. This insensitivity is attributed to the fact that the background process can utilize little foreground-idling time to upgrade the data structure because the probability of foreground-idling periods is very low when X is greater than this high-threshold value. In other words, this is the high traffic situation in which the queue size is almost nonempty (for all degradation levels) and the optimizing priority allocation function 'will select a small i o value (i.e., 2) to optimize this extreme case.
Note that when X is greater than the high-threshold value, a concurrent maintenance policy also loses its advantages compared with an incremental maintenance policy in which a deleted node is removed on-the-fly. To see that, the average service rate of the incremental policy, btnC, can be computed fhoncurreni -P i n c the overhead time per operation, b, 3) the time to allocate or deallocate a new node, g, if the operation is an insert or a delete operation which occurs with probability 29, and, if the operation is a delete operation which occurs with probability q, then 4) the time to reorganize the binary tree which requires time 2a with probability 213 (when the deleted node has zero or one child) and time a log, R with probability 113 (when the deleted node has 2 children). Fig. 5 compares the performance of the foreground-first and background-first policies against the incremental maintenance policy. As expected, the figure shows that concurrent maintenance policies have a better performance than the incremental policy when the system is not heavily loaded. In this case, unlike the incremental policy in which the maintenance cost is always charged to the customer, the maintenance cost may be eliminated by utilizing the system-idling periods. As the system becomes moderately or heavily loaded, however, the incremental policy begins to perform better than concurrent policies because of the absence of synchronization overhead between the foreground and background processes. This is especially the case when the arrival rate exceeds the highthreshold value, i.e., X > 58, because in this high traffic situation the background process cannot seize foregroundidling periods long enough for performing maintenance. Fig.  5 also shows that in general the background-first policy can perform better than the foreground-first policy.
When X is below the high-threshold value, whether a concurrent policy can perform better than the incremental policy depends strongly on the effects of 1 (the overhead time for locking and unlocking a tree node) and q (the probability that a request is an insert operation). In Fig. 6 we show the difference between the optimized average service rates of the foreground-first and background-first policies (i.e., the ones that use the optimal i o ) and the average service rate of the incremental policy for different values of a l l , that is, the ratio of processing time to locking time (per node). The figure suggests that as I decreases a concurrent policy (either foreground-first or background-first) should perform better than the incremental policy for X below the high-threshold value. Fig. 7 shows the effect of q. When the system load is light the background process can always keep pace with the rate of generating deleted nodes by merely utilizing the foregroundidling periods (e.g., when X < 32), hence a higher value of q will benefit a concurrent policy more because deleted nodes can be purged by the background process without charging any maintenance cost to the clients. However, as the system load increases, the cross-over point after which the background process cannot merely utilize the foreground-idling periods to remove deleted nodes will be reached sooner with a higher value of q because a higher value implies a higher rate of generating deleted nodes by the foreground process for the same arrival rate and the background process must use additional CPU power to maintain the data structure so that the system can remain stable. As a result, the cross-over point beyond which a concurrent policy performs worse than the incremental policy decreases as q increases. This is the case shown in Fig. 7 where for the background-first policy the cross-over point drops from X = 54 to 38 as q increases from 0.2 to 0.4.
It is important to point out that while using a binary tree as an example indicates that under a heavy traffic situation, i.e., when X is greater that the high-threshold value, the incremental policy always outperforms a concurrent policy, this should not be construed as a general conclusion that applies to all concurrent algorithms operating on different data structures. In general, to determine whether or not a concurrent maintenance policy can indeed perform better than the incremental policy, one has to compare (5) with (16) after the optimizing priority allocation function [e.g., (14)] for the concurrent policy is properly identified. The analysis presented in the paper can be used to identify the optimizing priority allocation function for a particular concurrent maintenance algorithm on a case by case basis.
V. CONCLUSIONS
we have proposed a reduced Markov that can be used as a general framework for performing the stability and performance analysis of concurrent maintenance policies for data structures using Using the reduced mode,, we derived stability conditions as well as the optimizing priority allocation functions under which a concurrent algorithm should be designed to maximize the average service rate of the foreground process. The model is applied to a binary tree data structure maintenance algorithm; an interpretation for the behavior of the optimizing priority allocation functions is given; and conditions under which a concurrent maintenance policy may perform better than an incremental maintenance policy are identified.
Some future research areas include a) extending the analysis to other data structures such as hash tables, B-trees, etc., and b) investigating the applicability of the reduced Markov model and the proposed state reduction technique to specific garbage collection algorithms such as those used in the recovery manager (e.g., no-redoho-undo algorithms) of a transactionbased database system.
