Koller and Megiddo introduced the paradigm of constructing compact distributions that satisfy a given set of constraints, and showed how it can be used to eciently derandomize certain types of algorithm. In this paper, we signi cantly extend their results in two ways. First, we show how their approach can be applied to deal with more general expectation constraints. More importantly, we provide the rst parallel (N C) algorithm for constructing a compact distribution that satis es the constraints up to a small relative error. This algorithm deals with constraints over any event that can be veri ed by nite automata, including all independence constraints as well as constraints over events relating to the parity or sum of a certain set of variables. Our construction relies on a new and independently interesting parallel algorithm for converting a solution to a linear system into an almost basic approximate solution to the same system. We use these techniques in the rst NC derandomization of an algorithm for constructing large independent sets in duniform hypergraphs for arbitrary d. We also show how the linear programming perspective suggests new proof techniques which might be useful in general probabilistic analysis.
Introduction
The probabilistic method of proving existence of combinatorial objects has been very successful (see, for example, Spencer Spe87] ). The underlying idea is as follows. Consider a nite set whose elements are classi ed as \good" and \bad." Suppose we wish to prove existence of at least one \good" element within . The proof proceeds by constructing a probability distribution over (i.e., a function : ! 0; 1] such that P x2 (x) = 1) and showing that if we sample from according to this distribution then the probability of picking a good element is positive. Probabilistic proofs often yield randomized algorithms for constructing a good element. In particular, many randomized algorithms are a special case of this technique, where the sample space contains the various sequences of random choices which could be made by the algorithm, and the \good" elements are those sequences of random choices that make the algorithm work in the desired way (such as running quickly or giving the correct output).
It is often desirable to derandomize algorithms. Perhaps the simplest way to do this is to enumerate all of the choice sequences in and try each until we nd the good one guaranteed by the analysis. Unfortunately, the size of is typically exponential in the size of the problem; for example, the sample space of n independent random bits contains 2 n points.
A way around this problem is to make more careful use of the distribution from the analysis. Since we have proven that there is a nonzero probability of a good point, there must be some good point to which assigns a nonzero probability. It therefore sufces to enumerate only those points in S( ) = fx 2 j (x) > 0g; this set is called the support or sample space of , and its cardinality is called the size of the distribution. This approach may let us e ciently derandomize an algorithm by replacing the original distribution with one of \small" (polynomial) size. In order for this procedure to work, the new distribution must agree with the original one to the extent that the correctness proof of the algorithm remains valid.
The correctness proof often relies on certain assumptions about the distribution; that is, the distribution is assumed to satisfy certain constraints. For example, there may be a constraint on the probability of some event Q , i.e., an equality of the form Pr(Q) = , where Pr(Q) def = P x2Q (x) and 0 1. Alternatively, there might be a constraint bounding the expectation or variance of some random variable (function over the sample space). If the new distribution satis es all the constraints that are relied upon by the correctness proof, then the algorithm remains correct using the new distribution; no new analysis is needed.
What properties of a distribution are typically required by correctness proofs? The original distribution is almost always induced by a set of independent random variables X 1 ; : : : ; X n ; the proof of correctness depends on the properties of this independent distribution. In many cases, however, full independence is not necessary. For example, the necessary constraints are often satis ed by a d-wise independent distribution|one satisfying all the independence constraints, asserting that the events of the form X i1 = b i1 ; X i2 = b i2 ; : : : ; X id = b id ] should have the same probability as if the variables were independent.
History
Most previous work in derandomization has focused on constructing small d-wise independent distributions for small d Jof74, Lub86, ABI86, KM94, NN93, AGHP90, AMN92, EGL + 92, BR91, MNN89]. Furthermore, the emphasis has been on constructions in NC, so as to allow a derandomization of parallel algorithms. Most of these works construct a distribution that only approximately satis es some of the required constraints. The early works Jof74, Lub86, ABI86] generate distributions that err on the probabilities Pr(X i = b i ), but precisely satisfy the actual independence constraints such as those on Pr(X i = b i ; X j = b j ). This approach is inherently limited, since it was shown by Chor et al. CGH + 85] that any sample space of n d-wise independent random bits has cardinality (n d=2] ). Karlo and Mansour KM94] extended this result to biased random bits, and showed that, in certain cases, the smallest sample space maintaining dwise independence has size (n d ). Therefore this approach can be used only if the desired d is constant.
These bounds can be circumvented by allowing some error in the independence constraints. In NN93, AGHP90, AMN92, EGL + 92], the probabilities of the relevant events (as described above) are required to be within an additive factor of . The size of the resulting distribution is polynomial in 1= , so that we must choose to be at least 1=poly(n). For d = O(logn), this approach yields a polynomial-size distribution that is nearly d-wise independent (as compared to the lower bound of (n log n ) for truly d-wise independent distributions). However, the probabilities of events involving independence of more than O(log n) bits are swamped by the error factor, so the constraints on their probabilities are meaningless. Thus, this approach is not applicable to cases where we are interested in events relating to more than O(log n) of the variables.
The above approaches all generate a d-wise independent distribution, and then apply it uniformly to any algorithm for which d is an upper bound on the degree of independence required ( BR91] and MNN89] also present a parallel algorithm for searching the support of certain implicitly constructed polylogn-wise independent distributions). In a di erent paradigm, it is possible to directly examine the constraints imposed by a speci c algorithm and possibly even a speci c input, and then construct a distribution to satisfy precisely those constraints. This approach was initiated by Schulman Sch92] and investigated in a more general way by Koller and Megiddo KM93] . Koller and Megiddo viewed constraints as linear equations on variables representing the probabilities of the points in the sample space. This allows them to apply techniques from linear programming to the problem of derandomization. In particular, they show that for any consistent set C of constraints on event probabilities there exists a size j Cj distribution also satisfying C. Their proof is not constructive. However, they then restrict attention to independence constraints, and present a polynomial time construction of smallsize distributions.
The advantage of this approach is that the size of the distribution depends only on the number of constraints actually used. For example, an algorithm may choose edges in a graph by associating a random bit with each edge. An event whose probability may be relevant in analyzing this algorithm is \no edge adjacent to a node v is chosen". Using the other approaches, independence must be enforced among all neighbors of a vertex; the sample space would then grow as 2 where is the maximum node degree. Using KM93], there is only one event per node, resulting in a sample space of size n (the number of nodes in the graph). In this example, the constraints depend on the edge structure of the input graph. This input-dependence is typical of the constraint-based approach. Therefore, unlike most previous constructions, the distribution cannot be precomputed. Furthermore, the inherently sequential nature of the KM93] construction prevents their techniques from being applied to the derandomization of parallel algorithms.
New results
We extend the approach of KM93] in several ways. In Sections 2 and 3, we show that in addition to constraining the probabilities of events, we can also require that certain random variables have the correct expectation (and similarly the correct variance, and other higher moments), and can still construct a small satisfying distribution in polynomial time. All other constructions (including that of KM93]) deal solely with independence constraints; the additional power can be quite important. For example, if we wish to maintain the distribution of the parity of X 1 + +X n , an exponential number of independence constraints are required. (Distributions satisfying parity constraints may be useful for cryptographic purposes Kus93].) Our construction deals with this as a single constraint. Since our sample space is polynomial whenever the number of constraints we wish to satisfy is polynomial, we are able to construct polynomial-size distributions where previous approaches could not.
In addition, we are able to parallelize the construction. In Section 4 we show that for a large class of constraints, it is in fact possible to construct a polynomial-size distribution approximately satisfying the constraints in NC. Our parallel construction is more limited than our sequential one, but still handles a large (though di cult to characterize) class of constraints. If the elements of are thought of as strings (of bits, for example), the class includes all constraints on the probabilities of events that can be recognized by nite automata of polynomial size. 1 This class contains independence constraints, parity constraints, constraints on the sum of the random variables, and so on.
The key to our parallel construction is basis crashing|the process of transforming a given solution to a linear system into a basic solution to the same system. No parallel basis crashing algorithms were known previously. In Section 6 we present the rst parallel 1 The problem of \looking random" to a group of testers has been studied by Nisan Nis90] , who constructs a sample space of size n O(log(n)) that simultaneously satis es the constraints associated with all polynomial size nite automata. It has also been looked at by Blum and Goldreich BG92] , who take a more general look at the relationship between the power of a computational model and the pseudorandom sequences which can \fool" it. algorithm for approximate basis crashing, and use it to construct small distributions approximately satisfying the constraints. Parallel basis crashing is of independent interest and Section 6 can be read independent of the rest of the paper. Indeed, it has other applications. For example, our algorithm dovetails well with an NC algorithm of Luby and Nisan LN93] for nding approximate solutions to positive (packing and covering) linear programs. By applying our algorithm in a postprocessing step, we can arrange for the solution to the linear program to have at most m log 1+o(1) m nonzero components, where m is the number of constraints, while maintaining the same accuracy as the original output of the LN93] algorithm.
The fact that we can construct a distribution in NC allows us to derandomize parallel algorithms.
We apply our techniques to the problem of nding a large independent set in a d-uniform hypergraph. As we mentioned, our parallel construction only approximately satis es the constraints. However, our approximation is signi cantly better than that obtained by the -independence constructions, since it bounds the relative rather than the absolute error in the probabilities of events. That is, for any = (1=n d ), we can construct a polynomial size sample space in which the probability of a constrained event is at most (1 ) times its correct value, rather than within an absolute error of plus or minus its correct value. To gain this power, we give up the ability to deal with all O(logn)-wise independence constraints at once; instead, we approximately satisfy only a polynomial number of constraints. The relative error bound, on the other hand, allows us to avoid the problem encountered by the -independent constructions: our technique can construct distributions meaningfully approximating the probabilities of arbitrarily low probability events.
The approach described here also suggests a new perspective on probabilistic analysis which might be useful in other circumstances. As an example of the use of the perspective, we consider a \sensitivity analysis" of approximately correct distributions. In general, using an approximately correct distribution typically requires a return to the proof to con rm that it still works. In Section 5, we present a theorem showing that this is unnecessary in many cases, if relative errors are used. We consider a general class of correctness proofs which depend only on the probabilities of certain events being correct, and show that such proofs necessarily remain correct if the probabilities of the important events vary slightly (in relative terms) from their correct values. The proof of this theorem uses the duality theory of linear programming, applied to the linear equations induced by constraints. This demonstrates yet again the power inherent in viewing probabilistic constraints in the framework of linear systems.
Constraints as linear equations
As we mentioned in the introduction, Koller and Megiddo KM93] introduced the paradigm of constructing distributions that satisfy only the constraints actually required for the correctness of the algorithm. In this section and the next, we review their results and extend their applicability to a much larger class of constraints. We consider random variables over , i.e., functions from to <. For a distribution and random variable F, E (F) denotes the expectation of F taken over distribution .
De nition 2.1: An expectation constraint over has the form E(F) = , where F is an arbitrary random variable on . A probability distribution over satis es if E (F) = .
In KM93], Koller and Megiddo allowed only probabilistic constraints of the form Pr(Q) = , for Q . This is clearly a special case of our de nition, since we can de ne F to be an indicator variable: F(x) = 1 for x 2 Q and 0 otherwise. In this case, E(F) = Pr(Q).
However, expectation constraints are clearly more general; we can, for example, require that the variance of a certain random variable X take on a certain value by de ning F(x) = (x ? E(X)) 2 .
For the remainder of this section, x C to be a set of m expectation constraints f E(F i ) = i ] : i = 1; : : : ; mg. Furthermore, assume that Pr( ) = 1] 2 C. Koller 
Sequential construction
In the previous section, we described an algorithm that takes a distribution satisfying a given set of constraints, and by basis crashing nds a distribution with a smaller support that still satis es them. But in order to use this algorithm, we must already have a distribution which satis es the constraints with a polynomial-size support; otherwise, our algorithm does not work in polynomial time. Our goal is to construct a distribution directly from the constraints that it must satisfy. As shown in KM93], even the problem of deciding whether a given set of constraints is consistent is NP-hard in general. We can circumvent this problem by requiring that the constraints be consistent with a xed known independent distribution. Let X 1 ; : : : ; X n be discrete random variables with a nite range. We assume for simplicity that X 1 ; : : : ; X n all have the same range f0; : : : ; r ? 1g; our results easily extend to the more general case.
For the remainder of this paper, x a set of values fp kb : k = 1; : : : ; n; b = 0; : : : ; r ? 1g where P r?1 b=0 p kb = 1 for all k and p kb 0 for all k; b. Fix # to be the independent distribution induced by X 1 ; : : : ; X n when these are independent and each X k is distributed as Pr(X k = b) = p kb for all b.
As we said, we wish to satisfy constraints of the form E(F) = , where these are known to be satis ed by #. But then, is necessarily equal to E # (F). This motivates the following de nition:
De nition 3.1: A distribution fools a function F if E (F) = E # (F). It fools an event Q if it fools the indicator function which is 1 on Q and 0 elsewhere. It fools a set of functions if it fools each one.
We can view a set of functions fF 1 ; : : : ; F m g as a set C of constraints on . A function F can also be viewed as an indicator (or measurement) on the sample space, whose value we would like to maintain.
The sequential construction of KM93] works by \derandomizing" one variable X i at a time, using the basis crashing approach of the previous section as a subroutine. We take a similar approach for our more general expectation constraints. This requires that we be able to de ne a distribution over a subset of the variables, so that it satis es a version of the constraints restricted to that subset.
De nition 3.2 :
Given a random variable F(X 1 ; : : : ; X n ), the restriction Xi;::: ;Xj F is a random variable (function) on X i ; : : : ; X j with value E # (F j X i ; : : : ; X j ). That is, % k is constructed as the cross-product of two distributions: k?1 (over X 1 ; : : : ; X k?1 ) and the complete distribution over the single variable X k . It is easy to prove that if k?1 fools X1;::: ;Xk?1 F i , then % k fools X1;::: ;Xk F i . By assumption, k?1 has size m, so jS(% k )j rm. We now use Theorem 2.3 to construct a size m distribution satisfying the same set of constraints. In order to do so, we must be able to write down the constraints on k as a system of linear equations. In general, a distribution over X 1 ; : : : ; X k fools X1;::: ;Xk F i if and only if This induces a system in the required form, which is satis ed by % k . However, to nd a basic solution to this system, we must write it explicitly, so that we need to know the values of the expressions This motivates the following de nition:
De nition 3.3: A conditional expectation oracle for a function F is a procedure that can compute, for any k and any b 1 ; : : : ; b k 2 f0; : : : ; r ? 1g, the conditional expectation E # (F j X 1 = b 1 ; : : : ; X k = b k ).
We therefore assume that each function in C has a conditional expectation oracle. Given this assumption, we can apply Theorem 2.3 to compute the distribution k required for this inductive step. The distribution n that terminates the induction will fool The assumption that we have a conditional expectation oracle for each constraint is clearly crucial to this construction. A similar assumption appears in the method of conditional probabilities ES73] (see also Spe87]). The idea there is to perform a binary search of the sample space for a good point. At step k of the search, the current sample space is split into two halves according to the value of X k (which, for the sake of convenience, is assumed to be binary). The algorithm computes the conditional probability that a good point exists in each half, and then restricts the search to the half where this conditional probability is higher. The method thus also requires an oracle for computing conditional probabilities given values for a certain subset of the variables. Since conditional probabilities are a special case of conditional expectations, this is a special case of our approach. That is, if we de ne F(b 1 ; : : : ; b n ) to be 1 if (b 1 ; : : : ; b n ) is good and 0 otherwise, our algorithm will also essentially conduct a binary search for a good point. However, our method can also be applied to cases where we cannot compute the probability of a good point. In particular, the conditional probability that a good point exists might involve complex computations. We might, however, be able to prove that this probability is sufciently large, given that certain constraints hold. If the conditional expectations of these constraints are easy to compute, we can use our technique to construct a small sample space guaranteed to contain a good point. Hence, we can view our approach as a hybrid between the method of conditional probabilities and the methods relying on partial independence, described in the introduction. We construct a sample space precisely satisfying only the desired independence constraints; conditional expectations are used to nd, not a single good point, but a set of points that form the support for an appropriate distribution.
Parallel construction
The above construction seems inherently sequential for two reasons. First, the algorithm only adds one variable at a time to the sample space we are constructing, thus requiring n iterations. More importantly, at each iteration it needs to reduce the support of the intermediate distribution. This stage relies intrinsically on the process of basis crashing, a problem for which no parallel algorithms are known. Nevertheless, we show that is possible to circumvent both these obstacles, and construct small distributions in NC.
We begin by addressing the rst obstacle. For ease of presentation, we assume for now that we have an NC function ReduceSupport that takes a distribution fooling certain functions and outputs a polynomial size distribution that fools the same functions (recall that a function is fooled if it has the same expectation over the new distribution).
There is now an apparently straightforward parallelization of our sequential construction: In our sequential construction of Section 3, the auxiliary distribution %`over the variables X 1 ; : : : ; X`is constructed as the cross-product of two distributions: `?1 over the variables X 1 ; : : : ; X`? 1 and the independent distribution over the single variable X`. Instead we let g = d l+h 2 e and construct a distribution % over the variables X l ; : : : ; X h as the crossproduct of a distribution 0 over X l ; : : : ; X g and a distribution 00 over X g+1 ; : : : ; X h . These smaller distributions 0 ; 00 are constructed recursively. We will then use the ReduceSupport algorithm, as before, to construct a smaller distribution satisfying the same constraints as %. That is, the new distribution will be constructed so as to satisfy Unfortunately, this construction is not as powerful as the one from Section 3. It is quite possible that 0 fools Xl:::Xg (F) and 00 fools Xg+1:::Xh (F), while % does not fool Xl:::Xh (F). Consider, for example, the sample space on two unbiased independent bits X 1 and X 2 , and let F be the parity function. Let 0 (1) = 00 (1) = 1, in other words take two subdistributions (on X 1 and X 2 respectively) which assign value 1 with probability 1. Then 0 fools X1 (F), since if X 2 is an unbiased random bit then the parity of X 1 X 2 has the right distribution regardless of the distribution of X 1 . Similarly, 00 fools X2 (F). However, the crossproduct of these two distribution assigns 1 to each of X 1 and X 2 with probability 1 and therefore gives the wrong distribution on F.
In the full paper, we investigate the di culties further and provide a description of a general class of functions that do compose properly. For the purposes of this abstract, we restrict attention to a simpler class of functions. Consider the case where X 1 ; : : : ; X n are random variables taking values over some domain D (above we took D to be f0; : : : ; r ? 1g), and the sample space is de ned to be D n . Now, a point in can be thought of as a string over the alphabet D. This allows the following de nition.
De nition 4.1: A regular function F over the sample space is a function induced by a deterministicnite automaton with polynomially many labeled states, such that the label of the nal state on input b 1 ; : : : ; b n encodes the value of F on that sample point. A distribution fools a regular function F if the distribution of F is as it would be if the input were drawn >from the independent distribution #.
This de nition of fooling seems to clash somehwat with the previous one as it constrains the distribution of a function rather than its expectation. However, the two de nitions are equivalent: we can constrain the distribution of nal states in the automaton by constraining polynomially many indicator functions which identify the nal state, and we can have certainly constrained the expectation of a regular function if we succeed in constraining the distribution.
It is important to note that the problem of deciding whether certain variables have taken on certain xed values can be decided by a nite automaton. Thus, the class of constraints on regular functions contains the class of independence constraints. Hence, our results in this section provide a parallel construction that works in all cases covered by the results of KM93]. Furthermore, it covers a large number of other interesting cases, such as parity, sum modulo k, and threshold functions.
Theorem 4.2 : Given an NC implementation of ReduceSupport, it is possible to construct in NC a polynomial size distribution which fools a set C of regular functions.
Proof: Intuitively, our construction fools the events that a random substring causes a transition between any given pair of states. More formally, x attention on one particular regular function F with a corresponding automaton M on states fs i g. We show how to construct a distribution fooling F; rather than doing this directly, we construct a distribution that fools the transition probabilities of the automaton M. Let If we then run ReduceSupport with this set of constraints, the resulting distribution will also fool these transition events, thus maintaining the inductive hypothesis. It follows that under the nal distribution over X 1 ; : : : ; X n , if s 0 is the start state of the automaton, then the probability that any particular state s k is the nal state, namely Pr s 0 X1 Xn ?????! s k ], has the correct value. Hence, the probability that the regular function takes on any particular value is also correct. This result rests entirely on the assumption that we have an NC implementation of ReduceSupport. How can we reduce the support of a distribution in parallel? The main technique we use is random sampling. To explain the basic intuition, we give the following simpli ed algorithm. Suppose we have a distribution satisfying certain constraints Pr Q i ] = i . Take k random samples from this distribution, yielding a multiset S. Construct a new distribution 0 by assigning probability 1=k to each element of S. The expected size of S\Q i is k i . Indeed, so long as k >> 1=( 2 i ), the size of S \ Q i is in the range (1 )k i with high probability (by the Cherno bound). It follows that Pr 0 (Q i ) 2 (1 ) i .
There are three main barriers to using this naive algorithm as our NC implementation of ReduceSupport. The rst is that it requires a very large number of samples if i is small. We can compensate for this by sampling more often from points inside low-probability events. The second is that there is no point using a randomized algorithm as a subroutine in a derandomization procedure. We therefore \derandomize" our derandomization routine using the deterministic lattice approximation techniques developed by MNN89]. Finally, the distribution 0 does not satisfy the constraints precisely, but only approximately. While our techniques do not allow us to solve this problem, it turns out that this is not a barrier to using our approach for derandomization (see Section 5): \almost" satisfying the constraints is usually good enough.
De nition 4.3: A distribution -fools a function F if E (F) 2 (1 )E # (F).
In Section 6, we describe a derandomized algorithm for approximate basis crashing, based on the ideas described above. As a corollary to Theorem 6 below, we obtain the following parallel but approximate analogue to Theorem 2.3. In order to complete the parallelization of our construction, we combine Corollary 4.4 with the recursive construction on which Theorem 4.2 is based. It is easy to verify that the errors accumulate in a straightforward way, so that by taking = n p lg m we achieve the following result: Theorem 4.5: There exists an NC algorithm that, given a set C of regular functions, constructs a distribution that -fools all the F i in C and such that jS( )j mn 2+o(1) = 2 .
We therefore obtain an NC algorithm for constructing a polynomial size distribution approximately fooling any polynomial set of regular functions. Furthermore, as we have observed, this is the only construction where the approximation is in the form of a relative error rather than an absolute one, even for the simple case of independence constraints.
Algorithmic applications
In this section, we demonstrate how the techniques of this paper can be used to derandomize algorithms. For illustration, we use the example of nding large independent sets in sparse hypergraphs. The problem description and the randomized algorithm for its solution are taken from ABI86]. The analysis of the problem in terms of constraints is taken from KM93]. We derandomize the algorithm, thus producing what is, to the best of our knowledge, the rst NC algorithm that completely solves the problem. We then show how our linear system formulation can be used to prove interesting results about the applicability of approximate distributions in derandomization, an important issue given the prevalence of approximate distributions in present derandomization techniques.
A d-uniform hypergraph is a pair H = (V; E) where V = fv 1 ; : : : ; v n g is a set of vertices and E = fE 1 ; : : : ; E m g is a collection of subsets of V , each of cardinality d, that are called edges. A subset U V is said to be independent if it contains no edge. The following algorithm, due to Alon, Babai, and Itai, randomly constructs an independent set in H. First, the algorithm constructs a random subset R of V by putting each v i in R with probability p. In the second phase, it transforms R into an independent set U as follows: For each edge E j 2 E such that E j R it removes from R some arbitrary vertex v i 2 E j .
Alon, Babai, and Itai prove that this algorithm nds a \large" independent set with \high" probability. Intuitively, the proof is as follows. For each vertex v i 2 V , let X i be the random variable that equals 1 if v i 2 R and 0 otherwise. The cardinality of R is X = P n i=1 X i , so we can compute E(X). If the X i 's are pairwise independent, then we can also compute the variance of X, and then use Chebychev's inequality to prove that, with high probability, X is near its expectation. We then prove that in the second phase of the algorithm, not too many vertices are removed from R in forming U. That part of the proof is based on the fact that Pr(E j R) = Pr( X i = 1 for all i 2 E j ]) = p d , so that not too many edges cause the removal of a vertex. These two steps su ce to show that the resulting set U is large with high probability.
Alon, Babai, and Itai provide an NC algorithm for this problem by constructing a joint distribution of d-wise independent variables X i . This technique is e ective only for constant d. The results of BR91] and MNN89] provide an NC algorithm for d = O(polylog n). However, they still maintain the general approach of searching the sample space of an almost d-wise independent distribution. Hence, this approach cannot be pushed any further in NC. The paradigm of looking only at the precise constraints imposed by the algorithm is crucial for making further progress. In KM93], Koller and Megiddo observe that d-wise independence, although su cient for the analysis, is almost entirely redundant. Taking a close look, it is easy to see that far fewer constraints are actually required. As we mentioned, pairwise independence su ces for bounding the variance. Using the constraint-based approach, this requirement is equivalent to fooling the 4 ? n 2 events of the form X i1 = b 1 ; X i2 = b 2 ]. For the argument concerning Pr(E j R), we are interested only in the probability of the event \all the vertices in E j are in R". Hence, it su ces to fool the event X i = 1 for all i 2 E j ].
That is, we only require a single constraint for each edge, as compared to the 2 d imposed by d-wise independence. Overall, this induces 4 ? n 2 + m constraints, independently of d.
Our new techniques can improve this still further. Using expectation constraints, rather than enforcing pairwise independence, we simply enforce a constraint saying that the variance and mean of X must be correct. Since it is easy to construct expectation oracles for X and (X ? E(X)) 2 , we can reduce the number of constraints needed to m + 2. This in turn shrinks the linear systems which we must solve and thus improves the e ciency of the sequential derandomization of KM93]. We can also apply our parallel techniques to the problem. Using Theorem 4.5, we can construct a distribution with a small support that approximately satis es these constraints. It is easy to see that the approximation does not a ect the correctness of the algorithm. (In fact, most previous derandomizations of this algorithm were also based on approximate distributions.) Thus, we can prove the following result: In the sequential derandomization of the hypergraph algorithm, we constructed a distribution that exactly satis es the desired constraints. In the parallel version, however, we could only construct a distribution that approximately satis es the constraints. This is a typical phenomenon with many of the derandomization techniques, especially the parallel ones. In such a situation, it is necessary to reexamine the correctness proof of the algorithm under consideration and verify that it remains true for approximate distributions. In the case of the hypergraph algorithm, it is easy to verify that approximate distributions are indeed sucient. However, in general this is work we would like to avoid. As we now show, when the approximate distribution has a small relative error, this is often possible. More precisely, a correctness proof for exact distributions immediately implies correctness for approximate distributions with relative error. We consider the following common form of correctness proof.
A certain family of \bad" events fB i g is analyzed,
and it is proved, based on the probabilities of these bad events, that the algorithm works with probability . We also need to assume that the bad events B i do not cover the entire sample space. Note that, even with these restrictions, this result is stronger than the claim that Pr( i B i ) changes by only a small factor. It is not necessarily the case that the algorithm succeeds i no bad event occurs. For example, it may su ce that a majority of the bad events do not happen.
Theorem 5.2: Consider any algorithm, and suppose that for any distribution over which assigns probability at most b i to each of several \bad" events B i , the algorithm fails with probability at most . Suppose further that contains a good point g = 2 B i . Then for any distribution which assigns probability at most (1 + )b i to each B i , the probability that the algorithm fails is at most (1 + ) .
Proof: Consider the sample space . Some of the points in cause the algorithm to fail when they are selected. This subset is not changed by the choice of distribution on . We can de ne an indicator vectorc in < describing these failure points: a particular coordinate has a 1 when the corresponding point causes failure and a 0 when it does not. We also dene a matrix A and a vectorb that correspond to the events B i and their probabilities (as well as a constraint asserting that P i x i 1). Using the hypotheses of the theorem we observe that whenever Ax b , it is the case thatc Tx . This can be , so that the value of the second dual (and also of the second primal) is at most (1+ ) . But this is precisely the failure probability of the algorithm under the new, approximated constraints. We observe that there are alternative ways to prove this theorem. In particular, it is possible to give a proof based on standard probabilistic arguments. 2 However, the linear-system view of derandomization provides a completely di erent perspective on this problem, one which allows us to utilize general and powerful techniques such as linear programming duality and sensitivity analysis. We hope that these techniques will turn out to be useful in proving other results in this domain.
Approximate basis crashing
As we mentioned, the problem of reducing the support of a distribution is closely related to the problem of basis crashing. Unfortunately, the latter problem seems to be inherently sequential, and may well be Pcomplete (the problem is currently open). In this section, we introduce the problem of approximate basis crashing, and present a (de)randomized parallel algorithm for solving it. To the best of our knowledge, this is the rst known parallel algorithm for any variant of basis crashing.
Consider an m h matrix A that contains only nonnegative coe cients, a vectorỹ 2 IR h + , and a vector b 2 IR m + , such that Aỹ =b. Given these inputs, our algorithm constructs another nonnegative solutionz to the same linear system which is approximate in two ways. First, it is not a true solution to the system, in that it only approximately satis es the constraints. Given an error parameter , it achieves a relative error of O( 0:5?o(1) p log m) times the correct value. Picking to be 1=m c , we obtain an arbitrarily small polynomial relative error. Second, our solution is not actually \basic": its support has size m= +o(m= ), which makes it small (polynomial size for = 1=m c ) but not basic. Our technique extends to basis crashing for packing problems|positive linear programs with an objective function. We use our approximate basis crashing algorithm on an optimal but nonbasic solution. The result will be approximately basic and approximately feasible, and can be made feasible by rounding down in such a way that the objective value remains almost optimal (see Theorem 6.2).
Our approach uses the same idea of random sampling described in Section 4. For each variable in the support, we randomly select whether to eliminate it from the support (by giving it a value of 0) or to keep it in. More precisely, for each column j, we set z j to be y j =q j with probability q j and 0 otherwise. Each z j is a random variable whose expected value is y j . Hence, the expected value of B i = P j a ij z j is b i for each i. However, this does not su ce for our purposes. In order for this construction to be useful, and particularly to derandomize it, we actually need B i to be close to b i with high probability. We guarantee this by an appropriate choice of the values q j . Our goal is to make each q j as small as possible since this minimizes the expected number of selected indices. However, if q j is very small, then z j , which can take a value of y j =q j , can become large enough to cause large deviations of B i from its expected value b i . This is prevented by ensuring that a ij y j =q j does not a ect B i by more than a fraction of of its expectation: i.e., a ij Since every point is owned by some i, the expected number of variables selected is at most m= . It is fairly straightforward to verify that the number of variables selected is close to its expectation with high probability. Similarly, by a Cherno -type bound, since the maximumvalue of each z i is only a -fraction of the expected value of B i , the constraints are approximately satis ed with high probability. We omit these proofs >from this abstract, since we are actually interested in the derandomized version of this construction. The derandomization of this construction is based on the lattice approximation techniques of Motwani, Naor, and Naor MNN89]. The lattice approximation algorithm takes as input an m h matrix C, with each entry c ij 2 0; 1]; a vectorr 2 0; 1] h ; and a vectord 2 IR m such that Cr =d. It produces as output a vectors 2 f0; 1g h such that kCs ?dk 1 is \small".
If we assign c ij = a ij y j =q j andd =b, the solution to the corresponding lattice approximation problem is precisely a derandomization of our construction above.
The NC lattice approximation algorithm of MNN89] allows us to derandomize our construction in NC (after appropriate transformation and rescaling of C). This theorem is the foundation for the parallel support reduction procedure used in Section 4, and hence for our entire parallel construction of small distribution. However, it also has additional applications. 
Conclusion
Building on the work of KM93], we have further explored the problem of constructing small-size distributions by tailoring them to the speci c needs of the algorithm and input at hand. We have extended the kinds of constraints which can be satis ed and have also given the rst parallel algorithm for such a construction. One natural goal here is to further extend the class of constraints which can be maintained. We have already given methods for foolingnite automata; can we extend these techniques to fooling larger language classes such as logspace (two way nite automata)? Further investigation of the connection between our results and those of Nis90, BG92] seems warranted. Another goal is to examine those randomized parallel algorithms which have so far resisted derandomization, and attempt to apply the techniques developed here. Since present proofs of correctness for parallel solutions to maximum matching KUW86, MVV87] appear to rely on exponentially many constraints, this will of course require a reexamination of the proofs used or a development of new randomized algorithms for the problem.
The approach of Koller and Megiddo utilized basis crashing for reducing the support of the distribution. Motivated by the desire to parallelize their construction, we have developed a new approximate basis crashing algorithm. This is a signi cant contribution of independent interest, since, to our knowledge, there are no parallel algorithms for any type of signi cant support reduction. On the other hand, Megiddo Meg94] has observed that the \base case" of basis crashing is as hard as the entire problem. More precisely, he provides an NC-reduction of the general support-reduction problem to the problem of constructing a truly basic solution from one whose support has twice the number of basic variables. \Real" basis crashing is known to have numerous applications in optimization problems such as scheduling and matching. It is quite possible that approximate basis crashing will also be useful in applications other than constructing small distributions.
Finally, this work illustrates yet again the power of viewing probabilistic constraints as linear equations over the probability space. In particular, this paradigm allows us to appeal to powerful techniques such a basis crashing and linear programming duality in constructing small distributions. For example, the use of duality has let us prove a \metatheorem" about the situations in which one can use distributions only approximately satisfying the probabilistic constraints used by a proof and still be sure that the proof remains correct. We hope that this di erent perspective will prove useful in solving other, similar problems.
