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 要  旨 
1. 背景と目的 
 計算や言語理解といった情報処理を脳が行う際, 短いスパンで情報を保持する機能であるワー
キングメモリは, 1960 年代認知心理学の分野で提唱され, 今日の脳神経科学においても主要な研究
課題となっている.  
 しかし, その神経学的なメカニズムにはいまだに多くの謎が残されている. 本研究の目的はこの
ワーキングメモリに関する具体的な神経機構をニューラルネットワークによるシミュレーション
で解き明かすことにある.  
2. 先行研究とモデル 
 Freedman らがマカクザルを対象として行ったカテゴリー一
致不一致タスクをもとにシミュレーションを行った[1].  
このタスクでは連続して提示される画像のカテゴリーの比較
し, それらのカテゴリーが一致しているのか不一致なのかを判
断するもので, カテゴリーの比較の際にワーキングメモリが用
いられることになる.  
反回層とリカレント層, 判断層からなる前頭前野(PFC)のモ
デルを作成した(図 1). この層内結合を機械学習におけるリカ
レントニューラルネットワーク(RNN)の学習則である BPTT
法を用いることで複数チャンクを認識可能なネットワークを実
現した.  
 
図 1 モデルの概要 
3. 結果 
 本モデルで提示カテゴリーの一致不一致を識別す
ることができた(図 3).  
 さらに, 多チャンク・多カテゴリー課題に対する内
部の結合の変化やリカレント層の発火表現の主成分
解析による解析から, 層内結合を持つリカレント層
は, 与えられたタスクに関係なく, すべての時系列パ
ターンを平等に認識するようになることが明らかに
なった.  
 
図 2 各層で観測された 
そこで学習後のリカレント層を用いて, カテゴリー一致不一致タスクとは異なるタスクである
N バック課題をリカレント層を学習せずに, 判断層のみを学習させることで課した. 
すると, 90%以上の正答率で課題を実行することが可能であった.  
 この結果から, ワーキングメモリは反回層とリカレント層の 2 層の働きによって時系列情報を
保持, 認識しており, 関連する概念の情報を保持するワーキングメモリを異なるタスクで使いまわ
されていると考えられる.  
 
[1]D. J. Freedman et al. “A Comparison ofPrimate Prefrontal and Inferior Temporal Cortices during Visual Categorization,” 
J. Neurosci., vol.23, no.12, pp. 5235–5246, 2003 
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1 序論 
 
人の脳中で情報処理がなされる際, 短期記憶よりも短いスパンで情報を保持する機能で
あるワーキングメモリは, 1960 年以降, 盛んに議論され続けてきた. 当初, このワーキング
メモリという用語が用いられたのは認知心理学に関する研究[1]であったが, 現在に至るま
でに様々な分野で研究がすすめられ, 脳神経科学においても主要な研究課題となっている. 
例年, 国内外でワーキングメモリに関する書籍が出版され[2], 多くの人々に読まれている
ことからも, ワーキングメモリがいかに注目されているかがわかる.  
 
このように学術界内外で一般的な用語であるワーキングメモリであるが, その神経学的
なメカニズムにはいまだに多くの謎が残されている. そこで, 本研究の目的はワーキング
メモリの持つ神経機構をニューラルネットワークによるシミュレーションによって解き明
かすことにある. 人がワーキングメモリによって情報を保持する仕組みが解明されること
で, 教育の効率化や脳疾患の治療法の発展に役立てられると考えられており, 神経機構に
関するシミュレーションが必要性は高い[3].  
 
現在考えられているメカニズムであるが, 観測方法としてこれまで使用されてきた電気
生理学的な計測法に加え, 光イメージング法や fMRI[4], fNIRS といった解析方法の発達に
よって, 情報保持時の神経活動として得られたデータが増加したことで, 大きく分けて二
つの説が唱えられようになった[5].  
 
一つは, 遅延発火と呼ばれる情報を表現する発火を特殊な神経回路によって一時的に持
続させることでワーキングメモリとしての機能を実現するという機構である. この神経回
路モデルは電気生理学的な計測法によって得られた神経細胞の膜電位データを根拠とする
もので, 以前からワーキングメモリの神経機構として研究がなされてきた[6].  
 
一方で, 遅延発火は存在せず short-term synaptic plasticity（STSP）[7]といったシナプスが
持つ可塑性を利用することで, 数秒の間シナプス前ニューロンの出力をコントロールし , 
情報を保持するというモデルも提案されている. この考え方は遅延発火を数秒間持続させ
ると, 結合間の化学的なコストがかかりすぎるのではないか批判をふまえたものである . 
さらに, fMRI を用いて観測されたデータから発火の持続は均一ではなく一時的に衰退する
ことを根拠としている[8][9].  
 
本研究室では後者のモデルを用いたワーキングメモリの研究も進められており, すでに
結果も出ている[10]. しかし, 私はワーキングメモリが持つ能動的な機能[2]を実現するには
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前者のニューロン間の結合による遅延発火の保持がよりワーキングメモリの神経機構とし
て自然であると考えた. この能動的機能とはワーキングメモリの時系列情報の整理, 操作
能力のことである. 入力された情報が 1 つだけである場合は, 単にその出力を情報として利
用する際に再現すればよい. しかし, 人が保持する情報が 1 つだけというのはまれで, 多く
の場合は複数時系列, すなわち複数チャンクにまたがる情報を同時に保持する必要がある.  
 
この情報が数字や言葉, 事象といった意味要素であった場合, 連続的に入力された情報
をその順序によって整理し操作する作業が非常に重要となる. ワーキングメモリは保持情
報を意思決定や運動をつかさどる高次領域に渡す前に保持情報と意思決定・行動を結びつ
ける能動的役割を果たしていることが認知心理学的研究や, population cording といった神経
活動の解析[3]によって示唆されており, 後者の静的な情報保持メカニズムではこの機能を
ワーキングメモリとして実現するには不可能であると考えた[11].  
 
さらに, ワーキングメモリの能動的機能として, 保持可能な時系列情報のチャンク数の
限界値と学習による増加に関する研究に注目した. これは George Miller（1967）[1]や Nelson 
Cowan（2005）[12]らが発表した研究結果で, 人のワーキングメモリが保持可能なチャンク
数は限度があり, さらに学習によって増加させることができるというものである. 一般的
にはマジカルナンバー7±2 やマジカルナンバー4±1 と呼ばれる理論であるが, このワーキン
グメモリの特徴を再現するために, 機械学習の分野で盛んに研究がなされているリカレン
トニューラルネットワーク（RNN）の学習理論を取り入れることにした.  
 
近年の機械学習の発展は目覚ましいものがあるが[13], その発展を支えるネットワークモ
デルの一つとしてRNNを挙げることができる. このRNNは, 通常下層から上層に順伝播し
てく情報の一部が, 層内結合によって次の時刻の同一層にも伝わっており, 一時的に過去
の情報を保持することを可能にするネットワークモデルである.  
 
当初, ニューラルネットワークの持つ層内結合を複数時系列に渡って学習させることは
困難であると考えられていたが, 1980 年代に急速に研究が進んだ誤差逆伝播法を応用した
学習アルゴリズム（BPTT）が発明されると, RNN の時系列認識能力は飛躍的に向上した. 現
在は, BPTT 法に加え, LSTM といったさらに発展的な機械学習アルゴリズムが開発され, 認
識可能時系列数は人のそれより遥かに上回っている.  
 
誤差逆伝播法の生理学的妥当性はこれまでも議論されてきたが, 根拠はいまだに見つか
っておらず, 脳神経科学的なシミュレーションモデルに適用された事例はあまりない. し
かし, RNN の認知プロセスと人のワーキングメモリの能動的機能には時系列情報の整理機
構や認識チャンク数の学習といった観点から非常に近いものがあり[14], またワーキングメ
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モリに関しても情報保持能力強化のための教師信号による学習アルゴリズムの存在が示唆
されている. これらの知見から本研究は便宜的にワーキングメモリを模したニューラルネ
ットワークに RNN の学習アルゴリズム[15][16]を参考にした学習則を適用した.  
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1.1 本研究の学会発表 
 
本研究の一部は以下の学会で発表された.  
 
第 42 回日本神経科学大会 
タイトル：A neural mechanism of a categorization-task performance by working memory 
著者：徳原 光 樫森 与志喜 
2019 年 7 月 25 日 - 28 日 
 
第 29 回 日本神経回路学会 全国大会 
タイトル：A recurrent network model of a categorization-task performance by working memory 
著者：徳原 光 樫森 与志喜 
2019 年 9 月 3 日 - 6 日 
 
ニューロコンピューティング研究会 
タイトル：Circuit mechanisms of working memory for the maintenance and cognitive of temporal 
infomation 
著者：徳原 光 樫森 与志喜 
2019 年 12 月 6 日 
NC2019-38（2019-12） pp.13-19 
 
 
学内発表として以下の会場で発表された 
 
第 81 回 CNBE 研究セミナー 
タイトル：ワーキングメモリによる時系列情報の保持と認識のための神経機構 
2019 年 11 月 29 日 
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2 背景 
 
2.1 ワーキングメモリと時系列処理 
 
ワーキングメモリは日本語では作業記憶と訳されるが, その名の通りあるタスクを実行
するために限定的に保持される情報もしくはその機能を指す.  
 
 
 
図 1 数値計算におけるワーキングメモリの役割 
 
 
２桁足す２桁の計算を行っている際のワーキングメモリの役割を図 1 に示した. まず, 
与えられた計算式から一の位の数字を読み取り足し算を行う. この時, 暗算結果の一の位
を回答の一の位として記述するが, 暗算結果の十の位は繰上りとして脳内に保持される. 
次に, 同様にして十の位の計算を行うのであるが, 暗算時に一の桁で繰り上がりが存在し
たことをワーキングメモリによって想起し, 十の位の解に加算するという作業を行われる
ことになる. この時, ワーキングメモリに保持された情報は一の位の計算後から, 十の位を
計算するまでの数秒間のみ情報が保持され, 十の位が計算されると速やかに消滅する.  
 
ワーキングメモリは海馬による短期記憶と同様のものとして扱われることもあるが, 情
報が保持されてから消滅するまでの時間が短いこと, 保持された情報が意識に登らないと
いう点では短期記憶として報告されている情報保持機能と異なっているといえる.  
 
記憶の分類に関しては, 研究分野や対象領域によって非常にあいまいな分類がなされて
いるが, 本研究で扱うワーキングメモリは, 情報処理のために一時的に脳内に残る情報で
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あり, 記憶と関連しているがメカニズムは異なる神経活動であると考える[3].  
 
したがって, 特定の部位に情報が集約して保持されるというより, そのタスクに対応す
る脳領域内にワーキングメモリを実現する情報保持機構が存在すると考えることが自然で
あり, この考え方は, 後述する Freedman らが行った先行研究[17]や, タスク実行時の fMRI
の解析結果からも裏付けられている.  
 
 
 
2.2 複数チャンクにわたる時系列情報 
 
ワーキングメモリに関する神経機構を考察するうえで重要な概念に, 複数時系列, 複数
チャンクがある. チャンクとは脳が認識する意味要素の単位であり, ワーキングメモリが
一時的に保持する情報が一つだけということは少なく, 多くの場合, 連続して入力してく
る数個の情報をまとめて保持することになる.  
 
 
 
図 2 ワーキングメモリが連続した入力を時系列情報としてエンコードする過程 
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図 2 は本研究で想定した前頭前野内のワーキングメモリが下層を流れる意味情報を一時
的に保持し, 時系列情報として高次の領域に伝える過程を表している.  
 
保持した情報が言葉や数字といった意味要素の場合, 情報を順序だてて保持する必要が
ある. 文章の意味を解釈する場合, 語順が前後してしまうと正しく意味を捉えることがで
きない. 同様なことが他の概念についてもなりたち, ワーキングメモリは高次の領域に連
続して入力してきた情報を時系列情報としてまとめて提示する必要があると考えられる.  
 
まず, 下層を流れる情報を取り込み保持する（a, b）. 次に, 保持した情報を時系列情報と
して整理する（c）. 最後に整理した情報を一つの情報にエンコードし, 高次の領域に渡す
（d）. エンコードした時系列情報を出力すると同時にワーキングメモリ内の情報は消滅し, 
次に入力に備えるのが本研究でシミュレーションするワーキングメモリの機能の一連の流
れである.  
 
人のワーキングメモリが保持する情報の上限に関して, 認知心理学者 George A. Miller は
ワーキングメモリが取り扱うことのできるチャンク数は 7 チャンク程度（マジカルナンバ
ー7±2）であるという説を唱えた[1].  
 
例えば, 「George Miller was an American famous phycologist.」という英文は 7 文字であり, 
英語を日常的に使用しない日本人でも, 「ジョージ・ミラーはアメリカの有名の心理学者」
という文意は一度に理解することができる . しかし「He also contributed to the birth of  
psycholinguistics and cognitive science in general. 」と 13 文字になると, 一度に文意を取るこ
とは難しくなり, ”He also contributed”, ”to the birth of psycholinguistics”, ”cognitive science in 
general”というように複数の言葉の塊に分割して意味を捉えることになる. この同時に解釈
可能な意味要素数の限界値がワーキングメモリによるものであると考えられる.  
 
この 7 という数字は, 後続の研究によって数を減らし現在は Nelson Cowan らが発表した
4 という数字が一般的となり[12], それ以上の大きさの時系列情報を保持するためには学習
が必要と考えられている.  
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2.3 カテゴリー一致不一致タスクに関する脳領域 
 
後述の先行研究でマカクザルを対象に行われた, Delayed match to category task（DMC：カ
テゴリー一致不一致タスク（図 3）に関係する脳領域を説明する.  
 
 
 
図 3 カテゴリー一致不一致タスクに関する脳領域 
 
 
眼球から入力した情報は視覚野で画像情報として処理され, 下側頭皮質でそれぞれのカ
テゴリーに関係する特徴が抽出される. 抽出された情報は前頭前野に渡り, カテゴリーの
分別, 前後画像の比較, 一致不一致の判断が行われる[18].  
 
本シミュレーションではニューラルネットワークによるモデル化は行わないがタスク実
行のためには, 一致不一致の判断が行われたのち, 運動野によりその判断結果に対して適
切な行動が選択される必要がある. この処理の後, マカクザルの体内では運動神経を通じ
て筋肉に信号が伝わり, 正しい行動（レバーを引く）が実行されることとなる.  
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2.3.1 視覚伝導路 
 
人は物体を視認するとき, 眼球によって外界の光情報は電気的な信号に変換され視覚伝
導路を通ることで, ２次元的な視覚情報が意味情報に変換される. 視覚伝導路には大きく
分けて眼球（網膜）, 外側膝状体, 一時視覚野, 二次視覚野を通り, 三次視覚野, 四次視覚野
に到達する[19].  
 
 
 
図 4 視覚経路概略図 
 
 
外側膝状体（LGN）は眼球と視覚野の中継を行っており, 視覚野に伝わる前の信号を抑制
することによって, 覚醒, 注目, 慣れなどに関係する制御を行っており, 脳幹網様体のフィ
ードバック信号も入力していることが知られている.  
 
第一次視覚野は視覚情報の最初の処理を行う領域である. ここでは主に図形の輪郭や傾
き, 大きさ, 長さなどの情報を抽出しており, 実空間に対応した配置で神経細胞がコラム構
造を取ることがわかっている. また, 右目から来た情報と左目が来た情報は一度交差する
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ものの, それらの情報のやり取りそのものは行われていない. したがって, これらの情報が
統合されて初めて処理されるのが第一次視覚野となる. また, 細胞はそれぞれ特定の傾き
をもった細長い物体にだけ反応する. この左右の目からの入力の比と物体の傾きをパラメ
ータとして整然としたコラムと呼ばれる構造をとることが知られている[20].  
 
第二次視覚野も第一視覚野と同様に視覚情報から細部の情報を認知しているが, 第一視
覚野と比較すると, より大きな受容野で俯瞰的な処理を行っていると考えられている.  
 
第四次視覚野は, 色に反応する細胞や, 線分の方位に反応する細胞, 縞模様に反応する細
胞などが多数存在する. これらの細胞の多くは, 線分の長さや幅が特定の値の時のみ選択
的に反応するなど, 情報に対し, 選択的な応答をする細胞が多い. また, その最適な長さや
幅は, 細胞ごとに異なっている. この第四次視覚野の受容野に関しては, 第一次視覚野のも
のよりも直径が 4～7 倍程度の大きさとなっている. ただ, 最適刺激の大きさは第一次視覚
野の細胞とあまり違わないほど小さいものもある. そのため, 細かいものを見分ける能力
においては, 第一次視覚野も第四次視覚野も大差がない. だが, 第四次視覚野の場合, 最適
刺激が受容野の面積よりも小さい場合には, どの位置に呈示されても, 位置に関係なく反
応することができる[21].  
 
 
 
2.3.2 下側頭皮質：IT 
 
視覚伝導路において, 物体の形を認識しているのが下側頭皮質である. ここでは視覚野
で表現された, 線分や点といった情報をまとめることで, 視認した画像から図形や形状を
識別することを可能にする[17].  
 
IT の領域は大きく分けて, 前半部の anterior IT（AIT）と後半部の posterior IT（PIT）に分
かれ, 前半部の AIT では情報の統合を主に担っており, PIT に存在する各々の形状に特異的
に反応するニューロンが, 統合後の情報をもとに反応することで物体の形状を認識してい
ると考えられている.  
 
 
 
2.3.3 前頭前野：PFC 
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運動前野から額にかけて存在する前頭前野は認知, 記憶, 判断, 情動などあらゆる知的活
動に関係しており, 人体で最も複雑な機構を持つ領域であるといえる. 脳内に占める前頭
前野の割合は, 哺乳類以外の生物は 1%以下であり, 猫が 3%, 犬 7%, テナガザル 10%, チン
パンジー17%, 人が30%と人類のみがこの領域を特異的に発達さえていることがわかる[20].  
 
知的活動において担う機能が多岐にわたる点と人類のみが特異的に発達させているとい
う点から, 生理学的な実験による構造の解析が非常に難しく, 今日における前頭前野に関
する主な知見は, 臨床心理学者による, 前頭前野に障害を負った患者への調査によって明
らかになったものである. それらの知見によると前頭前野に障害が起きた場合, 阻害され
る脳機能は多岐にわたるが, 本実験に関係する 3 つの機能に注目する[22].  
 
まずは認知機能であるが, 前頭前野に障害が起こった場合, 「赤いもの」や「長いもの」
といった抽象的な概念によるカテゴリー分けが困難になる. さらに, コップや皿といった
概念を脳内でイメージできなくなるといった症例も報告されている.  
 
したがって PFC は具体的な感覚刺激を抽象的な概念に変換していると考えられる. さら
に, 出来事を順序だてて整理する機能も前頭前野が保持していることが示唆されている . 
前頭前野が一部欠損した患者に, 2 枚のカードを順に見せたところどのカードが提示された
かという情報は記憶することができたが, 提示された順序を覚えることはできなかったと
いう報告がなされている[23].  
 
また, 言語理解や学習にも深く前頭前野は関わっていることが示唆されている. 前頭前
野に障害を持った患者にはしばしば, 言葉が文章にならない, もしくは語順が誤っている, 
助詞が抜け落ちるなどの症状がみられる, これは言語理解や言語表現を担う領域が PFC に
は存在する根拠となっている[22].  
 
さて, これらの機能はワーキングメモリと非常に関連のある機能と考えることができる. 
前述したようにワーキングメモリと思われる神経活動は脳の非常に広い領域で観測されて
いるが, 各々の領域で役割を分けているが, PFC の持つワーキングメモリはタスク実行の際
に非常に重要な情報を保持し, さらに操作・認識といった能動的役割が多いと考えられる
[22][24].  
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2.4 提示カテゴリー一致不一致タスクに関する研究 
 
本研究のシミュレーションの題材として, 実際にマカクザルを用いて行われたワーキン
グメモリに関する実験参考にした. この研究はシカゴ大学の脳神経科学者である Freedman
が中心になって行われた研究で[25], 複数の視認した物体のカテゴリーを比較して, 一致し
ているか, 不一致なのかを判断させ, 判断までの過程でみられる神経活動を視覚野, 下側頭
皮質, 前頭前野に挿入された電極によって記録した.  
 
 
2.4.1 遅延一致カテゴリー化タスク 
 
このタスクは対象のニホンザルにモニター動物を模した CG 画像を見せるというもので
ある.  
 
 
 
図 5 Freedman らが行った実験の概略図 
 
 
図 5 は実験中のモニターとマカクザルの配置を表したものである. モニターに表示され
る画像は, 3 種類の犬と猫の特徴を 20%, 40%, 60%, 80%. 100%の比率で混合することで生成
された CG 画像となる.  
 
レバーは対象のマカクザルが判断結果を示すためのものであり, パイプは報酬としての
ジュースを与えるためのものである. 実際の実験ではマカクザルは椅子に座らされ, 頭部
を固定されているため, 首を動かすことはできないことから, パイプはマカクザルの口元
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まで通じている.  
 
図 6 実際に実験で使用された画像[8] 
 
 
図 6 は Freedman らがマカクザルに提示した画像をまとめたものである. a は混合される
前の画像であり, b は前述した比率で特徴を混合された画像となる. b の 60% C1 の画像は a
の C1 の画像の特徴を 60%持ち, D1 の画像の特徴が 40%持っており猫と犬の中間的な画像
となっている.  
 
予備実験として実験対象のマカクザルは提示された CG 画像から特徴量が多いカテゴリ
ーを判断できるように訓練されており, 事前のテストでは混合比が高いカテゴリーが 60%
と混合比が低いカテゴリーが 40%という, ２つのカテゴリーが高い割合で混合された場合
でもの 90%を超える高い制度で混合率の高いカテゴリーを判別することができた（図 7）.  
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図 7 カテゴリー認知の正解率[8] 
 
Freedman らの実験ではこの CG 画像を Sample 画像と Test 画像として 2 枚画像を 1 秒間の
インターバル期間を空けて提示した. Test 画像提示後, マカクザルは Sample 画像と Test 画
像のカテゴリーが一致しているのか不一致なのかを判断し, 一致していた場合のみ手元の
レバーを引く. レバーを引いたのち, それが正しい場合のみ口元のチューブから報酬とし
てジュースが与えられる.  
 
また不一致と判断した場合, 実験は終了せず, 再び１秒の間隔を空けて 3 枚目の画像が提
示される. この画像は必ず 2 枚目の画像とカテゴリーが一致しており, マカクザルはレバー
を引くことでジュースを得られるように実験が行われた. これはマカクザルの学習のため
に必ず報酬が出る一致パターンで実験が終了するように訓練時から実験手順が決められて
いるためである（図 8）.  
 
 
 
図 8 タスクの実行手順[8] 
 
15 
 
 
マカクザルは実験の前に数週間に渡りこの一致不一致タスクのために訓練を受けており, 
実験時の不一致パターン後の一致パターンの提示は学習のために行った便宜的なものであ
るので, 本シミュレーションでは省略した.  
 
 
 
2.4.1.1 観測された神経活動 
 
観測された各領域における神経細胞の発火率から, 主に前頭前野でワーキングメモリに
よる情報保持に関わっていると考えられる遅延発火が観測された.  
 
 
 
図 9 IT と PFC の発火確率の遷移[8] 
 
 
図 9 に示されるとおり, Sample 画像を提示されている期間（0ms から 600ms）では IT の
発火率は高く, 特に提示直後は非常に激しく発火していることがわかる. これは下層から
流れてきた視覚情報からカテゴリー分けに必要な特徴量を抽出しているために見られる神
経活動であり, 逆に画像が提示されていないインターバル時には発火が見られないことが
わかる.  
 
PFC も同様に, 画像が提示されている期間神経細胞の活動が活発になるが, タスク実行前
の発火率と比較すると, 下層である IT の発火が減少するのに, インターバル時でもある程
度の発火が保たれていることが観測された. これは, 画像提示時では IT から提示された特
徴に情報をもとにカテゴリーを推測する作業を行い, インターバル時では推測によって得
られた情報を一時的に保持するために活動していると考えることができる[24].  
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図 10 判断時に不一致パターンに対して特異的に反応するニューロン[8] 
 
また, 図 10 の点線で示されるニューロンのように判断時に不一致のパターンのみに特異
的に反応するニューロンの存在も確認された. これにより PFC 内に一致不一致の判断を行
っている神経細胞群も存在すると考えられる.  
 
 
 
2.4.2 課題の多チャンク化 
 
Freedmanらが行った実験では提示された画像は 2枚, つまり 2 チャンクであったが, 人が
認識できる時系列情報のチャンク数はさらに多い. 本研究ではさらに多チャンクの時系列
情報に対するモデルの挙動を調査するために, Sample 画像を増やすことでこの課題を多チ
ャンク課題に拡張した.  
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図 11 3 チャンク課題に拡張した一致不一致タスク 
 
 
なお, 犬-猫-犬のように中間に提示されたカテゴリーが他と異なっていた場合でもマカク
ザルは不一致として判断するとした.  
図 11 では, Sample 画像として示された画像は 2 枚, そして Test 画像として提示された画
像は 1 枚であるので, 3 チャンク問題である. 実際のシミュレーションでは 5 チャンク課題
まで入力することにした.  
 
 
 
2.4.3 Nバック課題 
 
本実験では一致不一致タスクのほかに, ワーキングメモリを必要とする課題として N バ
ック課題をモデルに課した.  
 
この N バック課題はワーキングメモリの課題としては一般的なものであるが, 課題の難
易度が一致不一致タスクと比較すると多いので, 通常は人を対象に行われるものである.  
 
連続的にモニターに提示される画像を一時的に記憶し, 提示後に指定した枚数分遡った
タイミングで表示されていた画像のカテゴリーは何であったか尋ねるというものである.  
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図 12 N バック問題で提示される画像例 
 
 
図 12 のように, リス, イカ, カタツムリ, カメと画像が提示されたのちに, 3 つ前の提示
画像のカテゴリーを何であったのか尋ねられた場合は, 2 チャンク目に提示されたイカが正
解となる. 一致不一致タスクでは, 提示された画像がすべて同じかそうでないのかの 2 つの
選択肢の中から正しいものを選べばよい. したがって, 犬-猫-犬と猫-犬-犬のような両方と
も不一致として判断されるパターンは区別する必要がないといえる. しかし, N バック課題
の場合は適切なカテゴリーを答えなければならないので, 提示画像の中に含められるカテ
ゴリー分選択肢が増えることになる.  
 
また, 実験の対象者があらかじめに何バック前のカテゴリーを聞かれるのか伝えられて
ない場合, 問題に正解するにはこれまでに表示されたすべての画像のカテゴリーを表示中
にワーキングメモリに保持しておく必要がある.  
 
 
 
2.5 リカレントニューラルネットワーク 
 
これまで本研究の生理的側面を説明してきた. しかし, 本研究はワーキングメモリの実
現のためのニューラルネットワークの機構に関する研究であり, ネットワーク構造や学習
アルゴリズムなど, 機械学習に関する要素も多い. これは, 機械学習のネットワークと脳神
経回路の類似性についての議論であるが, そもそも, 我々が用いるニューラルネットワー
クは神経活動のモデル化のために考え出されたものであり, CNN や RNN といった人工知能
に用いされるネットワーク[15]も脳内の構造を取り入れて発展してきた.  
 
さらに, 言語処理や未来予測に用いられるリカレントニューラルネットワーク（RNN）は, 
時系列情報を認識することができるという点や過去の情報をネットワーク内に保持するこ
とができるという点において非常に PFC 内で観測されるワーキングメモリと似ている.  
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そこで, 本研究では機械学習で用いられる知見から着想を得て, PFC 内のワーキングメモ
リに関するネットワークを構築した. 具体的には RNN の全結合型の層内結合や層内結合通
しを時間に即して学習させるアルゴリズムなどである.  
 
これらの機械学習的手法を神経回路のシミュレーションモデルに取り入れたことは, 本
研究では研究室や学会で最も議論された部分であるが, 機械学習と神経シミュレーション
の歴史からここでその議論に結論を出すのは不可能であり, あくまで神経回路の学習過程
の再現のためのテクニックとして用いられているとする.  
 
しかし, 完全に同じアルゴリズムが脳内で用いられているとは考えにくいが, Freedman ら
の実験結果を含むこれまで報告されたワーキングメモリに関する研究から, 今回シミュレ
ーションに用いたような全結合型のリカレントネットワークを実現する仕組みが人間の脳
内にも備わっていると考えると自然である.  
 
 
2.5.1 リカレントニューラルネットワークとは 
 
神経回路シミュレーションにおいても, 機械学習においてもニューラルネットワーク上
のニューロンどうしの結合は通常フィードフォワード型の結合が用いられる. これはニュ
ーロンやニューロンの層が手前から奥に向かって並んでおり, 情報は奥に向かって順番に
進んでいく. 例えば, 前述した視覚情報のカテゴリー分けに関わる脳領域も眼球（網膜）, 外
側膝状体, 第一次視覚野, 第二次視覚野, 第四次視覚野, 下側頭皮質, 前頭前野, 運動野と
情報は領域を順々に巡っていくと考えられており, 領域内でもそれぞれの役目を持った層
が順々に並んでいると考えられている[26].  
 
近年の研究から脳内ではフィードフォワード型の結合の他にトップダウン型の結合も存
在していることがわかっている. これは高次の領域から提示の領域に入力する情報で, 視
覚情報処理では, 前頭前野から注目や注意に関する情報が視覚野に降りてきて, タスク実
行のために優先して処理する視覚情報が変化すると考えられている.  
 
フィードフォワード型のネットワークもしくはトップダウン型の結合も含むネットワー
クは脳内の活動の多くは実現可能である. しかし, このネットワークは情報が一過的にネ
ットワーク内を流れるため, 情報の保持や時系列情報の認識が行えないという欠点がある
（図 13）.  
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図 13 フィードフォワード型のネットワークの一過性 
 
 
この欠点を克服するために機械学習の分野で盛んに研究が行われてきたのがRNNである
[16]. リカレント結合つまり再帰的な結合を持つこのネットワークは一つのニューロンが自
身を含む層内のすべてのニューロンと結合しており, 一つの層の中で情報を保持し続ける
ことが可能である[27].  
 
 
 
図 14 第２層が RNN になっているネットワーク 
 
 
図 14 のように第 2 層がリカレント結合をもつリカレント層になっている場合, 現時刻の
リカレント層は現時刻の入力層からの入力のほかに過去時刻の自身からの入力も受けるこ
とになる（図 13）.  
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図 15 時間軸に展開した RNN の情報の流れ 
 
 
 
したがってリカレント層の中では情報は永遠に層内を流れ続けることになる. これが
「RNN が再帰的」といわれる所以である. しかし, 情報は永久的にリカレント層で保持でき
るわけではなく, 徐々に失われていくのだが, この情報の保持能力はネットワークに採用
するアルゴリズムによって差がある.  
 
層内結合をもつRNNを用いれば自然言語を逐次的に人工知能のネットワークに入力し理
解させることが可能となる. 言語理解には言葉の順序を理解するために, ネットワーク内
に以前認識した言葉に関する情報を残しておくことが不可欠であるが, この RNN を用いれ
ばリカレント層に情報が残り続けるので前後の言葉の関係性から文章全体の意味を推測す
ることができる.  
 
機械学習の分野ではネットワークに層内結合が存在することは一部のモデルにしか存在
しないが, 脳内の神経回路では, 結合の強さに差があるものの隣接するニューロンにはシ
ナプスによる相互作用が働くため, ネットワークが RNN の形態をとるのはごく自然なこと
である.  
 
しかし, これは位置的に近いニューロンのみに当てはまり, 層内のすべてのニューロン
に全結合しているという構造をとることは考えにくい. そもそも, 本シミュレーションに
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用いるネットワークモデルには位置という概念が存在せず, 学習によって相互作用を及ば
しあわないニューロンの結合は減少することを考えると, RNN を採用するのは妥当と考え
た.  
 
 
2.5.2 Backpropagation Through Time（BPTT）法 
 
過去の情報を保持することが可能な RNNs であるが, その層内結合を学習するのは非常
に困難であるとされており, 通常の神経細胞に見られるようなヘブ則や STDP 学習による
学習では情報の保持能力を向上させることは難しい. 機械学習の分野では LSTM といった
より複雑なネットワーク構造を採用することで効率的に時系列情報を保持する方法が考案
されているが, 脳内でそのようなコストのかかる情報処理が時系列情報を保持するために
行われると考えるのは不自然である.  
 
そこで, 今回は RNNs の学習則として最も単純なものとされる 2.5.2 Backpropagation 
Through Time（BPTT）法を用いることとした.  
 
BPTT 法は過去の層内から出力を, あたかも入力層からの情報として扱うことで, 教師デ
ータからの出力誤差を層内で逆伝播させていく方法である. こうすることで通常の誤差逆
伝搬法と同様の手順で RNN に時系列データを認識させることができる.  
 
 
 
 
図 16 時系列によって並べられた中間層[16] 
 
 
図 16 に示されるように, 入力層の出力を x, 層内結合をもつ中間層の出力を y, 出力層の
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出力を z と置き, 入力層から中間層までの重みを数列W𝑖𝑛中間層間の重みを数列 W, 中間層
から出力層の重みを数列W𝑜𝑢𝑡で表す. このとき, 時刻 t における中間層の j 番目のニューロ
ンへの入力𝑢𝑗
𝑡は式 1 で計算される. なお, i は入力層のニューロンのインデックスであり, j は
中間層（リカレント層）のニューロンのインデックスである.  
 
 
 𝑢𝑗
𝑡 =∑𝑤𝑗𝑖
𝑖𝑛𝑥𝑘
𝑡
𝐼
+∑𝑤𝑗𝑗′𝑧𝑗′
𝑡−1
𝐽
 (1)  
 
 
この𝑢𝑗
𝑡を出力関数 f に代入して得た値が最終的なこのニューロンの出力である.  
通常の逆伝搬では, まず誤差関数 E は出力 u の関数であるので, 連鎖律𝜕𝐸 𝜕𝑤⁄ = 𝜕𝐸 𝜕𝑢⁄ ∙
𝜕𝑢 𝜕𝑤⁄ より誤差関数 E の重み w 微分𝜕𝐸 𝜕𝑤⁄ を計算するために, 各層のデルタ𝛿 ≡ 𝜕𝐸 𝜕𝑢⁄ を
算出することで, 中間層のニューロンに伝わる誤差を計算する.  
 
 
 𝛿𝑖
𝑡 =∑𝑤𝑘𝑗
𝑜𝑢𝑡𝛿𝑘
𝑜𝑢𝑡𝑓′（𝑢𝑗
𝑡）
𝑘
 (2)  
 
 
𝛿𝑘
𝑜𝑢𝑡というのは順伝搬ネットワークでは中間層よりも高次の層のデルタであり, RNN で
は前述したとおりこの高次の層として時刻 t-1 の中間層も含まれると解釈することができ
る. よって,  
 
 
 𝛿𝑖
𝑡 = (∑𝑤𝑘𝑗
𝑜𝑢𝑡𝛿𝑘
𝑜𝑢𝑡,𝑡
𝑘
+∑𝑤𝑗𝑗′𝛿𝑘
𝑡−1
𝑘
)𝑓′（𝑢𝑗
𝑡） (3)  
 
 
が得られる. これで出力層のデルタと時刻 t-1 の中間層のデルタによって時刻 t のデルタ
を算出することができるが, 誤差関数が二乗誤差の場合, 出力値 z を正解値 t により出力層
のデルタは次のように表される.  
 
 
 𝛿𝑘
𝑜𝑢𝑡 =
𝜕𝐸
𝜕𝑢
=
1
2
(𝑧 − 𝑡)2 =（𝑧 − 𝑡） (4)  
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これにより重みの修正は時刻 t のデルタと学習率ηによって次のように行われる.  
 
 
 𝑤𝑗𝑘
𝑡 = 𝑤𝑗𝑘
𝑡−1 − η𝛿𝑗
𝑡𝑓（𝑢𝑗
𝑡） (5)  
 
 
 
2.5.3 リザーバーネットワーク 
 
RNN を用いた別のモデルとしてリザーバーネットワークというモデルが存在する. リザ
ーバーネットワークは RNN を使用するが, 層内結合の教師学習は行わず, 一定の制限を含
むランダムな結合によって層内結合が構成されている. また, すべてのニューロンが全結
合をしているとは限らず, 層内で結合をもっているニューロンは恣意的に限定されている
ことが多い.  
 
 
 
図 17 リザーバーネットワークの一例[11] 
 
 
図 17 はリザーバーネットワークの代表的なモデルである. このモデルでは学習はリザー
バー層から出力層の間の結合しか行わない. しかし, RNN は学習しなくてもある程度時系列
情報を保持することが可能であるため, 出力層のニューロンのみ適切な結合をとればある
程度情報を保持することが可能である.  
 
しかし, 層内結合が RNN の情報保持能力を決めているため, 層内結合の学習を行わない
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リザーバーネットワークではモデルが新たな認識能力を獲得することは期待できない.  
 
 
 
2.6 主成分解析法 
 
主成分解析（PCA, Principal Component Analysis）とは, データの分散が大きい主成分を見
つけて次元を圧縮することで, 多次元のデータを人間でも認識可能な３次元, ２次元のデ
ータに変換する分析方法である.  
 
説明のために, ２次元から１次元に変換する場合にどのような手順で次元を圧縮するの
かを図に示す.  
 
 
 
図 18 主成分解析前のグラフ 
 
 
図 18 のような, ２次元上のマトリックスに 15 個のデータがプロットされたグラフを考
える.  
 
このグラフ上のデータは一見しただけでも２つのグループに分類することが可能である
ことがわかる. しかし, そのように直感的な分析が可能な理由はデータを構成する要素が
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２ついかなために, ２次元的なグラフの上にすべてのデータをプロットできるためである.  
 
主成分解析は視覚的な分析が不可能な 4 つ以上の要素を持ったデータを 3 つ以下の要素
で構成される特徴を失わせずに圧縮することで, 視覚化するという手法である.  
 
具体的な手順としてはまず, 二次元のデータの上に一次元の棒（成分軸）を引く. この
時, 分散（ばらつきが）大きいような直線を選ぶこととする.  
 
 
 
図 19 主成分解析のための軸へのデータの射影 
 
 
引いた軸に向かってすべてのデータを射影する. これにより, ２次元のデータを一本の
軸の上に並んだ１次元のデータとみなすことができる. 射影先の軸をとるときになるべく
分散が大きい線を選ぶのは射影によって特徴がつぶれてしまうのを防ぐためのである.  
 
射影後のデータの分布をみると, １次元に圧縮されたのちも二つのグループに分類する
ことができる. これにより, 例えば 20 次元のデータをいくつかのグループに分類したい場
合でも, ３次元や２次元のマトリックスに射影することで容易にデータを分類することが
できる.  
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図 20 分散が少ない軸への射影 
 
 
図 20 のように分散が少ない軸に射影してしまうと, 射影後のデータの分布は一つの領域
に重なってしまい, ２つのグループに分かれているという特徴が失われてしまった. また, 
主成分解析は圧縮後の特徴の保持率を累積寄与率という形で算出することが可能である.  
 
 
 
2.7 Leaky-integrator neuron model（LIモデル） 
 
本シミュレーションプログラムで使用されている LI モデルは, 神経細胞の膜電位と出力
を算出するためニューロンモデルである. 特徴はまず, 一連の数式が表現するノードは一
つの神経細胞ではなく, 数十から数百の新家功坊で構成されたニューロン群であることで
ある. これは神経細胞は情報を一つの神経細胞だけで表現することはなく, 同じ働きを持
ったいくつかのニューロンの塊で情報を表現しているという考え方[28]によるものである.  
 
したがって, LI モデルの出力は発火ではなく, 発火率という形で表現され, 一ニューロン
の膜電位ではなく, グループ内のニューロンが持つ電気的エネルギーをポテンシャルとし
て微分方程式で計算し, その値を活性化関数に代入することで算出される.  
 
本研究では先行研究にならい, 一つの数式が表現するニューロンの個数は 100 個程度で
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あると想定している. また, 活性化関数にはシグモイド関数を使用した. 活性化関数にシグ
モイド関数を使用した理由は, 機械学習でも活性化関数として使われるため, BPTT 法を適
応する際に参考にできる知見が多かったためである.  
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3 研究目的 
 
本研究の目的はワーキングメモリに関わる前頭前野の神経機構を解明することである.  
 
具体的には, 神経回路の構造やその構造を得るための学習手法を探るというものであり, 
神経細胞の挙動に焦点を当てるというよりは, マクロ的な視点によりネットワーク全体が
どのようなメカニズムを持っているかを検証することである. それに伴い本研究ではワー
キングメモリに関する２つの事項を中心にシミュレーションを行う.  
 
１つ目は人がワーキングメモリを脳内に構築されるプロセスである. 前述したように神
経回路が持つ層内結合は学習せずとも, ある程度の情報保持能力は持っている. しかし, ワ
ーキングメモリについて, 認知心理学的な観点からその特性を調べた George Miller らはワ
ーキングメモリが学習によって認識能力を向上させることが可能であると報告している.  
 
したがって, 脳が時系列情報を保持, 認識する過程を学習プロセスも含めて検証する必
要がある.  
 
2 つ目はワーキングメモリの持つ能動的機能と呼ばれる, 複数チャンク渡る時系列情報を
保持し認識するメカニズムである. 単チャンクの情報の一時的な保持に関する研究はこれ
まで脳神経科学的な実験の中で盛んに調査されてきた. しかし, 複数チャンクの保持, そし
て, それらの連続的な情報を一つの時系列情報として認識する過程となると, 扱う事象が
あまりにも複雑すぎる点, 人以外の動物にはこれらの働きはあまり見られない点から研究
がなされてこなかった.  
 
そこで, ニューラルネットワークによるシミュレーションにより, これらのワーキング
メモリの働きがどのような神経活動によるものかを, 解析することによって検証する.  
 
なお, 先行研究には情報保持のほかに提示画像のカテゴライズという概念も存在するが, 
本研究はワーキングメモリに焦点を当てているため, モデル内での提示画像のカテゴリー
の表現は簡略化したものになっている.  
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4 モデル 
 
以上の知見を踏まえて, 考案したのが次の図 21 に示したモデルである.  
 
 
 
図 21 モデルの全体図 
 
 
本モデルは, IT 層, 反回層（Loop layer）, リカレント層（Recurrent layer）, 判断層（Decision 
layer）の４層で構成されている. IT は本モデルの入力層にあたり, 提示画像の持つ各カテゴ
リーに対応する特徴量に合わせて恣意的に定められた発火を PFCに向けて出力する. PFCは
反回層とリカレント層, 判断層の 3 層からなり, 反回層は IT の出力をインターバル時に一
時的に保持する機能, リカレント層は RNN により情報を保持する機能, 判断層はリカレン
ト層の出力を受け提示された複数の画像のカテゴリーが一致しているか, 不一致なのかの
判断する機能を有している.  
 
IT と反回層のニューロンはそれぞれのカテゴリーごとにユニットがわかれており, 反回
層は同一カテゴリーの IT からは興奮性の出力を受け, 他カテゴリー方は抑制性の結合を受
ける. また, リカレント層でカテゴリーごとに分かれていた情報は統合される. 反回層が IT
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の出力をインターバルの間も保持し続ける役割と, 混合して提示される各カテゴリーの特
徴から優勢のカテゴリーが何であるか識別する役目を担っている.  
 
 
4.1 IT層 
 
IT 層のニューロンは画像に含まれる各カテゴリーの特徴量に比例して発火する. 具体的
には, 犬に関する特徴が 60%, 猫に対応する特徴が 40%だった場合, その図形に反応する IT
ニューロンの発火は, 犬に対応する IT 層のニューロンが 6 割の発火, 猫に対応するニュー
ロンが 4 割の発火率というようにそれぞれのカテゴリーに対応するニューロンが, 特徴の
混合比によって発火するように設定した.  
 
この IT 層のニューロンの発火は, 本研究室でこれまでになされてきた IT に関する研究に
よって得た知見と Freedman らが行った実験で実際に得られたデータから PFC に入力する
IT からの出力を簡略化[29]することでモデル化したものである.  
 
先行研究によると, IT 内の各カテゴリーが持つ特徴に特異的に反応するニューロンの集
団が存在し, 第四次視覚野が提示する視覚情報から読み取った形状や図形, 大きさや色に
関する情報から, それぞれのカテゴリーに対応する特徴を読み取り反応する.  
 
本モデルではこれらの特徴抽出細胞をカテゴリーごとに一つのニューロンに近似した. 
あとに詳しく述べるが（2.7）Li モデルにおけるニューロンは複数の神経細胞が集まったも
のであるのであるので, ニューロンの集団が存在するという点では変わりないが, 規模が
縮小したことでシミュレーション前提にかかる時間が減少した. また, 実際に観測された
発火は時間ごとに変化するものであり, これは画像を視認する際に注視する箇所が変化や, 
認識のタイミング異なることによるものだが本モデルの発火は一定の出力を発するものと
する（図 22）.  
 
なお, 本研究ではタスクの実行に関して Freedman らの実験での実行時間よりも短く設定
した. Sample 画像提示時間を 300ms, インターバル期間を 500ms, Test 画像提示時間を 200ms
と実際の実験にかけられた時間の約半分に設定した. これば, シミュレーションを簡単化
するためであり, 時間を延ばしても時定数を適切に選べば本質的には結果は変わらないと
判断した.  
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図 22 IT 層のニューロンの時間的出力遷移 
 
 
 
表 1 カテゴリーに対する出力（発火率） 
 
 
 
 
4.2 反回層 
 
IT から PFC への入力は, まずそれぞれのカテゴリーに対応した反回層のユニットに送ら
れる. IT では, 犬, 猫の特徴の混合した発火が生じるが, このユニットでは２つのニューロ
ンが興奮性の反回性結合を持っており, 画像刺激に対して主なカテゴリーに対応するニュ
ーロンのみが発火する. この発火がもう一方のニューロンを発火させ, 相互に興奮させ合
うことで, 刺激提示がないインターバル期間でも神経活動を維持することができる. ニュ
混合比 100% 80% 60% 40% 20% 0%
出力 0.2 0.16 0.12 0.08 0.04 0
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ーロンの活動は式 6 の Leaky-integrator （LI） mode によって計算される.   
 
 
 
𝜏
𝑑𝑉1
𝑑𝑡
= −𝑉1 +𝑊21 ∙ 𝑆2 + I𝐼𝑇 +  𝜉1:主ニューロン 
𝜏
𝑑𝑉2
𝑑𝑡
= −𝑉2 +𝑊12 ∙ 𝑆1 + 𝜉2  ∶副ニューロン 
𝑆𝑖 =
1
1+𝑒−𝜀（𝑉𝑖 − 𝑉𝑡ℎ）
  （𝑖 = 1, 2）, 
(6)  
  
 
 
 
 
図 23 反回層の一ユニット 
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表 2 反回層のニューロンに使用したパラメータ 
 
 
 
 
ここで, 𝐼𝐼𝑇 は IT からの入力, 𝜉1, 𝜉2はノイズ入力である. W21 は副ニューロンから主ニュ
ーロンにつながる結合であり, W12 は主ニューロンから副ニューロンに向けた結合である. 
それぞれのユニットはカテゴリーが異なる IT 層のニューロンとは抑制性の結合でつながっ
ているため, 異なるカテゴリーが提示された場合はそのユニットの活動は抑制される. ま
た, 図 23 に示されるように, リカレント層に入力するのは主ニューロンの出力のみである.  
 
実際に観測された反回層に対応するニューロンは複数存在し, ある程度の規模を持った
ニューロン群で発火を持続していると考えられる[29]. しかし, ニューロンが増えるごとに
シミュレーションにかかる時間が増加するため. 主ニューロンと副ニューロンの二つのニ
ューロンによってこの働きを再現した.  
  
   
 
4.3 リカレント層 
 
リカレント層のすべてのニューロンは反回層の各カテゴリーのユニットからの出力を受
ける. リカレント層は 100 個のニューロンで構成され, 層内のすべてのニューロンは自身を
含むすべてのニューロンと層内結合をしている. このため, リカレント層の出力は高次の
判断層に伝播するだけではなく, リカレント層内のニューロンを興奮させるため入力の時
間的変化に依存してリカレント層の活動は持続して変化する.この性質のより, リカレント
層は連続的に入力してくる情報を時系列情報として認識することが可能になる. ニューロ
τ 10
dt 0.01
W12 1.02
W21 0.875
ξ -0.2~0.2のガウスノイズ
ε 5
0.5 𝑉𝑡 
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ンの活動は式 7 で与えられる.  
 
 
 
𝜏
𝑑𝑉 
𝑑𝑡
= −𝑉 +∑𝑤𝑖𝑗
𝑝𝑟𝑒
𝑗
𝑆𝑗
𝑝𝑟𝑒
+∑𝑤𝑖𝑘
𝑟𝑒𝑐
𝑘
𝑆𝑘
𝑟𝑒𝑐  , 
 𝑆𝑘 =
1
1 + 𝑒−𝜀（𝑉𝑘 −𝑉𝑡ℎ）
 
(7)  
 
 
ここで,  pre, rec は, それぞれ, 反回層, リカレント層を意味する. 本研究では層内結合を
教師あり学習することでリカレント層が一度により長い時系列を学習できる. 
 
 
 
4.4 判断層 
 
判断層はリカレント層内の 100 個のニューロンの神経活動から提示画像のカテゴリーの
一致・不一致を判断する. 判断層の２つのニューロンのうち, 同じカテゴリーが入力された
場合は一致を示すニューロンが, 異なるカテゴリーの画像が提示された場合は不一致のニ
ューロンが発火するように学習させた. 
 
図 21 に示されたモデル図には, 一致と不一致を判断する二つのニューロンしか存在しな
いが, 判断層のニューロンはタスクに依存して変化する. N バック問題ではカテゴリーごと
に対応して発火するニューロンが存在する. また, 同じカテゴリーの発火に対しても 2 チャ
ンク前に提示された場合と, 3 チャンク前に提示された場合で区別する必要があるため, そ
れぞれのチャンクごとに全カテゴリーに対応するニューロンを配置した（図 24）.  
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図 24 3 チャンク-3 カテゴリー N バック課題のためのモデル図 
 
 
 
4.5 カテゴリーの追加 
 
Freedman らの実験では, マカクザルに提示した画像のカテゴリーは２つであったが, 人
間がワーキングメモリの保持する意味要素は２つだけということはなく, 複数チャンクに
わたって保持することが可能である.  
 
そこで, IT 層と反回層のユニットを増やすことによって多カテゴリーの入力にも対応で
きるとする（図 25）.  
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図 25 カテゴリーの追加 
 
 
図 25 には便宜的に 3 つ目の画像のカテゴリーを Rat としたが, ネットワークに画像を提示
するわけではなく, カテゴリーに対応した IT 層のニューロンが発火することで, 画像を提
示されたことを再現するので, 追加されたカテゴリーに具体的な動物の名前を割り当てる
必要はない.  
 
 また, カテゴリーの増加によって IT 層と反回層のユニットが追加された場合も, リカレ
ント層のニューロンを追加しないこととした. ニューロン数が増加すると, 認識可能なカ
テゴリー数も増加することが予測されるが, 本研究ではネットワークの規模に対する認識
カテゴリー数の関係を検証するという目的はなく, ネットワークが大きくなればなるほど, 
シミュレーションに膨大な時間がかかってしまうので, リカレント層のニューロンは 100
個で固定した.  
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4.6 学習方法 
 
時系列情報を保持し認識するために層内結合を用いたが, これらの結合は学習しなくと
も 2 チャンク程度ならば認識することが可能であり, Freedman らの実験でマカクザルから
観測された神経活動を再現することは十分可能である. しかし, ２チャンクというのは人
間のワーキングメモリの認識チャンク数としては非常に少ない.  
 
ミラーらの報告ではワーキングメモリの最大認識チャンクは 5 から 9 といわれている[1]. 
近年の研究でその数は減少したが, 学習することでその数を増加させることが可能である
と報告されている. また, 実験対象のマカクザルも実験前にタスク実行のための訓練を受
けていること, さらに実験中に教師信号としてジュースを与えられることからリカレント
層と判断層, リカレント層内結合を教師あり学習させることが妥当である. 
 
本モデルでは学習則としてリカレントニューラルネットワーク（RNN）の機械学習則とし
て前述した BPTT 法を用いた.  
 
学習毎に LI モデルで実時間に即した学習を行うのは非常に時間を必要とする. IT 層から, 
判断層までタスクの実行時間である 1000ms のシミュレーションを行うには, 本プログラム
を実行した環境では約 2 秒の時間を要した.  
 
BPTT 法での学習では, 結合の学習が安定するまでに 1000 回から 100000 回の学習を必要
とするため, LI モデルを使用したまま学習を行うのは現実的ではない[30]. さらに, 機械学
習で用いられる形式ニューロンの学習のために開発された BPTT 法を LI モデルのニューロ
ンに適応するためにはアルゴリズムをそのまま用いることはできず, 学習効率が非常に落
ちてしまうことが分かった.  
 
そこで, 本モデルの学習では, 学習時のみニューロンの挙動をより簡略し, 実時間に即し
た膜電位の計算を行うものに変更した. 事前に行ったシミュレーションで変更後のニュー
ロンによる学習で得られたデータに関するパラメータを調整したのちに, LI モデルのニュ
ーロンに適応しても, 学習効果は失われないことがわかっている.  
 
そもそも, ニューロンのモデルは Hodgkin Huxley モデルや izhikevich モデル, 今回用いた
Leaky-integrator （LI）モデルなど様々なモデルが存在するが, いずれも神経細胞が実際に見
せる挙動を計算のために近似することで考案されたものであり, 機械学習で用いられる正
式ニューロンは最も簡略されたニューロンモデルであるといえる. そのため, LI で学習を行
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わなくても本質的には問題ないと考えた.  
 
学習前にモデルに与える結合強度の初期値であるが, 式 8 のように乱数で決定した. 学習
によって結合強度を変化させたとしても学習前の結合が適切でないと学習が進まないため, 
結合強度の大きさである W_size は非常に重要なパラメータである. 特に, 結合が小さすぎ
て上層に情報が伝わらない, もしくは大きすぎて情報が潰れてしまう場合適切に誤差が計
算できなくなるため, 学習は全く進まなくなってしまう.  
 
 
 W = W_size × （-0.5~0.5 の乱数） (8)  
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5 結果 
 
本研究では作成したニューラルネットワークに対して, Freedman の実験の再現, 多チャン
ク・他カテゴリーの認識, N バック課題と 3 つのタスクを与えた.  
 
 
5.1 Freedmanらの実験の再現 
 
シミュレーションプログラムを実行し得られた, 各層の出力結果を順に示す. データは
0.01ms 毎に算出されるが, ここでは得られたデータをテスクの実行時間である 0ms から
1000ms の期間でグラフにプロットした.  
 
 
5.1.1 反回層の出力 
 
それぞれの入力パターンに対応する反回層の出力結果を IT からの出力を含めて, 提示す
る. 提示画像の組み合わせは 36 パターンあるが, 代表的なパターン抜粋し, グラフにプロ
ットすることする.  
 
 
 
図 26 100Dog/0Cat-100Dog/0Cat match の反回層の出力 
 
 
図 26 は混合されていない犬の画像が Sample 画像として提示され, その後に同じく 100%
犬の特徴を持った画像が Test 画像として提示された場合の結果である. グラフの線が複数
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存在するのは 5 回の結果を同時にプロットしているためである.  
 
Sample 提示時, 犬に対応する IT のニューロンからの発火を受けて反回層の犬に対応する
ニューロンの発火が増加する.  
 
インターバル時は主ニューロンと副ニューロンが興奮させ合うことで, IT 層からの入力
がなくなったのちも発火持続するが, 時間を追うごとに少しずつ, 出力が落ちていった. こ
の発火の持続にはノイズによる寄与もあると考えられる.  
 
Test 画像が提示されると減少していた犬に対応する反回層のニューロンの発火率は再び
増加していることがわかる.  
 
 
 
図 27 60Dog/40Cat-60Dog/40Cat match の反回層の出力 
 
 
犬の特徴が 60%, 猫の特徴を 40%混合した場合も同様の結果が得られた（図 27）. IT の
猫に対応するニューロンが発火していても反回層の猫に対応するユニットが発火しない理
由は, 同カテゴリーからの興奮性の結合と他カテゴリーからの抑制性の結合強度は等しく, 
興奮性の入力より強い抑制性の入力を他カテゴリーから受けるため, 結果的に全体として
は抑制性の入力を受けることになり発火は抑えられる. 
 
一方で犬に対応するユニットは猫に対応する IT のニューロンから抑制性の入力を受ける
ため, 犬に対応する IT からのニューロンからの興奮性の入力がかなり減少してしまう. し
かし, ノイズや反回層の副ニューロンの主ニューロンの発火を強める作用で, ある程度の
正の入力が入れば発火率が上昇するように調整されているため, Sample 画像提示時で 70%
近い発火率まで出力上昇する.  
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図 28 100Dog/0Cat-0Dog/100Cat non-match の反回層の出力 
 
 
図 28 に示す Sample 画像のカテゴリーが犬, Test 画像のカテゴリーが猫の場合はインター
バル期間から Test 期間に移行する際に反回層の出力が逆転する. インターバル時までは高
い比率で発火していた犬に対応するユニットであるが, Test 時には画像の猫に関する特徴を
表すニューロンの抑制性の入力を受けて, 極端に発火が減衰する.  
 
 
 
図 29 60Dog/40Cat-60Dog/40Cat match の反回層の出力 
 
 
図 29 で示すように, 優勢なカテゴリーの特徴が 60%, それ以外のカテゴリーの特徴が
40%混合された不一致パターンでも, 混合されていない場合の結果とほぼ変わらない結果
がでた. ここまでで示された通り, 一致パターン, 不一致パターンともに混合比が変化して
いても反回層の出力はそれほど変化しないことがわかる.  
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5.1.2 リカレント層の出力 
 
次にリカレント層で観測された結果を示す. リカレント層への入力は反回層の出力の
Test 刺激定時の前後の 600ms から 900ms の出力を用いた.  
 
 
5.1.2.1 学習結果 
 
図 31 に, リカレント層の BPTT 法による学習による誤差の推移を示す. なお, グラフの縦軸
は算出された 2 乗誤差であり, 横軸は学習回数である. 今回は 2000 回が学習回数の最大値
と設定した.  
 
また, 各結合強度の学習前の初期値の大きさである W_size であるが, W𝑙𝑟_size（反回層か
ら RNN への結合）は 2 から 6, W𝑟𝑟_size（RNN 層内の結合）は 2 から 8, W𝑟𝑑_size（RNN か
ら判断層への結合）は 2 から 8 の間で 2 ずつ増やしていくこととした. なお, 学習率の初期
値𝜇′は 0.01 であり, 式 9 により 100 回の学習ごとに学習の進行度によって学習率の実効値𝜇
が減少していくように設定した.  
 
 
 𝜇 = (
(100回までの 2乗誤差の平均値)
0.25
)
2
× 𝜇′ (9)  
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図 30BPTT による学習のためのサンプリング 
 
 
また, BPTT の学習スパンは 50ms とし, IT 層の出力の 700ms から 900ms までの出力を
50ms ごとの周期でサンプリングして（図 30）, リカレント層の学習用の入力データとする. 
したがって, 教師データは 4 チャンク分のデータであり, 学種も BPTT 法によって 4 チャン
ク分過去のリカレント層までさかのぼって層内結合を学習させることにした.  
 
45 
 
 
図 31 学習結果（Wlr_size = 2） 
 
 
 
W𝑙𝑟_size が 2 である場合は, （W𝑟𝑟_size, W𝑟𝑑_size） = （4, 8）もしくは（8, 6）の場合で
効率よく学習していることがわかる.  
 
一見すると, 結合強度は大きい方がよいように思えるが, それ以上結合強度が増えると
ニューロンのポテンシャルの計算時にオーバーフローを起こしてしまうために, 結果を得
ることができなかった. これは結合強度が正に大きくなることで, ニューロン内部のポテ
ンシャル（特にリカレント層の層内結合間の）が非常に高まってしまうためだと考えられる.  
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図 32 学習結果（Wlr_size = 4） 
 
 
 
W𝑙𝑟_size が 4 の場合も同様の傾向が見てとれる. 反回層からリカレント層の結合も強くな
ったので, オーバーフローを起こす確率も増えてしまった.  
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図 33 学習結果（Wlr_size = 6） 
 
 
 
W𝑙𝑟_size が 6 の場合はさらに発散してオーバーフローしてしまうケースが増えた. また, 
発散しなくても誤差が収束しないことも多かった. これは出力関数であるシグモイド関数
の性質にあると考えられる.  
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図 34 出力関数のグラフ 
 
 
図 34 に出力関数として用いた 𝑆𝑖 =
1
1+𝑒
−5（𝑉− 0.5）
 の特性を示した. これによると, ニュー
ロンの内部ポテンシャルが 0~1 の場合は勾配が高く, ポテンシャルの強弱がセンシティブ
に出力に反映されるが, それ以上になるとほとんど勾配が存在しないことがわかる.  
 
つまり, ニューロン間の結合強度が高まって内部ポテンシャルが出力関数の表現可能な
範囲を超えてしまうと, 出力はすべてほぼ１になってしまうため, 下層が示す特徴が上層
のニューロンに伝わっていないということが分かった.  
 
さらに, 一貫して言えることだが, リカレント層の層内結合が判断層への結合や反回層
からの結合よりも大きい場合, 学習がうまくいきやすいことが見てとれる. これは, 過去情
報の伝搬はリカレント層の層内結合が行うため, リカレント層が他のフィードフォワード
結合よりも強いと時系列情報として情報を認識しやすいからであると考えられる.  
 
この結果から, ３つの結合強度の初期値の大きさは, （W_lr_size, W_rr_size, W_rd_size） =
（4,8,4）,（4,6,4）, （6,8,2） 程度が最適なパラメータだと考えられるが, これは入力の種類
や ネットワークの構造によって最適なパラメータが変化するため, これをもとに適宜調節
する必要があると考えられる.  
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5.1.2.2 リカレント層の出力 
 
図 35 にリカレント層の出力を示す. 前述したようにリカレント層のシミュレーションは
テスト画像提示前後 300ms のみ出るため, グラフには実験過程の 700ms から 1000ms の間の
結果がプロットされている. 犬-犬の入力パターンに対する学習後のリカレント層の 100 個
のニューロンから 15 個を抜粋してプロットした.  
 
 
 
図 35 犬-犬のリカレント層の出力結果 
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図 36 は猫-猫の入力パターンの結果である. 図 35 の犬-犬と同じように, タームによる出
力の変化が少ないことがわかる.  
 
 
 
図 36 猫-猫のリカレント層の出力結果 
 
 
 
 
 
 
 
 
 
 
図 37 は犬-猫の不一致パターンの結果であるが, 図 35，36 と比較すると, Test 画像提示前
後で出力が大きく変化していることがわかる. 図 38 も同じ傾向を示す.  
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図 37 犬-猫のリカレント層の出力結果 
 
 
 
図 38 猫-犬のリカレント層の出力結果 
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図 39 では最終的なリカレント層の 100 個のニューロンの出力を 10×10 のヒートマップ
にまとめた. ニューロンの出力が高いほど色が明るく, 低いほど暗くなっている. ここから, 
Test 画像の入力の影響が強く出ていることがわかるものの, すべての出力においてリカレ
ント層が提示するパターンは違うことが分かった.  
 
 
 
 
図 39 最終的な出力のヒートマップ 
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5.1.3 判断層の出力 
 
 
 
図 40 一致パターン, 不一致パターンに対する判断層の出力 
 
 
 
図 40 は IT 層, 反回層, リカレント層の出力, そしてそれに対する判断層の出力を一致, 
不一致のパターンごとにまとめたものである.  
 
シミュレーションの初期段階では判断層は常に一致に対応するニューロンが発火してい
る. これは判断層のニューロンは異なる画像が提示されるという状態を認識しているので, 
不一致の場合でも, Test 画像が提示されていないインターバル時では一致と判断してしまう
からであると考えられる. しかし, 実際の判断では, 瞬間に判断がなされるわけではなく, 
これらの応答が長く蓄積されて遅れて生じることになる.  
 
 
 
5.2 多チャンク・多カテゴリー課題 
 
次に同じモデルに多チャンク・多カテゴリーを課したときの結果を示す.  
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この課題では, 多チャンク・他カテゴリー化にあたり反回層の出力を近似したものを使用
したので, その方法を示す.  
 
 
 
図 41 多チャンク・他カテゴリーに伴う近似の方法 
  
  
 反回層の出力は, Sample 画像提示で増加し, インターバル時で減少し, 異なるカテゴリー
の Test 画像が提示された時点でなくなる.  
 
 この反回層の出力変化を, 発火している場合としていない場合に分け, それぞれ一定値
で近似することで, 反回層のシミュレーションの負荷を減らす. 反回層のシミュレーショ
ンをモデルに含むと計算量が増加し, プログラムの実行時間が増えるため, このような簡
単化を行った. また, シミュレーション時間を短縮させるために画像提示から次の画像が
提示されるまでの時間を 100ms とし, BPTT の１ステップの学習スパンを 100ms とした.  
 
 チャンクを増やす場合は 2 枚目の画像が提示されたあとで, 3 枚目の画像に対応する反回
層のニューロンを発火させる. また, カテゴリーを増やす場合は反回層のユニットを追加
することになる.  
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5.2.1 認識能力 
 
5 チャンク, 10 カテゴリーまでをモデルに課した. リカレント層のニューロン数を増加さ
せれば, 認識能力は向上するが, ここではリカレント層のニューロン数は 100 個に固定する. 
3 チャンク, 3 カテゴリーの結果 27 パターンから 3 パターン抜粋して図 42~44 に示す. なお, 
増加後のカテゴリー名は一つ目が A, 二つ目が B, 三つ目が C とアルファベットでカテゴリ
ーを区別することとする.  
 
 
 
図 42 入力パターン AAA（match）の結果 
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図 43 入力パターン AAB（non-match）の結果 
 
 
 
図 44 入力パターン CBA（non-match）の結果 
 
 
このリカレント層の出力から判断層が 95%以上の精度で識別できた, カテゴリー数に対
する識別可能なチャンク数を表 3 にまとめた.  
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表 3 認識に成功したチャンク数とカテゴリー数 
  
 
 
2 チャンクでは 10 カテゴリー以上認識することに成功した. 3 チャンクでは 7 カテゴリー
まで, ４チャンクでは 4カテゴリーまで認識することができた. 5チャンクでも試したが, 今
回は 5 チャンクに渡って時系列情報を正しく保持できるパラメータは見つからなかった.  
 
 
 
5.2.2 RNNのリカレント結合を学習する意義 
 
比較ために, RNN のリカレント結合を学習しないで多チャンク多カテゴリー課題の能力
を調べた. 前述したように RNN はリカレント結合を学習しないリザーバーネットワークで
も多少時系列情報を保持する能力を持つ. LI の神経活動に即したニューロンモデルではそ
こにさらに, 膜電位の持続もあるのでさらに保持能力は高いとも考えられる.  
 
 
 
表 4 リカレント結合を学習しないモデルの時系列情報保持能力 
 
 
 
結果は表 4 のようになった. 低チャンクではある程度の認識能力はあるものの, 4 チャンク
で一致不一致の判断を正しく行うことができなかったことから, リカレント結合が一定の
場合は高チャンクに渡って時系列情報を保持することが不可能である. 定性的な分析では
あるが, 認識カテゴリー数はリカレント層のニューロン数に依存し, 認識チャンク数は学
習の強度に依存すると考えられる.  
 
チャンク数 2 3 4
カテゴリー数 10以上 7まで 4以上
チャンク数 2 3 4
カテゴリー数 6 2 無し
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5.2.3 学習後の結合 
 
図 46, 47 に, 学習前後のリカレント層の結合パターンを示す. ここでは, 20 個のニューロ
ンを抜粋し, 縦軸が入力元, 横軸が入力先に対応するシナプス結合について 20×20 のヒー
トマップで視覚化する.  
 
 
 
図 45 学習前の層内結合 
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図 46 学習後の層内結合 
 
 
学習前（図 45）と学習後（図 46）の結合強度を比較すると, まずニューロン自身のリカ
レント結合は抑制性になっていることがわかる. これは, ニューロン内部のポテンシャル
を自己へのフィードバック抑制性結合によって下げることで, 自身の持続的な発火を打ち
消すためであると考えられる. また, お互いに抑制しあうクラスターやそれらのニューロ
ンすべてに興奮性の結合をもつニューロンも見つかった.  
 
 
 
5.2.4 出力 
 
図 47~50 に, 学習前と 3 つのカテゴリー学習後の RNN の出力も示す. まず 3 チャンクの課
題に対して徐々にカテゴリー数をふやしていった場合にその中のある一つのパターンに対
する出力を示す.  
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図 47 学習前の出力 
 
 
 
 
図 48 3 カテゴリー学習後の出力 
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図 49 5 カテゴリー学習後の出力 
 
 
 
図 50 7 カテゴリー学習後の出力 
 
 
認識できるカテゴリー数が増えることで, 一つのパターンに対するニューロンの発火が
まばらになっていくことがわかる. さらに, これ以上カテゴリーを増やすと全く発火が見
られない入力パターンが存在してしまうことも分かった. ここから, カテゴリーが増えて
いくごとにリカレント層内の神経活動の疎性が増加し, 増加した入力パターンをうまく区
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別していることがわかる. そして, さらにカテゴリー数が増えるとリカレント層のニュー
ロン数が足りなくなり, すべてのニューロン発火が極端に減少し, 学習が失敗してしまう
という現象が見られた.  
 
また, 2 チャンク, 4 カテゴリーの結果ですべての一致パターンを比較してみると, 共通し
て発火しているニューロンは存在しないことが分かった（図 51）.  
 
 
 
図 51 一致パターンのどうしの発火の比較 
 
 
したがって, リカレント層では一致不一致の判断は行っていない可能性が高いと思われ
る. この結果の解析は, 後に述べる主成分解析によって改めて検証する.  
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図 52 4 チャンク・3 チャンク課題でのリカレント層の出力の比較 
 
 
図 52 では, ABAA と入力パターンが酷似した ACAA, AABA を比較した図である. ABAA
と ACAA は 2 チャンク目に提示される画像のカテゴリーが異なっていること以外はすべて
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入力が一致している. 一致不一致タスクを実行するためにはこの２つのパターンを区別せ
ずとも正解することができる. しかし, リカレント層が判断層に提示した発火パターンは
異なるものであった. 同様に, ABAA と AABA も下層から提示されたカテゴリーの種類とチ
ャンク数は共に同じで, 提示されるタイミングのみ異なる. この場合も, リカレント層のネ
ットワークはこの 2 つのパターンを区別していることが分かった. したがってリカレント
層では入力パターンの時系列情報をニューロンの異なる活動パターン表現するが, 一致不
一致のような識別は行っていない.  
 
 
 
5.2.5 主成分解析の結果 
 
リカレント層の 100 個のニューロンが示すパターンをベクトルにまとめると, 100 次元の
データとしてみなすことが可能である. そこで, リカレント層の出力を主成分解析によっ
て可視化することにした. これにより, それぞれの入力パターンによる神経活動の差異を
視覚的にとらえることが可能であり, グラフ上の一つひとつの点がそれぞれ入力パターン
に対するリカレント層の出力を表す.  
 
以下, 図 53~55 に示される主成分解析の結果はすべてモデルに３チャンク課題を課した
際のリカレント層の出力である. なお, 横軸の PC1 が主成分解析による第一成分, 縦軸の
PC2 が第二成分を表す. リカレント層で一位不一致の判断が行われている場合, match に対
応するニューロンは一か所にまとまるはずである. しかし, 結果はすべてのニュー力パタ
ーンに対する点が, match パターンを頂点とする多角形の内側に均等に散らばった. match パ
ターンが多角形の頂点になるのは, match パターンが一番極端な入力が入っているため当然
といえる.  
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図 53 3 チャンク・3 カテゴリー課題に対する主成分解析の結果 
 
 
 
 
図 54 3 チャンク・4 カテゴリー課題に対する主成分解析の結果 
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図 55 3 チャンク・5 カテゴリー課題に対する主成分解析の結果 
 
 
 
 
 
 
図 56 学習に失敗した場合の主成分解析の結果 
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図 56 は学習に失敗した際の主成分解析の結果であるが, match に対応する点二つと周辺
の点が重なっている箇所があることがわかる. これでは判断層がこれらの出力から一致不
一致を判断することができない. おそらく, 学習が失敗した原因は乱数により結合の初期
値を定めた際に, 偶然に２つの match パターンに対するリカレント層の出力が近い値をと
ってしまったために, その間に存在する non-match に対応するパターンを学習により分離す
ることができなかったためであると考えられる.  
 
さらに, リカレント結合の学習による時間的変化を主成分解析の点分布の変化として示
す（図 57 図 58 図 59 図 60）.  
 
 
 
図 57 100 回学習時の主成分解析の結果 
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図 58 500 回学習時の主成分解析の結果 
 
 
 
図 59 1000 回学習時の主成分解析の結果 
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図 60 5000 回学習時の主成分解析の結果 
 
 
グラフから, 学習が進むことで各入力パターンに対するリカレント層の出力をあらわす
点がオレンジの一致を示す点から均等に分散する. 一致不一致タスクを解くためにすべて
のパターンを個別に認識する必要はなくオレンジ色の一致パターンに対応する点と青色の
不一致パターンに対応する点だけを分類することができればよい. しかし, 実際には均等
にすべてのパターンを区別するように学習しているという結果が観測された. このような
汎用性の高い学習はタスクを解くという観点からは冗長な学習であると思われる.  
 
機械学習的な観点から考えればこのような結果が出るのは説明がつく. 3 チャンク・3 カ
テゴリー一致不一致タスクにおいて, 一番識別が難しいものは, AAA と BAA といった一致
パターンと最初に提示されたカテゴリーのみが異なっている不一致パターンの識別であり, 
主成分解析の結果ではそれらの点は隣り合っている. BPTT 法を用いた学習では, この二つ
の点を分離することができるまで, 層内結合に誤差が逆伝搬され, リカレント層内の結合
は過去の入力に対する A と B の違いを判断時のネットワークにより強く反映させられるよ
うな構造をとることになる. この構造によって他のタイミングに入った入力に対しても識
別制度を向上させると考えられる.  
 
PFC 内のワーキングメモリによる情報保持のための神経機構でも同様の現象が学習過程
で見られてもおかしくはない. したがって, 限定されたタスクを解くために学習していて
も, リカレント内の層内結合は様々なタスクに対応可能な汎用的な構造をとることが考え
られる.  
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これらの結果から, リカレント層と判断層の関係を考えると, リカレント層は連続的に
下層から入力してくる情報を保持し, 時系列情報としてエンコードする. 一方, 判断層はタ
スクの内容に応じてリカレント層でエンコードされた時系列情報から適切な行動につなげ
ることになる.  
 
 
 
5.3 Nバック課題 
 
ワーキングメモリがあらゆるタスクに対して汎用的な学習を行っているという説が正し
ければ, リカレント層を学習せず, 判断層のみタスクに対応させれば課題に正解できると
考えられる.  
 
そこで, 先ほど一致不一致タスクを学習させたリカレント層に新しく N バック課題を実
行するための判断層を追加し, 判断層のみ学習することで N バック課題に対応できるかを
確かめる.  
 
また, 判断層の学習方法出るが, 学習用の教師データは２チャンク目と 3 チャンク目が同
時発火することした. 具体的には A, B, C という 3 つのカテゴリーが存在する場合. 判断層
には 2 バック A, 2 バック B, 2 バック C, 3 バック A, 3 バック B, 3 バック C と６つのニュー
ロンが存在する. ここで, 1 バックに対応するニューロンがないのは Test 時に 1 チャンク前
のカテゴリーを聞く質問をしないからである.  
 
そして, 提示された画像のカテゴリーは順に１チャンク目が A, 2 チャンク目が B, 3 チャ
ンク目が C だった場合, 教師データは 2 バック B, そして 3 バックがすれば正解とする. こ
れはつまり訓練の段階では連続した画像を見せたのち, 2 チャンク前と 3 チャンク前の糧語
彙両方ともを聞き, 正解かチェックするということになる.  
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図 61 N バック課題のためのリカレント層のまでの結合を固定したモデル 
 
 
学習結果であるが, 図 62 のようになった.  
 
 
 
 
図 62 N バック問題学習時の誤差の変遷 
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10000 回ほど学習続けても誤差が減少しないという結果になった. 実際の出力を確認して
みると次のようになる.  
 
 
 
表 5  N バック課題実行時の出力 
 
 
 
入力パターンは CBA のため, 発火すべき判断層のニューロンは 2 バック B と 3 バック C
である. しかし, 2 バック B は 0.918 とかなり高い発火を示しているが, 3 バック C は 0.376
と 2 バック B と比較すると出力が少ない.  
 
これは 2chunk 前のカテゴリーよりも 3chunk 前のカテゴリーの方が識別困難であること
が理由だと考えられる. それでも, 3 バック C はそのほかのニューロンの出力が高い. そこ
で, 発火が 2 番目までに高いニューロンが判断層の判断結果であるとして, タスクに対する
正答率を算出した. その結果 3 チャンク 4 カテゴリーに対する 2 バック問題の正答率は
97.799%, そして 2バック問題の正答率は 94.492%, そして両方正解できる確率は 87.848%と
非常に高いことが分かった.  
 
 
 
5.4 ワーキングメモリの汎用性と学習メカニズム 
 
これまでの結果からワーキングメモリを実現するリカレント層の層内結合は, 限定され
たタスクに対してもあらゆるタスクに対応できるような汎用的な学習を行っていることが
分かった.  
 
入力パターン C B A
ニューロン 2バックA 2バックB 2バックC 3バックA 3バックB 3バックC
出力 0.03386108 0.91824603 0.01904636 0.06284536 0.00788579 0.37592083
教師データ 0 1 0 0 0 1
誤差 0.03386108 -0.08175397 0.01904636 0.06284536 0.00788579 -0.62407917
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本シミュレーションから時系列に沿って流れる情報の保持から直接行動に結びつけるこ
とはタスクが複雑になるにつれ困難になる. したがって, 本モデルのように, 時系列情報の
保持→時系列情報の抽出（エンコード）→行動（意思決定）という流れ（図 63）の方が一
連の神経活動としては自然であるといえる.  
 
 
 
図 63 ワーキングメモリに関するネットワーク構成 
 
 
この場合, PFC では行動と直接関係のない時系列情報の汎用な表現をつくり行動の内容に
応じてその情報を行動につなげている. このような情報の流れはタスクの内容にかかわら
ず PFC の一般的な情報処理表現であると考える.  
 
Freedman らの実験において図 10 に示された不一致パターンに特異的に反応するニュー
ロンであるが, 2 チャンク 2 カテゴリータスクにおいて, リカレント層にたまたま不一致の
パターンに対して共通に発火するニューロンが存在したと考えてもおかしくはない. した
がって, 判断層が存在するのは, PFC かそのさらに高次に存在する運動野なのかは特定する
ことはできないと考えられる. 
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図 64 ワーキングメモリの学習プロセス 
 
 
図 64のAのような, それぞれのタスクに対して毎回新しいワーキングメモリと判断層を
学習させる場合, タスクを実行するための神経回路を学習することになるが, 必要な量の
ワーキングメモリを確保するために層内結合を学習させるためには多大な時間がかかって
しまう. 判断層の学習が進むのは層内結合をもつリカレント層が時系列情報を正しく認識
できるようになった後であるので, このモデルではタスクに順応するまでの学習コストが
高くなってしまう.  
 
B に示したような, ワーキングメモリを流用する場合では, 最初は Aの例と同じくタスク
に取り掛かる前に, 層内結合の学習に時間がかかってしまうが, 一度学習してしまえば異
なるタスクが課せられたとしても判断層のみを学習させればタスクに対応できるため, む
しろ効率的であると思われる.  
 
例えば, 連続した数字を記憶するためのワーキングメモリが前頭前野の主に計算を担う
領域の付近に存在するとする. 複数桁の暗算には数桁のワーキングメモリが必要になるが, 
足し算を習い始めた時期に, 計算方法と共に数字を時系列情報として保持するための層内
結合をもったネットワークを確立しておけば, それをワーキングメモリとして引き算や掛
け算を行う際にも流用できる. さらに, このようにして取得したワーキングメモリは汎用
性が高いため, 例えば電話番号などを瞬間的に保持する際にも利用できると考えられる.  
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図 65 流用されるワーキングメモリ 
 
 
一度学習したネットワークが次に使用されるまで保持され続けるのかという議論がある
が, 数字や言語, 音や色などといった毎日のように認知する概念に関しては, 結合が弱まっ
ていても使用されるたび学習によって結合が強まるため, 長期的にワーキングメモリを実
現するためのネットワークを維持することは可能であると考える. また, さらに多様なカ
テゴリーや長い時系列を時系列情報として保持する必要に迫られた場合は追加で学習を行
えば対応できる.  
 
このネットワークに残る結合自体に情報が残るわけではなく, 結合はあくまで時系列情
報の認識能力を向上させるために保持されており, 保持された情報を表しているのはあく
まで層内を行き交う信号であると点で長期記憶による情報保持プロセスとは異なっている. 
学習後の時系列情報が保持されていれば, たとえ高チャンク・高カテゴリーの連続した情報
が入力した場合でもそれぞれのパターンを別々のリカレント層の発火パターンで区別する
ことが可能である. 判断層はその個別のパターンを, タスクの特性に合わせてグループ分
けするわけだが, この対応関係を結び付けるための結合については長期記憶と同じ学習プ
ロセスによるものだと考えられる.  
 
このことはワーキングメモリの能力と機能に個人差があることからもうなずける. 例え
ば, 計算が得意な人は一度に脳内に思い浮かべることのできる桁数も多い. また, 母国語の
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文章は単語数の多い文章でも文意を理解できるが, 普段使い慣れていない言語では短く文
を区切らなければ文章を理解することができない. また, 楽器を演奏する人や, 作曲をする
人は特定の高さの音や和音をメロディーとして認知する能力に長けているし, 碁や将棋を
たしなむ人は一連の棋譜を記録を見ることなく想起することができる. このようなある特
定の概念の時系列情報に特異的に高い認識能力を持っている人は, 先天的にそれらの能力
を持っていたわけではなく, 度重なる学習で前頭前野内の層内結合が強化された結果, そ
の概念に関するワーキングメモリの機能を飛躍的に向上させたと考えるのが妥当ではない
か.  
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6 結論 
 
ワーキングメモリを脳内で実現する神経機構を探るために, PFC 内の層内結合とその学
習についてニューラルネットワークによるシミュレーションを行った. その結果として, 
以下の結論を得た.  
 
1. IT から連続的に入力してくる情報は PFC のワーキングメモリの保持機能によって
記憶の時系列として表され, その後, 時系列情報の表現に変換される. その時系列情
報の表現がタスク内容に応じて行動につなげられる. このプロセスによって, 複数
チャンクにわたる時系列情報を行動につなげるワーキングメモリの能動的機能が実
現される.  
 
2. ワーキングメモリに関わる神経機構はタスクが実行されるたびに学習しており, 複
数のカテゴリーやチャンクによって構成された入力に対しても, 層内結合を学習さ
せることで対応することができる. さらに, この学習により時系列情報の汎用な表
現を作りだすことでタスクの内容に柔軟に対応できる.  
 
3. 関連する概念を時系列情報として保持するワーキングメモリは, 同じ神経回路を共
有しており, 一度学習によって認識能力が向上したワーキングメモリはタスクが変
わっても使いまわされる.  
 
この結論からワーキングメモリは, 言語処理や計算などといった各々神経活動を担う領
域に存在する, 学習によって内部で時系列情報を保持, かつ整理することができる再帰的
な神経回路によって実現していると考えられる.  
 
このようなメカニズムによってワーキングメモリは課題が与えられる前から時系列情報
の認識能力を有しておくことで, 素早くタスクに順応でき, 長期的なスパンにおける学習
コストを抑えているのではないだろうか.  
  
78 
 
7 参考文献 
 
[1] G. D. Logan and M. D. Schulkind, “Parallel memory retrieval in dual-task situations: I. semantic 
memory,” J. Exp. Psychol. Hum. Percept. Perform., vol. 26, no. 3, pp. 1072–1090, 2000. 
[2] J. Mott and L. Ambler, Working Memory and Learning: A Practical Guide for Teachers - By 
Susan E. Gathercole and Tracy Packiam Alloway. SAGE Publications Ltd, 2009. 
[3] K. K. Sreenivasan and M. D’Esposito, “The what, where and how of delay activity,” Nat. Rev. 
Neurosci., vol. 20, no. 8, pp. 466–481, 2019. 
[4] C. Zhang, K. Qiao, L. Wang, L. Tong, Y. Zeng, and B. Yan, “Constraint-Free Natural Image 
Reconstruction From fMRI Signals Based on Convolutional Neural Network,” Front. Hum. 
Neurosci., vol. 12, pp. 1–16, 2018. 
[5] E. M. Meyers, D. J. Freedman, G. Kreiman, E. K. Miller, and T. Poggio, “Dynamic population 
coding of category information in inferior temporal and prefrontal cortex,” J. Neurophysiol., vol. 
100, no. 3, pp. 1407–1419, 2008. 
[6] Y. Mi, X. Lin, and S. Wu, “Neural computations in a dynamical system with multiple time 
scales,” Front. Comput. Neurosci., vol. 10, no. SEP, pp. 1–8, 2016. 
[7] N. Y. Masse, G. R. Yang, H. F. Song, X. J. Wang, and D. J. Freedman, “Circuit mechanisms for 
the maintenance and manipulation of information in working memory,” Nat. Neurosci., vol. 22, 
no. 7, pp. 1159–1167, 2019. 
[8] D. J. Freedman, M. Riesenhuber, T. Poggio, and E. K. Miller, “A Comparison ofPrimate 
Prefrontal and Inferior Temporal Cortices during Visual Categorization,” J. Neurosci., vol. 23, 
no. 12, pp. 5235–5246, 2003. 
[9] Y. Yang and N. Calakos, “Presynaptic long-term plasticity,” Front. Synaptic Neurosci., vol. 5, no. 
OCT, pp. 1–22, 2013. 
[10] L. C. Antaket and Y. Kashimori, “A neural mechanism for generating gustatory working memory 
in orbitofrontal cortex,” IEICE Tech. Rep. IEICE Tech, no. 32, pp. 23–28, 2018. 
[11] G. Tanaka et al., “Recent advances in physical reservoir computing: A review,” Neural Networks, 
vol. 115, pp. 100–123, 2019. 
79 
 
[12] N. Cowan, “The magical number 4 in short-term memory: A reconsideration of mental storage 
capacity Ne,” Behav. Brain Sci., no. 4, pp. 87–185, 2000. 
[13] 斎藤 康毅, ゼロから作るDeep LearningPythonで学ぶディープラーニングの理論と実装. 
オライリージャパン, 2016. 
[14] J. Sharma and S. Navlakha, “Improving Similarity Search with High-dimensional Locality-
sensitive Hashing,” ArXiv, no. December, pp. 1–12, 2018. 
[15] 岡谷貴之, 深層学習 （機械学習プロフェッショナルシリーズ）. 講談社, 2015. 
[16] 斎藤康毅, ゼロから作るDeep Learning ❷ ―自然言語処理編. オライリージャパン, 2018. 
[17] D. J. Freedman, M. Riesenhuber, T. Poggio, and E. K. Miller, “Categorical representation of 
visual stimuli in the primate prefrontal cortex,” Science （80-. ）., vol. 291, no. 5502, pp. 312–
316, 2001. 
[18] 福島邦彦, 神経回路と情報処理. 朝倉書店, 1989. 
[19] 乾敏郎, 視覚情報処理の基礎. サイエンス社, 1990. 
[20] 塚原 仲晃, 脳の情報処理. 朝倉書店, 1984. 
[21] D. Marr, Vision : a computational investigation into the human representation and processing of 
visual information. MIT Press, 2010. 
[22] A. Sarma, N. Y. Masse, X. J. Wang, and D. J. Freedman, “Task-specific versus generalized 
mnemonic representations in parietal and prefrontal cortices,” Nat. Neurosci., vol. 19, no. 1, pp. 
143–149, 2015. 
[23] 入来正躬 外山敬介, 生理学１. 文光堂, 1986. 
[24] J. X. Wang et al., “Prefrontal cortex as a meta-reinforcement learning system,” Nat. Neurosci., 
vol. 21, no. 6, pp. 860–868, 2018. 
[25] N. Sigala and N. K. Logothetis, “Visual categorization shapes feature selectivity in the primate 
temporal cortex,” Nature, vol. 415, no. 6869, pp. 318–320, 2002. 
[26] R. Tani and Y. Kashimori, “A mechanism of generating top-down influence on V1 neurons in 
adapting behavior to perceptual learning,” IEICE Tech. Rep. IEICE Tech, no. 77, pp. 23–28, 
2017. 
80 
 
[27] Y. Wu, Q. Song, and X. Yang, “Robust recurrent neural network control of biped robot,” J. Intell. 
Robot. Syst. Theory Appl., vol. 49, no. 2, pp. 151–169, 2007. 
[28] Magnus Richardson, “Introduction to Systems Biology,” University of Warwick, 2015. [Online]. 
Available: 
https://warwick.ac.uk/fac/sci/systemsbiology/staff/richardson/teaching/ma256/IntroSysBio.pdf. 
[29] Y. Abe, K. Fujita, and Y. Kashimori, “Visual and Category Representations Shaped by the 
Interaction Between Inferior Temporal and Prefrontal Cortices,” Cognit. Comput., vol. 10, no. 5, 
pp. 687–702, 2018. 
[30] K. Fujita, Y. Abe, K. Onodera, and Y. Kashimori, “GPGPU-accelerated simulation of a sensory 
stimulus and neural activity,” IEICE Tech. Rep. IEICE Tech, no. 84, pp. 83–88, 2016. 
 
 
 
 
  
81 
 
8 謝辞 
 
本修士論文は筆者, 徳原光の電気通信大学での 6 年間を研究という形で表現したポエム
である. 
 
この長編のポエムを書き上げることができたのは, この大学で私に影響を与えてくださ
った人々のおかげであると思う. ここに全員の名前を載せることはできないので, 研究に
直接的に関係のある方の名前を形式的にまとめる.  
 
 
 
直接の指導を頂きました主任指導教員である樫森教授に心からの感謝と共に厚く御礼申
し上げます. 修士から先生の研究室でこのテーマに取り組むことになり, これまで神経科
学についての知識が全くなかった私に根気強く指導してくださいました. また, 私がこの
研究を通して挑戦したいことに対し, 的確なアドバイスをくださいました.  
  
同研究室の谷氏に, 博士課程の先輩としてプログラミングに関する技術的な指導や, 研
究を進める上でのノウハウをご教授いただきました. 厚く御礼申し上げます.  
 
同じく, 博士課程のアンタケ氏に, 学会や中間発表での資料作りや発表方法について指
導していただきました. 厚く御礼申し上げます.  
 
基盤理工学専攻, 博士課程の Jaiyam Sharma 氏には機械学習のアルゴリズムやシミュレー
ションプログラムの実行環境に関するアドバイスをいただきました. 厚く御礼申し上げま
す.  
 
また, 本研究を通じて活発な議論にお付き合い頂いた同研究室のメンバーである, 小坂
氏, 一丸氏, 丸谷氏, 濱田氏, 坂元氏, 島田氏, 菱田氏, 依田氏に厚く御礼申し上げます.  
 
 
 
さらに, あなたがこの文書を読んだということは, この修士論文を手に取ったというこ
とであり, そのことに私は感謝したい. しがない一修士の学生の研究であるが, 役立てると
ころがあれば使っていただきたい.  
