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Abstract: The small error approximation is used to derive a linear relationship between the source parameters 
(i.e. power levels and directions of arrival or DO A's) and a measurement of the covariance error matrix, defined . 
as the difference between a nonparametric consisten estimate of the spectral density marrix and a covariance 
model from the scenario parameters (power level and directions of arrival). The resulting framework allows the 
disign of a recursive algorithm which provides a simultaneous and adaptive estimation of the sources parameters 
no matter what is the source waveform or modulation. Due to its similarities with the Kalman filter structure 
[1], good performance is expected, mainly in the presence of sensors' misfunctioning, low signal-to-noise ratio 
(SNR), etc ... 
l.INTRODUCCION. 
El estudio de tecnicas para la obtenci6n de Ios di versos paramerros que caracterizan !as ondas incidentes en una 
apertura de sensores es un tema constantemente presente en la literatura que trata sabre procesado de "arrays". 
Una tecnica que conduce a resultados 6ptimos es la de Maxima Verosimilitud (ML), sin embargo, debido a la 
alta carga computacional que conlleva, en la practica se emplean metodos, que aunque sub6ptimos, son mas 
agiles de calculo. Entre estos Ios mas ampliamente empleados son Ios Metodos de Alta Resuluci6n (p.ej.:Music, 
Estimaci6n de Cap6n), capaces de tratar situaciones en !as que !as fuentes de informaci6n estan muy cercanas. El 
inconveniente de estos metodos es que son poco robustos y fallan si la SNR de !as seilales en Ios sensores es 
baja o si se dispone de poco numero de muestras para procesar !as seilales recibidas. Ademas, si bien la 
informaci6n que proporcionan sabre la localizaci6n de !as fuentes es satisfactoria, no sucede lo mismo cuando se 
trata de la inforrnaci6n espectral de potencia. Con el prop6sito de obtener resultados mas completes, se suele 
recurrir a tecnicas que estiman Ios parametros en varios pasos: a traves de metodos de alia resoluci6n se obtiene 
una primera aproximaci6n que luego es mejorada mediante procesos iterativos (Ligget [2],B6hme [3]). Otros 
procedimientos son Ios que han trabajan direclamente sabre el criteria de maxima verosimilitud, agilizandolo 
mediante el empleo de t&:nicas de gradieme, pero, debido a que lo que realizan eslas t<;cnicas es una busqueda de 
mfnimos locales, estan limiladas por la necesidad de disponer de una correc1a inicializaci6n de Ios parametros a 
estimar [4,5] . 
En este trabajo, se propane una tecnica que pretende evitar Ios mencionados problemas de elevado caste 
compulacional y de necesidad de una adecuada inicializaci6n de Ios parametros a estimar. 
2.Estimaci6n de maxima verosimilitud y ajuste de la matriz de covarianza asociada a la 
apertura. 
La seilal a la salida de una determinada agrupaci6n de sensores puede modelarse en el dominio frecuencial del 
siguiente modo: 
K(w) = ~EwF . .S.(w) + U(w) (I) 
en donde ~EwF es la matriz fomada par Ios vectores de direcci6n de llegada llsn, que contienen la inforrnaci6n de 
Ios angulos de llegada de las seilales incidentes, .S.(w) es la transformada de Fourier de las seilales que llegan y 
!l(w) es el ruido blanco de naturaleza gaussiana que se haya en Ios sensores y que suponemos incorrelado con !as 
seilales de inforrnaci6n. La matriz espectral de potencia de la salida de la apertura se puede expresar como: 
~xEwF = ~EwF . ~sEwF. ~ H(w) + cr2. ~ (2) 
en donde ~sEwF es la matriz espectral de las seilales y cr'.2.es la potencia de ruido. 
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Recurriendo a !as propiedades asint6ticas que posee la transformada de Fourier de la salida del array en (I), la 
funci6n de maxima verosimilitud puede formularse como se indica a continuaci6n: 
L@ =-log det ,Sx® - tr ~x . ,SxCID-1) (3) 
1\ 
en donde ,Sx® es la matriz de covarianza estimada y ,Sx es una estimaci6n esradfsticamente consistente de la 
matriz de covarianza real: 
el vector E contiene Ios parametros a estimar: la matriz espectral de !as seilales,s;:s , Ios DOADsI~. y la potencia 
del ruido, cr2: _gT =<,Ss.Ccr2). -
En la notaci6n de (3), se ha omitido el parametro "w" ya que nuestro trabajo se centrara en el caso de banda 
estrecha. 
Para construir el estimador de maxima verosimilitud se maximiza primemmente la funci6n LCS::s! ,cr2) sabre S::s 
and cr2, manteniendo ~ fijo. En el caso de obtener soluciones explfcitas estas se sustituyen d;ntro de la funci6n 
de verosimilitud (3) y se maximiza el criteria resulrante sabre~. La estimaci6n ML resultante es la presenrada en 
[3]; que para la matriz espectral de potencia , ,Ss. se puede formular: 
" _ " 2 H -1 
.Cs (x) - E · Sx · E- "cr ·~ · ~F (S.a) 
en don de la E es la matriz de proyecci6n en el subespacio de direcciones de llegada: 
Para la potencia de ruido la estimaci6n final es la que presenrarnos en (6): 
Tal y como se muestra en [6] estos resulrados de la estimaci6n ML son Ios mismos que Ios obtenidos si el 
criteria que se emplea para realizar la estimaci6n es el de minimizar el error cuadratico de la matriz de covarianza, 
es decir, ajustar la matriz de covarianza asociada a la apertura, minimizando el error o diferencia entre la 
covarianza de la seilal observada y la de la seilal estimada: 
Este ultimo criteria es utilizado en muchas ocasiones por el buen compromiso que presenta entre la carga de 
calculo que conlleva y caracter 6ptimo de Ios resultados. Como ejemplo mencionamos el. trabajo realizado por 
d'Assumpcao en [7], el autor diseila diferentes estimadores de la potencia de las seilales emitidas por !as fuentes 
empleando el criteria de mfnimo error cuadratico en (7). Del mismo modo sucede que, en la mayoria de !as 
situaciones, la medida del error que se comete al estimar la matriz de covarianza es necesaria cuando se pretende 
conocedas caracteristicas de Ios diferentes frentes de ondas presentes en un escenario y la herramienta utilizada es 
el procesado de Ios datos recogidos por una apertum. El modo en el que se mida el error de covarianza dependen\ 
del problema a tratar [8] . Por ejemplo, en el caso de que en lugar de una matriz de error se necesite un escalar, la 
elecci6n mas correcta sera considemr la norma de la matriz de error, generalmente la traza. En nuestro trabajo, se 
vera en la secci6n 4 como, para el diseilo del filtro lineal que ha de estimar Ios parametros de la. fuentes, la 
medida del error que JOmaremos deben\ cumplir dos requisitos: por una parte debera tratarse de un vector de error, 
por la otra, debera depeJ¥1er linealmente de Ios parametros de !as fuentes recogidos en el vector ,E. En la siguiente 
secci6n se expone el modo de obteiler una medida de error que se ciila a die has caracteristicas. 
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3.Medida del error de covarianza: aproximacion lineal 
Consideremos un escenario formado por N fuentes incoherentes, la estimaci6n del vector de parametros en la 
interaci6n n Jfn ·. estara formada por cada uno de Ios paramettos estimados, potencia de !as fuentes y del ruido y 
localizaci6n de !as fuentes: 
(8) 
La matriz de error expresada en funci6n de estas magnitudes sera: 
- ".,..N HA A HA ;'2 
Sx =· Sx- Sx<En> = .<.s=l (cs·ll.sn·a.5n ° Csn · al.~sn>· a. ( ~snF )+er ·! (9) 
Si nos ceilimos a la parte marcada en negrita de la expresi6n anterior, esta puede reescribirse coma un sumatorio 
de Ios terminos siguientes: 
en donde el error del nivel de potencia de las fuentes se ha expresado por c'Sn : 
- 1\ 
csn = Csn ° Csn (I I) 
Es en este punto cuando realizaremos una aproximaci6n lineal de error basandonos en la suposici6n de que el 
error que se comete en la estimaci6n es muy pequeilo. De este modo, la medida del error cometido en la 
estimaci6n de la matriz de covarianza se podra expresar linealmente dependiente del error de parametros. Por lo 
tanto, si se asume que, en una iteraci6n dada _a;n se haya muy pr6ximo al vector de direcciones real, el termino 
escrito en (10) puede aproximarse por (12): 
en donde am representa el error cometido en la estimaci6n del vector de direcci6n de llegada correspondiente a la 
fuente s: 
1\ 1\ 
llsn = llsn ° a<~sn> = llsn ollsn (13) 
Con el prop6sito de conseguir una relaci6n lineal entre el error medido, (13), y el error cometido al estimar el 
angulo de elevaci6n se vuelve a emplear la aproximaci6n de pequeilo error en cada una de las componentes "q" del 
vector de error de direcci6n de llegada, l!sn 
<aS)q = (lls)q 0 ~sFq = exp(kq . Sin E~sFF 0 exp(kq . Sin E~FF = 
A A - A A 
= exp(kq .Sin ESsH~sFF 0 exp(kq . Sin E~sFF - exp(kq . (Sin ~s +Ss- Cos~s )) 0 
A 1\ 1\ .... 
0 exp(kq . Sin E~sF ) - exp(kq . Sin E~sFF . U . kq . CosE~RF . ~sFF (14) 
<aS:lq- ~Fq . U. kq . Cos~: . Ss·) (15) 
en donde kq=(2.7t.f/c).dq.Cos($q), siendo "f' la frecuencia central y dq y <l>q son la distancia al centro de fase y el 
angulo de azimuth del sensor "q" respectivamente (se supone una apertura lineal con Ios sensores uniformemente 
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distribuidos). 
Concluyendo, el error cometido al estimar la matriz de covarianza puede expresarse como una combinaci6n lineal 
del error de panlmetros: 
,;- _ ... N - " H - , H ::2 
l;;x - ·"'s= 1 (ens· ans · asn + l;sn · llsn · asn )+ C1 • J (16) 
en donde cada componente del vector Ca:sn )q tiene la forma: 
1\ 1\ 1\ 
<a:sn )q = <aSn)q . (kq . Cosl;s ) .ens (17) 
La medida del error de covarianza que se emplearl1 para disenar el filtro lineal ha de estar expresado en forma 
vectorial, es por ello que se tomarl1 la primera columna de la matriz de error que ha resultado en (16). Ello 
equivale a tomar un sensor como referenda y minimizar la diferencia entre la correlaci6n cruzada real y la medida 
que se obtiene al correlar la senal en el sensor de referenda y el resto de sensores que forman la apertura. La 
forrnaulaci6n de esta medida sera: 
( 18.a); l=(I,O,O, .. .Q)T (18.b) 
Este ultimo resultado es basico para poder obtener el correspondiente filtro lineal, ya que establece la relaci6n 
fundamental entre el error medido y el error de parametros: 
fn = !jn .lfn (19.a) 
siendo: (I9.b) 
Hn ·(a" " " : , • I )T = = In , J12n, .. .. aNn .a.]n ,J1.2n, .. . ,JI.Nn ,_ (19.c) 
4.Filtro adaptativo lineal. 
Por la brevedad que es exigida en esta presentaci6n, s61o expondremos un resumen del procedimiento empleado 
para llevar a cabo nuestro objetivo de estimar simultllnea y adaptativamente la inforrnaci6n de potencia y de 
localizaci6n de las fuentes . Las simulaciones que se presentanln forman parte de un conjunto completo de 
resultados de Ios cuales se concluye el comportamiento adaptativo del algoritmo y lo satisfactorio de sus 
resultados. 
La actualizaci6n de la estimaci6n de Ios parametros se realiza a traves de la matriz !$: 
Si se asume que el vector que contiene Ios parametros reales E permanece estacionario con las iteraciones mas un 
cierto ruido de innovaci6n de matriz de covarianza g , que se considera diagonal , la ortogonalidad entre el error de 
parametros E;+ I y el error de medida ~;n proporciona la matriz de ganancia 6ptima: 
La matriz :En se define como la covarianza del error de parametros en la iteraci6n n. La actualizaci6n de dicha 
matriz .se basa por tanto en la evoluci6n estacionaria del vector que contiene Ios pan\metros l estimar y en la 
covarianza del error de innovaci6n. La actualizad6n que resulta es la siguiente: 
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(22) 
Coma ejemplo del comportamiente de maxima verosimilitud que presenta este algoritmo de rapida convergencia 
se muestran en la figura 1 Ios resultados en el caso de que el numero de fuentes presentes en el escenario sea 2 y 
ello no coincida con el numero de fuentes que se ha indicado al algoritmo que ha de estimar (1 fuente). La 
estimaci6n resultante es aproximadamente la media aritmeuca de Ios pan!metros reales. En cuanto al caracter 
adaptativo del filtro, en la simulaci6n de la figura 2 se aprecia c6mo el algoritmo disenado ofrece un buen 
seguimiento de la fuente m6vil (da -10• a -10°) a pesar de la baja relaci6n senal a ruido con la que llega la senal 
emitida a Ios sensores (-3 dB's) y a pesar de la pequena apertura tomada. En ambas figuras, la apertura 
" considerada estaba formada pc~ 7 sensores y la matriz de covarianza ,Sx , que en el algoritmo se emplea como 
matriz de covarianza real, se calcul6 a partir de unicamente 500 muestras tempcrales o "snapshots". 
l.ll[tl2 ,---------------, 
t.ll!:+t2 
1.4t!tt2 
t.ll~ttO 
1.21!+12 
l.llft-U 
Actuai:·OOA1:1.51 
· OOAl: -51 
Bltlma\.cl: 4.60991 
~::::::: ~rJ::···J:=.:·::J:::::··::-·-::c::·-::::-::_:3 __ ;:_:;:::..;:·:;;;:-.:=:::=:::;;;::;;;:::.o:·._=c::=:·-:-·: 
- .21ffol2 :l 
- .lt!+n Eatirrn.tion 001\ tatimalion 
oractua!Dt 
- .41ftt2 with 500 snapa 
-.&te:tn 
-. 111!:+12 tJJJ~JJ~JJJ~JJJl 
1.0 251.1 seo.s 751.] 1111 .I 
Fig. 1 
S.Conclusiones finales. 
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A traves del a juste de la matriz de covarianza asociada a la apetura mediame la aproximaci6n de pequeilo error se 
ha presentado c6mo el error cometido en la estimaci6n de la matriz de covarianza puede formularse linealmente 
dependiente del vector de error de panimetros. Ello ha sido la base del diseilo de un filtro adaptativo lineal que 
perm ita estimar simultaneamente de forma rapida y con un comportamiento cercano al de maxima verosimilitud 
Ios parametros de !as fuentes , incluso en el caso de que la matriz de covarianza real sea calculada unicamente 
apartir de una pequeila cantidad de muestras tempcrales. Las numerosas simulaciones realizadas muestran como la 
baja carga computacional del algoritmo asf como su capacidad de seguimiento de fuentes lo configuran coma un 
buen metodo para aplicaciones de conformaci6n de haz con referencia espacial. Por otra parte, el estimador 
diseilado presenta resultados buenos y robustos aun en el caso de fuentes pr6ximas, independientemente de cual 
sea el vector inicial de parametros del que se parta para hacer la estimaci6n. En definitiva, posee toda una serie de 
caracteristicas que no estan presentes en muchos de Ios metodos de estimaci6n hasta ahora existentes. 
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