Introduction
The Generalized Multi-Protocol Label Switching (GMPLS) technology [1] is a framework that unifies network control of various types of network elements (NEs) across multiple network layers. This framework not only enables network operators to simplify the development of network control functionality in their network management systems, but also opens a vista to deploy resilient and reliable networks. Since the initiation of GMPLS standardization activity in the Internet Engineering Task Force (IETF), many network operators and vendors have been expending significant effort toward furnishing GMPLS control architectures, and have performed a number of MPLS/GMPLS interoperability trials [2, 3] . Thanks to these efforts, the main technical target of the GMPLS technology has advanced toward further realistic deployment issues such as GMPLS control over intra/inter-carrier multiple routing domains and GMPLS network deployment in existing IP/MPLS networks. This paper presents a successful multi-area MPLS/GMPLS interoperability trial that employs the interior gateway routing protocol (IGP) based multi-area routing architecture, which is unlike any previous trial employing single-area [2, 3] , hierarchical [4] , and inter-AS routing architecture [5] . This functional evaluation is quite important in overcoming the scalability limit of the single-area routing architecture and to the operation of hundreds of NEs within a nationwide carrier domain. The test-bed network, which comprises IP/MPLS routers, TDM-XCs, reconfigurable OADMs (ROADMs), OXCs, and (G)MPLS test equipment from 14 vendors, was constructed over a transpacific control network between the Toyo Corporation in Japan and the Isocore in the United States.
Technical issue facing multi-area MPLS/GMPLS networks
The technical issues related to the inter-area routing of Label Switched Paths (LSPs) originate from the specification of traffic engineering (TE) extensions to the existing IGPs considering the scalability limit. In the case of the Open a973_1.pdf 
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Shortest Path First (OSPF) protocol, the advertisement of TE links is limited to the Local Area Scope to reduce the volume of the advertised TE link information [6] . In this routing architecture, each GMPLS controlled NE is not capable of calculating the full end-to-end route of the LSPs. To cope with this issue, the current IETF proposal is to employ a "per-area/domain hop route calculation" scheme [7] . Thus, the target of this activity is not only to evaluate the inter-operability of ReSource reserVation Protocol for Traffic Engineering (RSVP-TE) to create and delete the inter-area LSPs, but also to achieve multi-area OSPF-TE interoperability and the "per-area hop calculation" at the area border OXCs (ABR-OXCs) to route the inter-area LSPs. Figure 1 (a) shows an overview of the IGP routing architecture in the MPLS/GMPLS test-bed. The GMPLS layer comprises the backbone area and three sub-areas in the overall test-bed network. Figure 1 (b) and Table I show a detailed configuration of the network and capability of the NEs, respectively, which were constructed at the Toyo and Isocore sites. The network comprises STM-16, optical GbE, and STM-16/GbE multi-rate optical links. Interarea LSP routing was performed by taking into account these constraints. Here, a data-plane link between the ABROXCs at the Toyo site and the Area 1 network at the Isocore site is configured using "virtual" STM-16 links. Namely, the SDH/SONET interfaces between them set loopback to "virtually" activate transpacific data-link. The ABR-OXCs perform the "per-area route calculation" based on the TE link information within the area to which they belong. Following the calculation, the ABR-OXCs insert an explicit route object (ERO) into the RSVP-TE message to assign detailed LSP routes within the area. The ABR-OXCs are designed to search next-hop ABR-OXCs dynamically by using the "Summary LSA" of the OSPF-TE protocol or manually configured next-hop ABR tables. Each ingress node selects the default ABR-OXC in its sub-area to create the inter-area LSPs. On top of the LSPs, Hierarchical Virtual Private LAN Service (HVPLS) LSPs are established in the IP/MPLS layer. 
Multi-area MPLS/GMPLS test-bed
Experiment and results
Inter-area MPLS/GMPLS LSP connection set-up experiment and results
We successfully achieved multi-area operation of the OSPF-TE protocol after solving a problem in which some ABR-OXCs could not advertise Router Address TLV for sub-areas [7] . Next we evaluated the "per-area hop route calculation" capability of the ABR-OXCs and established the inter-area LSPs from IP/MPLS routers or testers via the TDM/ROADM/ network. The "per-area hop route calculation" was successfully performed in less than 50 to 100 milliseconds in the ABR-OXCs in three LSP creation scenarios. The interoperability of the RSVP-TE signaling was successfully confirmed with the Generalized Label Request Object in the PATH message used to assign the SDH/SONET or the Lambda Encoding type. Table II Table II ). The most scenarios that exceed a one second RTT in particular include transit NEs that control the STM-16 interfaces. Thus, the dominant factor of the inter-area LSP is not the route calculation time in each ABR-OXC, but the interface control of the NEs. In addition, we evaluated the creation of HVPLS LSPs between edge MPLS routers using the optical GbE LSP as a forwarding adjacent (FA) LSP. It took 58.9 sec before the initiation of the forwarding Ethernet frames between the edge MPLS routers after transmitting the RSVP-TE PATH message from the GMPLS routers. The majority of the required time was for creating an IP forwarding table that takes into account the FA-LSP in the IP/MPLS network.
Discussion
We successfully confirmed the applicability of "per-area hop route calculation" for multi-area MPLS/GMPLS networks through this trial. However, we were not successful in many inter-area LSP scenarios. The intrinsic problems revealed in the results mainly include inconsistency among vendor implementation practices regarding not only (1) the advertisement of Node ID reachability information, but also (2) the advertisement policy of the TE link information for multiple transmission rate optical links. For the first problem, each ABR-OXC should have the Node ID reachability information to determine the next-hop ABR-OXC dynamically. The ABR-OXCs could not find the next-hop ABR-OXC automatically for some egress nodes because the egress nodes do not advertise Node ID reachability information in order to reflect OSPF summary LSAs in backbone Area 0. Guidelines from the standardization body are required for the advertisement of the Node ID in the Link ID field of the Router LSAs. For the second problem, we need a guideline from the standardization body specifying the manner for advertising a multiple rate TE link and an issued path computation guideline. Especially, it is important to consider path computation of multiple rate links with ITU-T G.872 based Optical Transport Network (OTN) architecture, since this is a realistic scenario in future networks.
Conclusion and acknowledgements
A multi-area MPLS/GMPLS interoperability trial was successfully conducted using NEs from 14 vendors. Thanks to the standardized definition of the GMPLS, the MPLS/GMPLS based networks are ensured to be configured on a multi-vendor basis. However, further standardization activity is required to enhance the inter-operability in multiarea MPLS/GMPLS networks. Especially, explicit requirements to advertise IP reachability information are quite important for the networks, which is also valid for the PCE architecture to discover "next-hop PCE" in the route calculation of inter-area/AS LSPs [8] .
