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NGVD29 (National Geodetic Vertical Datum of 1929) A U.S. national elevation datum used by 
the NFIP. 
Project Cost The total cost of a mitigation project, including an applicant’s share; includes such 
items as land or right-of-way acquisitions, construction, building materials, design, testing, 
permits, project management, and equipment; in most benefit-cost analyses, all future benefits 
are counted, so all project costs should be counted as well. 
PVC (Present Value Coefficient) A quantity that combines the effect of the discount rate and the 
useful lifetime of a mitigation project to determine the net present value of benefits. 
Riverine Flood Flooding that occurs along a river, stream, or other non-coastal watercourse. 
RSMeans A common construction cost data source, based on the historical data, for use in 
construction cost estimation in the U.S. and Canada. 
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more of the pre-damaged building value. 
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Assessing the costs and benefits of hazard mitigation efforts is an essential component of 
disaster management, planning, and resilience assessment. These calculations are particularly 
important in locations vulnerable to multiple hazards with high frequencies, such as coastal 
Louisiana. This study aims to provide an improved understanding of the costs and benefits of 
flood mitigation efforts in Louisiana funded by federal government grants between 2005 and 
2015. Project data provided by the Governor’s Office of Homeland Security and Emergency 
Preparedness (GOHSEP) were summarized and missing values were imputed using robust 
statistical approaches. Elevation project cost was investigated for prediction by statistical 
modeling. Benefit analysis was then conducted by quantifying the avoided loss (AL) achieved 
through mitigation for discrete events and the benefit-cost ratio (BCR) was determined using a 
Monte Carlo simulation analysis. The data imputation study revealed that statistical methods can 
impute missing pre- and post-mitigation first floor elevation (FFE) values for use in AL analysis. 
The elevation mitigation project cost study was accomplished using multiple regression, random 
forest, and neural network models, with neural network demonstrating better prediction 
compared with other models. The mitigation project cost study revealed that, due to the 
accommodation of a wide range of building types, the statistical modeling of mitigation project 
cost is superior to the current mitigation cost guidelines. The AL and BCR analysis indicate that 
flood-mitigated residential buildings were associated with an average AL of $114,206 and BCR 
of 0.76 after two recent floods in Louisiana, respectively. Also, Monte Carlo simulation on 
probabilistic events revealed an average BCR of 1.69 for flood-mitigated projects in Jefferson 
Parish, Louisiana.  
 
CHAPTER 1. INTRODUCTION 
The U.S. economy experiences an average flood loss of $12.72 billion annually (NWS 
2014; NWS 2015; NWS 2016; NWS 2017). Along the Gulf Coast and southeastern U.S., major 
flood disasters have been caused by tropical cyclones, ranging from weak tropical disturbances 
to the most powerful hurricanes, and by precipitation events not associated with cyclones. 
Incorporation of appropriate hazard mitigation strategies for structures can decrease economic 
losses from natural hazard events such as these by reducing vulnerability. Several hurricanes and 
flood events between 2005 and 2011 motivated the Federal Emergency Management Agency 
(FEMA) to allocate more than $2 billion in mitigation funds to Louisiana. Also, the 2012 
Louisiana Coastal Master Plan details a significant investment ($21.1 billion out of total $50 
billion budget) for structural (e.g., earthen levees, concrete walls, floodgates, pumps) and non-
structural (e.g., elevation, floodproofing, voluntary acquisition) protection (CPRA 2012). 
Although the importance and cost-effectiveness of mitigation have been acknowledged 
(Multihazard Mitigation Council (MMC) (2017)), missing data and inability to determine project 
cost in cost-effectiveness calculations remain the barriers.  
Mitigation can provide above-code protection for new homes, while bringing older 
buildings into closer compliance with or even exceeding existing building code regulations. 
Typical flood mitigation techniques include elevating an existing structure (elevation), 
demolishing and rebuilding the building with a higher first-floor elevation (FFE) level 
(reconstruction), moving a building to a new site (relocation), or purchasing a floodprone 
building to move residents out of an area with a high probability of flooding (acquisition). By 
optimizing mitigation actions in preparation for probable flood scenarios, lives and dollars can be 
saved through wise investments. Therefore, a better understanding of the economics of 
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mitigation is essential for allocating resources more efficiently. An evaluation of the economic 
efficiency of mitigation requires acknowledgment and treatment of missing data, determination 
of mitigation project cost, and quantification of the derived benefit in the form of avoided loss 
(AL) and benefit-cost ratio (BCR). The following sections provide an overview of these critical 
issues. 
1.1 Missing Data 
Determining the cost and benefit of implemented flood mitigation projects requires 
comprehensive project data. One of the most important variables in flood loss analysis is FFE; 
however, unavailability or illegibility of documents often leads to missing FFE data. While 
estimation methods based on the technical or engineering guidelines can be used to populate the 
missing FFE data, imputation methods based on statistical analysis may be preferable because 
imputation is adaptable and flexible to the nature of the specific building data.  
Imputation is the systematic process of filling missing data in a data set through a variety 
of scientific estimation methods. In data analysis, imputation is required when deleting 
observations with missing data makes analysis biased and when incomplete data decrease 
analysis efficiency or prevent analysis (Barnard and Meng 1999). Imputation methods have been 
widely implemented in statistical analyses of clinical and public health experiments with missing 
data (e.g., van Buuren et al. 1999; Hawthorne et al. 2005; van der Heijden et al. 2006; Burton et 
al. 2007; Newgard and Haukoos 2007). In the field of hazard mitigation, Pita et al. (2011) 
successfully applied imputation methods to address missing building roof shape data required in 
hurricane wind loss analysis. While statistical imputation methods are widely applied in 
scientific fields, hazard mitigation literature demonstrates a lack of integration of imputation for 
missing or unknown building information.  
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1.2 Mitigation Cost 
As with any design or construction undertaking, cost is an essential component in the 
mitigation project decision-making process. Accurate cost estimates enable decision-makers to 
invest wisely in mitigation (Renn 1998; Amoroso and Fennell 2008). Flood mitigation 
techniques often have higher costs when compared with mitigation options for other hazards, 
largely because they involve the entire building. Elevation is widely considered to be the most 
effective building-scale mitigation strategy for residential buildings (Bellomo et al. 1999; Bin et 
al. 2008). Therefore, the cost of elevation is necessary at the project decision-making stage to 
conduct BCA, which provides economic justification and helps the decision-maker evaluate the 
most economically efficient strategies. 
The conventional methods for project cost estimation are unit-cost and unit-area-cost 
estimation. Unit-cost is specific to a project with exact details, accomplished by means of a 
survey of construction quantities coupled with calculation of unit-price cost estimates. Unit-cost 
estimation requires professional construction estimators and historical or industry standard cost 
data to calculate cost. On the other hand, unit-area-cost is based on general building attributes 
such as building category (e.g., new residential), building type (e.g., economy one-story wood 
frame), and building parameters (e.g., area, perimeter, story height). This method is also based 
on historical or industry standard cost data; however, given the generalized nature of unit-area-
cost estimation, results have less accuracy for a particular project compared to unit-cost 
estimation. Due to the competitive nature of the construction industry, historical unit-price and 
unit-area costs are not readily available for residential construction.  
In the absence of proprietary historical cost data, RSMeans (Waier and Balboni 2018) is 
one of the most common sources used to estimate construction cost. However, RSMeans data do 
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not include all the necessary construction activities for elevation projects, and prices can vary 
substantially by contractor (Gair et al. 2011). These and similar shortcomings limit the ability of 
stakeholders (e.g., federal, state, and local agencies; homeowners) to confidently estimate 
elevation project cost. Acknowledging these issues, elevation cost guidance has been developed 
previously (e.g., USACE 1993). However, in each of these documents, only mean cost values are 
reported, limiting consideration of the distribution of cost data. Most importantly, the effect of 
number of stories on elevation project cost is not mentioned in existing guidance. Thus, it is clear 
that updated cost guidance for existing home elevation projects is needed.  
1.3 Mitigation Benefit 
The mitigation project benefit is equal to the savings associated with losses avoided in 
future events by comparing estimated property damage with and without mitigation, commonly 
referred to as AL analysis. While AL defines the absolute savings, the BCR is commonly used as 
an indicator of the efficiency of mitigation projects. BCR is calculated by dividing the AL by 
project cost. Note that neither AL nor BCR take into account loss of human life, loss of objects 
of sentimental value, or lost productivity/wages due to displacement after disaster.  
For many reasons, the economic benefit of flood mitigation remains unclear (Rose et al. 
2007; Tate et al. 2015). Different methods and approaches to AL and BCR estimation and 
barriers in probabilistic loss modelling (e.g., missing building attribute data, variation in loss 
functions, unavailability of reasonable estimates of mitigation project cost, unknown number of 
events during the building life) have, to date, limited researcher confidence in AL and BCR 
analysis results. Therefore, studies addressing these issues in loss analysis are needed to improve 
the quality of flood AL and BCA.  
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1.4 Problem Statement 
The issue of missing data has been poorly addressed in hazard mitigation literature 
although robust statistical methods exist. Flood mitigation project cost has not received adequate 
attention, leaving decision-makers and owners unable to estimate project cost effectively. 
Additionally, the economic benefit of mitigation has been estimated only through incorporation 
of abundant assumptions and generalizations. 
1.5 Goal and Objectives  
The overarching goal of this dissertation is to improve our understanding of the economic 
costs and benefits of flood mitigation. To achieve this goal, the objectives of this dissertation are: 
 to apply statistical imputation methods to the topic of the economic benefits of hazard 
mitigation (i.e., imputation of FFE before and after mitigation) and compare the findings with 
existing FFE engineering guidance. 
 to develop a statistical method for estimating flood elevation project cost and compare 
predicted cost with existing elevation cost guidance. 
 to compute building-scale flood mitigation benefit using AL analysis and BCA for two 
modeled flood events, and BCA for probabilistic flood events. 
1.6 Scope of the Study  
The data used this study were obtained from the Louisiana Governor’s Office of 
Homeland Security and Emergency Preparedness (GOHSEP) for mitigation projects obligated 
after disaster events in Louisiana from 2005 to 2015. Data were collected from scanned 
GOHSEP documents, corresponding to single-family homes elevated after major hurricane and 
flood events from 15 parishes in south Louisiana between 2005 and 2015. Due to issues with the 
scanned documents, building elevation data before and after mitigation were missing and were 
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therefore imputed for use in AL analysis. The cost estimation for flood elevation projects was 
accomplished through statistical prediction of GOHSEP-provided data for elevation projects and 
existing guidance on elevation project cost (e.g., USACE 1993; Gair et al. 2011). The mitigation 
benefit component of this study aims to assess building and content loss for three types of 
mitigation strategies: elevation, acquisition, and reconstruction, and to assess BCR for mitigated 
buildings with consideration of the future benefits during each building’s expected useful life.  
1.7 Significance of Study 
This study helps to evaluate the economic benefits of mitigated projects in Louisiana 
through scientific analysis of flood elevation project cost and event-based AL analysis. The 
results will enhance the ability of GOHSEP decision-makers to validate mitigation cost and 
benefits. The recommendations of this study can assist GOHSEP in organizing and recording 
obligated project data for AL analysis in future studies. This study also serves to advance 
methodologies within the hazard mitigation community by addressing existing knowledge 
barriers such as mitigation project cost, AL analysis with missing data, and probabilistic loss 
modeling for BCA. 
1.8 Organization of Dissertation 
This dissertation is organized by the objective topic. Chapter 1 introduces the dissertation 
including an overview of the topic, goal and objectives, and the scope and significance of the 
study. Chapter 2 presents a description of methods to impute missing FFE data before and after 
mitigation for flood mitigation projects. Chapter 3 presents the methods and results for 
estimating and predicting elevation project cost. Chapter 4 presents the methods and results for 
evaluating the AL and BCR of flood mitigation projects in Louisiana. Finally, Chapter 5 presents 
a summary and the overall conclusions of the research.  
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CHAPTER 2. DATA IMPUTATION 
2.1 Purpose  
Flood loss functions, often referred to as depth-damage curves, (e.g., Gulf Engineers & 
Consultants (GEC) 2006; FEMA 2015a) are based on a single independent variable – the depth 
of floodwater above the first floor of a building. Thus, for flood loss analysis, two factors must 
be known – the floodwater elevation and the building FFE. Although FFE is an essential 
component in flood loss calculation, all too often building FFE information is unavailable due to 
the costly nature of elevation certificate preparation (FEMA 2011c), for which a licensed 
surveyor is required, as well as the cost and effort required to maintain community building 
databases. 
Previous research has demonstrated that statistical imputation methods can handle 
missing data successfully. Regression imputation is a traditional method to deal with missing 
data as an improvement on mean, median, or mode imputation models (Zhang 2016), as it 
evaluates the relationship between missing data and other independent variables. However, when 
data deviate strongly from normality and have many outliers, the violation of the regression 
assumption presents a barrier. Alternatively, decision trees, either associated with or 
independently of a “random forest” methodology (Breiman 2017), can be used for imputation, 
especially when the data can be clustered effectively. The results of the classification and 
regression tree (CART) can vary based on the researcher-defined criteria for splitting trees on 
each node (Breiman 2017). Therefore, a random forest method was developed to improve the 
results of CART by generating multiple decision trees using resampling methods. The CART 
and random forest methods offer the advantage of avoiding the need for the assumptions of 
regression analysis and can be implemented on data with any distribution (Breiman 2001b). For 
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instance, Shataee et al. (2012) found that random forest yielded stronger imputation results than 
k-nearest neighbor and support vector machine regression, as evidenced by the cross-validation 
(CV) RMSE to identify the error rate of each model. The generalized additive model (GAM) is 
another effective imputation method for prediction when the independent variables have a non-
linear association with the dependent variable (Moore et al. 2011). GAM has been found to 
provide valid interpretability on the non-linear behavior of each independent variable (Larsen 
2015). Because GAM is capable of using smoothing functions to fit nonlinear models, it can be 
effective for showing the quality of the fit, along with the confidence interval, for each 
independent variable. Some examples of GAM imputation are those of McKechnie et al. (2013) 
to impute the missing data for a spatial fishing study, and Cugliari et al. (2018) to impute missing 
daily extremes temperature data. 
Imputation has also been used for building studies. For instance, Posenato et al. (2010) 
and Chen et al. (2018) used imputation structural health monitoring research. Inman et al. (2015) 
used imputation for modeling building electrical demand. In the field of hazard mitigation, Pita 
et al. (2011) imputed missing roof shape data using Bayesian belief networks (BBN) and CART 
methods. That study assumed that data are missing at random (MAR), and 10-fold CV suggested 
that CART was effective for imputation.  
There is a dearth of research using imputation in the hazard mitigation field. Despite the 
fact that FFE data before and/or after mitigation are commonly missing, few have attempted 
methods to handle the missing FFE information. Although FEMA publications based on expert 
opinion provide some default values for missing FFE data, such estimations have not been 
validated in scientific studies.  
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This chapter introduces the idea of applying statistical imputation methods for populating 
the missing FFE data, based on accessible information for most buildings. Specifically, FFE 
before and after mitigation is imputed for flood mitigation projects in Louisiana, using several 
statistical models, including four multiple linear regression, two random forest, and four GAM 
models. The “leave one out cross-validation” (LOOCV) root mean-square error (RMSE) method 
was implemented to assess model performance. To validate the FEMA guidelines for estimating 
missing FFE data, scenarios are explored that consider FFEs based on known foundation types 
and FFEs based on statistically-generated foundation types. Mean square error (MSE), F-test, t-
test, and analysis of variance (ANOVA) are used to assess the relative effectiveness of the FFE 
estimation and imputation methods for populating the missing information. 
This chapter contributes significantly to the field of study by eliminating the barrier of 
unknown foundation type as required information in FEMA guidelines for estimating missing 
FFE data, and by providing advanced statistical models to impute missing data. Additionally, this 
chapter provides a methodology to impute the missing FFE data separately for buildings before 
and after mitigation, which is very important in AL analysis for elevation and reconstruction 
mitigation project types. The statistical models provide an interpretable demonstration for FFE 
data based on accessible independent variables of base flood elevation (BFE) and digital 
elevation model (DEM). Finally, the few current guidelines for FFE estimation and foundation 




2.2 Data Acquisition 
LAHM Data 
This study employs data from 1,356 single-family homes flood mitigation projects 
funded by FEMA in Louisiana between 2005 and 2015. The flood mitigation strategies in this 
study are elevation (i.e., elevating an existing structure), reconstruction (i.e., demolishing and 
rebuilding an existing structure with a new FFE level), and acquisition (i.e., purchasing a 
floodprone building to move residents out of an area with high probability of flooding). The data 
source is the Louisiana Governor's Office of Homeland Security & Emergency Management 
(GOHSEP), accessed through the Louisiana Hazard Mitigation (LAHM) online portal. Because 
the primary use of LAHM is to facilitate project tracking and closeout, the LAHM data include 
the general records of projects that are eligible and obligated for federal share grants for natural 
hazard mitigation through the Hazard Mitigation Grant Program (HMGP). The mitigation 
projects in this study include obligated projects by FEMA after Hurricanes Katrina and Rita 
(2005), Gustav (2008), and several other significant flood events in Louisiana. 
In the LAHM website, each FEMA project number includes one or more properties. 
Multiple scanned documents pertaining to the application process and other clerical documents 
associated with the grant are available for most of the FEMA-funded properties during the study 
period in Louisiana. Only the eligible and obligated FEMA-funded projects in Louisiana are 
included in the data collection process. In addition to the scanned documents, some primary 
information about some of the projects is available from the FEMA grant webpage. This 
resource was helpful in expediting, verifying, and augmenting the data collection process. 
After an initial search for available data on the LAHM website, data collection templates 
were developed to ensure continuity and uniformity throughout the data collection process. The 
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collection effort provided maximum achievable information for application in the flood loss 
analysis. Some of the data fields for flood mitigation projects were recognized as critical for 
performing flood loss analysis. For instance, missing critical values of “address,” “building 
replacement value,” “building type,” “number of stories,” “initial elevation (ft.),” and “final 
elevation (ft.)” in the original LAHM online dataset made more than two-thirds of the 
“elevation” projects unsuitable. 
Pre-analysis data processing was required to provide consistency in collected data across 
different mitigation projects and eliminate or decrease spurious data. After converting 
geographical coordinates of buildings in some FEMA documents from degrees-minutes-seconds 
to decimal degree format, it was realized that some of the locations specified in documents did 
not match the addresses of projects as reported in the database, possibly because of improper 
completion of the FEMA grant application forms. Therefore, all collected data were re-checked 
for correspondence to actual project addresses. The “Google Maps®” and “Google Street View®” 
web applications were used to match the building addresses with written addresses on the 
application forms to clarify the suspect addresses.  
BFE and DEM were the two variables used for imputation of missing FFE data. The BFE 
data were collected from elevation certificates, which are commonly-used and legitimate sources 
for confirming the building’s elevation above sea level, both before and after mitigation. 
Unfortunately, however, the BFE of many buildings is unavailable in FEMA documents due to 
missing elevation certificate documents. The missing BFE data for many such cases were 
acquired by using the LSU AgCenter Floodmap Portal (maps.lsuagcenter.com/floodmaps). Some 
buildings had multiple elevation certificates for before and after mitigation. Since the elevation 
certificate does not indicate whether the elevation data are for pre- or post-mitigation, to ensure 
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that FFE data appear valid for representing pre- and post-mitigation, the mitigated buildings with 
a lower FFE than before mitigation were discarded. For buildings in the elevation and 
reconstruction mitigation strategy categories, 17 properties of the 248 with available data (6.8%) 
have a negative change in elevation (∆E), and five other properties (2.0%) have ∆E with a value 
between 0 and +1 (ft.). After reviewing these properties on the “Google street view®” web 
application, it was concluded that all 22 of the elevations were reported incorrectly in LAHM 
documents because the property pictures were shown to have ∆E exceeding one foot, so they 
were discarded. In addition, the presence of multiple elevation certificates for some buildings 
complicated the data collection process. Such cases were noted in the spreadsheet and values 
were removed and imputed as missing data by statistical analysis. 
The ground elevation, obtained from the United States Geological Survey (USGS) DEMs 
at building locations, is vital information for both flood loss analysis and data imputation. DEM 
values at the building locations were obtained by extracting the building locations from the best 
available DEM raster file for Louisiana. 
Each elevation value in the elevation certificates is based on a vertical datum for 
measurement of heights above sea level. The FFE in some elevation certificates lacks a uniform 
vertical datum. Therefore, elevation data for the 124 observations that referenced the National 
Geodetic Vertical Datum of 1929 (NGVD29) were transformed to North American Vertical 
Datum of 1988 (NAVD88) using National Oceanic and Atmospheric Administration (NOAA)’s 
vertical datum transformation (VDatum) software. To show the effect of using a nonuniform 
vertical datum, the datum difference (∆) was calculated by subtracting the NAVD88 vertical 
height (ft.) from NGVD29 vertical height (ft.). Figure 2.1 shows that the maximum ∆D is 0.3251 
(ft.) and the minimum is −0.1267 (ft.). 
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Figure 2.1. Boxplot for NGVD29 and NAVD88 datum difference for flood-mitigated buildings 
in Louisiana (2005-2015) with mean (x symbol), median, and interquartile data range  
 
Table 2.1 summarizes the solution for each step of data processing before imputation 
analysis. 
 
Table 2.1. Pre-analysis Data Processing Summary for imputing first-floor elevation data for 
flood-mitigated properties (2005-2015) in Louisiana 
Data Issue Proposed solution to resolve the issue 
Non-unified GPS address format Convert all coordinates to decimal degrees format. 
Incorrect GPS address 
Use “Google Maps®” and “Google Street View®” web 
applications to find the correct GPS addresses from mail 
address. 
Missing BFE 
Use “LSU AgCenter maps portal” to find BFE by 
building addresses. 
Missing DEM 
Use GIS to extract DEM values at buildings locations 
by mapping buildings at the most available and accurate 
DEM raster file. 
Errors in FFE entries due to elevation certificate issues 
Calculate ΔE for all properties. Use BFE information 
and “Google Street View®” to review properties with 
negative or very small ΔE. Delete wrong FFE values.  
Nonunified datum for FFE elevation points 




Two publications (FEMA, 2013, 2015) are selected to use for FFE imputation. According 
to FEMA (2013), in St. Tammany Parish, Louisiana, after Hurricane Isaac in 2012, the default 
∆D 
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height above grade to top of finished floor (H) is estimated to be 4, 2.5, and 1 (ft.) above grade 
(D) for basement, crawl space or pier and beam, and slab foundations, respectively. FEMA 2013 
obtained these estimates from FEMA (2011b) Equation (2-1) is used to calculate FFE0 based on 
the estimated values of H in FEMA methodology. 
𝐹𝐹𝐸0 = H + D                  (2-1) 
To estimate the FFE0 by defined methodology in FEMA (2015), the distribution of 
foundation type (i.e., pile, pier, solid wall, basement, crawl space, fill, slab on grade) in each 
area, based on the building flood zone and location, must be determined. The building's location 
regarding flood zones are recognized as riverine (areas with the probability of flood caused by 
water flow from rainfall) and coastal (areas prone to coastal flooding) Pre-Flood Insurance Rate 
Map (FIRM) and Post-FIRM. The pre-FIRM is for buildings constructed or substantially 
improved before December 31, 1974 or before the effective date of an initial FIRM, and the post-
FIRM is for buildings constructed or substantially improved after December 31, 1974 or after the 
effective date of an initial FIRM (FEMA 2010). The distribution of foundation type for 
residential buildings relevant to Louisiana based on flood map location is provided in Table 2.2. 
 
Table 2.2. Distribution of Foundation Type for Sampled Residential Homes in Louisiana (FEMA 
2015) 











AR, LA, OK, 
TX 




34% 7% 1% 1% 21% 0% 36% 
Coastal Post- FIRM A-Zone 
Gulf of 
Mexico 
50% 15% 2% 0% 20% 0% 13% 
Coastal Post- FIRM V-Zone 
Gulf of 
Mexico 
85% 10% 2% 0% 1% 0% 2% 
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Then, the FFE0 was calculated by H values in Table 2.3 and Equation (2-1). The H 
values (FEMA 2015) were calculated using information from the foundation type estimates in 
Table 2.2 and building condition in the flood maps. 
 
Table 2.3. Default Height Above Grade to Top of Finished Floor (H; FEMA 2015) 
Block Type Coastal  Riverine 
FIRM Pre− Post−  Pre− Post− 
Flood Zone  A V   A V 
Pile (or column) 7 ft 8 ft 8 ft  7 ft 8 ft 8 ft 
Pier (or post and beam) 5 ft 6 ft 8 ft  5 ft 6 ft 6 ft 
Slid Wall 7 ft 8 ft 8 ft  7 ft 8 ft 8 ft 
Basement (or Garden Level) 4 ft 4 ft 4 ft  4 ft 4 ft 4 ft 
Crawl Space 3 ft 4 ft 4 ft  3 ft 4 ft 4 ft 
Fill 2 ft 2 ft 2 ft  2 ft 2 ft 2 ft 
Slab 1 ft 1 ft 1 ft  1 ft 1 ft 1 ft 
 
2.3 Methodology 
Recognizing the features of the missing data is important to determine the most 
appropriate way to impute the data. Data can be missing completely at random (MCAR), missing 
at random (MAR), or missing not at random (MNAR). If data are MCAR, the missing values can 
be deleted and only the observations with complete data may be selected for analysis. In contrast, 
data that are MAR may have relationships between missing data and other observations; 
therefore, the imputation can populate the missing data based on the other related variables. 
When data are missing at random (MAR), their deletion may remove valuable information. 
Therefore, imputation methods must preserve that valuable information (Zhang 2016). Data that 
are MNAR depend on information that does not exist in the dataset. Therefore, these data cannot 
be imputed using observed information (Little and Rubin 2014).  
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The missing information in this study resulted from documentation deficiencies or 
illegibility of scanned PDF documents. Therefore, the data were assumed to be either MCAR or 
MAR. To test the data for MCAR, the Little’s MCAR test (Little 1988) was used. The null 
hypothesis of Little’s MCAR test is that data are MCAR. Therefore, a chi-square p-value less 
than 0.05 suggests that null hypothesis of MCAR is rejected. 
The methods described in this section were used to impute missing FFE0 and FFE1 data. 
The results from the FFE0 imputation were compared with FFE estimations from FEMA 
guidelines in the Results section. Resulting values from imputations from this methodology and 
estimations from FEMA methods were compared.  
Leave-one-out Cross-Validation RMSE 
The LOOCV RMSE method was selected to find a statistical model with the lowest error 
rate for use in imputation. To obtain the RMSE, the model was built by separating the data into 
training and test sets. In LOOCV, the training set was constructed on N-1 observations, where 
LO is the LOOCV RMSE, N is the total number of observations in data set, and ?̂?𝑖 and 𝑌𝑖 are the 
predicted and actual values of omitted observation 𝑖, respectively [Equation (2-2)]. Thus, for 
calculation of RMSE, in every iteration the fitted data on training set only tests the prediction 
error on one random observation, until the error rate for all individual observations was 




∑ √(?̂?𝑖 − 𝑌𝑖)
2N
𝑖=1  (2-2)  
Regression 
Statistical regression techniques were used to impute the missing information of FFE 
based on the available data. Because DEM (D) and BFE (B) are two accessible, independent 
variables related to the FFE, these two variables were used in regression models to impute 
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missing FFE data. The validity of assumptions was tested for each regression model, including 
Shapiro-Wilk for normality, Breusch-Pagan for homoscedasticity or homogeneity of variance, 
and variance inflation factor (VIF) for quantification of multicollinearity in multivariable 
models. The regression LOOCV RMSE along with adjusted R2, R2, and consideration of 
regression assumptions were used to enhance the selection of a proper imputation model for 
FFE0 and FFE1. Four models were examined to identify the best regression fit to predict the 
FFE0 and FFE1: 
 
Table 2.4. Regression Models Evaluated 
Model Regression Model Expression Equation 
1 𝐹𝐹?̂?0 = ?̂?0 + ?̂?1𝐷  (2-3) 
2 𝐹𝐹?̂?0 = ?̂?0 + ?̂?1𝐷 + ?̂?2𝐵  (2-4) 
3 𝐹𝐹?̂?1 = ?̂?0 + ?̂?1𝐵  (2-5) 
4 𝐹𝐹?̂?1 = ?̂?0 + ?̂?1𝐵 + ?̂?2𝐷  (2-6) 
 
Random Forest and Generalized Additive Model 
Random forest (Breiman 2001b) is a robust data mining model used for both prediction 
(i.e., regression) and classification. This model is constructed based on the equal averaging of 
many random trees in the classification and regression tree (CART) method (Breiman 2001b) to 
obtain a model with reduced variance. In the random forest, every tree is created by a bootstrap 
sample from the training data, and each tree grows to a maximum depth without pruning 
(Breiman 2001b; Cutler et al. 2007). Random forest imputes missing values using the median of 
numeric variables and the mode of categorical variables (Breiman 2001a). The “randomForest” 
package in the R program is used for random forest analysis in this study. 
The other model tested for imputation is the GAM, which is an additive modeling 
technique to predictive dependent variable using independent variables and a smoothing function 
on some or all of the independent variables (Hastie and Tibshirani 1990). This model allows 
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inclusion of an independent variable(s) with non-normal error distribution(s) (Guisan et al. 2002; 
Borokini 2016). In GAM, the shape of the relationship among variables is determined by 
observations; therefore, the relationships can have non-linear shapes. The general form of the 
GAM for use in imputation with two independent variables is shown in [Equation (2-7)], where 
𝜇(𝑋) is the conditional mean of the dependent variable (e.g., Gaussian) and 𝑔 is the link function 
(e.g., identity link with normal response), 𝑓1 and 𝑓2 are the arbitrary trends for independent 
variables 𝐵 and 𝐷, respectively, that can be estimated by non-linear smoothers (e.g., smoothing 
splines): 
𝑔[𝜇(𝑋)] = 𝛽0 + 𝑓1(𝐵) + 𝑓2(𝐷)              (2-7) 
The “gam” package in R was used for GAM imputation, and the smoothing spline was 
used as smoothing function for all independent variables in the model. 
Comparison with Data in Literature 
To compare the imputation results from selected statistical model and estimation results 
from FEMA guidance, the imputation and estimation results were compared with the LAHM 
data with no missing information. The MSE was used to measure the error rate of the imputation 
and FEMA prediction with the LAHM data. Thus, the model with minimum MSE has a lower 
error rate and better prediction accuracy. The statistical testing for equality of mean and variance 
between imputed or estimated data and LAHM data with no missing information was also 
implemented. The following comparisons were made: 
• FFE0 (imputed) vs. FFE0 (LAHM) 
• FFE0 (estimated by FEMA (2013)) vs. FFE0 (LAHM) 
•  FFE0 (estimated by FEMA (2015) with known foundation type) vs. FFE0 (LAHM) 
•  FFE0 (estimated by FEMA (2015) with simulated foundation type) vs. FFE0 (LAHM) 
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•  FFE1 (imputed) vs. FFE1 (LAHM) 
To test the equality of variance between each group, which is required to choose a correct 
t-test, the F-test is conducted by Equation (2-8), where 𝑆1
2 is the variance of one sample (highest 
variance), and 𝑆2





2                    (2-8) 
After conducting the F-test, data were compared through t-test to find the equality of 
mean for each tested group. The t-test for equal sample size and equal variance was implemented 
using Equation (2-9), where ?̅?1 and ?̅?2 are the mean of group 1 and group 2, respectively, 𝑆𝑝 is 
an estimator of pooled standard deviation of the two sample groups, and 𝑁 is number of 






                  (2-9) 
In addition to the F-test and t-test for each group of imputations or estimations vs. the 
LAHM data, a one-way ANOVA test was used in this study to determine whether significant 
differences of mean exist across the all different groups of study. The null hypothesis (H0) of 
one-way ANOVA in this study is the equality of the means for FFE0 in LAHM data, statistical 
imputation model, and estimation models by FEMA. For all inferential statistical analyses, a 
level of significance (α) of 0.05 was chosen as the threshold for assessing statistical significance. 
2.4 Results 
 Little’s MCAR test for randomness of missing data showed a p-value of less than 0.001. 
Therefore, the data were assumed to be MAR and imputation is recommended to populate the 
missing information. The imputation results from regression, random forest, and GAM models, 
along the results of a comparison study with data in the literature, are presented in this section.  
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Regression 
The coefficient parameter estimates of regression models are shown in Table 2.5. The 
coefficient p-value of the independent variables in all examined models are significant or near 
the significance level of 0.05. 
 
Table 2.5. Parameter Estimate, for Selected Regression Models 
Model 
# 
Coefficient Parameter Estimate Std. Error p-value 
1 ?̂?0 Intercept 1.386 0.138 <0.001 * 
 ?̂?1 D 1.009 0.013 <0.001 * 
2 ?̂?0 Intercept -0.422 0.219 0.056 
 ?̂?1 D 0.612 0.042 <0.001 * 
 ?̂?2 B 0.383 0.040 <0.001 * 
3 ?̂?0 Intercept 3.378 0.206 <0.001 * 
 ?̂?1 B 0.983 0.015 <0.001 * 
4 ?̂?0 Intercept 4.041 0.326 <0.001 * 
 ?̂?1 B 0.835 0.059 <0.001 * 
 ?̂?2 D 0.164 0.063 0.0101* 
 
By testing the LOOCV RMSE along with adjusted R2, R2, and considering the regression 
assumptions, the regression models were compared for FFE0 and FFE1 models (Table 2.6). The 
regression results suggest using Model 1 (adjusted R2=0.98, LOOCV RMSE=1.22) for imputing 
FFE0 due to the existence of multicollinearity in Model 2, despite its slightly lower cross-
validation error; and Model 3 (adjusted R2=0.95, LOOCV RMSE=1.89) for imputing FFE1 due 
to its lower cross-validation error and minimization of multicollinearity. 












1 F NA F 0.97 0.97 1.22 
2 F F F 0.98 0.98 1.15 
3 P NA F 0.95 0.95 1.89 
4 P F F 0.95 0.95 1.91 
Note: P =pass, F =fail, NA= not applicable 
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The regression assumptions test suggests that the normality assumption is violated in all 
equations. However, the large sample size makes the least squares regression robust to the 
normality violation assumption (Lumley et al. 2002). Figure 2.2 describes the relationship 
between the FFE0 and DEM based on Model 1. Similarly, Figure 2.3 relates FFE1 to BFE based 
on Model 3. 
 




Figure 2.3. Relationship between FFE1 and BFE, for elevation-mitigated projects (2005-2015) in 
Louisiana 
 
The imputed data should fall inside the range of the scatterplot created using available 
data; plots of missing and non-missing data on their independent variable axis (i.e., DEM and 




























Figure 2.4. Distribution of missing vs. available data for FFE0 
 
  
Figure 2.5. Distribution of missing vs. available data for FFE1 
The range of DEM for missing data falls within that for available FFE0 (Figure 2.4), 
which provides reassurance of the validity of the imputation process. However, Figure 2.5 does 
show that the BFE for missing data are below that for non-missing data in a few cases. This 
result suggests that caution should be exercised in the interpretation of results of imputed FFE0 
values. Furthermore, the plots indicate that, whether or not FFE data are missing, most properties 
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have DEM less than 20 ft. for FFE0, and BFE less than 20 ft. for FFE1. This result confirms that 
most mitigated buildings are located in low-elevation areas. 
Random Forest and Generalized Additive Model 
The out-of-bag (OOB) error in random forest decreased dramatically with the first 100 
trees, and after 350 trees the test-error became nearly constant (Figure 2.6). Therefore, random 
forest is applied with 500 trees to obtain the best results. 
 
Figure 2.6. Random forest OOB error, based on the number of trees 
The LOOCV RMSE for selected regression, random forest, and GAM models are shown 
in Table 2.7, which for missing FFE0 values random forest (Model 5) and GAM (Model 7) have 
the same LOOCV RMSE, and for missing FFE1 values the GAM (Model 8) has the lowest 
LOOCV RMSE. 
Table 2.7. LOOCV RMSE Results for Statistical Models 
Model # Model Type Model Variables LOOCV RMSE 
2 Regression 𝐹𝐹𝐸0 =  𝑓(𝐷) 1.22 
3 Regression 𝐹𝐹𝐸1 =  𝑓(𝐵) 1.89 
5 Random Forest 𝐹𝐹𝐸0 =  𝑓(𝐷, 𝐵) 1.05 
6 Random Forest 𝐹𝐹𝐸1 =  𝑓(𝐷, 𝐵) 1.74 
7 GAM 𝑭𝑭𝑬𝟎 =  𝒇(𝑫, 𝑩) 1.05 
8 GAM 𝑭𝑭𝑬𝟏 =  𝒇(𝑫, 𝑩) 1.69 
9 GAM 𝐹𝐹𝐸0 =  𝑓(𝐷) 1.23 
10 GAM 𝐹𝐹𝐸1 =  𝑓(𝐵) 1.75 
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Since the random forest and GAM methods are very competitive in prediction results, 
this study suggests using either random forest or GAM methods for imputing the missing values 
of FFE0 and FFE1. Figure 2.7 shows that the smoothing function for both independent variables 
in GAM model of FFE0 are significant and both variables are effective in the imputation of 
missing FFE0 values. 
 
Figure 2.7. GAM smoothing fits with one standard error confidence interval and three-
dimensional plot for imputation of FFE0 
 
The smoothing function for both independent variables in GAM model of FFE1 is 





Figure 2.8. GAM smoothing fits with one standard error confidence interval and three-
dimensional plot for imputation of FFE1 
 
Comparison with Data in Literature 
For this section, 175 observations from LAHM data were used as a basis for comparison. 
These data are from the non-missing data for foundation type (i.e., slab, crawl-space, and pier), 
building occupancy (residential), BFE, DEM, FFE0, and FFE1.  
The MSEs of imputed FFE0 data with unknown foundation type (if0), FEMA 2013 with 
known foundation type (ef013), FEMA 2015 with known foundation type (ef015), and FEMA 
2015 with estimated foundation type (ef015f) were 2.96, 2.06, 2.29, and 3.92, respectively. Thus, 
all three methods have a nearly similar error rate. However, FEMA 2013 has slightly better 
results than the imputation and FEMA 2015 methods. Figure 2.9 shows the distribution of 
imputed and estimated FFE0 compared to LAHM FFE0 (f0). All distributions are near the 




Figure 2.9. Boxplots of imputed and estimated FFE0 compared to LAHM FFE0 
The t-test p-values between LAHM data and FFE0 from imputation, FEMA 2013, FEMA 
2015, and FEMA 2015 with estimated foundation type were 0.95 [two-sample ttest with equal 
variance (F-test p-value = 0.81)], 0.79 [two-sample t-test with equal variance (F-test p-value = 
0.70)], 0.90 [two-sample t-test with equal variance (F-test p-value = 0.85)], and 0.50 [two-
sample t-test with equal variance (F-test p-value = 0.61)], respectively. The t-test results indicate 
that none of the three models differed significantly from the observations. However, FFE0 from 
imputation has the most similarly distributed mean and variance to those of the observations. In 
addition to the T-test, the one-way ANOVA with the p-value of 0.91 also shows no difference 
between f0, if0, ef013, ef015, and ef015f. 
The MSE for imputed FFE1 with unknown foundation type (if1) is 4.21. Also, the t-test 
p-value between FFE1 from imputation and LAHM was 0.93 [two-sample t-test with equal 
variance (F-test p-value = 0.76)]. The t-test and results indicate that the imputation results are not 
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significantly different from LAHM data. Figure 2.10 shows the distribution of imputed FFE1 
compared to LAHM FFE1 (f1). The if1 distribution is near the distribution of f1. All the results 
from F-tests, t-tests, and MSEs are summarized in Table 2.8. 
 
Figure 2.10. Boxplots of imputed FFE1 compared to LAHM FFE1 
 
Table 2.8. F-test, t-test, and MSE Results for FFE Imputations and Estimations vs LAHM Data 
on 175 Observations 
Comparison 
Method 
f0 vs.if0 f0 vs. ef013 f0 vs. ef015 f0 vs. ef015f f1 vs. if1 
F-test P-value 0.81 0.70 0.85 0.61 0.76 
t-test P-value 0.95 0.79 0.90 0.50 0.93 
MSE 2.96 2.06 2.29 3.92 4.21 
 
Table 2.9 compares H and the distribution of four foundation types in FEMA studies for 
Louisiana and LAHM data. A considerable difference for H exists in the pier foundation type 
among the three studies. Also, in FEMA 2015 the distribution of pier foundation for the riverine 
area in Louisiana is zero percent but LAHM data shows the existence of buildings by pier 
foundation (6%) in riverine area.  
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Table 2.9. H for the FEMA 2013 and FEMA 2015 Foundation Types in Louisiana vs. LAHM 
Foundation Types 
 Pile Pier Basement Crawl-space Slab-on-Grade 
FEMA 2015 (ft.) 7 or 8 5 or 6 or 8 4 3 or 4 1 
FEMA 2013 (ft.) NE 2.5 4 2.5 1 
LAHM Mean (ft.) 7.5 4.3 NE 3 1.4 
LAHM SD (ft.) 4.1 2.1 NE 1.4 1.4 
FEMA 2015 Dist. (%)* 0 ,34 ,50 ,85 0, 7, 15, 10 5, 1, 0, 0 38, 21, 20, 1 57, 36, 13, 2 
LAHM Dist. (%) 1 6 0 3 89 
LAHM Obs. 4 26 0 14 364 
Note: NE= Not exist; SD= Standard deviation; Obs.= Number of observations, FEMA 2015 Dist. (%) = Foundation 
type distribution in FEMA (2015) for riverine, coastal Pre-FIRM, coastal Post-FIRM A-zone, and coastal Post-
FIRM V-zone areas, respectively, LAHM Dis. (%) = Foundation type distribution in LAHM data for all flood zones. 
 
2.5 Discussion 
The motivation for this research arises from the absence of a significant portion of data 
on building attributes required for flood loss analysis. However, the existence of some entries 
with no missing information provided an opportunity to use statistical imputation methods to 
predict the missing data based on the available data. Also, since the existence of missing 
information on building attributes is very common in flood loss analysis, the results of this 
research are valuable for all decision-makers and stakeholders that are interested in assessing the 
benefit of mitigation.  
The MSEs indicate that when the foundation type is known, the FEMA estimation 
methods populate missing FFE0 data slightly better than imputation. Also, the F- and t-test 
results confirm the accuracy of FFE0 estimates by FEMA. However, FEMA 2013 (the most 
accurate method) is not applicable when the foundation type is unknown, and it was only 
specified to one geographic area in the United States. Furthermore, FEMA 2013 is limited to 
four specific foundation types and the piling foundation, which is common in low-lying areas, 
was not included in that study. Also, FEMA 2015 is not applicable when the pre- or post-FIRM 
information of buildings is not available. Additionally, in the absence of foundation type, the 
MSE results show an increase in error rate. Therefore, in the absence of information required for 
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estimation methods in FEMA publications (e.g., foundation type, construction date) and with an 
acceptance for slight reduction of accuracy, the imputation methods based on the locally 
collected data can be as effective as FEMA estimation methods with required information about 
foundation type, building construction date and flood zone in FIRM maps. 
While the FEMA studies provide estimation methods for FFE, they do not separate their 
estimations for unmitigated and post-event mitigated buildings. However, in elevation-mitigation 
projects, because raised buildings typically provide above-code protection for mitigated homes, 
the FFE1 cannot be estimated by FEMA techniques for FFE estimation. For that reason, this 
study provides a separate imputation model for missing data of FFE1. The F-test, t-test, and MSE 
confirm the high accuracy of imputed data for this important variable in AL analysis.  
The distributions of foundation types in LAHM data show that pier foundation in the 
riverine area consists of 6% of the mitigated buildings in Louisiana while in the FEMA 2015 
study the distribution for this foundation type in riverine area is 0%.  
2.6 Conclusions and Summary 
This research contributes to the development of knowledge in the field of flood loss 
analysis by providing statistical imputation methods to find missing information of FFE0 and 
FFE1. These imputation methods can be used in any geographic area to populate the missing data 
for these two critical variables in AL analysis. The comparison between imputation in this study 
and existing estimation methods shows that imputation results are more flexible to populate the 
missing information based on the building conditions and geographic locations. Also, the 
statistical t-test shows that the results of estimation methods in the FEMA guidelines are not 
significantly different from LAHM observations in this study. 
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The detailed steps for processing data to use in flood loss analysis and handling missing 
information were described in the major sections above. Imputation methods by knowing DEM 
and BFE information were applied for FFE0 and FFE1 missing data. The FFE0 and FFE1 
imputations results were compared with LAHM data by using F-test, t-test, and MSE methods. 
Also, the FEMA estimation methods in literature for missing FFE0 data were evaluated and 
compared with LAHM data. The results indicate that imputed FFE0 and FFE1 information are 
not significantly different from the LAHM data and the MSEs are low in imputations for both 
variables.  
Finally, to provide more robust loss analysis in the future, this study recommends storing 
the critical information for loss analysis properly through an online database system for agencies 
to use in future AL studies and BCA. Some of the critical data fields for flood mitigation projects 
were recognized as “unique ID,” “construction date,” “address,” “GPS address,” “building 
replacement value,” “building type,” “number of stories,” “foundation type,” “flood zone,” 
“BFE,” “project cost,” “initial elevation (ft.),” and “final elevation (ft.).” 
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CHAPTER 3. MITIGATION PROJECT COST 
3.1 Purpose 
To overcome the existing shortcomings in estimating elevation project costs for existing 
homes, the goal of this chapter is to evaluate and improve generalized home elevation 
construction cost estimation using predictive statistical modeling. This is accomplished through 
statistical characterization of elevation project cost data; determination of a proper statistical 
model for elevation cost prediction; and comparison of statistical model results with published 
guidance and case studies.  
As an alternative to conventional cost estimation methods, predictive statistical cost 
modeling has been used in several construction cost applications. For instance, Herbsman (1986) 
used regression to predict highway construction cost. Adeli and Wu (1998) and Wilmot and Mei 
(2005) used neural networks to predict highway construction cost. To predict building 
construction cost, Karshenas (1984) used multiple regression, Skitmore and Ng (2003) used 
several regression models, Sonmez (2004) used both multiple linear regression and neural 
networks, and Kouskoulas and Koehn (2005) used multiple linear regression and validated the 
results with two real building case studies. Lowe et al. (2006) used multiple linear regression 
with log transformation of cost per unit area as the dependent variable and then used forward and 
backward stepwise analysis to find a model with only significant independent variables. Jrade 
and Alkass (2007) used a set of linear regression models in a computer-based cost estimation 
program, and Sonmez (2008) used a combination of linear regression and bootstrap techniques 
for construction cost modeling. Additionally, to predict construction cost specific to residential 
buildings, Günaydın and Doğan (2004), Kim et al. (2004), and Kim et al. (2005) all used neural 
networks in their statistical cost prediction models. Finally, in natural hazard mitigation, 
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Jafarzadeh et al. (2014) successfully applied multiple linear regression to establish construction 
cost models for seismic retrofit of confined masonry buildings. Although researchers have used 
statistical cost prediction models for highways, commercial buildings, residential homes, and 
seismic retrofits, there are no known studies for existing building elevation cost prediction. 
Sonmez (2004) and Lowe et al. (2006) compared multiple linear regression and neural 
networks models to estimate the cost of building projects. Kim et al. (2004) compared multiple 
regression, neural networks, and case-based reasoning estimation models for residential 
buildings. All three studies used variable significance level and coefficient of determination to 
select the best regression model. While Kim et al. used cross-validation only for the neural 
network model, Sonmez used 1-fold CV for all models to compare their prediction ability. 
However, 1-fold CV may create uncertainty depending on the selection of models for training 
and testing data sets. These three studies concluded that model selection improves the prediction 
performance and accuracy of the model (e.g., by having a lower cross-validation error). 
As construction is a complex process and many factors are involved in determination of 
construction cost, there are no commonly accepted statistical models for implementation in cost 
prediction models. However, reasonable cost prediction models should satisfy factors such as 
validity of variable selection (i.e., variables must be statistically significant and have reasonable 
behavior in the model), low prediction error, and satisfaction of statistical assumptions. 
Therefore, several statistical models should be examined to select the model with superior 
performance among the other models to use for prediction.  
Historical cost data obtained from the Louisiana Governor's Office of Homeland Security 
and Emergency Preparedness (GOHSEP) are used for model fitting. The required assumptions 
for several multiple regression models are tested, and the external prediction accuracy of the 
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selected regression model is examined by 10-fold CV root mean square error (RMSE) to 
determine a regression model with minimum prediction error. Further, the statistical model 
estimates are validated using the results of USACE (1993), FEMA (1998), and Gair et al. (2011) 
cost estimates. The contribution of this chapter is the development of a robust, generalized cost 
estimation method for existing home elevation. Conventional cost estimation methods are not 
readily accessible to decision-makers and existing generalized guidance is limited and dated. 
Therefore, addressing the current issues in previous studies can significantly improve cost 
aspects of future BCA results.  
3.2 Background 
According to USACE (1993), FEMA (1998), and Gair et al. (2011), elevation project 
cost varies based on several factors, including building area, height of elevation, number of 
stories, and foundation type. The general form of the variables in the statistical analysis is shown 
in Equation (3-1), where C is the cost of the elevation project ($), A is the average floor area (m2) 
calculated as the total home area divided by the number of stories, ΔE is the change in elevation 
(m), S is the number of stories, and F is a categorical variable representing foundation type. 
𝐶 = 𝑓 (𝐴, 𝛥𝐸, 𝑆, 𝐹) (3-1) 
An illustrated example of an elevated house is shown in Figure 3.1, where ΔE is obtained 
from Equation (3-2). The FFE represents the elevation (NAVD88) of the top of the bottom floor 
(including basement, crawl-space, or enclosure floor) from elevation certificates, where FFE1 




Figure 3.1. Schematic example of an elevated home 
 
𝛥𝐸 = 𝐹𝐹𝐸1 − 𝐹𝐹𝐸0 (3-2) 
3.3 Data 
Elevation Cost Literature 
The total cost of elevation (𝐶𝑡) using the USACE (1993) methodology is calculated by 
Equation (3-3), where 𝐶𝑒 is the cost of elevation; 𝐶𝑙 represents the cost of landscaping, excluding 
trees, bushes, and flowers; 𝐶𝑝 is the cost of professional engineering, and 𝑃𝑐 represents the 
contract profit percentage. Landscaping cost (𝐶𝑙) is calculated using Equations (3-4) and (3-5), 
where the product of 𝐶𝑢𝑙 represents the unit area landscaping cost, 𝐴𝑙 represents the landscaping 
area, and 𝑊𝑏 and 𝐿𝑏 are the width and length of the building, respectively. Values provided in 
USACE (1993) are shown in Table 3.1 and are assumed to represent 1993 dollars. Slab 
foundations are assumed to be converted to elevated foundations; however, cost values for 
earthen fill are also provided. 
𝐶𝑡 = (𝐶𝑒 + 𝐶𝑙 + 𝐶𝑝)  × (1 + 𝑃𝑐) (3-3) 
𝐶𝑙 = 𝐴𝑙 × 𝐶𝑢𝑙   (3-4) 
𝐴𝑙 = (𝑊𝑏 + 6.1) × (𝐿𝑏 + 6.1) (m2); [𝐴𝑙 = (𝑊𝑏 + 20) × (𝐿𝑏 + 20)] (ft2) (3-5) 
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Table 3.1. Published USACE (1993) cost elevation values for 0.6 m (2 ft) additional elevation 
 
Ce Cul Cp Pc 
Earthen 
Fill 
Wood frame on 



















FEMA (1998) simply provides unit costs to elevate buildings to continuous foundation 
walls or open foundations by 0.6 m (2 ft): frame or masonry building with existing slab 
foundation is $510/m2 ($47/ft2), and frame building with existing basement or crawlspace 
foundation is $180/m2 ($17/ft2). These values are assumed to represent 1998 costs. 
Gair et al. (2011) evaluated elevation cost for typical 140 m2 (1,500 ft2) one-story homes 
in Louisiana using unit-cost estimation and 2011 RSMeans residential cost data for slab and pier 
and beam foundations, elevated 0.9 m (3 ft), 1.8 m (6 ft), and 2.7 m (9 ft). However, because 
standard RSMeans cost data do not cover all of the construction activities required to elevate 
homes, Gair et al. (2011) obtained unit cost values from a survey of foundation elevation 
contractors. Gair et al. (2011) divided the elevation process into 15 activities (Table 3.2). Of 
these activities, the three last activities (i.e., exterior wall, masonry stair, and gas) are not typical 
for most homes in Louisiana. The average cost/unit area/unit elevation for additional activities of 
exterior wall, masonry stair, and gas in the Gair et al. (2011) study are 65.6 (1.9), 43.3 (1.2), and 
9.0 (0.3), $ m-2 m-1 ($ ft-2 ft-1), respectively.  
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Table 3.2. Construction Activities for Residential Building Elevation (Gair et al. 2011) 
Activity Description 
1 Push Piling 
2 Raise, Shore & Align 
3 Footings 
4 Piers 
5 Wood Stair 
6 Sanitary Sewer 
7 Water 
8 Electrical 
9 Driveway & Sidewalk Pavement 
10 Platform for AC 
11 Remove/Replace AC 
12 Insulation Below Floor Framing 
(Pier and Beam Only) 
13 Exterior Wall  




Cost information from the literature was normalized to represent 2015 dollars. The 
Engineering News-Record (ENR) average annual building cost index (i.e., average index, AI) 
(Grogan 2016), selected for this study, remains commonly used by researchers in the 
construction industry (e.g., Popescu et al. 2003; Touran and Lopez 2006; Mikhed and Zemčík 
2009). AI values have been determined considering nationwide changes (i.e., 20 cities) in labor 
rates, productivity, material prices, and the competitive condition of the building marketplace. 
The AI values (Grogan 2016) for 1993, 1998, and 2005 to 2015 are presented in Table 3.3 and 
used to calculate project cost in terms of 2015 dollars [Equation (3-6)], where C2015 is cost in 
2015 and Ci represents cost at time i (i.e., either project contract date or year of previous study), 
AIi is the average index at time i, and AI2015 is the average index of the construction cost in 2015. 
𝐶2015 =  
𝐴𝐼2015
𝐴𝐼i
× 𝐶i                (3-6) 
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National average project costs (𝐶𝑁𝐴) were adjusted to represent Louisiana costs (𝐶𝐿𝐴) 
through the use of an average location factor, 𝑃𝑙 [Equation (3-7)]. The location factor was 
determined by averaging all Louisiana city RSMeans location factors (RSMeans 2015). These 
factors ranged between 77.8% and 87.5%; the average Louisiana location factor used in this 
analysis is 82.6%. 
𝐶𝐿𝐴 = 𝑃𝑙 × 𝐶𝑁𝐴                 (3-7) 
Table 3.4 presents summarized cost data for Louisiana in 2015 dollars, which will be 
used later in this chapter to compare the regression results. 
 
Table 3.4. USACE (1993), FEMA (1998), and Gair et al. (2011) Elevation Costs, $/m2 ($/ft2) 
Change in 
Elevation 
Slab Foundation to Elevated 
Foundation 
 
Other Foundation Types to 
Elevated Foundation 
















































Louisiana Elevation Project Data 
Data were collected from scanned GOHSEP documents, corresponding to single-family 
homes elevated after major hurricane and flood events from 15 parishes (counties) in southern 
Louisiana between 2005 and 2015. The collected data fields are: location (i.e., address and 
latitude/longitude), contract date, building type, number of stories, structure type, initial 
foundation type, project cost, building area, base flood elevation (BFE), and initial and final 
elevations. Seventy-one percent (71%) of buildings had elevation certificates, from which 
elevation data were obtained. For the remaining buildings without elevation certificates, FFE on 
the application form was assumed to be equivalent to the top of bottom floor (including 
basement, crawl-space, or enclosure floor) as specified in the elevation certificates. The BFE 
represents the elevation of the 1% annual probability exceedance event (100-year probable flood) 
shown on the National Flood Insurance Program (NFIP) Flood Insurance Rate Maps (FIRMs) at 
the time of the elevation project application. To satisfy construction regulations in special flood 
hazard areas (SFHAs), FFE1 must exceed the BFE (FFE1 > BFE). For buildings that were 
constructed prior to FIRM issuance or in accordance with older FIRM versions, FFE0 is almost 
always lower than the current BFE (FFE0 < BFE). 
Of 805 total building records evaluated, 666 projects either had missing data within the 
specified data fields and/or spurious data quality (e.g., FFE0 > FFE1, unrealistic reported project 
cost). These records were discarded from further analysis, thereby leaving 139 projects for 
statistical analysis. All cost data were adjusted to 2015 dollars, using the contract date as the 
original cost basis. 
39 
Table 3.5 presents a statistical summary of continuous variables used in the prediction 
model. The mean elevation cost per average floor area per unit ΔE is $825/m2/m, with a median 
of $821/m2/m, a standard deviation of $425/m2/m, and a range from $203/m2/m to $2,151/m2/m.  
 
Table 3.5. Statistical Mean, Median, Standard Deviation and Range for 139 Observations 




C Elevation Cost* $241,160 $179,567 $172,665 [$57,415:$896,044] 





























*All costs have been economically adjusted to represent 2015 dollars 
 
The correlation matrix and boxplot for each variable are used to enhance the 
understanding of collected data. The correlation matrix (Table 3.6) is used to examine the 
dependence between variables before statistical analysis. The correlation matrix reveals that cost 
has the highest correlation with number of stories, followed by ∆E. Thus, these two variables are 
important in elevation project cost prediction. The elevation project cost boxplot shows many (13 
out of 139) outliers above $500,000, representing elevation project costs that are approximately 
three to four times more than the median cost (Figure 3.2). The average floor area boxplot 
suggests that data are weighted toward smaller values, which in turn indicates that the majority 
of collected data are associated with small and medium-sized homes. However, some outliers are 
observed at the upper tail of the average floor area distribution. The ΔE boxplot shows that 67 
out of 139 buildings (48%) were elevated in the range of 1.1 m (3.6 ft.) to 2.7 m (8.9 ft). Data for 
ΔE data are slightly skewed to the right but are normally distributed along the available range of 
elevation data. 
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Table 3.6. Correlation Matrix for Independent Variables in Sampled Elevated Homes in 
Louisiana, 2005–2015. 
 C A ΔE S F 
C 1.00     
A 0.37 1.00    
ΔE 0.40 0.05 1.00   
S 0.71 -0.13 0.32 1.00  
F 0.23 0.16 -0.06 0.12 1.00 
 
 
Figure 3.2. Boxplots of continuous variables for elevated homes in Louisiana, 2005–2015, cost 
normalized to 2015 dollars 
 
Of the 139 elevation projects, 105 buildings are one-story, while 34 buildings are two-
story. Four initial foundation types exist in the data: slab (116), crawl-space (2), pier and beam 
(15), and piling (6). Since there were only two levels of building stories in the data set, this 
variable was converted to a categorical variable with levels 0 and 1, representing one- and two-
story buildings, respectively. In addition, slab foundations were the most predominant foundation 
type, with only 23 observations of other foundation types. Thus, the foundation type variable was 
also converted to a categorical variable, with levels 0 and 1, representing other and slab 
foundations, respectively. The number of observations for the two-level categorical variables S 
and F used in the regression models is detailed in Table 3.7. 
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Table 3.7. Number of Observations Based on Number of Stories and Foundation Type 
  Stories  
  One Two  
Foundation Level 0 1 Total 
Other 0 20 3 23 
Slab 1 85 31 116 




The prediction of statistical models depends on the type of regression model and 
statistical characteristics of the data, including number of variables and the distribution of data 
for each variable (Kim et al. 2004; Sousa et al. 2007; Atici 2011). Determination of the “best” or 
most appropriate model depends on the model evaluation criteria. In this study, these criteria are 
defined as: variable significance, goodness of fit, 10-fold CV RMSE, and adherence to 
regression assumptions. 
Variable Significance 
The elevation project cost and average floor area boxplots indicate that these data are 
non-normal and skewed to the right. The elevation change boxplot indicates that these data are 
slightly skewed to the right. This skewness is reasonably expected to translate to the regression 
surface unless the values of cost are transformed in the regression model to satisfy the 
assumption of normally distributed residuals. Therefore, the dependent cost variable and 
independent average floor area variable are transformed by a log-transformation, which is 
supported by other recent studies in construction cost prediction (e.g., Lowe et al. 2006; 
Jafarzadeh et al. 2014).  
Ten statistical regression models are tested to find the best predictive model for 
determination of the estimated cost of elevation (?̂?) [Table 3.8; Equation (3-8)-(17)], where ?̂?0 is 
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the estimated intercept, ?̂?𝑖 represents the estimated coefficient of independent variable i, A is the 
average floor area (m2), 𝛥𝐸 is elevation change (m), 𝑆 represents the categorical number of 
stories variable, and 𝐹 represents the categorical foundation type variable. 
 
Table 3.8. Regression Models Evaluated 
Model Regression Model Expression Equation 
1 ?̂?  = ?̂?0  +  ?̂?1 𝐴 +  ?̂?2 𝛥𝐸  (3-8) 
2 ?̂?  = ?̂?0  +  ?̂?1 𝐴 +  ?̂?2 𝛥𝐸 + ?̂?3 𝑆 + ?̂?4 𝐹  (3-9) 
3 ?̂?  = ?̂?0  +  ?̂?1 𝑙𝑛( 𝐴) +  ?̂?2 𝛥𝐸 + ?̂?3 𝑆 + ?̂?4 𝐹  (3-10) 
4 𝑙𝑛(?̂?) = ?̂?0  +  ?̂?1 𝐴 +  ?̂?2 𝛥𝐸 + ?̂?3 𝑆 + ?̂?4 𝐹  (3-11) 
5 𝑙𝑛(?̂?) = ?̂?0  +  ?̂?1 𝑙𝑛( 𝐴) +  ?̂?2 𝛥𝐸 + ?̂?3 𝑆 + ?̂?4 𝐹  (3-12) 
6 ?̂?  = ?̂?0  +  ?̂?1 𝐴 +  ?̂?2 𝛥𝐸 + ?̂?3 (𝐴 × 𝛥𝐸)  (3-13) 
7 ?̂?  = ?̂?0  +  ?̂?1 𝐴 +  ?̂?2 𝛥𝐸 + ?̂?3 (𝐴 × 𝛥𝐸) + ?̂?4 𝑆 + ?̂?5 𝐹  (3-14) 
8 ?̂?  = ?̂?0  +  ?̂?1 𝑙𝑛( 𝐴) +  ?̂?2 𝛥𝐸 + ?̂?3 𝑙𝑛(𝐴 × 𝛥𝐸) + ?̂?4 𝑆 + ?̂?5 𝐹  (3-15) 
9 𝑙𝑛(?̂?) = ?̂?0  +  ?̂?1 𝐴 +  ?̂?2 𝛥𝐸 + ?̂?3 (𝐴 × 𝛥𝐸) + ?̂?4 𝑆 + ?̂?5 𝐹  (3-16) 
10 𝑙𝑛(?̂?)  = ?̂?0  +  ?̂?1 𝑙𝑛( 𝐴) + ?̂?2 𝛥𝐸 + ?̂?3 𝑙𝑛(𝐴 × 𝛥𝐸) + ?̂?4 𝑆 + ?̂?5 𝐹 (3-17) 
 
Model 1 is fit only with continuous variables, Model 2 expands Model 1 with the addition 
of both 𝑆 and 𝐹. Model 3 is the same as Model 2, but with logarithmic transformation of the 
continuous independent variable 𝐴, while Model 4 is the same as Model 2 but with logarithmic 
transformation of the response variable, also known as an exponential model. Model 5, known as 
a log-semi-log model, is the same as Model 3 with logarithmic transformation of the response 
variable and 𝐴. Models 6 through 10 are the same as the first five models, with the addition of a 
term representing the interaction between A and 𝛥𝐸, which is logarithmically transformed in 
Models 8 and 10. Coefficient estimates, standard errors, and p-values were determined using R 
(www.r-project.org) for each of the ten models. 
Regression Assumptions 
For multiple linear regression, three main assumptions are tested: homoscedasticity, 
multicollinearity, and normality of the residuals. Homoscedasticity, or homogeneity of variance, 
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shows that the observations around the regression line or surface are evenly distributed. 
Homoscedasticity is tested through the Breusch-Pagan test (Breusch and Pagan 1979), whereby 
homoscedasticity is rejected (i.e., fails to satisfy the assumption) for a test p-value < 0.05, and 
heteroscedasticity is assumed. Models with violated homoscedasticity assumptions are generally 
considered invalid because the slopes for the estimated coefficients are not robust.  
In multiple regression, each independent variable is assumed to be independent from the 
other independent variables. The common method to test for multicollinearity is through the use 
of the variance inflation factor (VIF). When the VIF of independent variables in a regression 
model is less than 10, the assumption of an absence of multicollinearity is not violated; however, 
when the VIF exceeds 10, multicollinearity between independent variables is considered 
problematic (Belsley et al. 2005). In models that consider interaction (i.e., Models 6 to 10), 
multicollinearity always exists, and the VIF is not evaluated.  
Normality is tested using the Shapiro-Wilk test (Shapiro and Wilk 1965), where the null 
hypothesis is that model residuals are normally distributed. A Shapiro-Wilk test p-value below 
0.05 suggests that the normality assumption is violated (i.e., the model fails to satisfy the 
assumption). Violation of the normality assumption decreases the robustness of regression results 
when the sample size is not large enough (Lumley et al. 2002). However, it does not necessarily 
mean that the prediction model cannot be used, especially for prediction inside the data range. In 
this study, nonlinear transformations of regression variables (Montgomery et al. 2015) and 
trimming of problematic observation outliers are used to resolve normality assumption issues.  
Before removing the outliers in the model, each problematic observation was evaluated 
for any distinguishing features (e.g., very high building replacement value), leverage, r-student 
residual, and Cook's distance. Leverage is always between 0 and 1; a point with zero leverage 
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does not affect the regression model and a leverage point of one perfectly matches the regression 
fit. Residual outliers and those with large leverage are considered influential points. Cook’s 
distance is another statistical measure that measures the influence of each observation in the 
model. 
Goodness of Fit 
The coefficient of determination (R2) of a regression model is a statistical parameter that 
indicates goodness of fit between predicted and observed values [Equation (3-18)], where 𝑁 
represents the total number of observations, ?̂?𝑖 is the predicted value of observation i, ?̅? 









However, to compare the goodness of fit for multiple models that consider non-equal 
numbers of independent variables, the 𝑅2 may be misleading because the value increases as the 
number of independent variables increase. Therefore, to better represent goodness of fit for 
model comparison, the adjusted 𝑅2 (𝑅𝑎𝑑𝑗
2 ) is calculated using Equation (3-19), where 𝑘 is the 
number of independent variables. 
𝑅𝑎𝑑𝑗




10-Fold CV RMSE 
The RMSE is used to measure the error rate of the prediction models. Thus, the model 
with minimum RMSE has a lower error rate and better prediction accuracy. In order to obtain the 
RMSE, the prediction model is built by separating the data into training and test sets. A 
prediction model is constructed on training data; then it is used to predict data for the test set. 
The RMSE is obtained by examining the test set data on a training set fitted model [Equation (3-
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20)], where n is the number of observations for prediction of the test set data, ?̂?𝑡 is the predicted 





∑ (?̂?𝑡 − 𝑌𝑡)2
𝑛
𝑡=1  (3-20) 
Sometimes RMSE values resulting from only one training and one test set becomes 
sensitive to the selection of data for each set. Therefore, obtaining RMSE with K-fold CV (K > 
2) is preferable (Zhang et al. 2011). Based on the recommendation of Kohavi (1995), this paper 
uses 10-fold CV for multiple regression to select the best prediction model. In each fold, the 
prediction error 𝑅𝑀𝑆𝐸𝑖 is calculated, and the mean of all prediction errors (E) is the 10-fold CV 







𝑖=1  (3-21) 
Random Forest 
Random forest (Breiman 2001b) is a robust data mining model used for both prediction 
(i.e., regression) and classification. This model is constructed based on the equal averaging of 
many random trees in the classification and regression tree (CART) method (Breiman 2001b) to 
obtain a model with reduced variance. In the random forest, every tree is created by a bootstrap 
sample from the training data, and each tree grows to a maximum depth without pruning 
(Breiman 2001b; Cutler et al. 2007). Random forest imputes missing values using the median of 
numeric variables and the mode of categorical variables (Breiman 2001a). Additionally, the 
random forest can rank the independent variables by their importance in prediction. The 




Artificial neural networks are widely used to find the relationship between input and 
output variables in complex nonlinear models for both regression (i.e., a single output) and 
classification (i.e., multiple outputs) (Karatasou et al. 2006). The network diagrams are trained 
with input variables through joint networks, resulting in at least one output. Many studies have 
illustrated the capability of neural networks in predicting construction cost (e.g., Adeli and Wu 
1998; Kim et al. 2005). 
In neural networks, any layer between the input and output layers is considered a hidden 
layer (Figure 3.3). The circles represent the neurons, and the lines between neurons represent the 
synapse or weights. The task of the synapse is to transfer the value from one neuron to another 
neuron and multiply it by a weight value where the weight value is determined through a 
learning algorithm in the neural network. Hidden neurons aggregate the values of all input 
synapses of the previous layer and implement an activation function to the aggregated weights. 
Activation functions allow neural networks to model complex and non-linear models 
(Karunanithi et al. 1994). 
 
Figure 3.3: Neural network prediction model with one hidden layer and four hidden neurons. 
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The neural network prediction improves by selecting an optimal number of hidden layers 
and hidden neurons in each hidden layer and selecting a proper activation function to use in 
hidden neurons. This study used the “neuralnet” package (Fritsch et al. 2016) in the R program to 
fit the neural network model. The default activation function in the “neuralnet” package is the 
Sigmoid/Logistic function [Equation (3-22)], where 𝜑(𝑧) represents the function and 𝑧 is the 




                  (3-22) 
Normalizing the input variables to a mean of 0.0 and standard deviation of 1.0 in neural 
network analysis is recommended (e.g., Karatasou et al. (2006); Adeli and Wu (1998); Sola and 
Sevilla (1997)) because it improves fit and makes the neural network results more reliable in 
prediction. The input variables (i.e., A, ΔE, S, and F) are normalized separately for use in the 
neural network using Equation (3-23), where Xn is the normalized variable, Xr is the variable to 






The neural network model is fitted to the normalized data; therefore, the prediction 
results are consequently normalized. To obtain non-normalized results from the prediction 
model, the output must be post-processed by Equation (3-24), where Xr is the non-normalized 
variable. 
𝑋𝑟 =  𝑋𝑛(𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) + 𝑋𝑚𝑖𝑛 (3-24) 
The required steps to apply neural networks to this study are: normalize data for more 
accurate prediction; divide the dataset into a training set and test set for calculating RMSE; fit 




The parameter estimate, standard error, and significance p-value of each variable for all 
ten models are shown in Table 3.9. The results indicate that the p-values of all selected variables 
in Models 1, 2, 3, and 6 are less than the significance level of 0.05, indicating that all variables in 
these four models have significant impacts on the dependent cost variable. The standard error 
shows the variability of each parameter estimate applicable to the regression model. 
Table 3.9. Parameter Estimate, Standard Error, and p-value for Multiple Regression Models 
Model # Coefficient Parameter Estimate Std. Error p-value 
1 ?̂?0 Intercept -92,079 48,266 0.058 
 ?̂?1 𝐴 1,110 230 <0.001 * 
 ?̂?2 𝛥𝐸 75,292 14,296 <0.001 * 
2 ?̂?0 Intercept -155,123 32,080 <0.001 * 
 ?̂?1 𝐴 1,397 141 <0.001 * 
 ?̂?2 𝛥𝐸 30,492 9,078 0.001 * 
 ?̂?3 𝑆 284,495 18,765 <0.001 * 
 ?̂?4 𝐹 38,510 20,613 0.064 
3 ?̂?0 Intercept -110,7306 114,089 <0.001 * 
 ?̂?1 ln(𝐴) 233,401 22,712 <0.001 * 
 ?̂?2 𝛥𝐸 34,503 8,898 <0.001 * 
 ?̂?3 𝑆 282,077 18,420 <0.001 * 
 ?̂?4 𝐹 33,822 20,366 0.099 
4 ?̂?0 Intercept 1.056E+01 9.470E-02 <0.001 * 
 ?̂?1 𝐴 5.862E-03 4.161E-04 <0.001 * 
 ?̂?2 𝛥𝐸 1.003E-01 2.680E-02 <0.001 * 
 ?̂?3 𝑆 9.474E-01 5.539E-02 <0.001 * 
 ?̂?4 𝐹 2.643E-01 6.085E-02 <0.001 * 
5 ?̂?0 Intercept 6.641 0.340 <0.001 * 
 ?̂?1 ln(𝐴) 0.964 0.068 <0.001 * 
 ?̂?2 𝛥𝐸 0.118 0.026 <0.001 * 
 ?̂?3 𝑆 0.935 0.055 <0.001 * 
 ?̂?4 𝐹 0.247 0.061 <0.001 * 
6 ?̂?0 Intercept -52,487 109,178 0.631 
 ?̂?1 𝐴 877 621 0.160 
 ?̂?2 𝛥𝐸 56,872 47,733 0.236 




Model # Coefficient Parameter Estimate Std. Error p-value 
7 ?̂?0 Intercept -45,595 69,118 0.511 
 ?̂?1 𝐴 791 367 0.033 * 
 ?̂?2 𝛥𝐸 -19,244 29,281 0.512 
 ?̂?3 (𝐴 × 𝛥𝐸) 286 160 0.077 
 ?̂?4 𝑆 288,621 18,757 <0.001 * 
 ?̂?4 𝐹 31,394 20,832 0.134 
8 ?̂?0 Intercept -1,123,570 119,220 <0.001 * 
 ?̂?1 𝑙𝑛(𝐴) 271,491 81,704 0.001* 
 ?̂?2 𝛥𝐸 55,847 44,864 0.215 
 ?̂?3 ln(𝐴 × 𝛥𝐸) -38,662 79,641 0.628 
 ?̂?4 𝑆 282,645 18,510 <0.001 * 
 ?̂?4 𝐹 32,388 20,637 0.119 
9 ?̂?0 Intercept 1.051E+01 2.064E-01 <0.001 * 
 ?̂?1 𝐴 6.172E-03 1.096E-03 <0.001 * 
 ?̂?2 𝛥𝐸 1.257E-01 8.744E-02 0.153 
 ?̂?3 (𝐴 × 𝛥𝐸) -1.459E-04 4.777E-04 0.760 
 ?̂?4 𝑆 9.453E-01 5.601E-02 <0.001 * 
 ?̂?4 𝐹 2.680E-01 6.221E-02 <0.001 * 
10 ?̂?0 Intercept 6.638 0.355 <0.001 * 
 ?̂?1 ln(𝐴) 0.970 0.243 <0.001 * 
 ?̂?2 𝛥𝐸 0.121 0.134 0.368 
 ?̂?3 ln(𝐴 × 𝛥𝐸) -0.005 0.237 0.982 
 ?̂?4 𝑆 0.935 0.055 <0.001 * 
 ?̂?4 𝐹 0.247 0.061 <0.001 * 
 
The criteria for selecting the best model among the ten proposed models are the 
fulfillment of the statistical regression assumptions, p-value significance for all independent 
variables, adjusted R2, and minimization of 10-fold CV RMSE. According to Table 3.10, the 
only models passing the main assumptions of multiple linear regression are the exponential 
models (i.e., Models 4 and 9 with log transformation of dependent variable C). 
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1 F P F 0.28 0.27 133,324 
2 F P F 0.75 0.74 86,447 
3 F P F 0.76 0.75 85,436 
4 P P P 0.82 0.81 70,393 
5 F P F 0.82 0.81 63,618 
6 F NA F 0.28 0.27 134,127 
7 F NA F 0.76 0.75 86,138 
8 F NA F 0.76 0.75 87,216 
9 P NA P 0.82 0.81 71,070 
10 F NA F 0.82 0.82 64,127 
Note: P=pass, F=fail, NA=not applicable 
 
Model 5 has the best prediction ability due to a lower adjusted R2 and lower 10-fold CV 
RMSE. However, the regression assumptions for normality and homoscedasticity of residuals 
were not satisfied. In the residual plots of normal Q-Q, scale location, and residuals vs. leverage 
(Figure 3.4), observations numbered 77, 100, and 101 were detected as problematic observations 
in all three plots. 
 
Figure 3.4. Model 5 residuals plots of normal Q-Q, scale location, and residuals vs. leverage 
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Examination of the corresponding buildings for these observations revealed that they are 
extraordinary projects with an unusual A or E (Table 3.11). Therefore, these three observations 
were excluded from Model 5, which then satisfied the regression assumptions (Figure 3.5). 
 
Table 3.11. Outlier Observations in Model 5 with the Description of the Issue 
N 𝐶 𝐴 𝐸 𝑆  𝐹 Issue Leverage R-student Cooks D 
77 $71,051 206 0.9 0 0 
Low cost; 
Big size 
0.07 -2.97 0.12 
100 $111,767 54 1.9 0 0 
Very small 
size 
0.11 4.03 0.36 
101 $172,775 99 3.4 0 0 
Very high 
elevation  
0.08 2.56 0.11 
 
 
Figure 3.5. Model 5 residuals plots of normal Q-Q, scale location, and residuals vs. leverage after 
deleting observations 77, 100, and 101. 
 
Table 3.12 provides the estimated coefficients, standard errors, and p-values for the 
modified Model 5 parameters. The p-values are significant for all parameters in the model and 
the high R2 and adjusted R2 values of 0.86 and 0.85, respectively, indicate a good fit between 
data and model. The results for the modified Model 5 reveal no violation of tested assumptions 
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(i.e., the p-value of the Shapiro-Wilk test for the normality assumption is 0.063, the p-value of 
the Breusch-Pagan test for the homoscedasticity assumption is 0.559, and the VIF results for all 
independent variables are less than the critical value of 10 [VIFA = 1.06, VIF∆E = 1.14, VIFS = 
1.18, VIFF = 1.04]). 
 
Table 3.12. Parameter Estimate, Standard Error, and p-value for Multiple Regression Modified 
Model 5 
Coefficient Parameter Estimate Std. Error p-value 
?̂?0 Intercept 6.062 (3.495) 0.319 (0.467) <0.001 * 
?̂?1 ln(A) 1.080 0.063 <0.001 * 
?̂?2 ΔE 0.096 (0.029) 0.024 (0.007) <0.001 * 
?̂?3 S 0.969 0.049 <0.001 * 
?̂?4 F 0.268 0.057 <0.001 * 
Note: The values in parentheses reflect U.S. units  
 
Random Forest and Neural Network 
The random forest model OOB error decreased dramatically with the first 50 trees, after 
which the test-error becomes nearly constant (Figure 3.6). Therefore, random forest is applied 
with 800 trees to obtain the best results. 
 
Figure 3.6. Random forest OOB error, based on the number of trees 
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The random forest variable importance option indicates that S, A, ∆E, and F are the most 
important variables in the random forest model, in order. The 10-fold CV RMSE for the random 
forest model is 72,843, which is less than the best regression model. 
Nine neural network models were tested with input variables 𝐴, 𝛥𝐸, 𝑆, and 𝐹 based on 
variation of the number of hidden layers (i.e., 1 or 2), number of hidden neurons in each hidden 
layer (i.e., 2, 4, and 8), and the activation function in each hidden neuron (i.e., Sigmoid/Logistic, 
TanH, and SoftPlus). The 10-fold CV RMSE results suggest that the neural network model with 
two hidden layers, eight hidden neurons in each hidden layer, and Sigmoid activation function 
has the lowest RMSE (i.e., 60,765) among all neural network models (Table 3.13). Further, since 
this neural network model has the lowest CV RMSE among all examined prediction models, it is 
selected as the best statistical model for cost prediction in this study. The cost predictions by this 
model are shown in Table A.1. in Appendix A. 
 









Activation Function Formula 
10-fold 
CV RMSE 
















1 4 TanH 𝜑(𝑧) = tanh(𝑧) =
1
1 + 𝑒−2𝑧
− 1 74,615 
1 8 TanH 𝜑(𝑧) = tanh(𝑧) =
1
1 + 𝑒−2𝑧
− 1 67,294 
2 8 TanH 𝜑(𝑧) = tanh(𝑧) =
1
1 + 𝑒−2𝑧
− 1 81,344 
1 8 SoftPlus 𝜑(𝑧) = log𝑒(1 + 𝑒
𝑧) 62,058 
2 8 SoftPlus 𝜑(𝑧) = log𝑒(1 + 𝑒
𝑧) 61,082 
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Figure 3.7 shows the predicted project cost calculated using the best neural network 
model based on A and ΔE for homes with one-story and slab foundation. From the figure it is 
apparent that cost has a non-linear relation with building area. 
 
Figure 3.7. Three-dimensional plot of the best-fit neural network prediction model based on A 
and ΔE for one-story homes with slab foundations 
 
Comparison with Cost Literature  
In this section, the neural network predictions are compared with USACE (1993), FEMA 
(1998), and Gair et al. (2011) estimates previously described. As a fair basis for comparison, all 
estimates are adapted to 2015 dollars using Equation (3-6) and Louisiana using Equation (3-7) . 
In both Gair et al. (2011) and USACE (1993), the general contractor's charge for overhead and 
profit is considered to be 10% of the estimated final costs according to the recommendations by 
these two guidelines. Additionally, Gair et al. (2011) estimates include a 5.9% charge for 
insurance and a 20% contingency factor due to the uncertainty and any unpredicted issue that 
may happen during the construction work. According to instructions for USACE (1993) 
estimates, the professional engineering design and landscaping costs must be added to original 
represented costs in USACE (1993) for elevation. 
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Table 3.14 shows the elevation cost based on the USACE (1993), FEMA (1998), and 
Gair et al. (2011) cost guidance and neural network prediction for six specific building case 
studies in the Gair et al. (2011) cost guidance. In all examined case studies, elevation of 
buildings with existing slab foundations is more expensive than elevation of buildings with other 
foundation types.  
 
Table 3-14. Elevation Cost (Cost/Unit Area) Comparison between Neural Network Model and 
Cost Guidance, $/m2 ($/ft2) 
 Slab Foundation  Other Foundation Types 
Raise USACE FEMA Gair et al. 
Neural 
network 




























































Note: USACE, FEMA, and Gair et al. costs were adjusted for Louisiana while regression costs were developed for Louisiana; All 
costs have been economically adjusted to represent 2015 dollars; Gair et al. represents the costs of activities 1 through 12 (Table 
3.2); There is no fill under any of the foundations in these estimates. 
 
Figures 3.8 and 3.9 demonstrate graphically the difference between the neural network 
predicted elevation cost and cost guidance estimates. The results indicate that USACE (1993) 
and FEMA (1998) estimates are lower than those in Gair et al. (2011) and the neural network 
approach employed here. 
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Figure 3.8. Average cost/m2 to elevate a one-story home with slab foundation 
 
 
Figure 3.9. Average cost/m2 to elevate a one-story home with other foundation types 
 
3.6 Discussion 
The statistical prediction model is based on the generalization from real and completed 
elevation projects; therefore, it gives a more realistic estimation with actual cost varieties in the 
market. Additionally, because a wide range of buildings with different conditions was used in the 

































USACE Gair et al.
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The elevation cost comparison in Table 3-14 and Figures 3.8 and 3.9 shows that elevating 
other foundation types is considerably less expensive than elevating slab foundations for ΔE less 
than 3 m; however, at that point, the costs become similar. Also, for slab foundation elevation, 
USACE and FEMA guidance underpredict Louisiana elevation costs; for other foundations, 
FEMA continues to underpredict, but USACE is closer to Louisiana costs. 
The three-dimensional plot of the neural network model shows that cost has a nonlinear 
relationship with building average floor area. Therefore, the previous cost guidance (USACE 
1993; FEMA 1998; Gair et al. 2011) that estimates elevation cost only with single building size, 
and then generalizes the cost based on that case study, biases results in buildings with different 
average floor area. Furthermore, the random forest model shows that the number of stories is the 
most important variable in prediction of elevation project cost, but this variable is not included in 
current elevation cost guidance. 
However, none of the three above-mentioned guidelines have evaluated the effect of 
important variables such as the building average floor area and number of stories. The USACE 
(1993) and FEMA (1998) estimates are lower than the newer estimates by Gair et al. (2011) and 
statistical prediction models. The differences may come from changing the construction 
techniques and equipment over time, and the inherent error in cost adjustment over time. This 
result suggests that the USACE (1993) and FEMA (1998) guidelines do not have advantages 
over the newer estimates by Gair et al. (2011) and the statistical prediction models described 
here. The Gair et al. (2011) study is more conservative than other cost guidance because it has 
considered the 25% contingency factor for any unpredictable construction activities. 
Among the tested regression models, Model 5 has the best prediction ability, with all 
significant coefficient variables, higher adjusted R2, and lower 10-fold CV RMSE. But unlike the 
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Model 4, which satisfied all regression assumptions, the normality and homoscedasticity 
assumptions were failed to pass when evidenced by the p-values of these tests falling below the 
significance level of 0.05. Therefore, this study suggests using the modified Model 5 with 
trimmed outliers, because it passes all regression assumptions. The random forest prediction 
accuracy is inferior to that of regression Model 5. Accordingly, the neural network approach has 
a better prediction ability for C among all the models and is selected for use in this study. 
However, this model is more complicated than other models tested. Therefore, the estimation 
results of the neural network approach should be provided in the form of graphs and tables for 
use in the future cost guidance. 
The cost as calculated in neural network predictions can change based on variables that 
do not exist in the current guidelines. However, neural network modeling shows a substantial 
agreement between its predictions and the guidelines. For instance, there is a difference between 
2% and 29% in the neural network estimates vs. Gair et al. (2011) case studies. Therefore, the 
results suggest that project cost prediction with neural network enhance future BCA for flood-
mitigated properties. 
3.7 Conclusions and Summary 
Since conventional cost estimation methods are impractical for use in hazard mitigation 
cost estimation for BCA, cost guidance estimation methods have been developed in recent years. 
The USACE (1993) is one of the first cost guidance studies for elevation cost. That study used 
building type, foundation type, and height elevated to estimate elevation cost. Accordingly, Gair 
et al. (2011) used the same variables as USACE (1993) in their elevation cost estimation 
guidance. Gair et al. (2011) is superior to USACE (1993) and FEMA (1998) due to the more 
updated results and more details in cost estimation models.  
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The overarching goal of this study was to evaluate the cost guidance estimation methods 
for elevation construction and provide a statistical prediction tool for elevation cost in single-
family homes by using statistical prediction models. For this purpose, estimates from USACE 
(1993), FEMA (1998), and Gair et al. (2011) were compared with the statistical estimates in this 
study. 
According to the cost guidance results for single-family homes with three levels of 
elevation and three disparate cost analyzing methods, the occupancy phase elevation cost with 
USACE estimation is between $590/m2 ($55/ft2) and $760/m2 ($71/ft2), with FEMA estimation 
falling between $260/m2 ($24/ft2) and $750/m2 ($70/ft2), and the Gair et al. (2011) method 
between $700/m2 ($65/ft2) and $1,100/m2 ($99/ft2). 
To find an appropriate statistical prediction model, ten regression models along with one 
random forest model and nine neural network models were studied for cost modeling. The 
correlation matrix prior to regression analysis shows the existence of correlation between cost 
and all independent variables. However, according to the random forest variable importance 
function, elevation cost is most strongly affected by the number of stories, an attribute that has 
been neglected in previous elevation cost guidance, and change in elevation, respectively.  
The regression 10-fold CV RMSE results suggest that a log-semi-log model without an 
interaction term and with trimmed outliers (i.e., the modified Model 5) has the lowest RMSE 
(i.e., 61,542) among the all tested regression models. In addition, this model makes all 
independent variables significant with no violation of statistical assumptions and high goodness 
of fit with R2 of 0.85. However, when compared with random forest and neural network models, 
neural network provides a better prediction without trimming the outliers. Therefore, the results 
suggest that neural network can be used successfully in project cost prediction for elevation 
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projects to address the cost issue in BCA and to overcome barriers in existing cost guidance 
methods. 
The neural network study shows that for projects undertaken in Louisiana with adjusted 
costs to 2015 dollars, the elevation costs for slab foundations are $980/m2 ($91/ft2) to elevate 3 
ft, $1,100/m2 ($99/ft2) to elevate 6 ft, and $1,130/m2 ($105/ft2) to elevate 9 ft. The elevation 
costs for other foundation types are $520/m2 ($48/ft2) to elevate 3 ft, $750/m2 ($70/ft2) to elevate 
6 ft, and $940/m2 ($87/ft2) to elevate 9 ft. 
The statistical modeling of cost in this study suggests that proper model selection is 
important for improving model prediction. For instance, the RMSE in regression modeling can 
be improved substantially by selection of proper independent variables and transformation on 
regression variables when the variables are not distributed normally. The random forest error is 
decreased by selection of the proper number of trees and the RMSE in neural network analysis 
can be improved by changing the activation function in neurons, the number of hidden layers, 
and number of hidden neurons in each hidden layer. 
In future studies, the same methodology can be used for prediction of elevation cost for 
new buildings during the construction phase. Such information would be useful for adjusting 
economically the elevation mitigation benefits for new buildings and comparing that estimate 
with elevation cost in the occupancy phase. Additionally, by knowing the additional cost of 
elevation in new construction, builders could offer the choice of freeboard (elevation higher than 
BFE) to the owners as an option for construction in floodprone areas. Also in future studies, the 
mitigation cost can be predicted by statistical methods for other types of mitigation projects such 
as hurricane and tornado wind mitigations. 
  
61 
CHAPTER 4. MITIGATION PROJECT BENEFIT 
4.1 Purpose 
The goal of this chapter is to evaluate the economic benefit of mitigation from 
retrospective and prospective viewpoints and compare the results with existing AL and BCR 
analysis by FEMA through gathered information from FEMA BCA documents. This is 
accomplished through calculation of the AL and BCR of different building-scale flood mitigation 
projects in Louisiana between 2005 and 2015 and comparison of the event-based AL study and 
probabilistic events BCR study results with AL and BCR results in FEMA BCA documents. The 
efficiency of flood mitigation strategies is discussed based on the results of FEMA AL in BCA 
documents and the results from presented loss avoidance study. 
In recent decades, several studies at parish, state, and national scales have recognized the 
economic benefit of flood mitigation. More specifically, AL and BCR case studies have been 
performed for floodprone locations to understand the efficiency of FEMA grant spending. 
FEMA (2009b) found an average BCR of 2.12 for 2,049 acquired buildings in eastern Missouri, 
considering two post-mitigation riverine flood events with building inventory data statistically 
generated from external sources. FEMA (2013) found an average one-event BCR of 0.68 for 62 
elevated residential properties in St. Tammany Parish, Louisiana. FEMA (2016) found an 
average one-event BCR of 0.87 for 2,249 acquired and elevated properties in North Carolina, but 
the assumption that all buildings have similar building attributes could bias the results. Rose et 
al. (2007) calculated average lifecycle BCR of 5.0 for flood mitigation projects using Hazus-MH 
inventory data and sampling from FEMA mitigation grant projects. In an update to this study, 
MMC (2017) calculated a BCR of 7.0 for flood mitigation projects at the national scale. Finally, 
Tate et al. (2015) examined the uncertainty and sensitivity of the Hazus-MH Flood Model to 
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variables related to floodwater depth in flood loss modeling. That study recognized the DEM 
variable as the most influential factor in the accuracy of flood loss analysis. The above studies, 
with the exception of FEMA (2013) with a small data sample, used a number of assumptions and 
generalizations, reducing confidence in their findings. 
Three mitigation strategies with the combination of two historic and one probabilistic 
flood events are utilized in this study. The existing flood loss functions were reviewed to select 
the most appropriate loss functions to use. The missing building attribute data were imputed. 
Therefore, unlike the most AL studies in the literature, this study did not use probabilistic 
inventory data of Hazus–MH which provides more robust results based on the real inventory data 
of flood-mitigated buildings. Then a methodology was developed to calculate the cumulative 
mean and standard deviation AL for buildings on each mitigation strategy. Also, the BCR of 
different building scale flood mitigation in Jefferson Parish was calculated to assess the 
efficiency of flood mitigation programs in Louisiana.  
The above-mentioned approach provides a comprehensive guideline for assessing the 
building-scale economic benefit of mitigation by calculation of event-based flood AL with 
consideration of uncertainty in loss functions which does not exist in current studies. Also, it 
provides a comprehensive guideline for assessing the BCR of mitigation projects by providing a 
probabilistic flood loss modeling approach. Unlike the most similar studies in the literature, this 
study did not use probabilistic inventory data of Hazus–MH which provides more robust loss 
analysis results based on the real building inventory data of mitigation projects. 
Finally, the results contribute to an understanding of the economic benefit of mitigation 
in Louisiana. While most studies in this field were performed by government agencies, this study 
provides independent and comprehensive support for evaluating the efficiency of FEMA-granted 
63 
projects in Louisiana for flood mitigation. This research identifies the most beneficial mitigation 
strategies by the combination of different approaches currently unavailable in the literature. 
Results may inform future decision-making investment in mitigation. For instance, the presented 
research evaluated the AL and BCR with both retrospective and prospective events for each 
mitigation project type and compared the results with FEMA-proposed ALs and BCRs after the 
obligation of buildings for mitigation. 
4.2 Background 
Selecting a proper loss function for flood AL analysis is the initial step in flood loss 
analysis. This process requires high attention due to building attributes and the future flood 
conditions at the building site. For instance, building occupancy type, foundation type, type of 
flood (freshwater or saltwater), and duration of flood are among the important variables in 
selection of flood loss functions. Therefore, to estimate direct economic loss to the buildings in 
AL analysis accurately, choosing the proper loss functions is essential (Friedland 2009).  
Currently, Gulf Engineers and Consultants, Inc. (GEC 2006) provides the most updated 
AL functions for residential and non-residential buildings damaged by flood. These functions are 
frequently recognized and adopted as U.S. Army Corps of Engineers (USACE) functions. They 
have commonly been used by FEMA (FEMA 2015b) and others (Friedland 2009; Karamouz et 
al. 2016) as a source for building-level economic AL analysis. The GEC functions were 
developed by statistical analysis of data from thousands of damaged buildings collected in the 
aftermath of events (e.g., hurricanes, riverine floods) by USACE (GEC 2006). Although these 
functions are well-suited for application in the areas for which they were developed, their use in 
other locations may be suspect, as the hydrometeorological and hydrogeomorphological 
characteristics of new flood events, as well as the engineered environment, might differ from 
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those upon which the functions are based. For example, a majority of these functions have been 
developed for riverine flood events (Friedland 2009). However, they do not consider the wave, 
surge, and many other factors in coastal floods by hurricanes. 
Since the original data for developing the loss functions by GEC and other organizations 
(i.e., FEMA, USACE) are not easily accessible by public researchers, the other developed 
functions by scholars (Karamouz et al. 2016) were developed based on some modifications to 
available functions (e.g., USACE). In recent years, some software were developed by 
responsible disaster management organizations to assist the complicated hazard assessment 
process for researchers. For instance, Hazus−MH® (Hazus-MH 2009) software is developed by 
FEMA and integrated with ESRI’s ArcMap® software to enhance the process of loss analysis on 
a wide range of geographical area for multiple natural hazard types including the flood and 
hurricane wind disasters (Tate et al. 2015). However, the lack of high-quality data was 
commonly observed in disaster aftermath data analysis (FEMA 2002; Li 2010; Bohn 2013). 
Therefore, Hazus–MH software required to consider some assumptions for analyzing the AL 
regarding the available data (Scawthorn et al. 2006a; Tate et al. 2015) that leads to decrease the 
accuracy of analysis.  
Noncoastal Flood Zone 
Flooding that occurs by local precipitation events or the overflow of a stream were 
categorized as non-coastal floods. These are also known as inland and riverine floods. Unlike 
coastal floods, these floods do not include the high water-velocity, surge depth, or wave actions. 
The losses caused by non-coastal floods are usually incurred as water rises slowly into the 
building, with inundation at floodwater depth. The Flood Insurance Rate Map (FIRM) studies by 
FEMA define several flood zones (e.g., A-Zone, V-Zone, etc.) for the purpose of flood insurance 
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regulation and construction design in high-probability flood areas in the United States. FEMA 
delineates these zones based on criteria such as the availability of empirical and modeling studies 
that estimate the probable return period of floods (100- and 500-year floods), both with and 
without wave effects. The “non-coastal A-zone (Zone AE)” includes areas with a probability of 
at most a 100-year inland flood return period. FEMA also designates a “coastal A-zone” as a 
subset of the A-zone; the distinction is made based on the Limit of Moderate Wave Action 
(LiMWA) boundary from the V-zone area. The LiMWA is the landward limit of 1.5 (ft.) wave 
(FEMA 2009a).  
Coastal Flood Zone 
The flood events in coastal areas have different characteristics than non-coastal areas. 
Areas near coastlines which can be flooded by wave and surge action during storms and 
hurricanes events are recognized as coastal areas. FEMA defines these areas as V-, VE-, and 
coastal A-zones. The V-zone is the coastal area that is affected by wave heights greater than 3 
(ft.) in the 100-year FIRM floodplain. The “coastal A-zone” is the A-zone affected by moderate 
wave action with the wave heights between 1.5 ft. and 3.0 ft. Coastal construction manual for 
flood resistance building published by FEMA recommends that the “coastal A-zone” buildings 
treat same as buildings in the V-zone (FEMA 2011a).  
Compared to the non-coastal area, the expected flood damage is higher in coastal areas 
because other variables such as wind, water velocity, surge depth, and wave action, exacerbates 
expected flood damage for buildings, especially for hurricane events. Surge depth is measured as 
the height of water pushed toward the shore by the force of high wind speed in tropical storms 
and hurricanes National Hurricane Center mentions storm surge as the greatest threat to the life 
and property of people in the coastal zone during most hurricane events (NHC 2016). Therefore, 
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FEMA suggests different depth-damage functions for defined coastal A- and V-zones. Some 
depth-damage curves may reflect the influence of other flood characteristics such as high-
velocity wave action and surge effects, that may be assumed to be inherent factors in the 
functions (Tate et al. 2015). These functions must be used for the specific conditions and 
assumptions (e.g., coastal, saltwater, etc.) for which they were developed. 
Flood Loss Functions 
Damage to inundated buildings during flood events depends on flood characteristics such 
as water depth, flow velocity, duration of inundation, and contamination of the floodwater with 
oil, sewage, or other chemicals. But the most common indicator of the severity of flood damage 
is the depth of water above the FFE (Merz and Thieken 2004). Therefore, “elevation” has 
become one of the most common methods of flood mitigation for single-family residential 
buildings in the United States. This method involves lifting the building from ground level to 
eliminate or decrease flood damage in future flood events.  
Many loss metrics are available for use in flood AL analysis. This variation in 
methodologies and several numbers of depth-damage functions in the literature creates question 
about the validity of available functions (e.g., de MOEL and Aerts 2011; Scorzini and Frank 
2015; Tate et al. 2015). Therefore, careful selection of the proper loss metric requires substantial 
review of the literature to identify the proper loss function for elevation project types.  
Riverine Loss Functions for Single-family Homes 
The USACE generic depth-damage relationships for buildings without basement was 
published in 2000, and the corresponding curves for buildings with basement were published in 
2003. These were used to calculate the depth-damage percentage relationship for residential 
buildings. These functions were generated from collected data on major flooding in various parts 
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of the United States from 1996 through 2001. These data are based on results from regression 
analysis in quadratic and cubic forms. These functions have been improved over other 
comprehensive functions such as the Flood Insurance Administration (FIA) rate reviews. The 
functions are the well-established standards for nationwide use in flood damage reduction 
studies. 
Two types of loss functions commonly developed for flood loss analysis are known as 
structure and content loss functions. Structure refers to the loss or damage to the building itself 
(e.g., bricks and mortar) and content refers to the loss of items of physical, sentimental, or 
intellectual value inside the buildings, based on the FEMA definition.  
In USACE models, the percentage loss for structure and, in a separate analysis, content is 
multiplied by the Building Replacement Value (BRV) to estimate the dollar losses of structure 
and content. Therefore, the two types of losses (structure and content) were treated separately, 
with content value not a required consideration as part of the “structure,” unlike some other 
common depth-damage models. This eliminates a middle step of calculation to establish content-
to-structure ratio through surveys in traditional methods. Therefore, in the new USACE content 
depth-damage functions, a built-in “error” value in the content-to-structure value ratio is 
considered as part of the functions. 
In the USACE method, the qualification of flood damage for large or unique properties 
such as industrial or public buildings must be determined directly, that allows the user to enter a 





Table 4.1. USACE 2000 and 2003 Generic Depth-Damage Functions Summary 






With Basement/without Basement 
Flood Depth 
Number of stories (one, two or more, split-level) 
Depth Range (ft.) [-2, 16] 
Loss Range (%) 
Structure [0, 84.4] 





The USACE-2000 structure depth-damage functions are illustrated in Figure 4.1 and 
USACE-2000 content depth-damage functions are shown in Figure 4.2. Depth-damage function 
sigmoidal curves describe the relationship between percentage loss and flood depth (i.e., the 
distance between the high water mark (HWM) and the FFE of an individual building). 
 




































Figure 4.2. USACE 2000 flood depth-damage functions for content in buildings with no 
basement 
 
One of the advantages of USACE flood loss functions is that these functions came with 
the standard deviation of each value in the function, which provides uncertainty analysis of these 
functions. The USACE does not report the extent to which the data are normally distributed, but 
the use of regression analysis to generate these curves implies that normality is maintained in the 
input data. Therefore, this study assumes that the data do not deviate significantly from a normal 
distribution. 
Figure 4.3 presents an example of one-story building structure and content depth-damage 
functions with their two standard deviation confidence intervals. The 95% confidence interval 
estimates of the uncertainty of these functions are based on adding and deducting of 2 standard 
deviations to each observation in the district mean values of the density distribution function, for 



































Figure 4.3. USACE 2000 depth-damage function; one story; no basement; structure and content; 
mean and two standard deviations confidence interval 
 
In this study, the USACE loss functions seem to show better performance compared to 
the other AL functions for non-coastal floods. Thus, USACE flood depth damage for single-
family residential buildings was used to calculate avoided losses here.  
Coastal Loss Functions for Single-family Homes 
FIA developed a group of loss functions for flood damage which is used by the Hazus 
flood model (Scawthorn et al. 2006b) for buildings in riverine area and coastal areas with water 
velocity, and three-feet wave action associated with a 1% risk of flood events in any given year. 
These functions consider both structure and content damages separately with obstruction 
conditions. Obstruction conditions are categorized as: “no obstruction,” “with obstruction,” and 
“combined.” Obstruction in FEMA definitions refers to equipment, machinery, or enclosures 
below the FFE (FEMA 2015a). Hazus–MH software uses a combined curve (average of “with 





































Several recent studies indicate that buildings in the A-zone coastal area have different 
flood depth-damage functions from those in the non-coastal A-zone (FEMA 2015a). Therefore, 
new function curves were developed to distinguish this area from the riverine A-zone and coastal 
V-zone known as FEMA 2005, A-zone functions. These curves are used as the default coastal A-
zone functions for one-story, single-family housing with no basement in Hazus–MH software 
(FEMA 2015a). The original data for these functions are from GEC (2006) report which was 
prepared for U.S. Army Corps of Engineers in the New Orleans District (NOD). 
There are other functions known as FEMA 2001, V-zone which specified for floods with 
significant water velocity in the V-zone. The existence of water velocity in V-zone leads to add 
structure and content damage caused by surge and wave action in this coastal area. Therefore, the 
V-zone depth-damage functions are developed to estimate the percentage damage in this so-
called “V” (for velocity) area. These curves estimate the percentage damage based on the flood 
depth and obstruction condition of the building. Since in many cases too little information is 
known about the building obstruction conditions, another function (semi-obstruction) is created 
here to simplify the process of estimation. The semi-obstruction is the average value with and 
without obstruction, for each defined depth level. 
The other study by Karamouz et al. (2016) was consulted to develop six depth-damage 
functions for both coastal and riverine floods by land use (residential, commercial, and 
industrial) with separate functions for structure and content for each. Karamouz et al. (2016) 
derived these functions from the Hazus–MH database and USACE 2003 technical guidance. 
Karamouz et al. (2016) serves as an alternative methodology to FEMA’s Hazus platform. These 
functions are more generalized and easier in terms of use than the Hazus functions with more 
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than 900 depth-damage curves for a large variety of floods (e.g., saltwater, freshwater) and 
property types (e.g., facilities, vehicles, office).  
For coastal flooding, expected depth-damage in “FEMA 2001 coastal V-zone” is much 
higher than the “FEMA coastal construction A-zone” curve for one-story buildings. Since these 
two above-mentioned curves are at the upper and lower bounds of the other functions, they can 
suggest the validity of the other studies. Simple comparisons between different functions, which 
can be used in the coastal area, appear in Figure 4.4 and Table 4.2. 
 












FEMA (2001); V-zone; Semi-obstruction
FEMA (2005); Coastal A-zone; One-story; No basement
USACE (2000); Structure; One-story; No basement
Karamouz et al. (2016); Structure; Residential; Coastal
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Basement Nationwide Residential [-2,16] Structure: 
Flood depth  One story  [6.56,59.72] 
Number of stories  Two or more stories   
  Split-level  Content: 
  Structure  [0,60.5] 




Flood depth Default One story [-1,23] [0,54] 
Flood zone Hazus coastal Two stories   
 A-zone Split-level   
 function No basement   
  A-zone   
FEMA 2001; V-
zone 
Flood depth  V-zone [-3,9] [0,76] 
Flood zone     
     
Karamouz et al. 
2016; coastal 
Flood depth  Residential [-2,23] Structure: 
  Commercial  [6.56,59.72] 
  Industrial   
  Structure  Content: 
  Content  [0,59] 
 
However, more study for developing loss functions in coastal areas is required. The 
current functions evaluate the loss only based on the flood depth and building attributes. But 
other variables such as wind, surge, and water speed also can affect the scale of loss into the 
building. However, the current functions do not consider these variables or they were specified in 
a such way that only flood depth can have an effect as an external variable into the building loss 
(e.g., GEC 2006).  
4.3 Data 
Data were collected from scanned documents in the Governor’s Office of Homeland 
Security and Emergency Preparedness (GOHSEP) through the course of one year by the efforts 
of graduate students in the Departments of Construction Management, and Geography & 
Anthropology at Louisiana State University. GOHSEP applications were accessed through 
74 
Louisiana Hazard Mitigation (LAHM) online portal while the primary use of LAHM is to 
facilitate project tracking and closeout. 
Data were collected for the single-family residential buildings elevated after major 
hurricane and flood events from 15 parishes in southern Louisiana between 2005 and 2015. The 
collected data for this study include: location, mitigation type, contract date, building type, 
number of stories, structure type, foundation type, project cost, building area, initial and final 
elevations, mitigation project cost, mitigation benefit, and calculated BCR in applications.  
Two specific flood events and one probabilistic simulation event were studied. The 
specific case study events are March flood (2016), and August flood (2016). A short summary of 
each event is provided below. 
 Very heavy rainfall in March 2016 caused massive floods along the Sabine River along the 
Louisiana\Texas border and other parts of Louisiana. According to the National Weather 
Service, over 20 inches of rainfall fell in a few places. Many areas across Louisiana 
experienced flash flooding, and some historical records were broken. 
 The August 2016 flooding in Louisiana was known as the “2016 Louisiana historic floods” 
and is considered among the most catastrophic flooding in Louisiana history. Many houses 
and businesses were submerged after over 20-inches of rainfall were recorded in multiple 
parishes. The Federal government through FEMA provided flood aid for houses without 




Event-based Loss Analysis 
To find AL, flood depth for each analyzed event was needed. The flood depth varies for 
buildings even adjacent to each other, because of differences in either their natural or built-up 
elevation. This study uses distinct flood model maps from those defined in FEMA flood zones.  
The flood maps used here were developed by Hazus–MH software based on the defined 
probable and historic flood events modeling. These flood maps were used to obtain flood depth 
at each building location in regard to the selected hazard event. Therefore, the flooded area in 
addition with non-coastal and coastal boundaries may differ from the pre-defined FEMA flood 
zone maps. Each flood hazard event was recognized by a raster file, which was mapped for 
Louisiana using Hazus–MH software. Also, the ground elevation was obtained from the DEM 
raster file for the land areas in Louisiana with the best data available DEM raster file. Any areas 
with negative values in the DEM indicate that the ground elevation is below sea level. 
Avoided Loss Estimation Method 
This section presents methods for determining both the structure and content AL or 
benefit due to properties mitigated through elevation, acquisition, and reconstruction project 
types in the state of Louisiana over the period from 2005 through 2015.  
It should be noted that for elevation and other mitigation types in this report, our AL 
estimation based on structure and content provides a conservative estimate because other 
potential avoided losses are either inherently unquantifiable (such as loss of life, disruption of 
life, injuries) or have dollar figures that are unavailable to us (such as loss of rent collected by 
landlords (i.e., “displacement costs,”) and emergency management costs saved). Displacement 
cost also includes living expenses, including hotel/rental expenses and meals, while homeowners 
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are out of the home during repairs. Displacement costs are defined using the FEMA standard of 
$1.44 per square foot per month for residential buildings (plus one-time costs of $500). Such 
costs can be higher if proper documents are provided by the owner. However, none of the 
displacement costs are considered in any of the AL estimations in the sections that follow. 
The flood depth (FD) represents the elevation of floodwater compared to the FFE 
Equation (4-1), where D (NAVD88, ft.) is ground elevation, SH (ft.) is stillwater-height, and 
FFE (NAVD88, ft.) is the first-floor elevation of the top of the bottom floor (including basement, 
crawl-space, or enclosure floor) from elevation certificates. 
𝐹𝐷 = 𝐷 + 𝑆𝐻 − 𝐹𝐹𝐸                (4-1) 
Stillwater-height was obtained by extracting the building GIS location points from flood 
hazard raster files in GIS for proposed hazards. Ground elevation was obtained from the most 
accurate DEM raster file that was available for Louisiana at the time of study. 
The first step to calculate AL after selecting the proper loss functions for available events 
was to find the percentage loss on determined FD before mitigation and after mitigation. In 
addition, it is important to consider all required information by function (e.g., type of building, 
number of stories, basement condition) for each study cases. For this purpose, two general 
approaches were used in this study. First, the damage percentage for each corresponding depth 
on the loss function curves was found, and the second approach identified depth-damage tables 
related to the functions. The second approach was done automatically by simple programming 
methods (e.g., Microsoft Excel, Matlab). 
The AL for building and content was calculated by multiplying the BRV by the 
difference between the percentage of loss of mitigated vs. unmitigated building. The AL for 
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building and content losses were shown by building AL and content AL which were calculated 
using equations specific to the mitigation project type.  
The avoided loss for elevation and reconstruction mitigation projects was calculated by 
Equations (4-2) and (4-3), where ?̅?𝐴𝐿𝑏 represents building AL ($), Lb0 is structure percentage loss 
in unmitigated condition from loss function, Lb1 is structure percentage loss in mitigated 
condition from loss function; V is building replacement value (pre-flood market value ($)), ?̅?𝐴𝐿𝑐 
is content avoided loss ($), Lc0 represents content percentage loss in unmitigated condition from 
loss function, Lc1 represents content percentage loss in mitigated condition from loss function, 
and 𝑅𝑉 is content-to-structure value ratio. 
?̅?𝐴𝐿𝑏 = (𝐿𝑏0 − 𝐿𝑏1)𝑉                 (4-2) 
?̅?𝐴𝐿𝑐 = (𝐿𝑐0 − 𝐿𝑐1)(𝑅𝑉 × 𝑉)               (4-3) 
Unlike the elevation and reconstruction mitigation strategies in acquisition projects the 
expected annual loss after mitigation is always zero (FEMA, 2013). Therefore, the AL in 
acquisition projects is simply equal to the loss before mitigation. Equations (4-4) and (4-5) were 
changed in acquisition projects as follow: 
?̅?𝐴𝐿𝑏 = 𝐿𝑏0 × 𝑉                  (4-4) 
?̅?𝐴𝐿𝑐 = 𝐿𝑐0(𝑅𝑉 × 𝑉)                 (4-5) 
The total AL is calculated as the sum of the structure and content avoided losses by Equation (4-
6). 
?̅?𝐴𝐿𝑡 = ?̅?𝐴𝐿𝑏 + ?̅?𝐴𝐿𝑐                 (4-6) 
This study considers the uncertainty in selected depth-damage functions rather than the 
uncertainty in the probability of flood events in time and severity. Some depth-damage functions 
(e.g., USACE) have standard deviation values for estimated mean damages at various flood 
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depths. To consider the approximate 95% confidence interval of the mean loss functions, 
Equation (4-7) was used, where ?̅? represents the estimated mean, 1.96 is the 0.975 quantile of 
the normal distribution, and S represents the standard deviation of the mean loss function value. 
𝐶𝐼 = ?̅? ∓ 1.96 × 𝑆                 (4-7) 
The variance for ALb and ALc were calculated by Equations (4-8) and (4-9), where 𝑆𝐴𝐿𝑏
2  
is the building AL variance ($), 𝑆𝐿0𝑏
2  represents the building loss variance before mitigation (%), 
𝑆𝐿1𝑏
2  is the building loss variance after mitigation (%), 𝑆𝐴𝐿𝑐
2  represents the content AL variance 
($), 𝑆𝐿0𝑐
2  is the content loss variance before mitigation (%), and 𝑆𝐿1𝑐
2  represents the content loss 
variance after mitigation (%). The losses in before mitigation and after mitigation are 




2  + 𝑆𝐿1𝑏
2  )𝑉2                (4-8) 
𝑆𝐴𝐿𝑐
2 = (𝑆𝐿0𝑐
2  + 𝑆𝐿1𝑐
2  )(𝑅𝑉 × 𝑉)
2              (4-9) 
The variance and standard deviation for ALt were calculated by Equations (4-10) through 
(4-12), where 𝐶𝑜𝑣(𝐿𝑏, 𝐿𝑐) represents the covariance between building loss and content loss, 𝐿𝑏𝑖 
is the building loss for each data point in loss function, 𝐿𝑏̅̅ ̅ represents the average building loss 
for all data points, 𝐿𝑐𝑖 is the content loss for each data point in loss function, 𝐿𝑐̅̅ ̅ represents the 
average content loss for all data points, n is the number of data points in loss function, 𝑆𝐴𝐿𝑡
2  
represents the total AL variance ($), and 𝑆𝐴𝐿𝑡 is the total AL standard deviation ($). 
𝐶𝑜𝑣(𝐿𝑏, 𝐿𝑐) =








2 ) 𝑉2 + (𝑆𝐿0𝑐
2 + 𝑆𝐿1𝑐
2 )(𝑅𝑉 × 𝑉)
2 + 2(𝑅𝑉 × 𝑉
2)𝐶𝑜𝑣(𝐿𝑏, 𝐿𝑐)   (4-11) 
𝑆𝐴𝐿𝑡 = √𝑆𝐴𝐿𝑡




In flood simulation with Monte Carlo analysis, a constant SH is generated for each year 
of the building expected useful life. To find the simulated SH a probabilistic distribution quantile 
is fitted on SHs for corresponding return periods of 10-, 50-, 100-, and 500-year floods. The 
logistic distribution was used in this study to fit the flood frequency data. Therefore, Equation (4-
13) is used for logistic distribution quantile (𝑄), based on the exceedance probability of flood 
return periods, where 𝜇 and 𝑠 are the parameters of the distribution and 𝑝 is the probability of 
non-exceedance in cumulative distribution function. 
𝑄(𝑝; 𝜇, 𝑠) = 𝜇 + 𝑠 ln(
𝑝
1−𝑝
)               (4-13) 
In Equation (13), 𝑝 is defined by flood return periods (𝑅) with Equation (14) 
𝑝 = 1 −
1
𝑅
                   (4-14) 
After finding the distribution parameters, random numbers (𝑅𝑎𝑛𝑑𝑠) generated to simulate 
SH values based on the fitted distribution. The relationship between 𝑝 and 𝑅𝑎𝑛𝑑𝑠 were explained 
by Equation (4-15) 
𝑝 = 1 − 𝑅𝑎𝑛𝑑𝑠                  (4-15) 
Accordingly, the dollar value of the average annual loss (𝐴𝐴𝐿$) from building and 
content was calculated by applying Equations (4-16) to ( 4-18), where 𝐹𝐷0 and 𝐹𝐷1 are the 𝐹𝐷 
in unmitigated and mitigated buildings, respectively, 𝑅𝑎𝑛𝑑𝑠 is a generated random number (0 ≤
𝑅𝑎𝑛𝑑𝑠 ≤ 1) in trail 𝑠 of Monte Carlo simulation, 𝐹
−1(𝑅𝑎𝑛𝑑𝑠) is the simulated SH in trail 𝑠 from 
flood frequency distribution quantile, 𝑆 represents the total number of simulations (i.e., 𝑆=500K), 
𝑉 is the BRV, 𝑅𝑉 is the content-to-structure value ratio, 𝐿𝑏 and 𝐿𝑐 are the estimated loss of 
building structure (%) and the estimated loss of content (%), respectively. A same methodology 
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applied by Orooji and Friedland (2017) for evaluation of the benefit and cost in wind mitigation 
projects for residential buildings. 
𝐹𝐷0 = 𝐷 + 𝐹
−1(𝑅𝑎𝑛𝑑𝑠) − 𝐹𝐹𝐸0              (4-16) 
𝐹𝐷1 = 𝐷 + 𝐹




∑ [(𝐹𝐷0 − 𝐹𝐷1)𝐿𝑏 + (𝐹𝐷0 − 𝐹𝐷1)(𝐿𝑐 × 𝑅𝑉)]
𝑆
𝑠=1        (4-18) 
Because the Monte Carlo simulation calculates the 𝐴𝐴𝐿$ without considering any 
economic adjustment for time, the average annuity future benefits needs to be economically 
adjusted during the building expected useful life to represent the present value of benefits (𝑃𝑉𝐵). 






𝑦=0                  (4-19) 
According to the Office of Management and Budget (OMD), the discount rate for FEMA 
funded mitigation projects is required to be 7%. However, this study used the same discount rate 
(i.e., 6% and 7%) and buildings expected useful life for the GOHSEP applications. Finally, the 
BCR from Monte Carlo simulation was obtained by dividing the 𝑃𝑉𝐵 by C.  
4.5 Results 
Event-based AL Analysis 
The mitigation benefit of flood-mitigated properties in Louisiana was studied for the two 
recent major flood events in March and August 2016. The areas affected by the flood and the 




Figure 4.5. Distribution of mitigated properties in flood raster file for March and August 2016 
flood events in Louisiana 
 
The AL was calculated for residential properties that are inside the flood raster files and 
have the required information for AL analysis after data imputation for FFE. The flood AL 
results for each analyzed event are shown in Table C.1 of Appendix C. In flood AL results, the 
properties that were not flooded or had zero AL were discarded from the results tables. 
Table 4.3 shows the total, average, and standard deviation of mitigation project cost, AL 




Table 4.3. Comparison between Project Cost, Application AL and BCR, and Event Base AL and 















Total All 36 $6,333,220 $8,107,200 $4,111,410 NA NA 
Ave. All 36 $175,923 $225,200 $114,206 1.35 0.76 
SD All 36 $87,248 $181,418 $106,400 0.97 0.64 
Total Elevation 25 $4,075,307 $5,437,907 $2,381,872 NA NA 
Ave. Elevation 25 $163,012 $217,516 $95,275 1.42 0.77 
SD Elevation 25 $92,202 $191,656 $63,816 1.06 0.61 
Total Acquisition 11 $2,257,913 $2,669,292 $1,729,538 NA NA 
Ave. Acquisition 11 $205,265 $242,663 $157,231 1.18 0.75 
SD Acquisition 11 $69,828 $162,954 $164,065 0.73 0.74 
Note: N= number of properties, NA= not applicable 
The results show that on average the AL in LAHM applications is higher than the AL as 
calculated here. The reason is that the LAHM application AL values are for the expected useful 
life of the whole building, while the calculated AL in this study only considered two events, both 
of which occurred in the same year. The results show greater AL and slightly lower BCR for 
projects in the acquisition mitigation project type compared to the projects in the elevation 
mitigation project type. Also, on average, for the elevation project type the mitigation project 
cost was 90% of the BRV, which shows the high cost of elevation mitigation in the occupancy 
phase of buildings. The AL study also indicates the average AL/ft2/ΔE of $7 for residential 
buildings. 
 Benefit-cost Study 
The BCRs for 130 residential buildings in Jefferson Parish were calculated by Monte Carlo 
simulation. The economic adjustment for time was made for all properties according to the 
building’s useful life according to LAHM applications. The buildings’ useful life in years are 
found to be 30 (123 properties), 50 (one property), and 75 (six properties). Results from 
economic adjustment for time indicate that by increasing the expected useful life of the building, 
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the PVB and BCR are increasing. Table C.2 in Appendix C shows the calculated BCRs here in 
comparison to the BCRs from FEMA study for 130 individual buildings in Jefferson Parish, 
Louisiana. A summary of the averages and standard deviations of the BCRs based on the 
mitigation project type are shown in Table 4.4. 
Table 4.4. Comparison between Applications BCRs and Monte Carlo Simulation BCRs for 
Single-Family Homes in Jefferson Parish, Louisiana 
Statistic Project Type N Application BCR Study BCR 
Ave. All 130 1.31 1.69 
SD All 130 0.79 1.18 
Ave. Elevation 115 1.30 1.74 
SD Elevation 115 0.72 1.21 
Ave. Reconstruction 15 1.27 1.32 
SD Reconstruction 15 0.80 1.24 
 
The average calculated BCR is 1.69 with the average ΔE of 4 ft., which indicates the 
efficiency of mitigated buildings in terms of return in investment for mitigation during the 
expected useful life of buildings.  
 4.6 Discussion and Conclusions 
The benefit and BCR of flood mitigation projects in Louisiana were studied by AL 
analysis for two recent major floods in 2016 and BCR analysis by Monte Carlo simulation for 
probabilistic events. The detailed methodology for flood AL analysis with the calculation of the 
mean and standard deviation of flood building and content loss functions were explained. Also, 
the detailed method of calculation of probabilistic flood modeling through Monte Carlo 
simulation for BCR analysis was described here.  
The average AL for residential flood-mitigated projects in Louisiana was calculated at 
$225,200 based on the average AL in LAHM BCR applications for useful life of the building, 
and $114,206 based on the average AL for two specific flood events in 2016 – one year of 
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building life. The results reveal that in average the FEMA AL through LAHM applications for 
whole building expected useful life is higher than the study AL with two specific flood events in 
one year of building life. The AL study also indicates the average AL/ft2/ΔE of $7 for residential 
buildings. 
The average BCR for the residential flood-mitigated projects in Jefferson Parish based on 
the LAHM applications is 1.31 and based on the Monte Carlo simulation is 1.69. Both of these 
values exceed one, revealing the profitability of mitigation. The results indicate that the average 
BCR in this study is slightly higher than the average BCR from applications. 
The building scale BCR results reveal that government spending on flood mitigation in 
Jefferson Parish was beneficial because of the higher loss avoidance during the buildings’ 
expected useful life in comparison to the mitigation project cost. However, this study only 
considered the building and content losses, and if the other type of losses such as loss of life, loss 
of use, and the emotional impact from flooded buildings were considered before investment, an 
even greater impact of mitigation would have been evident. AL is greater for acquisition projects 
compared with elevation projects, because unlike the elevation projects, the loss after mitigation 
in acquisition projects is always zero. However, the BCR is slightly higher in elevation projects 
compared with acquisition projects. According to the AL analysis, the cost of flood elevation for 
buildings in the occupancy phase averaged 90% of the BRV. Therefore, the results suggest that 
investment in elevation in the construction phase of buildings is far more efficient than elevation 
at the occupancy phase of buildings. Also, the results of economic adjustment for time in BCR 
analysis indicate that by increasing the buildings’ expected useful life, the PVB and BCR 
increase, which again confirms that a new building with mitigation strategies and higher 
expected useful life would have more return from mitigation spending.  
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CHAPTER 5. CONCLUSIONS AND SUMMARY 
5.1 Purpose 
The overarching goal of this dissertation research was to assess the costs and benefits of 
hazard mitigation efforts in Louisiana. This study was aimed to provide an improved 
understanding of missing data imputation for flood loss analysis, costs associated with elevation 
mitigation, and benefits of flood mitigation efforts in Louisiana funded by federal government 
grants between 2005 and 2015. In order to address the overarching goal, three specific objectives 
were addressed: 
 To apply statistical imputation methods to the topic of the economic benefits of hazard 
mitigation (i.e., imputation of FFE before and after mitigation) and compare the findings with 
existing FFE engineering guidance. 
 To develop a statistical method for estimating flood elevation project cost and compare 
predicted cost with existing cost guidance. 
 To compute building-scale flood mitigation benefit using AL analysis for two modeled flood 
events and BCA for probabilistic flood events. 
Chapters 2 through 4 provided the research accomplished to achieve these objectives. 
This chapter discusses the limitations of the study, with a summary of the main findings of each 
chapter. 
5.2 Limitations of the Study 
Several limitations of this study must be noted. First, the properties analyzed are limited 
to those mitigated after flood damage. Also, the collected data for mitigated projects in Louisiana 
are limited to documents available on the Louisiana Hazard Mitigation (LAHM) website; careful 
analysis of the database reveals that the properties included on the website represent only a small 
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fraction of the flood- and hurricane-mitigated properties in Louisiana. The missing information 
was assumed to be missing at random (MAR). The proposed mitigation cost study was limited to 
elevation projects for single-family residential buildings in Louisiana. The existing loss functions 
are limited to direct economic loss of structure and content; therefore, other types of losses were 
not considered in this study. An additional limitation is that the flood AL functions were derived 
only from the USACE flood loss functions for single-family and multi-family residential, and 
commercial, buildings. Finally, the BCR analysis was limited to the residential properties in 
Jefferson Parish of Louisiana. Despite these limitations, the project will represent the best, most 
comprehensive, and most up-to-date analysis of its type for one of the world’s most hazard-prone 
areas.  
5.3 Data Imputation 
The sample data used in this study were obtained from Louisiana’s GOHSEP for 
mitigation projects obligated after disaster events in Louisiana. Data were collected from 
scanned documents in the LAHM web database portal, corresponding to single-family homes 
elevated after major hurricane and flood events. In many documents, the building elevation data 
before and after mitigation were missing, and are therefore imputed for use in AL and BCR 
analysis. One of the reasons that this issue is a common problem in many mitigation projects is 
the high cost of professional surveying to obtain a flood elevation certificate both before and 
after mitigation. 
For statistical imputation of FFE0 and FFE1, four regression models, two random forest 
models, and four GAM models were examined to find the most appropriate statistical model for 
imputation. The LOOCV RMSE method was used to find the statistical models with the lowest 
prediction error rate. For FFE0 imputation, the random forest and GAM models give a similar 
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LOOCV RMSE, and for FFE1 the GAM model produces the lowest LOOCV RMSE. The D and 
B variables, which represent the ground elevation and the base flood elevation, were used in the 
imputation study due to the availability of this information for most mitigation projects. The 
FFE0 imputation by the GAM model, FEMA (2013), and FEMA (2015) estimations were 
evaluated by observations in LAHM applications with no missing data. All examined methods 
were tested against the LAHM data by F-test, t-test, ANOVA, and MSE analysis. The results 
revealed no significant difference between the imputation and estimation methods when they 
were compared with LAHM data. Similarly, the FFE1 imputation by the GAM model was 
evaluated by observations in LAHM applications with no missing data. The imputation method 
was tested against the LAHM data by F-test, t-test, and MSE analysis. The results revealed no 
significant difference between the imputation and LAHM data. 
Chapter 2 covered imputation of missing data by providing sophisticated statistical 
analysis such as random forest and GAM data imputation with the LOOCV RMSE model 
selection method. The comparison study confirms the FEMA methods for estimation of missing 
FFE0 data, and the statistical imputation study provides a method to eliminate some of the 
barriers in FEMA methods for estimation of missing FFE data.  
5.4 Mitigation Project Cost 
Elevation is widely considered to be the most effective mitigation strategy for residential 
buildings. The cost of elevation is necessary to compare mitigation expenses with long-term 
benefits through BCA, to provide economic justification and to evaluate the most economically 
efficient strategies. Therefore, it is an essential component of the flood mitigation project 
decision-making process. However, a reasonable estimation of elevation mitigation project cost 
is expensive.  
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Therefore, multiple regression, along with random forest and neural network models, 
were used to provide a comprehensive statistical estimation method for mitigation project cost. 
External prediction accuracy of the selected statistical models was examined by 10-fold CV 
RMSE to identify models with minimum prediction error. The elevation mitigation cost was 
modeled statistically by using the variables of A, ΔE, S, and F, which represent the average floor 
area of the building, change in elevation, number of stories, and foundation type, respectively. 
Ten multiple regression models along with a random forest model and nine neural network 
models were examined in this study. Further, one of the statistical estimates was compared with 
the results of three estimates of mitigation project cost. The costs in the cost guidance of USACE 
(1993), FEMA (1998), and Gair et al. (2011) were updated and adapted for use in cost 
comparison. 
Among the tested regression models, regression Model 5 (a log-semi-log model) with log 
transformation on C and A variables has the best prediction ability, with all significant 
coefficient variables, higher adjusted R2, and lower 10-fold CV RMSE. However, the failure in 
satisfaction of regression assumptions of normality and homoscedasticity leads to trimming three 
observations as outliers to satisfy these assumptions. The 10-fold CV RMSE shows that the 
random forest model was not as good as best regression models. However, the random forest 
model reveals that the number of stories is the most important variable in prediction of elevation 
project cost, despite the fact that this variable is not included in the current elevation cost 
guidance. In the next step, nine neural network models were tested based on the variation in the 
number of hidden layers, number of hidden neurons in each hidden layer, and the activation 
function in each hidden neuron. The 10-fold CV RMSE results suggest that the neural network 
model with two hidden layers, eight hidden neurons in each hidden layer, and Sigmoid activation 
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function has the lowest RMSE among the examined prediction models; therefore, it selected as 
the statistical model for cost prediction in this study. The statistical modeling of cost in this 
section suggests that proper model selection is important for improving model prediction. 
Comparison of the neural network model with cost guidelines reveals that costs in USACE 
(1993) and FEMA (1998) guidelines are lower than those in Gair et al. (2011) guidance and the 
neural network estimates.  
The neural network study shows that for projects undertaken in Louisiana with adjusted 
costs to 2015 dollars, the elevation costs for slab foundations are $980/m2 ($91/ft2) to elevate 3 
ft., $1,100/m2 ($99/ft2) to elevate 6 ft., and $1,130/m2 ($105/ft2) to elevate 9 ft. The elevation 
costs for other foundation types are $520/m2 ($48/ft2) to elevate 3 ft., $750/m2 ($70/ft2) to 
elevate 6 ft., and $940/m2 ($87/ft2) to elevate 9 ft. In all examined case studies, elevation of 
buildings with existing slab foundation is more expensive than elevation of buildings with other 
foundation types.  
Chapter 3 developed a robust, generalized cost estimation method for existing home 
elevation. The statistical model shows that cost has a nonlinear relationship with building 
average floor area and has a significant relationship with number of stories; these features were 
not considered in the previous cost guidance. 
5.5 Mitigation Project Benefit 
Flood AL analysis provides an economic tool to evaluate the benefit of mitigation by 
reduction of natural hazard losses. The BCR shows the efficiency of mitigation spending by 
comparing the AL of mitigation and mitigation project cost. To understand the effectiveness of 
mitigated projects in Louisiana, this section evaluated the economic benefit of mitigation from 
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both retrospective and prospective viewpoints and compared the results with existing AL and 
BCA by FEMA through gathered information from LAHM applications.  
To achieve this goal, the benefits of flood mitigation in Louisiana were studied for the 
two recent major flood events in March and August 2016 by calculating the loss of building and 
loss of content for mitigated buildings that were affected by these two events. Also, the BCR of 
flood mitigation in Jefferson Parish was calculated by flood loss analysis for probabilistic events. 
Finally, AL and BCR results were compared with AL and BCR results in LAHM applications. 
To calculate the flood loss, the USACE depth-damage functions were used for mitigated 
buildings through elevation, acquisition, and reconstruction mitigation project types. The average 
annual flood depth for BCA was obtained by Monte Carlo simulation to find flood elevation 
probabilistically. Finally, based on each mitigation category (i.e., acquisition, elevation, 
reconstruction), the results of AL and BCR were presented by mean and standard deviation. 
The average AL for residential flood-mitigated projects for the two 2016 flood events in 
Louisiana was $114,206, while that calculated in LAHM applications for building useful life was 
$225,200. The results show higher AL and slightly lower BCR for projects in the acquisition 
mitigation project type compared to the projects in the elevation mitigation project type. Also, 
the AL study reveals an average AL/ft2/ΔE of $7 for residential buildings. 
The average BCR was 1.69 with the average ΔE of 4 ft. for mitigated buildings in 
Jefferson Parish. The average BCR for the mitigated projects in Jefferson Parish based on the 
LAHM applications is 1.31 - substantially lower than the average BCR by Monte Carlo 
simulation in this study. The fact that the BCR exceeds 1.0 shows the efficiency of mitigation in 
terms of return on investment during the expected useful life of buildings. Also, the results of 
economic adjustment for time in BCR analysis indicates that by increasing the building expected 
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useful life, the PVB and BCR are increasing, which can confirm that a new building with 
mitigation strategies and higher expected useful life would have more return from mitigation 
spending. 
This study provides a comprehensive guideline for calculation of event base flood AL 
with consideration of both mean and standard deviation in loss functions – calculations that do 
not exist in current studies. Unlike the most AL studies in the literature, this study did not use 
probabilistic inventory data of Hazus–MH which provides more robust results based on the real 
inventory data of mitigated buildings. In addition to AL analysis, the probabilistic Monte Carlo 
simulation study for BCR analysis was performed for data in Jefferson Parish to confirm the 
efficiency of mitigated buildings in Louisiana. 
5.6 Final Remarks 
This study provided an evaluation for mitigated projects in Louisiana using scientific analysis for 
handling the critical missing information for flood loss analysis, statistical models for flood 
elevation project cost estimation, and scientific analysis for obtaining the AL and BCR for recent 
flood mitigation projects in Louisiana. The results confirmed the overall efficiency of the 
mitigated projects by GOHSEP, which assists decision-makers for the validation of future 
mitigation costs and benefits. This research provided advanced methodologies to serve the 
hazard mitigation community by addressing existing knowledge barriers such as mitigation 
project cost, AL analysis with missing data, and probabilistic loss modeling for BCA. The results 
indicate that statistical modeling can improve the outcome of data imputation for missing FFE 
data and cost estimation of elevation mitigation projects. The loss avoidance study by this 
dissertation reveals the efficiency of flood mitigation for mitigated buildings in Louisiana. 
Finally, to provide more robust loss analysis in future, this study recommends the storage of 
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critical information for loss analysis properly through an online database system for agencies to 
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APPENDIX A. ELEVATION PROJECT COST ESTIMATIONS 
Table A.1. Elevation Project Cost Estimations by Neural Network 
  One-story; Slab Foundation 
  ∆E (m) 
A (m2)  0.5 1 1.5 2 2.5 3 3.5 4 
50  $67,397 $77,596 $87,574 $97,198 $106,553 $115,730 $124,758 $133,627 
100  $93,158 $102,135 $111,522 $120,993 $129,960 $138,065 $145,444 $152,445 
150  $124,561 $132,611 $140,451 $148,096 $155,518 $162,585 $169,000 $174,456 
200  $163,330 $171,606 $179,320 $186,516 $193,214 $199,374 $204,864 $209,477 
250  $212,863 $221,011 $228,226 $234,690 $240,602 $246,144 $251,429 $256,452 
300  $272,126 $279,191 $285,062 $290,027 $294,408 $298,530 $302,682 $307,089 
350  $334,428 $340,037 $344,413 $347,861 $350,731 $353,384 $356,175 $359,416 
400  $393,136 $397,767 $401,264 $403,875 $405,898 $407,671 $409,541 $411,847 
  Two-story; Slab Foundation 
  ∆E (m) 
A (m2)  0.5 1 1.5 2 2.5 3 3.5 4 
50  $127,369 $129,849 $134,277 $141,175 $150,405 $161,635 $174,586 $189,060 
100  $192,393 $203,583 $214,116 $223,944 $233,896 $245,477 $259,975 $277,876 
150  $271,333 $298,004 $327,340 $358,513 $389,911 $419,339 $444,978 $466,761 
200  $405,525 $453,046 $502,970 $553,033 $600,714 $643,660 $679,943 $708,110 
250  $599,348 $649,632 $695,140 $735,011 $769,031 $797,413 $820,569 $838,922 
300  $756,564 $788,901 $816,250 $839,154 $858,173 $873,819 $886,536 $896,683 
350  $842,338 $861,121 $876,941 $890,201 $901,248 $910,368 $917,795 $923,714 
400  $885,050 $896,630 $906,459 $914,766 $921,742 $927,541 $932,286 $936,068 
  One-story; Other Foundations 
  ∆E (m) 
A (m2)  0.5 1 1.5 2 2.5 3 3.5 4 
50  $23,353 $37,537 $53,345 $69,470 $84,540 $97,959 $109,889 $120,726 
100  $46,359 $57,277 $69,135 $82,023 $95,784 $109,728 $122,698 $133,784 
150  $77,688 $87,680 $97,764 $107,951 $118,257 $128,663 $139,055 $149,109 
200  $114,210 $124,011 $133,646 $143,181 $152,681 $162,187 $171,690 $181,085 
250  $159,812 $169,981 $179,814 $189,459 $199,068 $208,786 $218,719 $228,920 
300  $221,556 $232,530 $242,883 $252,830 $262,603 $272,428 $282,501 $292,966 
350  $303,062 $314,458 $324,806 $334,373 $343,455 $352,349 $361,318 $370,575 
400  $397,256 $407,819 $416,944 $424,917 $432,061 $438,712 $445,185 $451,749 
  Two-story; Other Foundations 
  ∆E (m) 
A (m2)  0.5 1 1.5 2 2.5 3 3.5 4 
50  $124,917 $127,883 $130,535 $133,419 $137,343 $142,939 $150,413 $159,677 
100  $160,887 $169,651 $178,842 $188,245 $197,563 $206,561 $215,336 $224,510 
150  $205,014 $220,166 $236,977 $255,456 $275,422 $296,379 $317,389 $337,086 
200  $276,068 $302,849 $332,713 $365,321 $399,934 $435,413 $470,286 $502,889 
250  $403,054 $444,672 $487,211 $529,134 $568,976 $605,547 $638,035 $666,004 
300  $567,587 $608,405 $645,700 $678,936 $707,918 $732,704 $753,512 $770,644 
350  $696,747 $725,001 $749,569 $770,676 $788,602 $803,640 $816,074 $826,160 












Table B.1. USACE Depth-Damage Functions 
 Structure Content 
 
One Story, No 
Basement 




One Story, No 
Basement 



































-2 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
-1 2.50% 2.70% 3.00% 4.10% 6.40% 2.90% 2.40% 2.10% 1.00% 3.50% 2.20% 2.20% 
0 13.40% 2.00% 9.30% 3.40% 7.20% 2.10% 8.10% 1.50% 5.00% 2.90% 2.90% 1.50% 
1 23.30% 1.60% 15.20% 3.00% 9.40% 1.90% 13.30% 1.20% 8.70% 2.60% 4.70% 1.20% 
2 32.10% 1.60% 20.90% 2.80% 12.90% 1.90% 17.90% 1.20% 12.20% 2.50% 7.50% 1.30% 
3 40.10% 1.80% 26.30% 2.90% 17.40% 2.00% 22.00% 1.40% 15.50% 2.50% 11.10% 1.40% 
4 47.10% 1.90% 31.40% 3.20% 22.80% 2.20% 25.70% 1.50% 18.50% 2.70% 15.30% 1.50% 
5 53.20% 2.00% 36.20% 3.40% 28.90% 2.40% 28.80% 1.60% 21.30% 3.00% 20.10% 1.60% 
6 58.60% 2.10% 40.70% 3.70% 35.50% 2.70% 31.50% 1.60% 23.90% 3.20% 25.20% 1.80% 
7 63.20% 2.20% 44.90% 3.90% 42.30% 3.20% 33.80% 1.70% 26.30% 3.30% 30.50% 2.10% 
8 67.20% 2.30% 48.80% 4.00% 49.20% 3.80% 35.70% 1.80% 28.40% 3.40% 35.70% 2.50% 
9 70.50% 2.40% 52.40% 4.10% 56.10% 4.50% 37.20% 1.90% 30.30% 3.50% 40.90% 3.00% 
10 73.20% 2.70% 55.70% 4.20% 62.60% 5.30% 38.40% 2.10% 32.00% 3.50% 45.80% 3.50% 
11 75.40% 3.00% 58.70% 4.20% 68.60% 6.00% 39.20% 2.30% 33.40% 3.50% 50.20% 4.10% 
12 77.20% 3.30% 61.40% 4.20% 73.90% 6.70% 39.70% 2.60% 34.70% 3.50% 54.10% 4.60% 
13 78.50% 3.70% 63.80% 4.20% 78.40% 7.40% 40.00% 2.90% 35.60% 3.50% 57.20% 5.00% 
14 79.50% 4.10% 65.90% 4.30% 81.70% 7.90% 40.00% 3.20% 36.40% 3.60% 59.40% 5.40% 
15 80.20% 4.50% 67.70% 4.60% 83.80% 8.30% 40.00% 3.50% 36.90% 3.80% 60.50% 5.70% 




Table B.2. USACE Depth-Damage Functions Confidence Interval 
 Structure  Content 
 
One Story, No 
Basement 




One Story, No 
Basement 





























-2 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 
-1 -2.90% 7.90% -5.20% 11.20% 0.60% 12.20% -1.80% 6.60% -6.00% 8.00% -2.20% 6.60% 
0 9.40% 17.40% 2.50% 16.10% 3.00% 11.40% 5.10% 11.10% -0.80% 10.80% -0.10% 5.90% 
1 20.10% 26.50% 9.20% 21.20% 5.60% 13.20% 10.90% 15.70% 3.50% 13.90% 2.30% 7.10% 
2 28.90% 35.30% 15.30% 26.50% 9.10% 16.70% 15.50% 20.30% 7.20% 17.20% 4.90% 10.10% 
3 36.50% 43.70% 20.50% 32.10% 13.40% 21.40% 19.20% 24.80% 10.50% 20.50% 8.30% 13.90% 
4 43.30% 50.90% 25.00% 37.80% 18.40% 27.20% 22.70% 28.70% 13.10% 23.90% 12.30% 18.30% 
5 49.20% 57.20% 29.40% 43.00% 24.10% 33.70% 25.60% 32.00% 15.30% 27.30% 16.90% 23.30% 
6 54.40% 62.80% 33.30% 48.10% 30.10% 40.90% 28.30% 34.70% 17.50% 30.30% 21.60% 28.80% 
7 58.80% 67.60% 37.10% 52.70% 35.90% 48.70% 30.40% 37.20% 19.70% 32.90% 26.30% 34.70% 
8 62.60% 71.80% 40.80% 56.80% 41.60% 56.80% 32.10% 39.30% 21.60% 35.20% 30.70% 40.70% 
9 65.70% 75.30% 44.20% 60.60% 47.10% 65.10% 33.40% 41.00% 23.30% 37.30% 34.90% 46.90% 
10 67.80% 78.60% 47.30% 64.10% 52.00% 73.20% 34.20% 42.60% 25.00% 39.00% 38.80% 52.80% 
11 69.40% 81.40% 50.30% 67.10% 56.60% 80.60% 34.60% 43.80% 26.40% 40.40% 42.00% 58.40% 
12 70.60% 83.80% 53.00% 69.80% 60.50% 87.30% 34.50% 44.90% 27.70% 41.70% 44.90% 63.30% 
13 71.10% 85.90% 55.40% 72.20% 63.60% 93.20% 34.20% 45.80% 28.60% 42.60% 47.20% 67.20% 
14 71.30% 87.70% 57.30% 74.50% 65.90% 97.50% 33.60% 46.40% 29.20% 43.60% 48.60% 70.20% 
15 71.20% 89.20% 58.50% 76.90% 67.20% 100.40% 33.00% 47.00% 29.30% 44.50% 49.10% 71.90% 





Table B.3. FEMA 2005, A-Zone, Coastal Construction Manual Depth-Damage Functions 
Depth 
One Story, No 
Basement 




-1 0% 0% 0% 
0 9% 5% 3% 
1 14% 9% 9% 
2 22% 13% 13% 
3 27% 18% 25% 
4 29% 20% 27% 
5 30% 22% 28% 
6 40% 24% 33% 
7 43% 26% 34% 
8 44% 29% 41% 
9 45% 33% 43% 
10 46% 38% 45% 
11 47% 38% 46% 
12 48% 38% 47% 
13 49% 38% 47% 
14 50% 38% 47% 
15 50% 38% 47% 
16 50% 38% 47% 
17 50% 38% 47% 
18 50% 38% 47% 
 








-3 0% 0% 0% 
-2 10% 20% 20% 
-1 12% 22% 22% 
0 15% 24% 24% 
1 23% 29% 29% 
2 35% 37% 37% 
3 50% 54% 54% 
4 58% 61% 61% 
5 63% 65% 65% 
6 67% 68% 68% 
7 70% 70% 70% 
8 72% 72% 72% 
9 76% 76% 76% 
Note: Semi-obstruction is the average of with and without obstructions on each depth level.
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No 92,400 175,000 7.04 82,425 3,325 44,975 2,625 127,400 52,394 175,000 6 1 1.38 




Table C.2. Flood BCR by Monte Carlo Simulation for Individual Single-Family Homes in 









1 ELE-210 1 102,575 122,928 3.27 113,093 30 1.10 1.17 
2 ELE-211 1 112,650 139,213 3.31 130,388 30 1.16 1.14 
3 ELE-212 1 86,000 103,859 2.91 275,948 30 3.21 1.81 
4 ELE-213 1 86,000 110,994 2.76 76,490 30 0.89 1.23 
5 ELE-214 1 119,850 139,578 3.26 506,698 30 4.23 1.22 
6 ELE-216 1 144,000 125,137 4.42 555,867 30 3.86 0.47 
7 ELE-219 1 141,000 156,293 3.44 424,024 30 3.01 1.03 
8 ELE-220 1 123,500 140,966 2.77 300,554 30 2.43 0.84 
9 ELE-221 1 118,200 98,396 3.54 127,417 30 1.08 0.57 
10 ELE-222 1 448,520 141,257 4.97 445,344 75 0.99 1.01 
11 ELE-227 1 78,675 129,787 2.59 272,022 30 3.46 1.88 
12 ELE-232 1 156,150 136,385 3.92 390,612 30 2.50 1.63 
13 ELE-233 1 167,775 121,499 2.25 82,507 30 0.49 1.89 
14 ELE-238 2 136,575 150,766 3.13 173,678 30 1.27 1.01 
15 ELE-245 1 122,775 159,612 4.07 314,497 30 2.56 0.74 
16 ELE-246 1 95,150 88,991 3.51 334,139 30 3.51 1.36 
17 ELE-250 1 111,300 113,852 6.20 83,941 30 0.75 0.52 
18 ELE-254 1 283,800 220,591 3.60 541,470 30 1.91 1.14 
19 ELE-258 1 136,875 130,000 3.32 354,439 30 2.59 1.35 
20 ELE-263 2 145,874 118,980 3.02 63,683 30 0.44 1.42 
21 ELE-264 1 96,750 176,070 9.45 420,012 30 4.34 1.40 
22 ELE-286 1 81,000 82,127 7.75 225,656 30 2.79 0.70 
23 ELE-287 1 163,350 125,871 3.06 83,892 30 0.51 2.18 
24 ELE-289 1 226,950 153,481 2.98 104,614 30 0.46 0.31 
25 ELE-292 1 177,000 120,293 2.81 355,580 30 2.01 1.21 
26 ELE-293 1 186,675 120,000 2.95 346,522 30 1.86 1.12 
27 ELE-296 1 94,500 127,713 4.40 110,857 30 1.17 1.11 
28 ELE-297 1 122,625 158,158 4.02 337,265 30 2.75 0.82 
29 ELE-299 1 86,625 109,484 4.43 563,131 30 6.50 1.03 
30 ELE-300 1 99,750 58,722 3.09 145,788 30 1.46 1.57 
31 ELE-304 1 99,750 81,510 3.15 80,901 30 0.81 1.31 
32 ELE-305 2 167,251 101,627 3.85 294,936 30 1.76 3.33 
33 ELE-306 1 111,000 79,049 2.00 127,759 30 1.15 1.05 
34 ELE-308 1 91,500 55,509 2.39 58,518 30 0.64 1.06 
35 ELE-316 1 107,251 54,112 3.04 48,253 30 0.45 0.14 
36 ELE-317 1 116,501 69,942 2.03 83,502 30 0.72 0.55 











38 ELE-321 1 102,675 55,249 2.66 34,587 30 0.34 0.77 
39 ELE-322 1 108,900 98,032 2.46 223,481 30 2.05 1.19 
40 ELE-324 1 99,750 56,090 2.49 51,195 30 0.51 1.47 
41 ELE-326 1 106,800 62,677 3.05 197,837 30 1.85 1.56 
42 ELE-327 1 126,375 102,317 3.44 195,251 30 1.55 0.90 
43 ELE-328 1 108,600 103,977 2.37 107,108 30 0.99 1.66 
44 ELE-331 1 102,600 61,609 3.84 77,158 30 0.75 1.46 
45 ELE-332 1 121,800 204,788 3.15 165,531 30 1.36 0.72 
46 ELE-335 1 160,700 111,163 2.40 88,417 30 0.55 0.73 
47 ELE-348 1 111,000 82,063 3.46 88,432 30 0.80 0.97 
48 ELE-351 1 136,650 130,553 2.64 81,484 30 0.60 0.99 
49 ELE-352 1 90,925 127,439 2.71 218,114 30 2.40 1.13 
50 ELE-354 1 99,750 126,572 4.02 100,172 30 1.00 0.89 
51 ELE-356 1 138,525 76,799 3.59 56,229 30 0.41 0.68 
52 ELE-362 1 100,125 99,081 3.31 79,772 30 0.80 0.17 
53 ELE-363 1 118,050 130,605 3.18 99,808 30 0.85 1.96 
54 ELE-365 1 136,500 89,666 3.53 60,871 30 0.45 1.23 
55 ELE-367 1 142,200 227,359 4.50 316,478 30 2.23 0.87 
56 ELE-368 1 140,625 96,783 4.36 338,708 30 2.41 1.04 
57 ELE-370 1 131,000 90,193 4.45 532,153 30 4.06 1.08 
58 ELE-375 1 81,000 76,000 2.83 52,332 30 0.65 1.53 
59 ELE-388 1 107,250 190,367 8.47 115,751 30 1.08 0.15 
60 ELE-552 1 153,875 129,443 4.50 157,370 30 1.02 1.50 
61 ELE-553 1 94,035 79,992 4.21 85,263 30 0.91 1.27 
62 ELE-555 1 171,000 142,057 4.73 361,957 30 2.12 0.68 
63 ELE-559 1 77,750 122,761 3.70 410,715 30 5.28 1.48 
64 ELE-560 1 93,500 73,842 5.19 192,442 30 2.06 1.26 
65 ELE-561 1 108,500 86,619 5.58 225,766 30 2.08 1.53 
66 ELE-562 1 151,700 119,810 5.10 323,111 30 2.13 2.13 
67 ELE-563 1 138,500 122,253 3.21 181,486 30 1.31 1.20 
68 ELE-565 1 183,500 134,120 3.63 297,314 30 1.62 1.19 
69 ELE-567 1 121,400 75,184 2.69 67,839 30 0.56 3.76 
70 ELE-568 1 168,500 106,393 3.15 89,186 30 0.53 1.98 
71 ELE-569 2 198,500 127,277 4.82 277,073 30 1.40 1.36 
72 ELE-570 1 126,000 75,266 3.12 48,865 30 0.39 1.20 
73 ELE-571 1 75,875 42,573 3.64 97,110 30 1.28 1.72 
74 ELE-572 1 151,100 91,227 3.85 233,772 30 1.55 1.54 
75 ELE-573 1 116,000 76,064 4.32 339,869 30 2.93 2.61 
76 ELE-574 1 91,700 54,923 3.24 36,490 30 0.40 1.69 
77 ELE-576 1 107,250 83,460 3.93 212,504 30 1.98 0.79 











79 ELE-579 1 94,850 108,672 4.58 308,301 30 3.25 1.41 
80 ELE-581 1 117,275 77,615 3.21 60,947 30 0.52 2.38 
81 ELE-583 1 126,000 103,040 4.74 215,477 30 1.71 1.66 
82 ELE-584 1 141,975 117,041 4.84 291,575 30 2.05 1.30 
83 ELE-586 1 194,000 177,727 3.33 308,830 30 1.59 1.73 
84 ELE-588 1 232,550 244,664 4.09 297,298 30 1.28 0.96 
85 ELE-589 2 204,300 203,350 4.43 459,371 30 2.25 0.98 
86 ELE-592 1 201,000 125,810 3.24 433,599 30 2.16 2.60 
87 ELE-593 1 133,500 82,247 4.37 203,695 30 1.53 1.32 
88 ELE-594 1 140,175 87,471 3.41 260,163 30 1.86 1.24 
89 ELE-595 1 146,400 70,142 3.24 60,648 30 0.41 1.49 
90 ELE-596 1 249,000 153,759 3.88 379,383 30 1.52 0.81 
91 ELE-597 1 116,075 70,468 3.10 155,894 30 1.34 1.23 
92 ELE-598 1 235,325 142,473 4.16 327,623 30 1.39 1.06 
93 ELE-600 1 171,050 110,185 3.21 77,507 30 0.45 2.08 
94 ELE-601 1 111,000 70,600 4.56 183,657 30 1.65 1.06 
95 ELE-602 1 174,450 113,538 4.71 121,276 30 0.70 5.79 
96 ELE-606 2 143,675 120,603 4.87 115,974 30 0.81 1.21 
97 ELE-609 1 100,400 79,985 6.04 315,260 30 3.14 1.65 
98 ELE-611 1 135,650 134,959 4.66 380,700 30 2.81 2.70 
99 ELE-612 2 147,275 114,068 5.47 292,988 30 1.99 1.74 
100 ELE-613 2 124,475 96,236 5.17 144,356 30 1.16 1.51 
101 ELE-617 1 190,025 186,992 4.00 594,255 30 3.13 1.35 
102 ELE-618 2 150,575 108,665 3.94 154,038 30 1.02 1.43 
103 ELE-619 1 224,300 146,713 3.95 457,547 75 2.04 1.22 
104 ELE-621 1 133,500 81,688 4.74 272,450 30 2.04 1.42 
105 ELE-623 1 157,025 102,872 4.07 383,869 30 2.44 1.53 
106 ELE-625 1 270,000 482,890 7.76 1,156,615 30 4.28 1.02 
107 ELE-626 1 135,650 93,898 6.44 512,276 30 3.78 1.21 
108 ELE-629 1 157,025 138,069 4.00 496,435 30 3.16 1.34 
109 ELE-725 2 210,750 169,191 3.10 103,651 30 0.49 0.26 
110 ELE-726 1 179,250 116,020 3.61 118,162 30 0.66 0.60 
111 ELE-727 1 178,200 109,108 2.63 69,570 30 0.39 1.16 
112 ELE-729 1 109,725 51,673 2.99 32,518 30 0.30 1.30 
113 ELE-730 1 99,600 47,943 3.60 49,422 30 0.50 0.96 
114 ELE-731 1 148,200 90,174 4.52 234,638 30 1.58 0.53 
115 ELE-732 1 171,000 113,793 3.60 320,169 30 1.87 1.08 
116 Rec-048 1 107,300 129,972 2.50 95,305 30 0.89 5.68 
117 Rec-148 1 159,000 95,993 3.76 89,266 75 0.56 0.74 
118 Rec-149 1 415,575 238,789 9.57 854,182 75 2.06 0.87 











120 Rec-160 1 567,720 238,130 5.96 1,228,793 75 2.16 0.82 
121 Rec-167 1 239,000 168,558 3.18 132,582 50 0.55 0.76 
122 Rec-242 2 476,613 307,051 3.73 312,758 30 0.66 0.36 
123 Rec-243 1 329,463 203,710 2.82 354,894 30 1.08 1.27 
124 Rec-249 1 204,139 127,327 2.36 238,365 30 1.17 1.38 
125 Rec-250 1 334,535 201,624 3.22 575,244 30 1.72 1.15 
126 Rec-260 1 347,286 192,520 2.21 197,171 30 0.57 1.00 
127 Rec-265 1 348,735 167,881 5.14 1,170,098 30 3.36 1.08 
128 Rec-270 2 374,018 211,445 3.01 267,662 30 0.72 1.05 
129 Rec-271 1 454,077 253,079 2.02 402,568 30 0.89 1.09 
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