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Comment nos neurones nous permettent-ils de penser, de 
réaliser une suite de calculs mathématiques, ainsi que 
d'automatiser des tâches ?               
Selon  la global workspace theory, l'information consciente est 
représentée dans un espace de travail. Pour effectuer une série de 
calculs, l'espace de travail envoie l'information séquentiellement 
vers les réseaux permettant d'effectuer chaque calcul.
Quand une série est répétée, de nouveaux chemins se créent pour 
l'automatiser, en dehors de l'espace de travail conscient.
Notre but est de reproduire le comportement des participants humains dans 
l'étude de Sackur & Dehaene (2009) avec un modèle neuronal.
Le simulateur Nengo est utilisé pour construire et simuler le modèle basé sur 
le Neural Engineering Framework (NEF) et la Semantic Pointer Architecture 
(SPA) décrits par Eliasmith (2013).
Nous  proposons un modèle biologiquement réaliste et 
robuste du traitement séquentiel conscient et de 
l'automatisation inconsciente.                   
Le modèle est capable d'effectuer une séquence arbitraire 
d'opérations et reproduit le comportement humain dans 
une série d'expériences.
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Comme chez les participants 
humains, on observe un effet 
de congruence : le modèle 
est plus rapide et fait moins 
d'erreurs pour les essais 
congruents (quand le 
stimulus et le résultat de 
l'addition sont tous deux plus 
petits ou plus grands que 5.
Pour tester les capacités du 
modèle en perception 
subliminale, on déconnecte 
simplement l'espace de 
travail global. Comme les 
participants humains, le 
modèle peut alors réaliser 
les opérations individuelles 
mais pas leur chaînage qui 
nécessite la perception 
consciente du stimulus.
