We propose an algorithm of multiple comparisons with a control for a psychophysical test. Our algorithm is based on the step-down procedure and is applicable to the bootstrap test in logistic regression. We use logistic regression combined with guessing rate and log-likelihood ratio test statistics of multiple samples in order to test hypotheses by using nonparametric bootstrap resampling. We apply our algorithm to visual acuity measurement, and show that bootstrap resampling can be used to resolve problems with multiple comparisons especially when the numbers of observations among samples are not identical.
INTRODUCTION
Psychophysicists have found that the relationship between the probability of seeing an optotype and the optotype size is typically described by a cumulative probability distribution function (Watson [17] , Simpson [16] ). Bach [1] , Beck et al. [2] and Schulze-Bonsel et al. [14] have measured visual accuity using psychometric functions.
For the psychophysical experiment by constant stimuli method, Nagai et al. [13] proposed the statistical significance testing of difference between multiple thresholds. Mita et al. [10] developed a statistical method for obtaining the logarithmic visual acuity (LogVA) changes in an individual, and tested the changes using the Nagai et al. method.
The bootstrap resampling method provides a powerful tool for estimating the variance of a parameter of a function. For this computer-based method we can refer to Efron et al. [4] , Foster et al. [5] [6] , Joy et al. [8] . To shorten the examination time Mita et al. [11] , [12] proposed both parametric and nonparametric bootstrap algorithms for psychophysical threshold estimates and obtained efficiency measures for the comparison of the parametric and nonparametric bootstraps.
For multiple comparisons problems Marcus et al. [9] proposed a step-down procedure requiring the set of hypotheses tested to be closed under intersection. Holm [7] introduced a modified Bonferroni procedure: a simple sequentially rejective multiple test procedure. Shaffer [15] also introduced modified sequentially rejective multiple test procedures. Dasgupta et al. [3] proposed multiple comparisons to a control in logistic regression.
In the present paper we propose an algorithm of multiple comparisons with a control for a psychophysical test. Our algorithm is based on the step-down procedure and is applicable to non-parametric bootstrap tests in logistic regression. We present logistic regression combined with guessing rate and the formulation of deviance residuals in section 2. Then, we show log-likelihood ratio test statistics for multiple samples in section 3, and non-parametric bootstrap resampling in section 4, and multiple testing of hypotheses in sections 5 and 6. Finally, in section 7 we present an application of our algorithm to a psychophysical test, i.e. visual acuity measurement.
LOGISTIC REGRESSION AND DEVIANCE RESIDUALS
We assume that the probability p is defined by
x is the explanatory variable, a and b are unknown parameters, c 0 (0 £ c 0 < 1) is a known constant which defines the guessing rate. Let X be the set of binomial observations such that where x j and μ j (j = 1, · · · , N) are explanatory variables and outcome data respectively for j-th (j = 1, · · · , N) observations. μ j (j = 1, · · · , N) are defined by μ j = 1 if j-th outcome is "success" and μ j = 0 if j-th outcome is "failure."
The binomial likelihood (a,b,c 0 ) is given by where p j = p(x j ; a, b, c 0 ) (j = 1,…,N ). Then we can obtain optimal values â and b for a and b respectively by adopting the Fisher score method. By using â and b we can compute the deviance D and deviance residuals ε j (j = 1, ··· , N ) such that 
LOG-LIKELIHOOD RATIO TEST STATISTICS OF MULTIPLE SAMPLES
Let X k (k = 1, ···, m) be sets of binomial observations of samples k (k = 1, ···, m) taken from populations which have possibly different probability distributions F k (k = 1, ···, m) respectively. We shall test the following hypotheses for m samples (m ≥ 2) where F 1 is the probability distribution of a control sample: null hypothesis alternative hypothesis H a 1···m : at least an inequality among
Let ˆk (k = 1, ···, m) be maximum binomial likelihoods obtained in logistic regression for X k (k = 1, ···, m) respectively. Let X 0 be the combined set of binomial observations X k (k = 1, ···, m):
Let ˆ0 be the maximum binomial likelihood obtained in logistic regression for X 0 . Then we can define the log-likelihood ratio test statistics (LRTS) G such that Let D k (k = 0, 1, ···, m) be deviances which are obtained in logistic regression for X k (k = 0, 1, ··· m) respectively. D k (k = 0, 1, ··· m) are given by Then we have the log-likelihood ratio test statistics G for the multiple sample test such that
NON-PARAMETRIC BOOTSTRAP RESAMPLINGS (i) Bootstrap binomial resamplings
Let X k (k = 1, ···, m) be sets of binomial observations, and let E k (k = 1, ···, m) be sets of deviance residuals of samples k (k = 1, · · · , m) respectively: Step 1: 
is the achieved significance level obtained in bootstrap logistic regression for testing null hypotheses H 0 M .
APPLICATION TO VISUAL ACUITY MEASUREMENT (i) Psychophysical threshold
Let X be the set of binomial observations:
Let W i (i = 1, ···, n) be properly chosen intervals of the explanatory variable and let x i (i = 1, ···, n) be the mid-point of W i . We assume that n £ N. Then we define the following notations:
and We note that Let p(x) = p(x; â,b, c 0 ) be the probability given by optimal parameters â, b and c 0 such that We define the psychophysical threshold ξ with guessing rate c 0 : 
(ii) The visual acuity test using 4 samples
Since we adopt the Landolt-C of four different orientations in our visual acuity test, the guessing rate c 0 is chosen as
The explanatory variable x in our measurement is logarithmic visual acuity (LogVA).
We shall test the following hypotheses with 4 samples where F 1 is the probability distribution of a control sample:
null hypothesis H 0 1234 :
: at least an inequality among
We took data from an individual with no visual abnormalities in order to assess our algorithm. Table 1 shows the observed data of Sample 1 (N 1 = 100), Sample 2 (N 2 = 100), Sample 3 (N 3 = 100) and Sample 4 (N 4 = 100). The logistic regression results of Samples 1, 2, 3 and 4 are shown in Table 2 . Figures  1, 2, 3 and 4 show the observed data and p(x)= p(x; â,b, c 0 ) of Samples 1, 2, 3 and 4 respectively. Psychophysical thresholds ξ k (k = 1, 2, 3, 4) at probability = (1 + c 0 )/2 = 0.625 are shown in Table 2 . 
(iii) Multiple test by bootstrap logistic regression
Now we shall prove that Samples 2, 3 and 4 are taken from populations which have different distributions from that of Sample 1.
The set of null hypotheses to be rejected is
The hierachical family F and its subsets F 1k (2 £ k £ 4) are given by Table 4 . Since H 0 14 is significant (rejected), we can prove that in α = 0.05.
(v) Holm method: a modified Bonferroni procedure The step-down procedure with Bonferroni procedure by Holm [7] is stated below:
We adopt mathematical symbols which have been defined in the previous subsection. Let F i (i = 1, 2, 3) be sets of null hypotheses which shall be rejected in respectively. 
