Abstract
Introduction
Emerging of multicore systems has witnessed the trend towards powerful machines with higher computing power available at the reach of fingertips. Future telecommunication systems are expected to provide seamless support for higher transmission capacity and faster switching technology to connect these high-end systems, in line with the explosive growth of the Internet. Interconnection networks (INs) is faced with greater challenge as the direction in computing systems is fast moving towards advanced architectures such as chip multiprocessors (CMPs), systems on chip (SoC) and network on chip (NoC) [1] .
Multistage interconnection networks (MINs) have long since been proposed as interconnecting structures in various types of communication applications ranging from parallel systems [2] , switching architectures [3] , to multicore systems [4] . The main advantage of MINs is that it allows for simultaneous one-to-one permutation connections to be established between each input and output port. As far as speed is concerned, with the introduction of optical switching, it is most feasible to apply MINs in the architecture for building electro-optical switches with a capacity at the rate of terabits per second. Optical multistage interconnection networks (OMINs) are an attractive solution that offers a combination of high bandwidth, low error probability, and large transmission capacity [5] .
However, dealing with electro-optic switches instead of electronic switches held its own challenges introduced by optics itself. A major drawback is that of optical crosstalk problem. Optical crosstalk degrades the performance of OMINs in terms of reduced signalto-noise ratio and limits the size of the network [6] .
Optical crosstalk in oMINs
Based on the Omega network topology, a regular OMIN comprises of smaller electro-optic switches arranged in multiple stages. These switches, also referred to as switching elements (SEs) have two input and two output ports, interconnected to the neighboring stages in a shuffle exchange connection pattern.
Message routing in such a network is determined by the inter stage connection pattern.
To route an optical packet from a source to destination, the routing path is set according to its destination address. In the Omega network, each optical packet must go through a number of switching stages before reaching to their destination. Each of the SEs in the network can be of two logical states, either straight or cross connection. To utilize the available network bandwidth, it is a practical approach to route permutations simultaneously. In OMINs, a permutation is a one-to-one mapping of an input port to a random unique output port of the network i.e. Unlike electronic MINs, two signals sharing the same switching element in optical MINs is most likely to generate a problem called the optical crosstalk. Depending on the amount of voltage at the junction of the two waveguides that carry the two input signals, a portion of either of the two optical signals can be detected at either of the two output signals [7] . This unwanted signal is further propagated downstream across the SEs of the other network stages, delivering distorted signals to the destination end point. Figure 2 illustrates the resulting optical crosstalk contribution in each SE when routing the permutation in Figure 1 simultaneously in an optical Omega network. Clearly, it can be seen that optical crosstalk becomes a major constraint to achieve the best in network performance. To avoid optical crosstalk, all active connections must be node-disjoint in the network. With only one active link allowable in each of the SE, the network is functioning at only half of its actual potential.
In this paper, we consider routing with node-disjoint paths, which is necessary in guided wave optical switching networks. Node-disjoint paths imply that no two different message paths can pass through the same switching element in the network at any given time [8] . 
Time domain approach
Because routing messages simultaneously causes optical crosstalk, all input and output paths in a switching network must be node-disjoint. To make this happen, several approaches based on network dilation have been proposed. The three approaches include space domain [9] , time domain [10] and wavelength domain [3] dilation. In this paper, we focus on the time domain approach for solving optical crosstalk.
The time domain approach avoids optical crosstalk via network partitioning across the time dimension. The general time domain framework consists of two phases as shown in Figure 3 . In phase 1, a permutation is checked to identify potential conflicts among the messages. To do so, the arbitrary source and destination address are first combined into a combination matrix, and then checked for conflicts using a pattern-checking method i.e. the Window Method (WM). Next, in phase 2, messages with conflicting paths are sorted and scheduled into separate crosstalk-free groups. Once the crosstalk-free groups are established, then the messages are routed to its destination one group at a time.
For example, consider the connections in the first stage 0 from Figure 2 . There are a total of four conflicting paths between messages including messages 000 and 100 at switch 1, messages 001 and 101 at switch 2, messages 010 and 110 at switch 3, and messages 011 and 111 at switch 4. The idea is to partition these set of conflicting connections, and those in the other stages as well, into non-conflicting groups by allowing only one of the conflicting paths to be active in each switch sequentially, for all the switches in each stage. Here, messages 000, 001, 010, and 011 can be grouped together and establish the connections simultaneously without optical crosstalk occurring at any SE in the stage. Independent groups are then activated in different time slots.
The Bitwise Window Method
It is important to ensure that there is at most one active connection passing through an SE in an OMIN. Traditional Window Method (WM) has proved to be an efficient method to determine potential message conflicts that may further lead to optical crosstalk in OMINs [11] [12] . However, identifying conflicts between the messages are time-consuming and more time is needed for large network sizes. Recent research findings have discovered another method that considerably speeds up the process. The Bitwise Window Method (BWM) proposed that each (n-1)-bit binary optical window, where (n = log 2 N) and N is network size, be converted into decimal representation using bitwise operations in the WM implementation [13] . As a result, the number of columns used to compare each message for similar bit pattern is reduced to n, instead of 2*n for an N x N OMIN. 
Conflict mapping
Based on the BWM, the resulting messages and its conflicting counterpart can be mapped into a conflict graph or a conflict matrix for further scheduling and routing [14] . A conflict graph is a bipartite graph representation of the conflicts in the network. An edge between each node in the network represents the conflict between connecting nodes. The conflict graph is used in Heuristic routing algorithms [15] to represent message conflicts.
Another representation is the conflict matrix, a square matrix M ij with N x N entry, consists of N inputs and N outputs of the network. In the matrix, a conflict is denoted by the binary 1 at the intersection of the conflicting nodes, whereas non-conflicting nodes is denoted using binary 0 at the intersections. The conflict matrix is simple and easy to generate than the conflict graph. It is used in Zero routing algorithms [16] upon completion of the BWM. Figure 5 illustrates the conflict matrix. 
The Fast ZeroY Algorithm
From the ZeroY algorithm, it was found that the current algorithm involves a lot of looping in the scheduling process. The basis of the ZeroY algorithm lies in the Unique Case and Refine function after obtaining the horizontal summation of the conflict matrix. The Unique Case function is used once, in the case where only one horizontal summation of the conflict matrix is equal to zero.
The Refine function, on the contrary, is found to contribute the most in looping time spent for finding the intersections between the nodes that has summation equals to zero, that can be scheduled in the current group. Furthermore, when no more nodes can be added to the current group, the conflict matrix is then refined into a smaller matrix consisting the rest of the nonscheduled nodes. The new Fast ZeroY algorithm solved this problem by adopting the inverse conflict matrix (iCM) as proposed in [20] . The framework of the Fast ZeroY algorithm is presented in the above Figure 7 . After obtaining the iCM, the first Group 1 is initialized with the message with destination address equals to the last node, N of the network. Next, message with address N-1 is selected and the intersection between this message and the messages in Group 1 is checked in the iCM. If the intersections result in 0 values for all messages in Group 1, this message is directly added to Group 1. Otherwise, it is scheduled in the next non-conflicting pass. The process is repeated for the rest of the other messages.
In Fast ZeroY algorithm, the Unique Case and Refine function is removed. Scheduling of messages is more straightforward from the inverse conflict matrix without prior row summation essential in the original ZeroY algorithm that definitely consumes more time.
Experimental results and discussion
Through simulation modeling, we run both the ZeroY and Fast ZeroY algorithm with different network sizes ranging from 8 to 1024 for comparative analysis. The result for the ZeroY algorithm presented is based on a modified version of the ZeroY algorithm, as to create a totally conflict-free environment for both algorithms. This is because conflict may still occur in the original ZeroY algorithm. The overall performance is measured based on two different parameters, the average execution time and average number of passes. The results are presented in figures 8 and 9. When execution time is considered, the Fast ZeroY algorithm has revealed progressive improvements from the smallest to the largest network size in range. In terms of the average number of passes, it can be seen that the results are very close to each other with almost no difference. This concludes that the Fast ZeroY algorithm is made simpler and more effective with less execution time than that of the original ZeroY algorithm, without affecting the total number of passes needed for the permutation.
The following figures 10 and 11 presents the results comparing Fast ZeroY algorithm and Fast ZeroX algorithm [20] in terms of both average execution time and average number of passes respectively. Comparatively, the Fast ZeroY algorithm resulted very closely to that of the Fast ZeroX algorithm in terms of average execution time needed to run the algorithm. Also, we obtained similar results for the average number of passes obtained to route a permutation between both Fast ZeroY and Fast ZeroX algorithms. This is because both algorithms differs only in how the messages are selected for scheduling into crosstalk-free groups after initialization of the first group.
Conclusions
We have presented the Fast ZeroY algorithm, a new crosstalk-free routing algorithm based on the time domain approach. The performance of the proposed algorithm is compared with the original ZeroY and Fast ZeroX algorithms. The new Fast ZeroY algorithm removes the Unique Case and Refine function of the original ZeroY algorithm, thus simplifies the routing process. Eliminating these functions, selection of messages is straightforward based on the iCM without prior row summation. Based on simulation results, it is clear that the new Fast ZeroY algorithm has achieved faster execution time with the same number of groups obtained compared to the original ZeroY algorithm.
