Pairs of closed geodesics in metric graphs by Al Abri, Al Jalila
 warwick.ac.uk/lib-publications  
 
 
 
 
 
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
Permanent WRAP URL: 
http://wrap.warwick.ac.uk/95503  
 
Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Pairs of Closed Geodesics in Metric
Graphs
by
Al Jalila Saif Mohammed Al Abri
Thesis
Submitted to the University of Warwick
for the degree of
Doctor of Philosophy
Mathematics Department
July 2017
Contents
Acknowledgments iii
Declarations iv
Abstract v
Chapter 1 Introduction 1
Chapter 2 Preliminaries 8
2.1 Metric graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Symbolic dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Subshifts of finite type . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Product shift spaces . . . . . . . . . . . . . . . . . . . . . 12
2.2.3 Ho¨lder continuous functions and transfer operators . . . . 13
2.3 Thermodynamic formalism . . . . . . . . . . . . . . . . . . . . . 14
2.3.1 Measure theoretic entropy and topological entropy . . . . 15
2.3.2 Variational principle and pressure . . . . . . . . . . . . . 18
2.3.3 Thermodynamic formalism of subshifts of finite type . . . 20
2.3.4 Complex transfer operators . . . . . . . . . . . . . . . . . 26
2.3.5 Entropy and pressure of product shifts . . . . . . . . . . . 29
Chapter 3 Pairs of closed geodesics ordered by word length on
(G, `) 31
3.1 Non-bipartite graphs . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.1 Coding metric graphs by subshifts of finite type . . . . . . 32
i
3.1.2 Non-lattice condition on weight functions . . . . . . . . . 34
3.1.3 The pressure function and transfer operators . . . . . . . 38
3.1.4 Pairs of closed geodesics in a fixed interval . . . . . . . . . 46
3.1.5 Proof of Theorem 3.1.1 . . . . . . . . . . . . . . . . . . . 53
3.1.6 Pairs of closed geodesics in shrinking intervals . . . . . . . 57
3.1.7 Proof of Threorem 3.1.3 . . . . . . . . . . . . . . . . . . . 58
3.2 Bipartite graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Chapter 4 Pairs of closed geodesics ordered by word length of
conjugacy classes in pi1(G) 76
4.1 Graphs and free groups . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3 Coding the fundamental group of G by a shift space . . . . . . . 84
4.4 Proofs of Theorem 4.2.1 and Theorem 4.2.2 . . . . . . . . . . . . 90
Chapter 5 Pairs of closed geodesics with fixed homology classes
in H1(G,Z) 92
Chapter 6 Counting pairs of geodesic paths in metric graphs 106
6.1 Pairs of geodesic paths in a fixed interval . . . . . . . . . . . . . 108
ii
Acknowledgments
I would like to thank different groups of people that this work would not
have even begin and not to mention finished, without their support.
Firstly, my supervisor, Prof. Richard Sharp whom I graciously thank for
his patience, careful guidance and for the many numerous drafts he have read
of this thesis so it reached this level. I am also grateful to Prof. Mark Pollicott
for the motivating, stimulating and useful discussions we had throughout the
last three years.
I would like to thank Sultan Qaboos University for the full funding of
my PhD studies which without this would not have been possible. I extend
my thanks to Oman embassy in London for arranging all issues of funding and
studies with the University of Warwick.
To George and Rhiannon for their enjoyable company in the department
and the mathematics discussions we used to have. A special thanks to Daniel
Roger for helping me with the latex issues.
My eternal gratitude to my parents whom those words of appraisal are
an injustice to fully express how much I am grateful to both of you. Your
love, trust and prayers have always saved me. A sincere thanks to my brothers
and sisters who have always believed in me and been there for me whenever I
needed.
I am indebted to all girls at Lichen Green house: Zeina, Freeha, Maria,
Aya, Masita, for their kind hospitality and willingness to help at any time.
Thanks to all the friends I have gotten to know at Warwick, Bayan, Amina,
Saymra, Ekin, Sakinah, from whom I have got a great moral support, thank
you all for believing in me. Thanks to Jenny Butler for volunteering to proof
read my thesis and for her kind and comforting advices.
iii
Declarations
I hereby declare that the work contained in this thesis is the original work
of the author, except where otherwise indicated, cited, or commonly known.
The work was undertaken at the department of Mathematics, University of
Warwick between October 2013 and July 2017 and has not been submitted, in
whole or in part, for any other degree.
AlJalila Al Abri
July 2017
iv
Abstract
In this thesis we are interested in the problem of counting pairs of closed
geodesics in metric graphs. We start with counting pairs of closed geodesics
ordered by their word length on the metric graph and such that the difference
of their geometric lengths is in a prescribed interval. Then we study a similar
problem but where the interval is now allowed to shrink at a specific rate as
the word length tends to infinity.
Next we study a variant on this problem where we fix a set of generators
for the fundamental group of the graph and then order the closed geodesics
by the word length of the corresponding conjugacy class with respect to these
generators. Again we may also allow the interval to shrink at an appropriate
rate.
We also study a restricted version of our first problem where we only
count null homologous closed geodesics.
The final counting problem we study differs from the previous ones by
counting pairs of geodesic paths instead of pairs of closed geodesics. These
geodesic paths are also ordered by their word lengths in the metric graph and
again the difference between the geometric lengths of these geodesic paths lies
in a fixed interval.
The techniques we use in our study include coding metric graphs by
subshifts of finite type and the concepts from the thermodynamic formalism
that appear in the ergodic theory of these systems. In particular, we use the
spectral properties of transfer operators and their relationship to pressure and
entropy.
v
Chapter 1
Introduction
The problem of counting closed geodesics in negatively curved surfaces
has been studied for different constraints on the closed geodesics. A break-
through result was proved by Huber in 1961 [7] for compact surfaces with con-
stant negative curvature. He gave an asymptotic formula for the number of
closed geodesics, with respect to a bound on their geometric length. Denoting
the geometric length of any closed geodesic γ by `(γ), the result states that
there exists h > 0 such that
#{γ : `(γ) ≤ T} ∼ e
hT
hT
, as T → +∞ (1.0.1)
where A(T ) ∼ B(T ) means that limT→+∞A(T )/B(T ) = 1. This result was
then generalised by Margulis in 1969 to compact manifolds of variable negative
curvature [12].
In the early 80’s, more general results were proved by Parry and Pollicott
for Axiom A flows. Parry and Pollicott [15], [16] used new methods which
involved dynamical zeta functions, subshifts of finite type and transfer operators
introduced by Ruelle [23].
An analogue of the asymptotic in (1.0.1) when closed geodesics are
counted with a bound on their word length is given by
#{γ : |γ| ≤ N} ∼ e
hT
eh − 1
ehN
N
, as N → +∞ (1.0.2)
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where |γ| denotes the word length of γ and is defined to be the shortest word
length of elements in the conjugacy class (in the fundamental group of compact
surface of negative curvature).
The two asymptotics (1.0.1) and (1.0.2) can be applied to another type
of space, namely metric graphs, which are finite connected graphs with positive
length on their edges. A closed geodesic γ in a metric graph is defined to be a
closed path (with its cyclic permutation) with no backtracking. The geometric
length of γ is the sum of the lengths of the edges that the closed path contains
and the word length of γ is the number of edges in this closed path.
Another natural problem to study is the distribution of closed geodesics
when their geometric lengths are compared, i.e., studying the distribution of
the elements in a set
{`(γ)− `(γ′) : γ, γ′ closed geodesics}.
However, this set is infinite in R, a finite subset of this set that one can study
can be formed by adding an upper bound on the word length of the closed
geodesics. So, we can study the distribution of the elements in the set
{`(γ)− `(γ′) : γ, γ′ closed geodesics, |γ|, |γ′| ≤ N}.
For compact surfaces of negative curvature, Pollicott and Sharp [21],
[22] studied pairs of closed geodesics, the difference of whose length lie in a
prescribed interval [a, b] ⊂ R and ordered by word length. This is described by
the set
{(γ, γ′) : γ, γ′ closed geodesics, |γ|, |γ′| ≤ N, `(γ)− `(γ′) ∈ [a, b]}. (1.0.3)
Moreover, in the same papers the authors proved an even stronger result in
that the difference in the geometric lengths could be more localised by allowing
the interval [a, b] to shrink at some rate, say N > 0. Additionally, this result
allows the interval [a, b] to be positioned arbitrarily in the real line and this
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gives a uniform result not only an asymptotic. So for z ∈ R, a uniform result
has been obtained for the number of elements in the following set:
{(γ, γ′) : γ, γ′ closed geodesics, |γ|, |γ′| ≤ N, `(γ)− `(γ′) ∈ [aN + z, bN + z]},
where a < b are fixed.
In this thesis, we are going to study similar problems in the setting of
metric graphs. For metric graphs, under certain conditions, we obtain asymp-
totic estimates similar to those for surfaces of negative curvature. The approach
we use to prove these results begin with coding metric graphs by subshifts of
finite type and the calculations involve using a transfer operator in order to
analyse a pressure function which describes the spectrum of this operator. The
counting process involves the Fourier transform of a counting function for pairs
of closed geodesics. We are able to mimic the same techniques and calculations
used to obtain asymptotics for pairs of closed geodesics in surfaces of negative
curvature due to the fact that the coding of metric graphs we use results in
a subshift of finite type, just as in the analysis of pairs of closed geodesics in
surfaces of negative curvature. The subshift of finite type we use codes the
metric graph by its oriented edges and the lengths on the edges are encoded by
a function defined on the shift space.
We shall point out a difference in the the problem of counting with
shrinking intervals, related to the rate that N converges to zero. The results
of [21], for surfaces of negative curvature (or, more generally, manifolds with
1/4-pinched negative curvature [22]), are valid when N converges to zero subex-
ponentially, i.e. lim supN→+∞ | log N |/N = 0. On the other hand, for metric
graphs, our results are valid only when N converges to zero at polynomial rate,
i.e. slower than N−r, for some r > 0. This difference occurs in our use of a
result derived from the work of Dolgopoyat on the rate of mixing of hyperbolic
flows [3] to give an estimate on the iterates of transfer operators. This gives
an effective bound on their iterates, depending on the imaginary part of the
parameter in the potential, but this bound is weaker than that held for the
transfer operators that are associated to geodesic flows over negatively curved
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surfaces [2]. In this latter case, the transfer operators satisfy an exponential
bound provided the number of iterates is sufficiently large compared to the loga-
rithm of the imaginary part of the parameter in the potential. It is this stronger
bound that allowed Pollicott and Sharp to obtain results with subexponentially
shrinking intervals.
Further counting problems we shall study in this thesis include counting
pairs of closed geodesics ordered by the word length of the corresponding con-
jugacy class in the fundamental group of the metric graph. The difference of
their geometric lengths can lie in a fixed interval in R or in a family of shrink-
ing intervals. We also find an asymptotic for pairs of closed geodesics in (1.0.3)
with their homology classes fixed. In addition, we derive an asymptotic for the
number of pairs of geodesic paths starting and ending at the same vertex in the
metric graph. These geodesic paths are ordered by their word lengths and the
difference of their geometric lengths lie in a fixed interval [a, b] ⊂ R.
In all the counting problems we study in this thesis we require a condition
on the geometric length of the closed geodesics we count. The condition is stated
as follows
{`(γ)− c|γ| : γ closed geodesic} 6⊂ dZ,
for any c, d ∈ R. This condition is translated naturally to a function defined
on the shift space used to encode the geometric length of the closed geodesics.
Furthermore, these functions are locally constant functions, i.e. depend on a
finite number of coordinates. These functions are Ho¨lder continuous functions
with any positive exponent. For the analysis, we use a transfer operator defined
on a complex Banach space of this class of functions. The spectrum of these
operators has a nice structure described by a theorem due to David Ruelle that
is similar to the very well-known Perron-Frobenius theorem. Using this, we
obtain the dominating factor in the estimation process we perform to obtain
our asymptotic.
Similar pair correlation results were studied in other areas of mathemat-
ics. For example, in number theory, in 1972 Hugh Montgomery introduced a
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new method for studying the zeros of the Riemann zeta function [14]. He inves-
tigated the distribution of the difference between two non-trivial zeros. For this
he studied the Fourier transform of the distribution function of the difference
of pairs of non-trivial zeros. Also, a correlation result for pairs of sequences,
with their values given by quadratic forms, was proved by Jens Marklof [13].
He studied a pair correlation function that represents the counting of pairs of
these sequences, where the difference between their values lies in an interval
[a, b] ⊂ R and ordered by an upper bound on their values. His techniques also
involved Fourier transform of the pair correlation function.
Now we discuss the structure of the thesis and give an outline of its con-
tent. In chapter 2, we give some preliminary material on the main ingredients
in this thesis. We start with the main object of our study: metric graphs. Then,
we review subshifts of finite type and define transfer operators on the Banach
space of complex Ho¨lder continuous functions defined on the shift space. Af-
ter that, we discuss some concepts from thermodynamic formalism, including
pressure and entropy. We then introduce the key tool in our analysis, the com-
plex Ruelle-Perron-Frobenius theorem [19]. Using this theorem and with aid
of perturbation theory we analyse the spectrum of the transfer operator which
will be used in the estimation that lead to the asymptotics in the subsequent
chapters.
In chapter 3, we study two problems for non-bipartite and bipartite
metric graphs. The first problem is counting pairs of closed geodesic, ordered
by word length, where the difference between their geometric lengths lie in
an interval [a, b] ⊂ R (definitions of word length and geometric length will be
introduced in section 2.1). In the second problem, we allow the interval [a, b]
to shrink at a specific rate and position the interval arbitrarily in the real line.
As we mentioned earlier, the counting is done by coding the metric graphs by
subshifts of finite type, where we have used the oriented edges of the graph for
this coding. This coding results in a mixing subshift of finite type. However,
in the case of bipartite graphs this coding does not give a mixing shift space.
So we have to adjust the coding of bipartite graphs slightly to obtain a new
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subshift of finite type that is mixing. In this chapter, we accomplish all the
estimations needed to obtain asymptotics in the case of fixed intervals and also
a uniform result in the case of shrinking intervals. We will apply versions of
these calculations to obtain the results in other chapters.
In chapter 4, compared to the counting problems we studied in chapter
3, we change the quantity we use to order the closed geodesics to word length
of the corresponding conjugacy class in the fundamental group of the metric
graph (with respect to a given set of generators). However, we are still looking
at the difference in their geometric lengths to lie in a fixed interval in R and also
the case when the interval is shrinking. In this chapter, we use the fact that the
fundamental group of the metric graph, with the condition that the vertices have
valency at least 3, is a free group with k ≥ 2 generators. To obtain the results
of this chapter we introduced a subshift of finite that coded the fundamental
group of the metric graph, where the elements of the shift space are the infinite
reduced words in the generators and their inverses. Combining some algebraic
topological facts about the equivalence classes in the fundamental group of the
metric graph, we reach a correspondence similar to that used in chapter 3. So
we are able to apply the proofs of the results in chapter 3 to the results of this
chapter.
Chapter 5 discuss a counting result similar to that in chapter 3, but
with one more constraint on the closed geodesics. So we consider a subset
of the set described in (1.0.3) by fixing the homology classes that the closed
geodesics belong to. We denote the homology class of a closed geodesic γ by
[γ]. The homology class [γ] can be identified with an element in Zk, where
k is the number of generators in the fundamental group of the metric graph.
This follows from the fact that the first homology group of a metric graph is
the abelianization of its fundamental group and this is isomorphic to Zk. The
counting in this chapter is also done by using the same subshift of finite type
we used in chapter 3, but with one more encoding function (defined on the shift
space) that represents the homology class of a closed geodesic γ. This enables
us to use results and techniques from the work of Pollicott and Sharp on Zq
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and Rq extensions of subshifts of finite type, q ≥ 1 [20].
Finally, in chapter 6 we derive an asymptotic formula for the number
of pairs of geodesic paths in metric graphs that start and end at prescribed
vertices on the graph such that the difference between their geometric lengths
lies in a fixed interval [a, b] ⊂ R and ordered by word length. The geometric and
word length of geodesic paths are defined in same way as in closed geodesics.
Hence, we are looking at geodesic paths satisfying the same constraints as the
closed geodesics in (1.0.3). For this we also used the subshift of finite type we
introduced in chapter 3, which codes the metric graph by its oriented edges.
As we are counting pairs of geodesic paths in this chapter not pairs of closed
geodesics, we encode the geodesic paths by corresponding elements in the shift
space in a slightly different way than in the case of closed geodesic. Nonetheless,
we end up with a correspondence that allows us to follow the same techniques
and analysis we have used to obtain the asymptotic for pairs of closed geodesics
described in (1.0.3).
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Chapter 2
Preliminaries
2.1 Metric graphs
In this chapter we introduce the main object of this research: metric
graphs. We shall also define the different type of graphs that can be considered.
We define an arc A to be a space homeomorphic to the interval [0, 1];
the end points of A are the points p and q such that A − {p} and A − {q}
are connected. A finite linear graph is a Hausdorff space that is written as the
union of finitely many arcs, each pair of which intersect at common end points.
The arcs in the collection are called the edges of the graph, and the end points
of the arcs are called the vertices of the graph.
Definition 2.1.1. A graph G is a finite linear graph identified as an ordered
pair G = (V,E), where V is the set of vertices and E a set of edges. Each
pair of vertices u, v ∈ V may be joined by one or more edges in E. We always
assume graphs are connected, i.e. any two vertices are joined by a path along
the edges.
The graph we defined above is not a directed graph, i.e. there are
no arrows on the edges and one may travel in either direction. So for each
edge there are two possible orientations (directions). An edge with choice of
orientation is called an oriented edge. We denote the set of oriented edges by
Eo. The number of oriented edges is twice the number of edges, i.e. |Eo| = 2|E|.
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If e ∈ Eo goes from vertex v to vertex v′ then e goes from v′ to v. We say that
v is the origin of the edge e, and v′ is the terminus of e. In notation we write
this as o(e) = v and t(e) = v′. If e is a loop starting and ending at the same
vertex then o(e) = t(e), but there are still two orientations.
For a vertex v the degree of v is the number of edges originating in v,
which we denote by deg(v). If an edge joins v to v, then it contributes 2 to
deg(v).
Definition 2.1.2. A geodesic path in a graph is a sequence of edges e =
e0, e1, ..., en−1 such that
t(ei) = o(ei+1), i = 0, ..., n− 2.
and
ei+1 6= e¯i, i = 0, ..., n− 2.
The last condition in the definition above means we do not allow back-
tracking.
A geodesic path e = e0, e1, ..., en−1 is closed if t(en−1) = o(e0). A closed
geodesic path is said to be prime if it does not follow the same route more than
once. For example if e1, e2 is a closed geodesic path then e1, e2, e1, e2 is a closed
geodesic path but it is not prime.
Definition 2.1.3. A closed geodesic is the set of cyclic permutations of a closed
geodesic path, i.e. if e = e0, e1, ..., en−1 is a closed geodesic path then
γ = {(e0, e1, ..., en−1), (e1, e2, ..., en−1, e0), ..., (en−1, e0, ..., en−2)}
is the corresponding closed geodesic.
A closed geodesic is prime if the paths it contains are prime.
Definition 2.1.4. Let |γ| be the word length of a closed geodesic γ, such that
for γ equal to the permutations of (e0, e1, ..., en−1), |γ| = n.
Definition 2.1.5. A graph G = (V,E) is said to be bipartite if we can split V
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into two disjoint sets V1 and V2, such that if vertices v and v
′ are joined by an
edge then one of {v, v′} is in V1 and the other one is in V2.
If a graph G = (V,E) does not satisfy this definition,, then we call it a
non-bipartite graph.
Definition 2.1.6. A metric graph is a graph together with a positive length
assigned to each edge.
On a graph G = (V,E) define a function ` : E → R+ that associates to
each edge in G the length of the edge. A closed geodesic γ, consisting of the
closed geodesic path e = e0, e1, ..., en−1, has a geometric length
`(γ) = `(e0) + `(e1) + ...+ `(en−1).
We shall denote metric graphs by the pair (G, `).
2.2 Symbolic dynamics
2.2.1 Subshifts of finite type
In this section we review a class of symbolic dynamical systems called
subshifts of finite type, which are used to code many dynamical systems. The
simplest shift space is called the full shift, where the space contains all possible
infinite sequences of elements taken from a finite set A = {1, . . . , k} called
the alphabet or state set. We define a shift transformation which moves each
sequence one step to the left and delete the first element.
We are interested in using a subset of the full shift, defined by imposing
a condition on which elements of A are allowed to follow each other. To identify
which sequences are allowed and which are not we define a 0− 1 square matrix
A, with its rows and columns indexed by A = {1, . . . , k}, such that for i, j ∈ A,
if j can follow i then A(i, j) = 1 if not then A(i, j) = 0. Using the matrix A
this space of sequences can be represented in the following way
X+A = {x = (xi)∞i=0 ∈ AZ
+
: A(xi, xi+1) = 1, ∀i ∈ Z+}.
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We denote the associated shift transformation by σ, where σ(x0, x1, x2, . . . ) =
(x1, x2, x3, . . . ), i.e. the sequence is shifted one place to the left and the first
element is deleted. The space (X+A , σ) is called a subshift of finite type or
topological Markov chain. We define a metric on A by the formula d(i, j) =
1 − δij , where δij is 0 if i 6= j and 1 if i = j. In the topology defined by this
metric A is compact and has the discrete topology. Naturally we give AZ
+
the
product topology and X+A the subspace topology. A compatible metric for X
+
A
is the product metric given by
d((xi)
∞
i=0, (yi)
∞
i=0) =
∞∑
k=0
θk(1− δxi,yi),
for 0 < θ < 1. An equivalent and simpler metric, which is commonly used, is
d(x, y) = θk, where k = max{m : xn = yn for n < m}, i.e. k is the first place
in which the sequences x, y disagree. These metrics make X+A a compact space
and σ a continuous map. We define the cylinder set in the shift space by fixing
a finite set of co-ordinates. More precisely, in X+A we define
[y0, y1, . . . , yn−1]0,n = {x ∈ XA : xj = yj , 0 ≤ j ≤ n− 1}.
These cylinder sets are both open and closed and they are non-empty if and
only if A(yj , yj+1) = 1 for j = 0, . . . , n − 1. Also, they form a countable basis
for the topology on X+A and so every open set in X
+
A is a countable union of
cylinder sets. The collection of all cylinders forms an algebra which generates
the Borel σ-algebra. This fact will be useful to define a measure on subsets of
the shift space X+A .
The matrix A is called aperiodic if there exists n ≥ 1 such that for every
pair of indices i and j, An(i, j) > 0. We call A irreducible if for each pair (i, j),
there is an n > 0 such that An(i, j) > 0. The matrix A can also be categorised
by its period d. We define the period of an index i to be p(i) = gcd{n : An(i, i) >
0}. The period of the matrix A is defined by d = gcd{p(i) : i index of A}. The
matrix A is aperiodic if it has period d = 1, when A is irreducible its period
can be d > 1.
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Another way to represent the shift space is by associating with the ma-
trix A a directed graph ΓA (which has arrows on the edges). The vertex set of
ΓA is A = {1, 2, . . . , k}. We have an edge from i to j if and only if A(i, j) = 1.
In this way we can think of the sequences in X+A as an infinite paths on ΓA.
The properties of A discussed above can be interpreted in terms of the
directed graph ΓA. For example, the matrix A is irreducible if and only if, for
any two vertices i, j in ΓA, there exists a path along directed edges from i to j.
It is aperiodic if and only if, there exists n ≥ 1 such that, for any two vertices
i and j in ΓA, there exists a path of length n from i to j.
Dynamical systems is the study of the long-term behaviour of evolving
systems. In the shift space this can be studied by the shift map iterated on given
infinite sequences. The orbit of x ∈ X+A is the set of points {x, σx, σ2x, . . . }. A
point x ∈ XA is called a periodic point if there exists n ∈ N such that σnx = x
and n is called the period of x. The orbit of a periodic point x is the set
{x, σx, σ2x, . . . σn−1x} and is called a periodic orbit. If n is the smallest value
such that σnx = x, we call the orbit of x a prime periodic orbit.
2.2.2 Product shift spaces
We are interested in studying pairs of closed geodesics in metric graphs.
A useful symbolic dynamics model for this study will be a product subshift of
finite type.
We shall use the subshift of finite type X+A we defined earlier, to define
a product shift space X˜ = X+A ×X+A . To see that X˜ is also a subshift of finite
type, let X˜ consists of pairs (x, y) = ((xi)
∞
i=0, (yi)
∞
i=0), with xi, yi ∈ A, i ∈ Z+.
If we identify a pair (x, y) of sequence with the sequence ((x0, y0), (x1, y1), . . . )
of pairs, we can regard X+A ×X+A as a subset of of (A×A)Z
+
. Now to show how
a pair can follow the other we use the matrix A used to define the subshift of
finite type X+A in the following way: a pair (xi, yi) can be followed by (xj , yj) if
and only if both A(xi, xj) = 1 and A(yi, yj) = 1. So we can define a 0-1 square
matrix A˜ where the rows and columns are indexed by A × A such that for
(i, j), (i′, j′) ∈ A×A, (i′, j′) can follow (i, j) if and only if A˜((i, j), (i′, j′)) = 1.
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Note that A˜((i, j), (i′, j′)) = 1 if and only if A(i, i′) = 1 and A(j, j′) = 1. From
this X˜ can be written as
X˜ = {(xi, yi)∞i=0 ∈ (A×A)Z
+
: A˜((xi, yi), (xi+1, yi+1)) = 1, ∀i ∈ Z+}.
We see that this set defines a subshift of finite type as the matrix A˜ determines
which pairs are allowed to follow each other.
Similarly we can use the shift transformation σ : X+A → X+A to define a
product shift transformation σ˜ : X˜ → X˜. This is defined by σ˜(x, y) = (σx, σy)
and we write σ˜ = σ × σ. We give X˜ the product topology, then X˜ is compact
and σ˜ is continuous.
2.2.3 Ho¨lder continuous functions and transfer operators
We are going to work with certain spaces of functions defined on subshifts
of finite type X+A . Let C(X
+
A ,R) be the space of all continuous real valued
functions and C(X+A ,C) be the corresponding complex space. We say that a
function f : XA → C is Ho¨lder continuous with exponent α, if there exist
constants C and α > 0 such that for all x, y ∈ XA, |f(x) − f(y)| ≤ Cd(x, y)α,
α is called the Ho¨lder exponent of f .
Given α > 0, we let Cα(X+A ,C) be the complex Banach space of α-Ho¨lder
continuous functions f : X+A → C with norm ‖f‖ = |f |α + ‖f‖∞, where
|f |α = sup
{ |f(x)− f(y)|
d(x, y)α
: x, y ∈ X+A , x 6= y
}
and ‖f‖∞ is the supremum norm.
An equivalence relation on Cα(X+A ,C) that we shall use in this thesis is
cohomology. Two functions f, g ∈ Cα(X+A ,C) are said to be cohomologous if
there exists a continuous function h ∈ C(X+A ,C) such that f = g + h ◦ σ − h.
Furthermore, we need to define a transfer operator which is defined on
the Banach space of Ho¨lder continuous function Cα(X+A ,C) and induced by
the shift transformation σ. Given a function w ∈ Cα(X+A ,R), we let Lf :
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Cα(X+A ,C)→ Cα(X+A ,C) be the transfer operator defined by
Lfw(x) =
∑
σy=x
ef(y)w(y). (2.2.1)
One can easily check that this operator is bounded and linear. The iterates of
Lf have the form
Lnfw(x) =
∑
σny=x
ef
n(y)w(y),
where fn(y) = f(y) + f(σy) + · · ·+ f(σn−1y).
Similarly we can define the set of Ho¨lder continuous functions of expo-
nent α on the product shift space X˜, denoted by Cα(X˜,C). Let F ∈ Cα(X˜,C),
we define a transfer operator acting on Cα(X˜,C) by
LFw(x, y) =
∑
σ˜(x′,y′)=(x,y)
eF (x
′,y′)w(x′, y′).
The spectral properties of the transfer operator studied in relation to some
thermodynamic formalism concepts such as pressure and entropy, will be one
of the main tools in our work. For this we shall discuss the spectral radius of the
transfer operator and the spectrum of the operator in later sections. We recall
here their definitions and introduce the notation we shall use. The spectrum of
Lf is defined by
spec(Lf ) = {λ ∈ C : (λI − Lf ) : Cα(X+A ,C)→ Cα(X+A ,C) is not invertible}
and the spectral radius is
ρ(Lf ) = sup{|λ| : λ ∈ spec(Lf )}.
2.3 Thermodynamic formalism
In this section we going to discuss some concepts which originated in
statistical mechanics such as the entropy and pressure. The material of this
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section is mainly taking from Walters’ book on ergodic theory [30].
In the following settings and definitions we shall always assume that the
space X is compact. Given a continuous transformation T : X → X, we shall
use the following notions related to ergodic theory: A measure µ is said to be
T -invariant if µ(B) = µ(T−1B) for every B ∈ B, where B is the Borel σ-algebra
or, equivalently, we say that T is a measure preserving transformation (m.p.t).
Let M(X,T ) be the set of all Borel T -invariant probability measures
endowed with the weak* topology (the smallest topology making each of the
maps µ 7→ ∫X f dµ, f ∈ C(X,R), the set of all real-valued continuous functions
defined onX). So the notion of convergence in M(X,T ) is going to be the weak*
convergence, i.e, a sequence of measures µn weak* converges to µ as n → +∞
if, for every f ∈ C(X,R), limn→+∞
∫
f dµn =
∫
f dµ. The set M(X,T ) is
non-empty, convex and compact with respect to the weak* topology.
2.3.1 Measure theoretic entropy and topological entropy
We shall discuss two concepts here: the entropy of a measure-preserving
transformation T on a probability space which we refer to as measure theoretic
entropy hµ(T ) and the entropy in the context of continuous transformation T on
a compact space which we refer to as the topological entropy htop(T ). Generally
in dynamics the entropy is used to measure the complexity of the system under
a transformation. The topological entropy also plays an important role as an
invariant for the classification of continuous transformations up to (topological)
conjugacy. The measure theoretic entropy plays a role in the classification of
measure preserving transformations up to measure theoretic isomorphisms.
We are going to define the measure theoretic entropy in terms of count-
able partitions α = {Ai}i∈I of the probability space (X,B, µ) (i.e., X =
⋃
iAi
and Ai
⋂
Aj = ∅ , i 6= j). First, define an information function I(α) : X → R,
which tells us how much information we receive about a point x if we know
which element of α it lies in,
I(α)(x) = −
∑
i
logµ(Ai)χAi(x).
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Then, we define the entropy of a partition α to be the average amount of
information received knowing which element of α we are in:
H(α) =
∫
I(α)(x) dµ(x) = −
∑
A∈α
µ(A) logµ(A).
If α and β are two partitions of X, then we let α
∨
β, the join of α and β,
denote the partition {A ∩ B : A ∈ α,B ∈ β}. Let T−1α = {T−1A : A ∈ α}.
We define the entropy of a m.p.t T : X → X relative to a partition α (with
H(α) < +∞) by
h(T, α) = lim
n→+∞
1
n
H
n−1∨
j=0
T−jα
 .
To remove the dependence on α in the definition, we take the supremum. So,
we have that
hµ(T ) = sup{h(T, α) : α countable and H(α) < +∞}.
In practice, this definition is not easy to be used to calculate the measure
theoretic entropy of a m.p.t T , as we have to take the supremum over all finite
entropy partitions. Hence we present Sinai’s theorem, which is true under the
condition that α is a generator or a strong generator. We say that a partition
α with H(α) < +∞ is a generator for the probability space (X,B, µ), if the
sequence
∨n−1
j=−(n−1) T
−jα → B, as n → +∞. We call α with H(α) < +∞ a
strong generator if
∨n−1
j=0 T
−jα→ B, as n→ +∞.
Theorem 2.3.1 (Sinai’s Theorem). If α is a strong generator or is a generator,
then hµ(T ) = h(T, α).
Analogously to the measure theoretic entropy we are going to define the
topological entropy of a continuous transformation T on a compact metric space
X using open covers. Let α be an open cover of X, since X is compact, α has
a finite subcover. Let N(α) be the cardinality of the smallest finite subcover of
α. Then define the topological entropy of α to be Htop(α) = logN(α). Then
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we define the topological entropy of T relative to α as follows
htop(T, α) = lim
n→+∞
1
n
Htop
n−1∨
j=0
T−jα
 .
We can now define the topological entropy of T by
htop(T ) = sup{htop(T, α) : α is an open cover of X}.
Analogous to Sinai’s theorem, we have the following result for topological en-
tropy, which provides a method to calculate the topological entropy of some
continuous transformation T : X → X. The following theorem relies on the
condition that α is a generating cover or a strong generating cover for a con-
tinuous transformation T : X → X. We call a finite cover α a generator for
the homeomorphism T : X → X if for all  > 0, there exists n > 0 such that
the cover
∨n−1
j=−(n−1) T
−jα = {B1, . . . , Bm} consists of open sets each of which
has diameter at most , i.e. supi{diam(Bi)} < . We call α a strong generating
cover for a continuous map T : X → X if for all  > 0, there exists n > 0 such
that the cover
∨n−1
j=0 T
−jα = {B1, . . . , Bm} consists of open sets each of which
has diameter at most , i.e. supi{diam(Bi)} < .
Theorem 2.3.2. If α is a strong generating cover for a continuous transfor-
mation T : X → X (or a generating cover for a homeomorphism T : X → X),
then
htop(T ) = htop(T, α).
Topological entropy can also be define using separated or spanning sets
which is known as Bowen’s definition. Both definitions, using separated or
spanning sets coincide with the definition using open covers (see chapter 7,
[30]).
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2.3.2 Variational principle and pressure
We now present the relation between the measure theoretic entropy and
the topological entropy through a variational principle in M(X,T ), which is
analogous to a well known variational principle in statistical mechanics.
Theorem 2.3.3 (The variational principle ). Let T : X → X be a continuous
transformation of a compact metric space X. Then
htop(T ) = sup
µ∈M(X,T )
hµ(T ).
The variational principle gives a natural way to pick out some members
of M(X,T ). Among the measures µ ∈ M(X,T ), if htop(T ) = hµ(T ), we call
µ a measure of maximal entropy for T . To investigate this situation more,
let Mmax(X,T ) be the collection of all measures with maximal entropy for
T , i.e., Mmax(X,T ) = {µ ∈ M(X,T ) : hµ(T ) = htop(T )}. To ensure that
Mmax(X,T ) is non-empty we shall impose the condition that the entropy map
µ 7→ hµ(T ) is upper semi-continuous (i.e., µn → µ ⇒ hµ ≥ lim supn→+∞ hµn).
Then we have Mmax(X,T ) is non-empty due to the fact that an upper semi-
continuous function on a compact metric space attains its supremum. The
interesting case is when there is only one invariant measure that maximises
entropy. A continuous transformation T : X → X is said to have unique
measure of maximal entropy if Mmax(X,T ) consists of exactly one member. In
the next section we are going to see that shifts of finite type have a unique
measure with maximal entropy.
The topological entropy definition can be generalised to a weighted ver-
sion to introduce another concept called pressure. The definition of pressure
can be given using open covers or spanning sets or separated sets. Here we are
going to give the definition of pressure using open covers. For f ∈ C(X,R) and
n ≥ 1 we denote ∑n−1i=0 f(T ix) by fn(x). Let α be an open cover of X, define
Un(f, T, α) = inf
∑
B∈β
sup
x∈B
ef
n(x) : β is a finite subcover of
n−1∨
i=0
T−iα
 .
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Then, if α is a strong generating cover of T , the topological pressure of T with
a weight function f , is given by
P (f, T ) = lim
n→∞
1
n
logUn(T, f, α).
Remark 2.3.1. Taking f = 0, the zero function in C(X,R), we have the
topological pressure P (0, T ) = htop(T ).
This remark brings us to the extension of the variational principle in
Theorem 2.3.3. The following result was first proved by D. Ruelle for some
transformations, in particular he proved it for subshifts of finite type as we are
going to see in the next section. The result was generalised to all continuous
transformations by P. Walters.
Theorem 2.3.4 (The variational principle). Let T : X → X be a continuous
map of a compact metric space and let f ∈ C(X,R). Then
P (f, T ) = sup
{
hµ(T ) +
∫
f dµ : µ ∈M(X,T )
}
.
As with the variational principle we presented earlier, this variational
principle also gives a natural way of selecting members of M(X,T ). In a way
this extends the idea of the measure of maximal entropy. Here we call the
measure µ which gives P (f, T ) = hµ(T ) +
∫
f dµ, an equilibrium state for f .
Let Mf (X,T ) be the collection of all equilibrium states for f . A measure with
maximal entropy is precisely an equilibrium state for 0 (the zero function) and
hence Mmax(X,T ), the collection of all measures with maximal entropy for T ,
is the same as M0(X,T ), the set of all equilibrium states for the zero function.
For some functions f , the equilibrium state can be unique, i.e., Mf (X,T ) has
just one member. The following result explains when this can happen.
Lemma 2.3.1. Let T : X → X be a continuous map of a compact metric space
and suppose the entropy map of T is upper semi-continuous at each point of
M(X,T ). Then there is a dense subset of C(X,R) such that each member f of
this subset has a unique equilibrium state (i.e., Mf (X,T ) has just one member).
19
2.3.3 Thermodynamic formalism of subshifts of finite type
We shall now apply the general results of thermodynamic formalism in
the previous two subsection to subshifts of finite type. The material and results
in this section are mostly taken from the monograph of Parry and Pollicott [17].
Let M(X+A , σ) be the set of all σ-invariant probability measures on X
+
A .
We shall need the following well known theorem, the Perron-Frobenius theorem
to construct invariant measures on (X+A , σ).
Theorem 2.3.5 (Perron-Frobenius). Let B be a non-negative aperiodic k × k
matrix. Then
(i) there exists a positive eigenvalue λ > 0 such that all other eigenvalues
λi ∈ C satisfy |λi| < λ;
(ii) the eigenvalue λ is simple (i.e., the corresponding eigenspace is one-
dimensional);
(iii) there is a unique right eigenvector v = (v1, . . . , vk)
T such that vj > 0,∑n
j=1 |vj | = 1 and Bv = λv;
(iv) there is a unique left eigenvector u = (u1, . . . , uk) such that uj > 0,∑n
j=1 |uj | = 1 and Bu = λu;
(v) eigenvectors corresponding to eigenvalues other than λ are not positive:
i.e., at least one co-ordinate is positive and at least one co-ordinate is
negative.
Invariant measures can be constructed on (X+A , σ) in the following way:
Let P be a k × k stochastic matrix (i.e., P (i, j) ≥ 0, i, j = 1, . . . , k and∑k
i=1 P (i, j) = 1, i = 1, . . . , k) which is compatible with the matrix A, i.e.,
P (i, j) > 0 ⇔ A(i, j) = 1. Recall that the collection of all cylinder sets of X+A
form an algebra which generates the Borel σ-algebra. So we going to define a
measure µP on cylinder sets, then by the Hahn-Kolomogrov Extension theorem
this will uniquely define a measure on the whole Borel σ-algebra. Since A is
aperiodic, P is aperiodic. By the Perron-Frobenius theorem, P has a unique
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maximal eigenvalue λ and since P is stochastic, λ = 1 and the right eigenvector
is (1, . . . , 1). Let p = (p1, . . . , pk) be the corresponding left eigenvector, then
define the probability measure µP by
µP [y0, y1, . . . , yn] = py0P (y0, y1) . . . P (yn−1, yn), (2.3.1)
this measure is called a Markov measure. Clearly this measure is σ-invariant.
To study more properties of this measure and also to understand the dynam-
ics of the shift space, we state three lemmas. The first two lemmas calculate
the topological entropy and the measure theoretic entropy of the shift map
σ : X+A → X+A . The third lemma shows that there is a unique Markov measure
which maximises the entropy of σ : X+A → X+A over all invariant probabil-
ity measures, i.e., the shift map σ does have a unique measure with maximal
entropy.
Lemma 2.3.2. (Theorem 4.27, [30]) Let (X+A , σ) be a subshift of finite type.
Then the measure theoretic entropy of σ with respect to the Markov measure µP
is given by
hµP (σ) = −
∑
i,j
piP (i, j) logP (i, j).
Lemma 2.3.3. (Theorem 7.13, [30]) The topological entropy of the subshift of
finite type (X+A , σ), with A aperiodic is given by htop(σ) = log λ, where λ is the
largest positive eigenvalue of A.
The variational principle in Theorem 2.3.3 applies to subshifts of finite
type and hence we have htop(σ) = supµ∈M(X+A ,σ) hµP (σ). In fact, subshifts
of finite type have a unique measure with maximal entropy, i.e. there exists
µ ∈M(X+A , σ) such that
hµ(σ) = htop(σ) = log λ.
The measure that maximises the entropy is defined in the following way: By the
Perron-Frobenius theorem there exists a unique maximal eigenvalue λ for A with
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corresponding left and right eigenvalue u = (u1, . . . , uk) and v = (v1, . . . , vk),
respectively. Define
P (i, j) =
A(i, j)vj
λvi
, pi =
uivi∑k
i=1 uivi
.
Then P is stochastic matrix and pP = p and therefore P defines naturally a
Markov measure µ on X+A . This measure is called the Parry measure, as it was
constructed by William Parry.
Lemma 2.3.4. (Theorem 8.10, [30]) The Parry measure is the unique measure
with maximal entropy for the shift transformation σ : X+A → X+A where A is
aperiodic.
Another object associated to the shift transformation σ is the transfer
operator Lf : C
α(XA,C) → Cα(X+A ,C) defined in (2.2.1). This transfer oper-
ator is going to be an important tool to carry out the analysis in the symbolic
dynamic system that we are going to set up. We shall need the following the-
orem to obtain some information about the spectral properties of the transfer
operator Lf .
Theorem 2.3.6 (Ruelle-Perron-Frobenius, RPF). [17] Let f ∈ Cα(X+A ,R) be
real valued and suppose A is aperiodic.
(i) There is a simple maximal positive eigenvalue β of Lf : C(X
+
A ,C) →
C(X+A ,C) with a corresponding strictly positive eigenfunction h ∈ Cα(X+A ,R).
(ii) The reminder of the spectrum of Lf : C
α(X+A ,C) → Cα(X+A ,C) is con-
tained in a disc of radius strictly smaller than β.
(iii) There is a unique probability measure µ such that L∗fµ = βµ (i.e.
∫
Lfv dµ =
β
∫
v dµ, for all v ∈ C(X+A ,R)).
(iv) 1βnL
n
fv → h
∫
v dµ uniformly for all v ∈ C(X+A ,R) where h is as above
and
∫
h dµ = 1.
As the transfer operator Lf is acting on C
α(X+A ,R) the space of real
Ho¨lder continuous functions with exponent α, we want to understand something
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about the interaction in the shift space with the function f as a weight function.
To achieve this we are going to study the pressure of f and one way to do that
is to look at the variational principle that defines the pressure function.
As we can see that the variational principle in Theorem 2.3.4 applies to
f ∈ Cα(X+A ,R), we have that
P (f, σ) = sup
{
hµ(σ) +
∫
f dµ : µ ∈M(X+A , σ)
}
. (2.3.2)
The next thing to think about when the variational principle is mentioned is
when the supremum is attained. We have seen in the previous subsection that
measures where the supremum is attained are called the equilibrium states.
In the special case when f = 0, the zero function, the variational principle
is reduced to the case that P (0, σ). For abbreviation we write P (0) instead of
P (0, σ). So, P (0) = sup{hµ(σ), µ ∈M(X+A , σ)}. We also have by Remark 2.3.1
that P (0) = htop(σ). So we get the variational principle we discussed earlier,
where we found that the supremum is attained at a unique measure which is the
Parry measure (Lemma 2.3.4) and we have hµ(σ) = htop(σ) = log λ. Therefore,
we have P (0) = log λ, where λ is the maximal eigenvalue of the matrix A. In
this case the measure of maximal entropy (Parry measure) is the equilibrium
state of the function f = 0.
Now in the general case when f 6= 0, f ∈ Cα(X+A ,R) the equilibrium
state also exists and it is unique, i.e. there exists a measure m ∈ M(X+A , σ)
such that P (f) = hm(σ) +
∫
f dm.
To find the equilibrium states m ∈ M(X+A , σ), we shall be looking for
measures that have a property called the Gibbs property. A measure µ on X+A
is called a Gibbs measure if there exits g ∈ C(X+A ,R) such that
A ≤ µ[x0, . . . , xn]
egn(x)+nC
≤ B,
where n ≥ 0 and A,B and C are constants and the measure µ is not necessarily
σ-invariant.
We say that f ∈ Cα(X+A ,R) or Lf is normalised when Lf1 = 1. Propo-
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sition 3.2 and Corollary 3.2.1 of [17] state that for f ∈ Cα(X+A ,R) normalised
and L∗fm = m (m is the eigenmeasure given by the RPF theorem and m is
σ-invariant), m satisfies the Gibbs property with C = 0. Hence, we can deduce
that Gibbs measure exists for f ∈ Cα(X+A ,R) when we normalise f , i.e., taking
a function g = f − log h◦σ+log h− log β, where h and β are the positive eigen-
function and eigenvalue guaranteed by the RPF theorem, in particular there
exists constants A′, B′ such that:
A′ ≤ m[x0 . . . xn]
efn(x)−n log β
≤ B′,
for all x ∈ X+A . We can see that these inequalities satisfy the Gibbs property
with C = log β. Now we are going to see that m is actually the equilibrium
state for f ∈ Cα(X+A ,R) and it is unique. For f ∈ Cα(X+A ,R) normalised and
L∗fm = m, Proposition 3.4 of [17] states that for any σ-invariant probability
measure µ we have
hµ(σ) +
∫
f dµ ≤ 0,
with equality if and only if µ = m. Now, for f ∈ Cα(X+A ,R) which is not
normalised, we take h and β as in the RPF theorem, the function g = f −
log h ◦ σ+ log h− log β is normalised. Applying g to the inequality above gives
that for any σ-invariant probability measure
hµ(σ) +
∫
g dµ = hµ(σ) +
∫
f dµ+
∫
(− log h ◦ σ + log h)dµ− log β ≤ 0,
with equality if and only if µ is the eigenmeasure for Lg, i.e., dµ = hdm where
L∗fm = βm. Hence, we have the following lemma:
Lemma 2.3.5. (Theorem 3.5,[17]) Let f ∈ Cα(X+A ,R), with A aperiodic and
suppose µf is a σ-invariant Gibbs measure of f given by dµf = hdm where h
and m are eigenfunction and eigenmeaure for Lf corresponding to the maximal
eigenvalue eP (f). Then µf is the unique measure in M(X
+
A , σ) for which
P (f) = hµf (σ) +
∫
f dµf ,
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where P (f) = log β, β is the maximal eigenvalue of Lf guaranteed by the RPF
theorem.
In the following lemma, we give more explicit information about the
spectrum of Lf . We denote the spectral radius of Lf by ρ(Lf ).
Lemma 2.3.6. Let f ∈ Cα(X+A ,R), then
(i) The unique maximal eigenvalue of Lf is β = e
P (f), P is the pressure func-
tion and Lfh = e
P (f)h (h is the corresponding eigenfunction of β)(Theorem
3.5,[17]).
(ii) ρ(Lf ) = e
P (f), while the spectral radius of of the rest of the spectrum of
Lf apart from the eigenvalue e
P (f) is strictly less than eP (f), so in this
case we say that Lf has a spectral gap.
(iii) The equilibrium state m (or the Gibbs measure) can be written as dm =
hdµ, where h and µ are the eigenfunction and the eigenmeasure corre-
sponding to the maximal eigenvalue eP (f)(i.e. L∗fµ = e
P (f)µ).
As we can see that the maximal eigenvalue of the transfer operator can
be written as an exponential of the pressure function. Analysis related to the
pressure function is essential to analyse the transfer operator. First we shall we
give a lemma to list some basic properties of the pressure as a functional. Then,
we are going to give a lemma to calculate the first and the second derivatives
of the pressure functions.
Lemma 2.3.7. Let f ∈ Cα(X+A ,R), then the pressure of f defined by P (f) =
sup{hµ(σ) +
∫
f dµ : µ ∈M(X+A , σ)} has the following properties:
(i) P is monotone increasing, i.e. if f, g ∈ Cα(X+A ,R) and f ≤ g, then
P (f) ≤ P (g).
(ii) P is convex, i.e. for 0 ≤ α ≤ 1, P (αf +(1−α)g) ≤ αP (f)+(1−α)P (g).
(iii) If f is cohomologous to g+ c, for some constant c, then P (f) = P (g) + c.
(iv) P is Lipschitz continuous, i.e. |P (f)− P (g)| ≤ ‖f − g‖∞.
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Lemma 2.3.8. ([17], Propositions 4.10, 4.11 and 4.12) If f, g ∈ Cα(X+A ,R)
and f is not cohomologous to a constant, then
(i)
dP (tf + g)
dt
∣∣∣∣
t=0
=
∫
f dmg,
(ii)
d2P (tf + g)
dt2
∣∣∣∣
t=0
= lim
n→+∞
1
n
∫ (
fn(x)− n
∫
f dmg
)2
dmg > 0,
where mg is the equilibrium state of the function g.
A proof of this lemma will be given in Chapter 3 (Lemma 3.1.9) in the
special case when g = 0.
2.3.4 Complex transfer operators
In this section we extend the definition of the transfer operators Lf to
complex valued functions and also present the complex version of the RPF
theorem, which was proved by M. Pollicott [19] (this can also be viewed as
an extension of Wielandt’s theorem for matrices). We shall also extend the
pressure definition to complex valued functions.
Let f ∈ Cα(X+A ,C), then we can define a complex transfer operator
Lf : C
α(X+A ,C) → Cα(X+A ,C) in similar way to when f ∈ Cα(X+A ,R). Hence
we have the following theorem which gives information about the spectrum of
the transfer operators when f is complex valued.
Theorem 2.3.7. (Complex RPF theorem)[17] For f ∈ Cα(X+A ,C), we have
ρ(Lf ) ≤ eP (<(f)). Moreover, we have one of the following cases.
(i) If Lf has an eigenvalue β such that |β| = eP (<(f)), then it is simple and
unique and Lf = αML<(f)M−1, where M is a multiplication operator
and α ∈ C, |α| = 1 and so ρ(Lf ) = eP (<(f)). The rest of the spectrum is
contained in a disc of radius strictly smaller than eP (<(f)).
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(ii) If Lf has no eigenvalue β with |β| = eP (<(f)), then ρ(Lf ) < eP (<(f)).
Remark 2.3.2. If we assume in the above theorem that f is locally constant
depending on two coordinates for example, say f = f(x0, x1), we can deduce the
statement of Wielandt’s theorem for matrices M(i, j) = A(i, j)ef(i,j), 1 ≤ i, j ≤
k, stated in the next theorem.
Theorem 2.3.8. (Wielandt’s theorem)([4], p.57) Let N be a positive aperiodic
matrix with N(i, j) = |M(i, j)| ≥ 0 and let λ > 0 be the maximal positive
eigenvalue for N . Then,
(i) every eigenvalue of M in modulus is less than or equal to the maximal
eigenvalue λ of N and
(ii) the equality happens if and only if M has the form M = eiaDND−1,
where 0 ≤ a ≤ 2pi and D is a diagonal matrix with diagonal entries are
of unit modulus. In this case M has an eigenvalue equal to λeia.
Another way to formulate the Complex RPF theorem and so Wielandt’s
theorem is by a property related to =(f).
Lemma 2.3.9. [19] For f ∈ Cα(X+A ,C)
(i) ρ(Lf ) = e
P (<(f)) iff =(f) is cohomologous to a function of the form a+ψ,
where ψ ∈ C(X+A , 2piZ) and a ∈ R. In fact Lf has a simple eigenvalue
β = eia+P (<(f)) and ρ(Lf ) = |β|.
(ii) If =(f) is not cohomologous to a function of the form a + ψ, where ψ ∈
C(X+A , 2piZ) and a ∈ R, then ρ(Lf ) < eP (<(f)).
Remark 2.3.3. This lemma will be useful in analysing the spectrum of the
transfer operator Lf . The condition on =(f) will be connected to a condition
we require on a function, related to =(f), to be not cohomologous to a + φ,
where φ ∈ C(X+A , dZ), a ∈ R. As we are going to see in chapter 3, we call this
function a non-lattice function.
The pressure P (f) was defined in Lemma 2.3.6 in the case of real valued
function f , where it is characterised by the unique maximal eigenvalue of the
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transfer operator Lf . Using perturbation theory this definition can be extended
to complex valued functions in a neighbourhood of the real valued functions.
To see this, we recall the definition of analytic functions in complex Banach
spaces.
Definition 2.3.1. Let B be a complex Banach space and let D ⊂ C be some
open domain. A map f : D → B is said to be analytic if, for every bounded
linear functional u : B → C, the map u ◦ f : D → C is analytic in the usual
sense. If B1 and B2 are two complex Banach spaces and D
′ ⊂ B1 is some
open domain then a map g : D′ → B2 is said to be analytic if the composition
g ◦ f : D → B2 is analytic for every open domain D ⊂ C and any analytic map
f : D → B1 with f(D) ⊂ D′.
We also have the following perturbation theory lemma from Kato’s book
([8], VII.3).
Lemma 2.3.10. Let B(V ) denote the Banach algebra of bounded linear op-
erators on a complex Banach space V . If Lg ∈ B(V ) has a simple isolated
eigenvalue λg with the corresponding eigenvector ug then for any  > 0 there
exists δ > 0 such that if Lf ∈ B(V ) with ‖Lf − Lg|‖ < δ then
(i) Lf has a simple isolated eigenvalue λ(Lf ) and corresponding eigenvector
u(Lf ) with λ(Lg) = λg, u(Lg) = ug and such that
(ii) Lf 7→ λ(Lf ), Lf 7→ u(Lf ) are analytic for ‖Lf − Lg‖ < δ and
(iii) for ‖Lf−Lg‖ < δ, we have that |λ(Lf )−λg| <  and spec(Lf )\{λ(Lf )} ⊂
{z ∈ C : |z − λg| > }.
Moreover, if Σg = spec (Lg) \ {λg} is contained in the interior of a circle C
centred at 0 ∈ C then provided δ > 0 is sufficiently small, Σf = spec (Lf ) \
{λ(Lf )} will also be contained in the interior of C.
The hypothesis of this lemma is satisfied when the transfer operator Lg
where g ∈ Cα(X+A ,R), as Lg has a simple isolated eigenvalue λg = eP (g) by
the RPF theorem and lemma 2.3.6. Therefore, this lemma implies that for f ∈
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Cα(X+A ,C) in a sufficiently small neighbourhood of g ∈ Cα(X+A ,R) the transfer
operator Lf has a simple eigenvalue at e
P (f). This extends the definition of the
pressure to a neighbourhood of f ∈ Cα(X+A ,R). So this means that the pressure
can only be defined in the case when Lf has a simple ’maximal’ eigenvalue β
and the rest of its spectrum is restricted to a disc of radius smaller then |β| (part
(i) of Theorem 2.3.7). For such functions f , the definition of pressure is given
by P (f) = Logβ, where Log is the principal branch of the complex function
log. Moreover, by Lemma 2.3.10 the map f 7→ P (f) is analytic. Hence, we
have the following lemma.
Lemma 2.3.11. ([17], Proposition 4.7) The domain of the pressure function P
in Cα(X+A ,C) is open and the function f 7→ P (f) is analytic from this domain
into C.
2.3.5 Entropy and pressure of product shifts
We have σ : X+A → X+A is a measure preserving transformation of the
probability space (X+A ,B, ν), where ν is Borel σ−invariant probability measure.
The direct product σ˜ = σ × σ is the measure preserving transformation of
(X+A ×X+A ,B×B, ν×ν) = (X˜, B˜, ν˜) (see definition 1.2,[30]). Now, let M(X˜, σ˜)
be the set of all σ˜-invariant probability measures on X˜.
To calculate the measure theoretic entropy of σ˜ we use Theorem 4.21
in Walters [30]. This theorem states that if (X1,B1, ν1), (X2,B2, ν2) are two
probability spaces and T1 : X1 → X1, T2 : X2 → X2 are measure-preserving
transformations then the measure theoretic entropy hν1×ν2(T1×T2) = hν1(T1)+
hν2(T2). Applying this theorem to σ˜ on (X˜, B˜, ν˜), we have that
hν˜(σ˜) = 2hν(σ). (2.3.3)
Similarly we can calculate the topological entropy of σ˜. We are going to use
Theorem 7.10 in Walters [30] which states that if (X1, d1), (X2, d2) are two
compact metric spaces and Ti are continuous functions in (Xi, di), i = 1, 2 and a
metric on X1×X2 defined by d((x1, x2), (y1, y2)) = max{d1(x1, y1), d2(x2, y2)},
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then T1×T2 are continuous in (T1×T2, d) and the topological entropy htop(T1×
T2) = htop(T1) + htop(T2) . Hence we have
htop(σ˜) = 2htop(σ) = 2 log λ, (2.3.4)
where λ is the maximal eigenvalue of the matrix A (see Lemma 2.3.3). Now we
want to show that µ˜ = µ× µ is the unique measure of maximal entropy for σ˜.
First, note that by (2.3.3) and (2.3.4) we have hµ×µ(σ˜) = 2hµ(σ) = 2htop(σ) =
htop(σ˜). Then, by the variational principle that relate hν˜(σ˜) and htop(σ˜) given
as in Theorem 2.3.3, htop(σ˜) = sup{hν˜(σ˜)|ν˜ ∈M(X˜, σ˜)}, µ˜ = µ×µ is the unique
measure of maximal entropy for σ˜. Consequently, hµ˜(σ˜) = htop(σ˜) = 2 log λ.
The variational principle in (2.3.2) also holds for F ∈ Cα(X˜,R)
P (F, σ˜) = sup
{
hν˜(σ˜) +
∫
F dν˜ : ν˜ ∈M(X˜, σ˜)
}
. (2.3.5)
The equilibrum state for F exists and it is unique as F is Ho¨lder continuous
function defined on a subshift of finite type space X˜, we also have that
P (F, σ˜) = log β˜, (2.3.6)
where β˜ is the maximal eigenvalue of LF , see Lemma 2.3.5. For simplicity of
notation we are going to use P (F ) where we mean P (F, σ˜). This gives us that
eP (F ) is the maximal eigenvalue of the transfer operator LF .
Remark 2.3.4. Taking F = 0 in the pressure definition in 2.3.6, we get
P (0, σ˜) = P (0) = log β˜, where β˜ is the maximal eigenvalue L0. We also have
that P (0, σ˜) = sup{hν˜(σ˜) : ν˜ ∈ M(X˜, σ˜)} = hµ˜(σ˜). We have seen that there is
a unique measure of maximal entropy µ˜ where hµ˜(σ˜) = htop(σ˜) = 2 log λ, λ the
maximal eigenvalue of the matrix A. Hence at F = 0, the maximal eigenvalue
of L0, β˜ = e
P (0,σ˜) = λ2 = e2P (0,σ).
As a complex transfer operator can also be defined for F ∈ Cα(X˜,C),
the pressure function of a complex valued function F ∈ Cα(X˜,C) can also be
defined in a small neighbourhood of F ∈ Cα(X˜,R) by analytic extension.
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Chapter 3
Pairs of closed geodesics
ordered by word length on
(G, `)
In this chapter we study pairs of closed geodesics on non-bipartite graphs
and bipartite graphs. We shall obtain an asymptotic for the number of pairs of
closed geodesics ordered by their word lengths on (G, `), such that the difference
of their geometric lengths lie in a fixed interval [a, b] ⊂ R. Similarly, we are going
to get an asymptotic for the case when the difference between the geometric
lengths of these pairs lie in an interval that is allowed to shrink at a specific
rate. In fact, we shall let the interval to be positioned arbitrarily in the real
line to obtain a uniform result.
3.1 Non-bipartite graphs
We start to study the counting problem in non-bipartite graphs and then
we are going to use the result in this section to get a result for bipartite graphs
in the next section. The approach we choose to solve the counting problem is to
use symbolic dynamics. We are going to use a subshift of finite type to model
metric graphs.
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3.1.1 Coding metric graphs by subshifts of finite type
We define a subshift of finite type which consists of infinite sequences of
oriented edges ei ∈ Eo, the set of oriented edges of the metric graph (G, `). So,
infinite paths in the graph G represented by infinite sequences of oriented edges
in a shift space. Recall that edge e ∈ E corresponds to two oriented edges,
say e, e. Then e′′ ∈ Eo follows e′ ∈ Eo if e′′ begins at the terminus of e′, i.e.
o(e′′) = t(e′). To ensure that we do not allow backtracking, we require that
e′′ 6= e′. We define a |Eo| × |Eo| matrix A with rows and columns indexed Eo
by
A(e′, e′′) =
 1 if e′′ follows e′ and e′′ 6= e′0 otherwise .
Hence we define the subshift of finite type:
X+A = {(ej)∞j=0 : ej ∈ Eo, A(ej , ej+1) = 1 ∀j ≥ 0},
with the associated shift map σ : X+A → X+A : σ(e0, e1, ...) = (e1, e2, ...). We
can define the same metric on the subshifs of finite type that we defined in
subsection 2.2.1. Given 0 < θ < 1, we define a metric on X+A by dθ(x, y) = θ
N ,
where N is the largest non-negative integer such that xi = yi, i = 0, . . . , N .
The topological entropy of σ is given htop(σ) = log λ, where λ is the maximal
eigenvalue of the matrix A (see Lemma 2.3.3). We also have that A is aperiodic
by the following lemma, proved by Kotani and Sunada in [9], Proposition 3.2.
Lemma 3.1.1. Suppose G has deg(v) ≥ 3 for each vertex v, then
(i) If G is not bipartite then A has period 1, i.e. A is aperiodic.
(ii) If G is bipartite then A is irreducible with period 2.
The length function ` : E → R+ which assigns length to the edges of G,
can be coded by a locally constant function r : X+A → R+ defined by
r(e0, e1, ...) = `(e0),
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which is a Ho¨lder continuous function for any exponent α > 0. This function
will be used as a weight function for the shift space X+A . The following lemma
shows that periodic orbits in the shift space (X+A , σ) can be used to represent
the closed geodesics in the metric graph (G, `).
Lemma 3.1.2. There is an exact correspondence between prime periodic orbits
{x, σx, ..., σn−1x} (where x ∈ X+A ) and prime closed geodesics γ in (G, `) of
word length |γ| = n. Moreover the geometric length of γ is given by `(γ) =
rn(x).
Proof. To show the exact correspondence, we define a map φ from the set of
closed geodesics γ with |γ| = n and the set of periodic orbits of period n in X+A .
We shall see that this map is a bijection. Let e = (e0, . . . , en−1) be a closed
path in (G, `) and let x = (e0, . . . , en−1, e0, . . . , en−1, . . . ) be a periodic point of
period n, then we define φ by the following correspondence:
x → (e0, e1, ..., en−1)
σx → (e1, e2, ..., en−1, e0)
...
σn−1x → (en−1, e0, ..., en−2).
We can clearly see that φ is a bijection. Furthermore, by summing over each
periodic point in X+A , we get the relation between the functions ` and r. Take a
periodic point σnx = x ∈ X+A . Then its periodic orbit corresponds to a closed
geodesic γ with |γ| = n. We have that
rn(x) = r(x) + r(σx) + ...+ r(σn−1x)
= `(e0) + `(e1) + ...+ `(en−1) = `(γ).
We have mentioned at the beginning of this chapter that we are going to
study pairs of closed geodesics. To do this we shall introduce a new subshift of
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finite type, the product shift defined as in subsection 2.2.2. Let X˜ = X+A ×X+A
and consider the product transformation σ˜ = σ × σ on X˜ defined by σ˜(x, y) =
(σx, σy). We associate X˜ with a 0-1 matrix A˜. A pair (ei, e
′
i) can be followed
by another one (ei+1, e
′
i+1) if only if A(ei, ei+1) = 1 and A(e
′
i, e
′
i+1) = 1, i.e.
A˜((ei, e
′
i), (ei+1, e
′
i+1)) = 1. Thus we have
X˜ = {(ei, e′i)∞i=0 ∈ (Eo × Eo) : A˜((ei, e′i), (ei+1, e′i+1)) = 1 ∀i ≥ 0}.
We have seen that X˜ is a subshift of finite type. We can associate to X˜ a
continuous function R : X˜ → R defined by R(x, y) = r(x) − r(y). To see how
this coding process comes together, we have the following lemma analogous to
Lemma 3.1.2.
Lemma 3.1.3. Let the periodic points σ˜n(x, y) = (x, y) ∈ X˜, where σnx =
x, σny = y ∈ X+A corresponds to closed geodesics γ, γ′ with |γ| = |γ′| = n.
Then we have that Rn(x, y) = rn(x)− rn(y).
Proof. Summing over periodic orbits σ˜n(x, y) = (x, y) ∈ X˜ and using the defi-
nition of R and Lemma 3.1.2, we have that
Rn(x, y) = R(x, y) +R(σ˜(x, y) + ...+R(σ˜n−1(x, y))
= (r(x)− r(y)) + (r(σx)− r(σy)) + ...+ (r(σn−1x)− r(σn−1y))
= rn(x)− rn(y) = `(γ)− `(γ′).
3.1.2 Non-lattice condition on weight functions
In this section we discuss an important condition on the function r :
X+A → R+ that we require in order to prove the main results in this thesis.
Recall the definition of cohomologous functions from subsection 2.2.3, then we
have the following definition of what we call non-lattice functions.
Definition 3.1.1. We say that a function f : X+A → R is non-lattice if f is
not cohomologous to a constant plus a function valued in a discrete subgroup of
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R.
In other words, the function r : X+A → R is non-lattice if there are no
continuous functions ψ : X+A → R, M : X+A → dZ and c ∈ R such that r = c+
M+ψ◦σ−ψ. The importance of this condition for the function r is that we are
going to use transfer operators (see subsection 2.2.3 for definition) Lsr, s ∈ C, to
carry out the analysis for studying pairs of closed geodesics with the constraints
in the word length and geometric lengths. The fact that r is non-lattice is
going to control the spectral properties of the transfer operator Lsr, s ∈ C (see
Remark 2.3.3). Furthermore, as we are going to see in the next subsection, this
condition on r will imply that the function R is not cohomologous to a constant.
This property of R will be useful to analyse a pressure function P (sR), s ∈ R.
To guarantee that r is non-lattice we need the following assumption on
the geometric lengths of closed geodesics:
The non-lattice condition: {`(γ) − c|γ| : γ closed geodesics} 6⊂ dZ, for any
c, d ∈ R.
We can easily see that the non-lattice condition implies that r is non-lattice.
Lemma 3.1.4. If the non-lattice condition holds, then r is non-lattice.
Proof. Suppose that r is not non-lattice. Then, by definition, there are c, d ∈ R
and a continuous function M : X+A → dZ such that, whenever σnx = x, we
have rn(x)− nc = Mn(x). Hence
{rn(x)− nc : σnx = x, n ≥ 1} ⊂ dZ.
Since rn(x) = `(γ), where γ is the closed geodesic corresponding to the periodic
orbit of x, this is equivalent to {`(γ) − c|γ| : γ is a closed geodesic} ⊂ dZ, so
the non-lattice condition fails to hold.
Recall that considering R as vector space over Q, we let L be the smallest
subspace containing all the lengths of closed geodesics, i.e. L = spanQ{`(γ) :
γ is closed geodesic}. The following lemma shows that the non-lattice condition
is implied by requiring the dimension of dimQ(L) to be at least 3.
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Lemma 3.1.5. If dimQ(L) ≥ 3, then the non-lattice condition holds.
Proof. Suppose that the non-lattice condition does not hold. Then, this means
there are c, d ∈ R such that
{`(γ)− c|γ| : γ closed geodesics} ⊂ dZ.
Another way to write this is that there are c, d ∈ R such that
`(γ) = c|γ|+ dM,
where M ∈ Z. This implies that l(γ) ∈ cZ⊕ dZ ⊂ cQ⊕ dQ. This implies that
dimQ(L) ≤ 2
We are going to give three examples here. The first one shows a case
when the non-lattice condition cannot be true for any choice of geometric
lengths on the edges and so any geometric length of closed geodesic. While
the second one shows that if the non-lattice condition holds, then it is not nec-
essarily true that dimQ(L) ≥ 3. The third example shows a metric graph when
the non-lattice condition is satisfied.
Example 3.1.1. Consider a graph of one vertex and two edges (which are
loops in this graph). To see why the non-lattice condition cannot be satisfied
here, let us denote the edges (or the loops) a and b with lengths la and lb,
respectively (see Figure 3.1). Consider a closed geodesics γ with |γ| = N . Then
`(γ) = nla + (N − n)lb for some 0 ≤ n ≤ N . Therefore,
`(γ) = n(la − lb) ∈ (la − lb)Z+ lbZ.
Hence, the non-lattice condition cannot be satisfied in this case.
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Figure 3.1
la lb
Example 3.1.2. Consider a graph of one vertex and three loops with edge
lengths 1,
√
2, 1 +
√
2 as shown in Figure 3.2, so have that dimQ(L) = 2. But in
this metric graph the non-lattice condition holds. To see this, suppose that the
non-lattice condition fails to hold, then there are c, d ∈ R such that `(γ)−c|γ| ∈
dZ, for every closed geodesic γ. Just considering three loops (where |γ| = 1),
this gives us the equations:
1− c ∈ dZ, (3.1.1)
√
2− c ∈ dZ, (3.1.2)
1 +
√
2− c ∈ dZ. (3.1.3)
Subtracting (3.1.2) from (3.1.3) we get 1 ∈ dZ. So d ∈ Q and hence dZ ⊂ Q.
Also, subtracting (3.1.1) from (3.1.3) we get
√
2 ∈ dZ ⊂ Q, i.e. √2 is rational,
which is a contradiction. Therefore, the non-lattice condition holds.
Figure 3.2
1
√
21 +
√
2
Example 3.1.3. For the third example, to make sure that the non-lattice is sat-
isfied we are going to draw a metric graph where we make sure that dimQ(L) ≥ 3
and hence by Lemma 3.1.5 the non-lattice condition holds. Consider a graph
that has three vertices and five edges and assign lengths to the edges as shown
in Figure 3.3. For the values of the edge lengths we have in this metric graph,
clearly dim(spanQ{`(γ) : γ is closed geodesic}) ≥ 3.
37
Figure 3.3
1
pi
√
3
2
√
2
3.1.3 The pressure function and transfer operators
Recall the thermodynamic formalism for subshifts of finite type we intro-
duced earlier in subsection 2.3.3. In this subsection we are going to study a pres-
sure functions defined in terms of the functions r : X+A → R+ and R : X˜ → R.
A family of transfer operators associated to the functions r and R will be used
as a tool to analyse these pressure functions. In addition, the spectral proper-
ties of these transfer operators will play an important role in our analysis and
calculations.
Let M(X+A , σ) be the set of all σ-invariant probability measures on X
+
A .
Similarly, let M(X˜, σ˜) be the set of all σ˜-invariant probability measures on
X˜. By the variational principle (see Theorem 2.3.4), the pressure of a Ho¨lder
continuous function f : X+A → R is defined by
P (f) = sup
{
h(ν) +
∫
f dν : ν ∈M(X+A , σ)
}
.
The supremum is attained at a unique equilibrium state in M(X+A , σ) by Lemma
2.3.5. In a similar way by the variational principle of Ho¨lder continuous func-
tions F ∈ Cα(X˜,R) (see formula 2.3.5), we can define the pressure of a contin-
uous function F : X˜ → R by
P (F ) = sup
{
h(ν˜) +
∫
F dν˜ : ν˜ ∈M(X˜, σ˜)
}
.
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The supremum is attained at a unique equilibrium state in M(X˜, σ˜). Pressures
of the functions f and F also satisfies the identities
P (f) = lim
n→+∞
1
n
log
∑
σnx=x
ef
n(x), (3.1.4)
P (F ) = lim
n→+∞
1
n
log
∑
σ˜n(x,y)=(x,y)
eF
n(x,y). (3.1.5)
We start our analysis by studying the spectrum and the spectral radius of the
transfer operators Litr and L−itr
Lemma 3.1.6. Let L±itr : Cα(X+A ,C) → Cα(X+A ,C) and suppose that r is
non-lattice. Then,
(i) for t = 0, L0 has a simple maximal eigenvalue equal to e
P (0) and so
ρ(L0) = e
P (0). The rest of the spectrum is contained in a disc of radius
strictly less than eP (0)
(ii) For t in a sufficiently small neighbourhood of t = 0, L±itr has a sim-
ple isolated eigenvalue equal to eP (±itr) and the rest of the spectrum is
contained in a disc of radius strictly less than eP (0).
(iii) For t 6= 0, ρ(L±itr) < eP (0).
Proof. Part (i) follows from the RPF theorem and Lemma 2.3.6. Part (ii)
follows from perturbation theory, Lemma 2.3.10. For part (iii), we need to
use the assumption that r is non-lattice, note that by Lemma 2.3.9 part (i),
ρ(Litr) = e
P (0) if and only if =(itr) = tr is cohomologous to a+ψ, where a ∈ R
and ψ ∈ C(X+A , 2piZ). Then for all periodic points x ∈ X+A such that σnx = x,
trn(x) − na ∈ 2piZ and so for t 6= 0, rn(x) − nat ∈ 2pit Z. This means that r is
cohomologous to c+ dψ, where c = a/t, d = 2pi/t and ψ is valued in Z , i.e. is
not non-lattice. Equivalently, if r is non-lattice, then for t 6= 0 ρ(Litr) < eP (0).
Next, we have the following lemma that relates P (itR) and P (±itr).
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Lemma 3.1.7. Suppose that |t| is sufficiently small that P (itR), P (itr) and
P (−itr) are defined. Then P (itR) is real valued and
eP (itR) = eP (itr)+P (−itr).
Proof. Using the two identities (3.1.4) and (3.1.5) and the relation Rn(x, y) =
rn(x)− rn(y), we have that for some s ∈ R
eP (sR) = lim
n→+∞
 ∑
σ˜n(x,y)=(x,y)
esR
n(x,y)
 1n
= lim
n→+∞
 ∑
σn(x)=x
∑
σn(y)=y
es(r
n(x)−rn(y))
 1n
= lim
n→+∞
 ∑
σn(x)=x
esr
n(x)
 1n  ∑
σn(y)=y
e−sr
n(y)
 1n
= eP (sr)+P (−sr).
This implies that eP (itR) = eP (itr)+P (−itr) by uniqueness of analytic extension.
Now to prove that P (itR) is real notice again from (3.1.5) and using analytic
extension, we have
P (itR) = lim
n→+∞
1
n
log
∑
σ˜n(x,y)=(x,y)
eitR
n(x,y).
SinceRn(x, y) = −Rn(y, x), we can group terms in the sum∑σ˜n(x,y)=(x,y) eitRn(x,y)
as eitR
n(x,y) + e−itRn(x,y) which is in R, and so P (itR) is real.
An important property of the function R, that will be useful in our
subsequent analysis, is guaranteed by the following lemma.
Lemma 3.1.8. If r is non-lattice, then R is not cohomologous to a constant.
Proof. Let t 6= 0 be fixed and sufficiently small such that eP (itR), eP (itr), eP (−itr)
are defined and have absolute value equal to the spectral radii of the correspond-
ing transfer operator. Suppose R is cohomologous to a constant a. Let µ be
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the measure of maximal entropy for σ and µ˜ = µ×µ is the measure of maximal
entropy of σ˜. Then
a =
∫
a dµ˜ =
∫
Rdµ˜ =
∫
r dµ−
∫
r dµ = 0.
So itR is cohomologous to 0 and hence eP (itR) = eP (0,σ˜) = e2P (0,σ), where
P (0, σ˜) is the pressure with respect to the product shift σ˜ and P (0, σ) is the
pressure with respect to the shift map σ (see Remark 2.3.4). Then with the
relation from Lemma 3.1.7 we have that
eP (itR) = eP (itr)+P (−itr) = e2P (0,σ). (3.1.6)
At the same time we know that |eP (itr)| ≤ eP (0,σ) and |eP (−itr)| ≤ eP (0,σ), which
implies that
|eP (itr)+P (−itr)| ≤ e2P (0,σ).
This inequality with the equality in (3.1.6) implies that ρ(L±itr) = |eP (±itr)| =
eP (0,σ). But if r is non-lattice then for t 6= 0, ρ(L±itr) < eP (0,σ) by Lemma
3.1.6 part(iii) and Lemma 2.3.9 part(ii). This contradiction implies that r is
not non-lattice.
Recall the definitions of the transfer operators Lf and LF , where f ∈
Cα(X+A ,R) and F ∈ Cα(X˜,R), respectively. We are going to use the latter
as a tool to study the pressure function s 7→ P (sR), s ∈ R, in particular to
calculate the first and the second derivative of P (sR) at s = 0. We shall use
the following lemma later to find the first and second derivative of the pressure
function P (itR) at t = 0.
Lemma 3.1.9. The first and second derivatives of the function s 7→ P (sR) at
s = 0 are given by:
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(i)
d
ds
P (sR)
∣∣∣∣
s=0
=
∫
Rdµ˜ = 0,
(ii)
P ′′(sR)
∣∣∣∣
s=0
= lim
n→+∞
1
n
∫
(Rn)2 dµ˜ > 0.
Proof. By the definition of the transfer operator we have
LsRw(s)(x, y) =
∑
σ˜(x′,y′)=(x,y)
esR(x
′,y′)w(s)(x′, y′).
We also have by (2.3.6) and the RPF theorem, that eP (F ) is the unique maximal
eigenvalue of LF and hence
LsRw(s)(x, y) = e
P (sR)w(s)(x, y).
Therefore
∑
σ˜(x′,y′)=(x,y)
esR(x
′,y′)w(s)(x′, y′) = eP (sR)w(s)(x, y).
Differentiating both sides with respect to s we get
∑
σ˜(x′,y′)=(x,y)
esR
(
Rw(s)(x′, y′) + w′(s)(x′, y′)
)
= eP (sR)
(
P ′(sR)w(s)(x, y) + w′(s)(x, y)
)
,
and so,
LsR
(
Rw(s) + w′(s)
)
= eP (sR)
(
P ′(sR)w(s) + w′(s)
)
.
At s = 0 we have
L0
(
Rw(0) + w′(0)
)
= eP (0,σ)
(
P ′(sR) |s=0w(0) + w′(0)
)
.
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Integrating both sides with respect to µ˜, gives
∫
Rdµ˜ = P ′(sR)
∣∣∣∣
s=0
.
Hence,
d
ds
P (sR)
∣∣∣∣
s=0
=
∫
R(x, y)dµ˜
=
∫
r(x) dµ˜(x, y)−
∫
r(y) dµ˜(x, y) = 0.
For part(ii) to get the second derivative, consider
LnsRw(s)(x, y) =
∑
σ˜(x′,y′)=(x,y)
esR(x
′,y′)w(s)(x′, y′)
and
LnsRw(s)(x, y) = e
nP (sR)w(s)(x, y).
This implies that
∑
σ˜(x′,y′)=(x,y)
esR
n(x′,y′)w(s)(x′, y′) = enP (sR)w(s)(x, y).
Differentiating both sides with respect to s we get
∑
σ˜(x′,y′)=(x,y)
esR
n (
Rnw(s)(x′, y′) + w′(s)(x′, y′)
)
= enP (sR)
(
nP ′(sR)w(s)(x, y) + w′(s)(x, y)
)
.
Differentiating a second time gives
∑
σ˜(x′,y′)=(x,y)
esR
n (
(Rn)2w(s)(x′, y′) + 2Rnw′(s)(x′, y′) + w′′(s)(x′, y′)
)
= enP (sR)((nP ′′(sR)w(s)(x, y) + nP ′(sR)w′(s)(x, y)
+ w′′(s)(x, y) + (nP ′(sR))2w(s)(x, y)).
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Letting s = 0, and using part(i) gives
Ln0
(
(Rn)2 + 2Rnw′(0) + w′′(0)
)
= enP (0,σ˜)
(
nP ′′(sR)
∣∣∣∣
s=0
+ 2nP ′(sR)
∣∣∣∣
s=0
w′(0)
+ w′′(0) +
(
nP ′(sR)
∣∣∣∣
s=0
)2)
= enP (0,σ˜)(nP ′′(sR)
∣∣∣∣
s=0
+ w′′(0)).
Now, integrating the above equation with respect to µ˜, we have
∫
Ln0
(
(Rn)2 + 2Rnw′(0) + w′′(0)
)
dµ˜ = enP (0,σ˜)
(∫ (
(Rn)2 + 2Rnw′(0) + w′′(0)
)
dµ˜
)
= enP (0,σ˜)(nP ′′(sR)
∣∣∣∣
s=0
+
∫
w′′(0) dµ˜).
Therefore,
P ′′(sR)
∣∣∣∣
s=0
=
1
n
∫
(Rn)2dµ˜+ 2
∫
Rn
n
w′(0)dµ˜.
By Birkhoff’s ergodic theorem we have that R
n
n converges to
∫
Rdµ˜, as n →
+∞, µ˜ a.e. By part (i) of this lemma we have that∫ Rdµ˜ = 0. This implies
that limn→+∞ R
n
n w
′(0) = 0 µ˜ a.e. Since |Rnn w′(0)| ≤ ‖R‖∞‖w′(0)‖∞ ∈ L1, then
by the Dominated Convergence Theorem limn→+∞
∫
Rn
n w
′(0)dµ˜ = 0. We can
conclude that
P ′′(sR)
∣∣∣∣
s=0
= lim
n→+∞
1
n
∫
(Rn)2 dµ˜.
By Lemma 3.1.8 we have that R is not cohomologouse to a constant, hence as
was shown by Parry and Pollicott in [17] (Proposition 4.12) this implies that
P ′′(sR)
∣∣∣∣
s=0
> 0.
The following lemma is technical. We shall use it to make a change of
coordinates in small neighbourhood of t = 0 when writing the Taylor expansion
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of eP (itR).
Lemma 3.1.10 (Morse Lemma). Let f : (−a, a) → R be a smooth function
such that f ′(0) = 0 and f ′′(0) 6= 0. Then there exists 0 <  < a and a smooth
change of coordinates on (−, ), u→ v(u) such that f(u(v)) = f(0)±v2, where
the sign will depend on that of f ′′(0).
The following lemma gives the Taylor expansion of eP (itR) in a neigh-
bourhood of t = 0.
Lemma 3.1.11. There exists σ > 0 such that the function t 7→ eP (itR) has a
Taylor expansion
eP (itR) = e2P (0,σ)
(
1− σ
2t2
2
+O(|t|3)
)
,
where the order term is uniform on any bounded interval. Moreover, there
exists a change of coordinates v = v(t) such that for t ∈ (−, ), we have
eP (itR) = e2P (0,σ)(1− v2).
Proof. Since the function s 7→ P (sR) is real analytic and has an extension to
a neighbourhood of the real line. We can find the Taylor expansion for the
function t 7→ eP (itR) for t sufficiently small. We have
eP (itR) = e2P (0,σ) +
d
dt
P (itR)
∣∣∣∣
t=0
e2P (0,σ)t+
1
2
d2
dt2
P (itR)
∣∣∣∣
t=0
e2P (0,σ)t2
+
1
3!
d3
dt3
P (itR)|t=0e2P (0,σ)t3 + ...
= e2P (0,σ) +
d
dt
P (itR)
∣∣∣∣
t=0
e2P (0,σ)t+
1
2
d2
dt2
P (itR)
∣∣∣∣
t=0
e2P (0,σ)t2 +O(|t|3).
Following the same differentiation we applied to get the first and second derivates
of P (sR) at s = 0 in Lemma 3.1.9, we deduce that
d
dt
P (itR)|t=0 = i
∫
Rdµ˜ = 0,
and
d2
dt2
P (itR)
∣∣∣∣
t=0
= i2 lim
n→+∞
1
n
∫
(Rn)2 dµ˜ < 0.
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Hence, the Taylor expansion of eP (itR) around t = 0 is obtained with σ2 =
− d2
dt2
P (itR)
∣∣∣∣
t=0
. Let f(t) = e
P (itR)
e2P (0)
, notice that f(0) = 1, f ′(0) = 1
e2P (0)
i
∫
Rdµ˜ =
0, and f ′′(0) < 0. The function f(t) satisfies the hypothesis of the Morse
Lemma, so we can make the required change of coordinates f(v(t)) = e
P (itR)
e2P (0)
=
1− v2
3.1.4 Pairs of closed geodesics in a fixed interval
We have the following asymptotic result for counting pairs of closed
geodesics ordered by word length such that the difference of their lengths lies
in an interval [a, b].
Theorem 3.1.1. Let (G, `) be a non-bipartite metric graph such that for each
vertex v, deg(v) ≥ 3. Suppose that the non-lattice condition holds. Then there
exists β > 1 and σ > 0 such that for all a < b
pi(N, [a, b]) = #{(γ, γ′) closed geodesics : |γ|, |γ′| ≤ N, `(γ)− `(γ′) ∈ [a, b]}
∼ (b− a)√
2piσ
β2
(β − 1)2
β2N
N5/2
, as N → +∞.
Now we introduce a counting function to help us approach the asymp-
totic formula we are looking for. We define
φN (χ) =
N∑
n,m=1
∑
σnx=x
σmy=y
χ(rn(x)− rm(y)), (3.1.7)
where χ is smooth function. By way of motivation, we should think of χ as an
approximation to the indicator function of the interval [a, b] but to carry out
the analysis we will need to consider more general χ.
In order to find an asymptotic for the counting function, we shall need
the following estimates due to D. Ruelle which connects the transfer operator
L±itr and the sums over periodic points.
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Lemma 3.1.12. [24] There exists 0 < θ < 1 such that for any x0 ∈ X+A
∑
σnx=x
e±itr
n(x) = (Ln±itr1(x0)) (1 +O(max{1, |t|nθn})) .
Consequently, we have the following two estimates by using the spectral
properties of the transfer operator L±itr.
Lemma 3.1.13. [20] Let K ⊂ R be a compact set. There exists  > 0, 0 < θ < 1
and a constant C > 0 such that
(i) for t ∈ (−, ),
∑
σnx=x
e±itr
n(x) = enP (±itr) +O(eP (0)nθ
n
2 ),
(ii) for t ∈ K \ (−, ), |
∑
σnx=x
e±itr
n(x)| ≤ CeP (0)nθ n2 .
Proof. The two estimates can be obtained by combining Lemma 3.1.12 and
Lemma 3.1.6 and setting θ1/2eP (0) = supt∈I ρ(L±itr), where I = (−, ) or
I = K \ (−, ).
We also have the following useful relation when we sum over different
periods of periodic points
Lemma 3.1.14.
N∑
n,m=1
enP (itr)emP (−itr) =
e(N+1)P (itR)
(eP (itr) − 1)(eP (−itr) − 1)(1 +O(δ
N )),
for some 0 < δ < 1.
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Proof. We use the formula for the sum of a geometric progression to get
N∑
n,m=1
enP (itr)mP (−itr) =
N∑
n=1
N∑
m=1
enP (itr)mP (−itr)
=
(
e(N+1)P (itr) − 1
eP (itr) − 1
)(
e(N+1)P (−itr) − 1
eP (−itr) − 1
)
=
e(N+1)[P (itr)+P (−itr)]
(eP (itr) − 1)(eP (−itr) − 1)(1 +O(δ
N ))
=
e(N+1)P (itR)
(eP (itr) − 1)(eP (−itr) − 1)(1 +O(δ
N )),
for some 0 < δ < 1.
We shall require that the Fourier transform of χ is compactly supported
and such that for |t| <  we have χ̂(t) = χ̂(0) + O(|t|). In particular, we are
going to assume that the support is contained in [−M,M ], for some M > 0.
By the Fourier inversion formula we can write
φN (χ) =
1
2pi
∫ ∞
−∞
N∑
n,m=1
∑
σnx=x
σmy=y
eit(r
n(x)−rm(y))χ̂(t) dt.
Since the support of χ̂(t) in contained in an interval [−M,M ], we can split the
integral into two integrals. The first is on the interval (−, ), where we can use
Lemma 3.1.13(i) to obtain a bound on the sum. The second integral is on the
intervals [−M,−] and [,M ] and here we can use Lemma 3.1.13 (ii) to bound
the sum . Since χ̂ is compactly supported, ‖χ̂(t)‖∞ = supt∈R |χ̂(t)| is finite. So
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we get the following:
φN (χ) =
1
2pi
∫ M
−M
N∑
n,m=1
∑
σnx=x
σmy=y
eit(r
n(x)−rm(y))χ̂(t) dt
=
1
2pi
∫ M
−M
N∑
n,m=1
∑
σnx=x
eitr
n(x)
∑
σmy=y
e−itr
m(y)χ̂(t) dt
=
1
2pi
∫
|t|<
 N∑
n,m=1
(enP (itr) +O(eP (0)nθ
n
2 ))(emP (itr)
+O(eP (0)mθ
m
2 ))
)
χ̂(t) dt
+
2
2pi
∫
≤|t|≤M
 N∑
n,m=1
O(eP (0)nθ
n
2 )O(eP (0)mθ
m
2 )
 χ̂(t) dt
=
1
2pi
∫
|t|<
 N∑
n,m=1
enP (itr)emP (itr)(1 +O(θn+m))
 χ̂(t) dt
+O(e2P (0)NθN )
=
1
2pi
∫
|t|<
(
e(N+1)P (itR)
(eP (itr) − 1)(eP (−itr) − 1)
)
χ̂(t) dt
+O(e2P (0)N max{θN , δN}),
where in the last equation we used Lemma 3.1.14. Now we use some estimates
around t = 0 for the factors appearing in the last equation above. The estimates
we are going to use are the following:
(1) χ̂(t) = χ̂(0) +O(|t|) = χ̂(0)(1 +O(|t|)),
(2) Lemma 3.1.11 to estimate eP (itR),
(3) dt =
1
v′(t)
dv =
1
v′(0)
(1 +O(|t|))dv, where v′(0) = σ√
2
,
(4)
1
(eP (itr) − 1)(eP (−itr) − 1) =
1
(eP (0) − 1)2 +O(|t|).
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Hence we can write φN (χ) as follows,
φN (χ) =
1
2pi
∫
|t|<
(e2P (0)(1− v2))N+1
(
1
(eP (0) − 1)2 +O(|v|)
)
×χ̂(0)(1 +O(|v|)) 1
v′(0)
(1 +O(|v|))dv +O(e2P (0)N max{θN , δN})
=
χ̂(0)
√
2
2piσ
e2P (0)(N+1)
(eP (0) − 1)2
∫ 
−
(1− v2)N+1(1 +R(v))dv
+O(e2P (0)N max{θN , δN})
=
χ̂(0)
√
2
2piσ
e2P (0)(N+1)
(eP (0) − 1)2
(∫ 
−
(1− v2)N+1dv +
∫ 
−
(1− v2)N+1R(v))dv
)
+O(e2e
P (0)N max{θN , δN}), (3.1.8)
where R(v) is a smooth function with R(0) = 0 which contains all terms of the
form O(|t|). Using the simple substitution, w = v2 the leading term in (3.1.8)
can be written as
∫ 
−
(1− v2)N+1dv = 2
∫ 
0
(1− v2)N+1dv
=
∫ 2
0
(1− w)N+1w−1/2dw
=
∫ 1
0
(1− w)N+1w−1/2dw −
∫ 1
2
(1− w)N+1w−1/2dw
=
Γ(N + 2)
√
pi
Γ(N + 2 + 1/2)
+O((1− 2)N ). (3.1.9)
The second part in the last line follows from a direct estimate of the integral
above it. Whereas, the first part follows by using a relationship between two
special functions known as the gamma function and the beta function. We
recall their definitions here and how they are related. The gamma function
has two definitions. The first definition of the gamma function is given by an
infinite limit named after Euler defined as
Γ(z) = lim
n→+∞
1 · 2 · 3 · · ·n
z(z + 1)(z + 2) · · · (z + n)n
z, z 6= 0,−1,−2,−3, . . .
Using this definition we have that Γ(z+ 1) = zΓ(z) and that Γ(1) = 1. We can
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then calculate Γ(2) = 1, Γ(3) = 2Γ(2) = 2, . . . and so we have
Γ(n) = 1 · 2 · 3 · · · (n− 1) = (n− 1)!. (3.1.10)
The second definition of the gamma function, also called the Euler integral, is
Γ(z) =
∫ +∞
0
e−xxz−1 dx, <(z) > 0.
By this definition we can calculate Γ(12) =
√
pi. On the other hand, the beta
function is defined by
B(m+ 1, n+ 1) = 2
∫ pi
2
0
cos2m+1 θ sin2m+1 θ dθ =
m!n!
(m+ n+ 1)!
. (3.1.11)
Hence, equivalenty we can see from the identity in (3.1.10) that
B(m,n) =
Γ(m)Γ(n)
Γ(m+ n)
.
Combining this with the substitution of x = cos2 θ into (3.1.11), result in the
following relation between the beta function and the gamma function (see [28],
p.236).
B(m,n) =
∫ 1
0
xm−1(1− x)n−1dx = Γ(m)Γ(n)
Γ(m+ n)
.
We apply this identity to obtain the first part in (3.1.9), where we let n = N+2,
m = 1/2 and used Γ(1/2) =
√
pi.
We are going to use the following Stirling formula, which gives an asymp-
totic for the Gamma function, in our subsequent calculations.
Γ(x) ∼ x
x
√
x
e−x
√
2pi, as x→ +∞. (3.1.12)
We can use this to approximate the Gamma function in (3.1.9). Notice that
lim
N→+∞
Γ(N + 2)
√
N
Γ(N + 2 + 1/2)
= lim
N→+∞
√
e
√
N√
N + 2
(
N + 2
N + 2 + 1/2
)N+2
= 1,
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since limN→+∞
(
N+2
N+2+1/2
)N+2
= 1√
e
. Therefore, we have that
Γ(N + 2)
Γ(N + 2 + 1/2)
∼ 1√
N
. (3.1.13)
For the second part of the integral in (3.1.8), since R(v) = O(|t|) (i.e. |R(v)| ≤
C0|v(t)|) by simple substitution and integration we have the following estimate,∣∣∣∣∫ −(1− v2)N+1R(v))dv
∣∣∣∣ ≤ ∫ − |(1− v2)N+1||v|dv
≤ C0
(
(1− 2)N+2
N + 2
− 1
N + 2
)
= O
(
1
N
)
(3.1.14)
So now combining the estimates in (3.1.9),(3.1.13) and (3.1.14) with (3.1.8) we
get the following asymptotic for φN (χ), where χ̂(0) =
∫
χ(x) dx,
φN (χ) ∼
∫
χ(x) dx√
2piσ(eP (0) − 1)2
e2P (0)(N+1)√
N
, as N → +∞. (3.1.15)
By the following standard result from probability theory, we can con-
clude that the asymptotic in (3.1.15) will still be true with χ : R→ R continu-
ous, non-negative function with compact support.
Lemma 3.1.15. ([1], p.218) Let µn and µ be locally finite Borel measures on
R. Suppose there exists a function f0 which is strictly positive such that fˆ0 is
compactly supported, and ∫
f dµn →
∫
f dµ
for all f of the form f(y) = eivyf0(y), v ∈ R. Then µn → µ weak* (i.e.
∫
g dµn →∫
g dµ for all continuous compactly supported g : R→ R).
Lemma 3.1.16. Let χ : R → R be continuous, non-negative function with
compact support. Then
φN (χ) ∼ e
2P (0)
√
2piσ(eP (0) − 1)2
∫
χ(x)dx
e2P (0)N√
N
, as N → +∞. (3.1.16)
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Proof. Equation (3.1.16) is equivalent to
φN (χ)
√
2piσ(eP (0) − 1)2
e2P (0)
√
N
e2P (0)N
→
∫
χ(x)dx, as N → +∞.
Define a sequence of locally finite Borel measures mN on R by∫
R
χdmN := φN (χ)
√
2piσ(eP (0) − 1)2
e2P (0)
√
N
e2P (0)N
.
By equation (3.1.15) we have that for χ : R→ C such that its Fourier transform
χˆ is compactly supported and χ̂(t) = χ̂(0) +O(|t|),
∫
R
χ(x) dmN →
∫
χ(x)dx, as N → +∞. (3.1.17)
In particular, (3.1.17) holds for all functions of the form χ(x) = eivxχ0(x),
where v ∈ R, χ0(x) > 0. We can take χ0(x) = sin2 xx2 + sin
2(
√
2x)
2x2
. Hence, the
result follows immediately by Lemma 3.1.15.
3.1.5 Proof of Theorem 3.1.1
Here we prove a proposition which will lead to the proof of Theorem
3.1.1. First, we define a new counting function with χ : R → R a continuous
compactly supported non-negative function,
ωN (χ) =
∑
(γ,γ′)
|γ|,|γ′|≤N
χ(`(γ)− `(γ′)),
where γ, and γ′ are prime closed geodesics.
Proposition 3.1.2. We have that
ωN (χ) ∼ e
2P (0)
√
2piσ(eP (0) − 1)2
∫
χ(x)dx
e2P (0)N
N5/2
, as N → +∞
Proof. Note that the counting function ωN (χ) is for counting pairs of closed
geodesics. To derive an asymptotic for ωN (χ) we are going to use Lemma
3.1.16, which describes an asymptotic for the counting function φN (χ). As we
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have seen, the counting function φN (χ) is defined for counting pairs of periodic
points. Therefore, to use Lemma 3.1.16 we need to describe ωN (χ) in terms
of periodic points. However, we know that there is an exact correspondence
between periodic orbits and closed geodesics described by Lemma 3.1.2. We also
know that every point in a prime periodic orbit {x, σx, ..., σn−1x} is a periodic
point, and so corresponds to n terms in the sum
∑
σnx=x. Consequently, ωN (χ)
can be written in the following form considering also that we are interested in
counting prime pairs of closed geodesics.
ωN (χ) =
N∑
n,m=1
1
nm
∑
σnx=x
σmy=y
χ(rn(x)− rm(y))
−
N∑
n,m=1
1
nm
∑
σnx=x
σmy=y
not both prime
χ(rn(x)− rm(y)).
We can estimate the second part of ωN (χ) using the fact that
1
n
∑
σnx=x
x not prime
1 = O(enP (0)/2),
and letting
ΘN (χ) =
N∑
n,m=1
1
nm
∑
σnx=x
σmy=y
χ(rn(x)− rm(x)),
we can write ωN (χ) as
ωN (χ) = ΘN (χ) +O(e
3NP (0)/2).
So, we only need to find an asymptotic for ΘN (χ). We shall prove that
lim
N→+∞
N5/2
e2P (0)N
ΘN (χ) =
e2P (0)√
2piσ(eP (0) − 1)2
∫
χ(x)dx. (3.1.18)
54
We have that ΘN (χ) ≥ 1N2φN (χ), and by Lemma 3.1.16 we get,
lim inf
N→+∞
N5/2
e2P (0)N
ΘN (χ) ≥ lim inf
N→+∞
√
N
e2P (0)N
φN (χ)
=
e2P (0)√
2piσ(eP (0) − 1)2
∫
χ(x) dx. (3.1.19)
Considering the terms of large period and estimating the rest, we can write
ΘN (χ) as
ΘN (χ) =
N∑
n,m=[αN ]+1
1
nm
∑
σnx=x
σmy=y
χ(rn(x)− rm(x)) +O(N2e(1+α)P (0)N )
≤ 1
(αN)2
φN (χ) +O(N
2e(1+α)P (0)N ),
where 12 < α < 1. Hence,
lim sup
N→+∞
N5/2
e2P (0)N
ΘN (χ) ≤ 1
α2
lim sup
N→+∞
√
N
e2P (0)N
φN (χ)
+ lim sup
N→+∞
N5/2
e2P (0)N
O(N2e(1+α)P (0)N )
=
1
α2
e2P (0)√
2piσ(eP (0) − 1)2
∫
χ(x)dx,
where the second limit vanishes as N → +∞ since 12 < α < 1 and for the first
limit we used Lemma 3.1.16. Now, since we can take α arbitrarily close to 1,
we have
lim sup
N→+∞
N5/2
e2P (0)N
ΘN (χ) ≤ e
2P (0)
√
2piσ(eP (0) − 1)2
∫
χ(x) dx (3.1.20)
Finally, combining (3.1.19) and (3.1.20) equation (3.1.18) follows and therefore
the result holds.
Now we can give the proof of Theorem 3.1.1.
Proof. First we approximate the indicator function χ[a,b] by compactly sup-
ported continuous functions. Given  > 0, we can choose compactly supported
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continuous functions f1 ≤ χ[a,b] ≤ f2, and
∫
f2(x)− f1(x) dx ≤  such that∫
χ[a,b](x) dx−  ≤
∫
f1(x)dx ≤
∫
f2(x) dx ≤
∫
χ[a,b](x) dx+ . (3.1.21)
Applying Proposition 3.1.2 to f1, and f2 we have
lim
N→+∞
N5/2
e2P (0)N
ΘN (f1) =
e2P (0)√
2piσ(eP (0) − 1)2
∫
f1(x)dx
and
lim
N→+∞
N5/2
e2P (0)N
ΘN (f2) =
e2P (0)√
2piσ(eP (0) − 1)2
∫
f2(x) dx.
Hence, we have that
N5/2
e2P (0)N
ΘN (f1) ≤ N
5/2
e2P (0)N
ΘN (χ[a,b]) ≤
N5/2
e2P (0)N
ΘN (f2).
Now as N → +∞, and using (3.1.21), we have the following
lim sup
N→+∞
N5/2
e2P (0)N
ΘN (χ[a,b])(x) ≤
e2P (0)√
2piσ(eP (0) − 1)2
∫
f2(x) dx
<
e2P (0)√
2piσ(eP (0) − 1)2
(∫
χ[a,b](x) dx+ 
)
and
lim inf
N→+∞
N5/2
e2P (0)N
ΘN (χ[a,b]) ≥
e2h0√
2piσ(eP (0) − 1)2
∫
f1(x) dx
>
e2P (0)√
2piσ(eP (0) − 1)2
(∫
χ[a,b](x) dx− 
)
.
Since we can take  arbitrarily small, then we get
lim sup
N→+∞
N5/2
e2P (0)N
ΘN (χ[a,b]) = lim inf
N→+∞
N5/2
e2P (0)N
ΘN (χ[a,b])
=
e2P (0)√
2piσ(eP (0) − 1)2
∫
χ[a,b](x) dx
=
b− a√
2piσ
e2P (0)
(eP (0) − 1)2
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and that completes the proof of the theorem where we let β = eP (0).
3.1.6 Pairs of closed geodesics in shrinking intervals
In this section, we are interested in counting pairs of closed geodesics in
metric graphs ordered by word length and such that the difference between their
geometric lengths fall in an interval that can be positioned arbitrarily in the
real line and shrinks as the word length tends to infinity. Consider a sequence
of intervals of the form IN (z) := [aN + z, bN + z], for some choice of z ∈ R,
where N > 0 tend to zero. We define the set of pairs with these properties as
follows,
pi(N, IN (z)) = #{(γ, γ′) : |γ|, |γ′| ≤ N, `(γ)− `(γ′) ∈ [aN + z, bN + z]}.
A number theoretic property between the lengths of two closed geodesics will
be one of the hypothesis of our main theorem in this section. This property is
explained in the following definition.
Definition 3.1.2. We say that α ∈ R is Diophantine if there exist constants
c > 0 and ν > 2 such that
∣∣∣∣α− pq
∣∣∣∣ > cqν
for all pq ∈ Q.
The following theorem, which we shall prove here, estimates pi(N, IN (z)).
Theorem 3.1.3. Let (G, `) be a non-bipartite metric graph such that for each
vertex v, deg(v) ≥ 3. Suppose that the non-lattice condition holds and that there
exists closed geodesics γ, γ′ in G such that `(γ)/`(γ′) is Diophantine. Then
there exists σ > 0 and r > 0 such that for any a < b and a sequence N > 0
which tends to zero slower than the polynomial rate N−r,i.e., −1N = O(N
r), we
have that
lim
N→+∞
sup
z∈R
∣∣∣∣∣ σN5/2Ne2P (0)N pi(N, IN (z))− (b− a)e
2P (0)
√
2pi(eP (0) − 1)2 e
−z2/2σ2N
∣∣∣∣∣ = 0.
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In particular,
pi(N, IN (z)) ∼ (b− a)e
2P (0)N√
2piσ(eP (0) − 1)2
e2P (0)N
N5/2
, asN → +∞.
3.1.7 Proof of Threorem 3.1.3
Recall the the counting function
φN (χ) =
N∑
n,m=1
∑
σnx=x
σmy=y
χ(rn(x)− rm(y))
where now we will take χ : R → R to be a compactly supported Ck function
(χ will be used to approximation the indicator function of the interval [a, b]).
Additionally, we define the function
EN (u) =
N∑
n,m=1
∑
σnx=x
σmy=y
eiu(r
n(x)−rm(y).
We shall use these functions here, but in a rescaled manner. Since we are
interested in obtaining a result for shrinking intervals [Na + z, Nb + z], we
need to consider a sequence of rescaled functions χ
(z)
N (x) = χ(
x−z
N
). Using the
Fourier transform formula we can write,
χ̂zN (u) = e
izuN χ̂(Nu) (3.1.22)
Then define the function
φN (χ
(z)
N ) =
N∑
n,m=1
∑
σnx=x
σmy=y
χ
(z)
N (r
n(x)− rm(y)).
We are going to prove Theorem 3.1.3 in three steps. First we define the
quantity A(N, z) in terms of the counting function φN (χ
(z)
N ) (note here that we
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are counting all pairs of periodic points not only the prime ones):
A(N, z) :=
∣∣∣∣∣ σ
√
N
Ne2P (0)N
φN (χ
(z)
N )−
e2P (0)
∫
χ(x)dx
(eP (0) − 1)2 e
−z2/2σ2N
∣∣∣∣∣ .
In the second step we replace this counting function by another one which counts
only prime periodic orbits. Therefore by the exact correspondence between
closed orbits in the shift space and closed geodesic in the metric graph, described
by Lemma 3.1.2, this new function counts prime closed geodesics. Then in the
last step we replace the smooth function χ by the indicator function χ[a,b].
Step 1: The first step to prove Theorem 3.1.3 is to prove the following
lemma.
Lemma 3.1.17.
lim
N→+∞
sup
z∈R
A(N, z) = 0.
In order to prove this lemma first note that using Fourier inversion and
(3.1.22) we can write the following
σ
√
N
Ne2P (0)N
φ(χ
(z)
N ) =
1
2pi
σ
√
N
Ne2P (0)N
∫ +∞
−∞
EN (u)χ̂
(z)
N (u) du
=
1
2pi
σ
√
N
e2P (0)N
∫ +∞
−∞
EN (u)e
izuχ̂(Nu) du
=
e−2P (0)N
2pi
∫ +∞
−∞
EN
(
t
σ
√
N
)
eizt/σ
√
N χ̂
(
N
t
σ
√
N
)
dt,
where we obtained the last line above by substituting t = uσ
√
N . Combining
this with the standard identity
e−z
2/2σ2N =
1
2pi
∫ +∞
−∞
eiuz/σ
√
Ne−u
2/2du,
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gives a new expression for A(N, z)
2piA(N, z) =
∣∣∣∣∫ +∞−∞ eizt/σ
√
N
{
e−2h0NEN
(
t
σ
√
N
)
χ̂
(
N
t
σ
√
N
)
− e
2h0
∫
χ(x)dx
(eP (0) − 1)2 e
−t2/2
}∣∣∣∣ .
Then we can split and bound A(N, z) in the following form
2piA(N, z) ≤ A1(N, z) +A2(N, z) +A3(N, z),
where, given δ > 0,
A1(N, z) =
∣∣∣∣ ∫ δσ
√
N
−δσ√N
eizt/σ
√
N { e−2h0NEN
(
t
σ
√
N
)
χ̂
(
N
t
σ
√
N
)
−e
2P (0)
∫
χ(x)dx
(eP (0) − 1)2 e
−t2/2 } dt
∣∣∣∣,
A2(N, z) =
∣∣∣∣∣
∫
|t|≥δσ√N
eizt/σ
√
N
{
e−2P (0)NEN
(
t
σ
√
N
)
χ̂
(
N
t
σ
√
N
)}
dt
∣∣∣∣∣ ,
A3(N, z) =
∣∣∣∣∣
∫
|t|≥δσ√N
eizt/σ
√
N
{
e2P (0)
∫
χ(x)dx
(eP (0) − 1)2 e
−t2/2
}
dt
∣∣∣∣∣ .
If we show that supz∈RAi(N, z) → 0 as N → +∞, , i = 1, 2, 3, then Lemma
3.1.17 follows.
First note that for A3(N, z) we can write
A3(N, z) ≤
∫
|t|≥δσ√N
e2P (0)
∫
χ(x)dx
(eP (0) − 1)2 e
−t2/2dt =
2e2P (0)
∫
χ(x)dx
(eP (0) − 1)2
∫ +∞
δσ
√
N
e−t
2/2.
By simply noting that e−t2/2 ≤ e−t for t > 2, then for sufficiently large N , we
have
∫ +∞
δσ
√
N
e−t
2/2dt ≤
∫ +∞
δσ
√
N
e−tdt→ 0.
This implies that supz∈RA3(N, z)→ 0 as N → +∞.
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For A1(N, z), we use Lemma 3.1.14. Hence, for 0 < ρ < 1 we get
A1(N, z) =
∣∣∣∣ ∫ δσ
√
N
−δσ√N
eizt/σ
√
N
{
e−2P (0)N
e(N+1)P (itR/σ
√
N)
(eP (itr/σ
√
N) − 1)(eP (−itr/σ
√
N) − 1)
(1 +O(ρN )) χ̂
(
N
t
σ
√
N
)
− e
2P (0)
∫
χ(x)dx
(eP (0) − 1)2 e
−t2/2
}
dt
∣∣∣∣.
We are going to use the Dominated Convergence Theorem (DCT) to show that
A1(N, z) converges to zero uniformly in z. First, we note that in the domain
of integration [−δσ√N, δσ√N ] the integrand converges to zero as N → +∞
since:
(i) χ̂
(
N
t
σ
√
N
)
→ χ̂(0) = ∫ χ(x)dx;
(ii)
eP (itR/σ
√
N)
(eP (itr/σ
√
N) − 1)(eP (−itr/σ
√
N) − 1) →
e2P (0)
(eP (0) − 1)2 ;
(iii) eN(P (itR/σ
√
N)−2h0) → e−t2/2. This follows from the Taylor series expan-
sion P (itR/σ
√
N) = 2P (0)− t2/2N +O(|t/√N |3).
Second, using Lemma 3.1.11, we can get the bound eN(P (itR/σ
√
N)−2P (0)) ≤
e−t2/4 then since e−t2/2 ≤ et2/4 we also have the bound
|eN(P (itR/σ
√
N)−2P (0)) − e−t2/2| ≤ e−t2/4.
Hence the DCT can be applied here to conclude that limN→+∞ supz∈RA1(N, z) =
0.
To complete the proof of Lemma 3.1.17 we need to show that supz∈RA2(N, z)→
0 as N →∞. For that purpose we need the following lemma due to Dolgopyat
which estimates the iterates of the transfer operator.
Lemma 3.1.18. [3] There exists γ > 0, D > 0, C > 0 and c > 0 such that, for
|t| ≥ a (for some a > 0), we have
‖L2Kmitr 1‖∞ ≤ Ce2Kmh0
(
1− c|t|γ
)m
,
where K = [D log |t|].
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First using Lemma 3.1.12 we can bound EN
(
t/σ
√
N
)
for t large in the
following way:
∣∣∣EN (t/σ√N)∣∣∣ =
∣∣∣∣∣∣∣
N∑
n,m=1
∑
σnx=x
σmy=y
e(it(r
n(x)−rm(x))/σ√N
∣∣∣∣∣∣∣
≤
N∑
n,m=1
∣∣∣∣∣ ∑
σnx=x
eitr
n(x)/σ
√
N
∑
σmy=y
e−itr
m(y)/σ
√
N
∣∣∣∣∣
=
N∑
n,m=1
∣∣∣Ln
itr/σ
√
N
1(x0)L
m
−itr/σ√N1(y0)
∣∣∣(
1 +O(max{1, |t/σ
√
N |nθn})
)(
1 +O(max{1, |t/σ
√
N |mθm})
)
≤
N∑
n,m=1
∣∣∣Ln
itr/σ
√
N
1(x0)L
m
−itr/σ√N1(y0)
∣∣∣C0|t| (3.1.23)
≤ C1
N∑
n,m=1
‖Ln
itr/σ
√
N
1‖∞‖Lm−itr/σ√N1‖∞|t|.
We obtained (3.1.23) by taking the maximum that both m and n can take, i.e.
when m = n = N , then we consider only the dominating factors as N gets very
large.
Now in order to use Lemma 3.1.18 to get a bound for the uniform norm
of the iterates of the transfer operator, we shall write the iterates m and n as
m = 2Km1 + l1 and n = 2Km2 + l2, where m1,m2 are integers, 0 ≤ l1, l2 ≤
2K − 1 and K = [D log |t|]. Therefore, we get that
∣∣∣EN (t/σ√N)∣∣∣ ≤ C1 N∑
n,m=1
‖L2Km1+l1
itr/σ
√
N
1‖∞‖L2Km2+l2−itr/σ√N1‖∞|t|
= C1
N∑
n,m=1
‖Ll1
itr/σ
√
N
(L2Km1
itr/σ
√
N
1)‖∞‖Ll2−itr/σ√N (L
2Km2
−itr/σ√N1)‖∞|t|
≤ C1
N∑
n,m=1
‖Ll1
itr/σ
√
N
‖‖Ll2−itr/σ√N‖‖L
2Km1
itr/σ
√
N
1‖∞‖L2Km2−itr/σ√N1‖∞|t|
≤ C2
N∑
n,m=1
|t|1+4D log ‖L0‖e2[D log t](m1+m2)h0
(
1− c| t
σ
√
N
|γ
)m1+m2
.(3.1.24)
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The calculations in (3.1.24) has been done as follows: for L
lj
itr/σ
√
N
, 0 ≤ lj ≤
2[D log t]− 1, where j = 1 or 2
‖Llj
itr/σ
√
N
‖ ≤ ‖Litr/σ√N‖lj ≤ ‖L0‖2[D log t]−1 ≤ |t|2D log ‖L0‖,
and for the bound on ‖L2Kmj−itr/σ√N1‖∞, j = 1, 2, we used Lemma 3.1.18.
Before we proceed to prove that supz∈RA2(N, z) → 0, as N → +∞,
we would like to rewrite (3.1.24) by taking the dominating term in the sum
when m = n = N , letting α = 1 + 4D log ‖L0‖ and since l1, l2 ≥ 0, then
e−(l1+l2)h0 ≤ 1. Hence,
∣∣∣EN (t/σ√N)∣∣∣ ≤ C2|t|α N∑
n,m=1
e(n+m)h0−(l1+l2)h0
(
1− c| t
σ
√
N
|γ
)n+m−(l1+l2)
2[D log |t|]
≤ C3|t|αe2Nh0
(
1− c| t
σ
√
N
|γ
) 2N−(l1+l2)
2[D log |t|]
. (3.1.25)
We shall also need the following lemma to bound A2(N, z).
Lemma 3.1.19. If χ : R → R is Ck and compactly supported then χ̂(u) =
O(|u|−k), as |u| → +∞.
Proof. Since χ is compactly supported, then there exists M > 0 such that
|χ(t)| = 0, for all |t| ≥M . Then using the Fourier transform we can write
χ̂(u) =
∫ M
−M
e−ituχ(t) dt.
Integrating by parts will give
χ̂(u) =
−1
iu
χ(t)e−itu
∣∣∣∣M
−M
+
1
iu
∫ M
−M
e−ituχ′(t) dt. (3.1.26)
The first term in (3.1.26) will vanish since χ(±M) = 0. Then inductively since
χ is Ck we have
χ̂(u) =
(−1
iu
)k
χ(k−1)(t)e−itu
∣∣∣∣∣
M
−M
+
(
1
iu
)k ∫ M
−M
e−ituχ(k)(t) dt. (3.1.27)
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Again the first term will vanish for the same reason as above. Then by estimat-
ing the second term we can get a bound as χ(k) is continuous in the compact
interval [−M,M ]
|χ̂(u)| ≤ 1
uk
2M‖χk‖∞,
i.e., |χ̂(u)| = O(|u|−k).
Now we shall start estimating A2. First, using the bound on SN in
(3.1.25) we get that
A2(N, z) =
∣∣∣∣∣
∫
|t|≥δσ√N
eizt/σ
√
N
{
e−2h0NEN
(
t
σ
√
N
)
χ̂
(
N
t
σ
√
N
)}
dt
∣∣∣∣∣
≤ e−2h0N
∫
|t|≥δσ√N
∣∣∣∣EN ( tσ√N
)∣∣∣∣ ∣∣∣∣χ̂(N tσ√N
)∣∣∣∣ dt
≤ Ce−2h0N
∫ +∞
δσ
√
N
tαe2h0N
(
1− c
( t
σ
√
N
)γ
) 2N−(l1+l2)
2[D log t]
∣∣∣∣χ̂(N tσ√N
)∣∣∣∣ dt.
We notice that if we split the above integral at t = Nβ such that 12 < β <
1
2 +
1
γ ,
then A2 can be bounded by a sum of two quantities that go to zero as N goes
to infinity. So after splitting we have that
A2(N, z) ≤ C‖χ̂‖∞
∫ Nβ
δσ
√
N
tα
(
1− c
( t
σ
√
N
)γ
) 2N−(l1+l2)
2[D log t]
dt
+C ′
Nk/2
kN
∫ ∞
Nβ
tα−k
(
1− c
( t
σ
√
N
)γ
) 2N−(l1+l2)
2[D log t]
dt. (3.1.28)
We have used Lemma 3.1.19 to estimate the Fourier transform in the second
term in (3.1.28). Now in the first domain of integration [δσ
√
N,Nβ], note that
we have cσγNγ/2−βγ+1 < N since β > 12 and γ > 0. Therefore, we can use the
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standard estimate (1− xn)n < e−x, for |x| < n to obtain the following bound
(
1− c
( t
σ
√
N
)γ
) N
[D log t]
≤
(
1− cσ
γNγ/2
tγ
) N
D log t
≤
(
1− cσ
γNγ/2
Nβγ
) N
Dβ logN
=
(
1− cσ
γNγ/2−βγ+1
N
) N
Dβ logN
< e
−cσγNγ/2−βγ+1
Dβ logN . (3.1.29)
Furthermore with the choice of 12 < β <
1
2 +
1
γ , the exponential in (3.1.29) will
go to zero superpolynomialy, i.e will go to zero faster than the reciprocal of any
polynomial as N → +∞. This fact will be used to bound A2.
We can also see that in the same domain of integration since 0 ≤ l1, l2 ≤
2[D log t]− 1, we get that
(
1− c
( t
σ
√
N
)γ
)−(l1+l2)
2[D log t]
≤
(
1− c
( t
σ
√
N
)γ
)−4[D log t]+2
2[D log t]
=
(
1− c
( t
σ
√
N
)γ
)−2(
1− c
( t
σ
√
N
)γ
) 1
[D log t]
(3.1.30)
≤ C ′
(
1− cσ
γ
Nγβ−γ/2
) 1
βD logN
. (3.1.31)
To get the bound in (3.1.31) we take smallest value of t in the domain of
integration [δσ
√
N,Nβ] for the first factor in (3.1.30) and the largest value of
t for the second factor.
Now in the second domain of integration [Nβ,+∞] we have the following
bounds:
(
1− c
( t
σ
√
N
)γ
) N
2[D log t]
(
1− c
( t
σ
√
N
)γ
)−2(
1− c
( t
σ
√
N
)γ
) 1
[D log t]
≤ 1,(3.1.32)
as t gets very large and β > 12 .
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Hence, we conclude from (3.1.29), (3.1.31) and (3.1.32) into (3.1.28) that
A2(N, z) ≤ O
(
Nβα
(
1− cσ
γ
Nγβ−γ/2
) 1
βD logN
e−cσ
γNγ/2−βγ+1
)
+O
(
Nk/2
kN
∫ ∞
Nβ
tα−k dt
)
.
As N →∞ we can clearly see that the first term in the estimate for A2 converges
to zero since 12 < β <
1
2 +
1
γ and so e
−cσγNγ/2−βγ+1 converges to zero super
polynomially as we indicated earlier. The second term will tend to zero provided
we assume k > α+ 1 and choose it to be sufficiently large since by assumption
the sequence N goes to zero slower than the rate N
−r, i.e. −1N = O(N
r), for
some r > 0.
This shows that supz∈RA2(N, z) → 0. By this we have proved that for
i = 1, 2, 3, Ai(N, z) converges to zero uniformly in z. Therefore, Lemma 3.1.17
follows.
Step 2: The second step to prove our main theorem is to prove a
uniform result for prime closed geodesics in the next proposition. To prove this
we shall use the correspondence between closed geodesics and periodic orbits,
this follows by Lemma 3.1.2. For this we shall replace φN (χ
(z)
N ) (where we are
counting periodic points) by
ωN (χ
(z)
N ) =
∑
(γ,γ′)
|γ|,|γ′|≤N
χ
(z)
N (`(γ)− `(γ′))
=
N∑
n,m=1
∑
|γ|=n
∑
|γ′|=m
χ
(z)
N (`(γ)− `(γ′)),
where γ, γ′ are prime closed geodesics. Using the exact correspondence between
periodic orbits in the shift space and closed geodesics in metric graphs described
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by Lemma 3.1.2, we can write ωN (χ
(z)
N ) in the following way
ωN (χ
(z)
N ) =
N∑
n,m=1
1
nm
∑
σnx=x
σmy=y
χ
(z)
N (r
n(x)− rm(y))
−
N∑
n,m=1
1
nm
∑
σnx=x
σmy=y
not both prime
χ
(z)
N (r
n(x)− rm(y)),
where the function
ΘN (χ
(z)
N ) =
N∑
n,m=1
1
nm
∑
σnx=x
σmy=y
χ
(z)
N (r
n(x)− rm(y)),
is a summation over periodic orbits where pairs of periodic points might be
both prime or not both prime. By estimating those that are not both prime
using the fact that
1
n
∑
σnx=x
xnot prime
1 = O(enh0/2), we can write ωN (χ
(z)
N ) as
ωN (χ
(z)
N ) = ΘN (χ
(z)
N ) +O(‖χ‖∞e3h0N/2). (3.1.33)
Proposition 3.1.4.
lim
N→+∞
sup
z∈R
∣∣∣∣∣ N5/2Ne2h0N ωN (χ(z)N )− e
2h0
∫
χ(x)dx
σ
√
2pi(eh0 − 1)2 e
−z2/2σ2N
∣∣∣∣∣ = 0.
Proof. We shall show that this result is true for ΘN (χ
(z)
N ), then by (3.1.33) the
same will be true for ωN (χ
(z)
N ). A relation that we can clearly see by considering
ΘN (χ
(z)
N ) ≥ 1N2φN (χ
(z)
N ) is that
N5/2
Ne2h0N
ΘN (χ
(z)
N ) ≥
N1/2
Ne2h0N
φN (χ
(z)
N ). (3.1.34)
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By considering large periods of periodic orbits, then for 0 < η < 1 we get
N5/2
Ne2h0N
ΘN (χ
(z)
N ) =
N5/2
Ne2h0N
N∑
n,m=[ηN ]+1
1
nm
∑
σnx=x
σmy=y
χ
(z)
N (r
n(x)− rm(x))
+O
(
1
N
‖χ‖∞N5/2e(η−1)h0N
)
≤ N
1/2
η2Ne2h0N
φN (χ
(z)
N )
+O
(
1
N
‖χ‖∞N5/2e(η−1)h0N
)
. (3.1.35)
From Lemma 3.1.17 we have that
lim
N→+∞
sup
z∈R
N1/2
Ne2h0N
φN (χ
(z)
N ) =
e2h0
∫
χ(x)dx
σ
√
2pi(eh0 − 1)2 . (3.1.36)
Combining (3.1.34) and (3.1.35), then using (3.1.36) we obtain
0 ≤ lim
N→+∞
sup
z∈R
(
N5/2
Ne2h0N
ΘN (χ
(z)
N )−
N1/2
Ne2h0N
φN (χ
(z)
N )
)
≤
(
1
η2
− 1
)
e2h0
∫
χ(x)dx
σ
√
2pi(eh0 − 1)2 .
Since 0 < η < 1, then we can take η arbitrarily close to 1, hence the desired
result follows.
Step 3: The last step in proving Theorem 3.1.3 is to replace the con-
tinuous function χ in Proposition 3.1.4 by the indicator function χ[a,b] of the
interval [a, b]. In order to show this we are going to approximate χ[a,b] by two
continuous compactly supported functions χ− and χ+, for a given  > 0 such
that χ− ≤ χ[a,b] ≤ χ+ and
∫
χ+(x) − χ−(x) dx ≤ . Then, in particular, we
have that
∫
χ[a,b](x) dx−  ≤
∫
χ−(x) dx ≤
∫
χ+(x) dx ≤
∫
χ[a,b](x) dx+ .
Using these relations and the fact that Proposition 3.1.4 applies to the two
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functions χ− and χ+, we deduce that
− e
2h0
√
2piσ(eh0 − 1)2 
≤ lim inf
N→+∞
sup
z∈R
(
N5/2
Ne2h0N
pi(N, IN (z))− e
2h0(b− a)
σ
√
2pi(eh0 − 1)2 e
−σ2z2/2N
)
≤ lim sup
N→+∞
sup
z∈R
(
N5/2
Ne2h0N
pi(N, IN (z))− e
2h0(b− a)
σ
√
2pi(eh0 − 1)2 e
−σ2z2/2N
)
≤ e
2h0
√
2piσ(eh0 − 1)2 .
The proof of Theorem 3.1.3 is complete as we can take  > 0 arbitrarily small.
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3.2 Bipartite graphs
In this section we give an asymptotic formula for the number of pairs of
closed geodesics in bipartite graphs. These pairs are ordered by word length and
such that the difference of their geometric length fall in a prescribed interval
[a, b] ⊂ R. We have the following result.
Theorem 3.2.1. Let (G, `) be a bipartite metric graph such that for each vertex
v, deg(v) ≥ 3. Suppose that the non-lattice condition holds. Then, there exists
β > 1 and σ > 0 such that for any a < b
pi(N, [a, b]) := #{(γ, γ′) closed geodesics : |γ|, |γ′| ≤ N, `(γ)− `(γ′) ∈ [a, b]}
∼ (b− a)√
2piσ
β2
(β − 1)2
β2[
N
2
]
[N2 ]
5/2
, as N → +∞.
The proof of this theorem will follow the same steps as the proof of the
same theorem when (G, `) is a non-bipartite metric graph. We shall point out
here the main differences.
First note that for non-bipartite graphs, we introduced the matrix A in
section 3.1 to define the subshift of finite type X+A and so by Lemma 3.1.1 A is
aperiodic. But if we consider a bipartite graph then by the same lemma A is
irreducible but not aperiodic and so the shift space is no longer mixing. For this
reason we need to adjust the coding of the metric graph when it is bipartite
so that we get a mixing subshift of finite type. Furthermore, Lemma 3.1.1
specifies that the matrix A has period 2 when the graph is bipartite. Recall
the definition of the period of an index in A (see subsection 2.2.1) to be the
greatest common divisor of n ≥ 1 such that nth iterate of A from the index to
itself is strictly positive. We have the following lemma from the book of Lind
and Marcus on symbolic dynamics (Lemma 4.5.3, [10]).
Lemma 3.2.1. If A is irreducible, then all indices have the same period and
so the period of A is the period of any of its indices.
Therefore, the period of every index in A is equal to 2. Also, recall that
a matrix is aperiodic if it has period equal to 1, so we are going to define a new
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matrix B that is aperiodic. Let V1 and V2 be the two disjoint sets such that
V = V1∪V2 and such that every edge joins a vertex in V1 to a vertex in V2. We
define a matrix B indexed by the following set
{(e, e′) ∈ E0 × E0 : e′ follows ewith no backtracking , e starts inV1}, (3.2.1)
such that
B((e, e′), (e′′, e′′′)) =
 1 if e′′ follows e′0 otherwise .
By construction, the period of every index is 1 and hence the period of the ma-
trix B is 1. In the following example we illustrate this idea. For this, note that
since B is indexed by the oriented edges of the metric graph, correspondingly
we can think of the period as the greatest common divisor of the word length
of the closed paths in the graph.
Example 3.2.1. Consider the bipartite graph shown in Figure 3.4. Let V1 =
{v0, v1, v2} and V2 = {v3, v4}. Following the way the matrix B is indexed,
take (e0, e1) as an index. Then, to describe the period of this index let us take
some possible closed paths from and to this index. We can take the closed paths
((e0, e1)), ((e0, e1), (e0, e4), (e8, e5)). These have word lengths 1, 2, 3 respectively
and their greatest common divisor is 1.
Figure 3.4: A bipartite graph
v4
v0
v3
v2
v1
e5
e0
e1
e4
e8
e7
e2
e3
e6
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Now we can define a subshift of finite type by
X+B = {(ej , e′j)∞j=0 : B((ej , e′j), (ej+1, e′j+1)) = 1, for all j ≥ 0},
with a shift map
σ : X+B → X+B : σ((e0, e′0), (e1, e′1), . . .) = ((e1, e′1), (e2, e′2), . . .).
To complete the coding of the metric graph (G, `) by the subshift of finite type
X+B , we need to define the function r : X
+
B → R+ in the following form:
r((e0, e
′
0), (e1, e
′
1), . . .) = `(e0) + `(e
′
0).
We can see that there is a bijection between the set of closed geodesics γ with
|γ| = 2n and the set of periodic orbits of period n for the shift of finite type
X+B . Let e = (e0, e1, . . . , e2n−1) be a closed path in (G, `) where e0 starts in
V1 and x = ((e0, e1), (e2, e3) . . . , (e2n−2, e2n−1)) a periodic point of period n in
X+B , then we have
x → (e0, e1, ..., e2n−1)
σx → (e2, e3, e4, e5, ..., e0, e1)
...
σ(n−1)x → (e2n−2, e2n−1, e0, e1..., e2n−4, e2n−3).
Since we are counting pairs of closed geodesics, correspondingly we will look at
pairs of periodic orbits. To do this, we shall consider a product space of subshifts
of finite type. Let X˜B = X
+
B × X+B and consider the product transformation
σ˜ = σ×σ on X˜B defined by σ˜(x, y) = (σx, σy). The states for X˜B are pairs (i, j),
where, i, j ∈ X+B and the associated matrix B˜ is given by B˜((i, j), (i′, j′)) =
B(i, i′)B(j, j′). We can also associate to X˜B a continuous function R : X˜B → R
defined by R(x, y) = r(x) − r(y). Summing over periodic points in X+B , gives
some useful relations between the three functions `, r, and R. So for a periodic
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point σ˜n(x, y) = (x, y) ∈ X˜B, (i.e. σnx = x and σny = y) which correspond to
closed geodesics γ and γ′ with |γ| = |γ′| = 2n, we have that
rn(x) = r(x) + r(σx) + ...+ r(σn−1x)
= (`(e0) + `(e1)) + (`(e2) + `(e3)) + ...+ (`(e2n−1) + `(e2n−1))
= `(γ) (3.2.2)
and
Rn(x, y) = rn(x)− rn(y) = `(γ)− `(γ′).
For the analysis needed to prove Theorem 3.2.1 we need to check that the non-
lattice condition on a bipartite metric graph implies that r is non-lattice. In
terms of periodic points, r will be non-lattice if for any a, b ∈ R we have
{rn(x)− an : σnx = x, n ≥ 1} 6⊂ bZ. (3.2.3)
From (3.2.2) we can see that rn(x) and the period n depend only on the periodic
point x. Furthermore, it gives a relation between closed geodesics of word length
2n and the associated periodic points x. Then (3.2.3) can be written in the
following form
{`(γ)− (a/2)|γ| : γ closed geodesic} 6⊂ bZ.
But this is exactly the non-lattice condition. Hence, r is non-lattice.
Example 3.2.2. We can see the non-lattice condition is satisfied in the bipartite
metric graph in Figure 3.4 by assigning lengths to the edges such that dimQ(L)
cannot be less than 3, in the same way we had in Example 3.1.3 for the case of
non-bipartite metric graphs.
To obtain the asymptotic in Theorem 3.2.1, first note that from (3.2.2)
and the bijection between the set of closed geodesics γ with |γ| = 2n and the
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set of periodic orbits of period n for the shift of finite type X+B , we see that
pi(2N, [a, b]) = #{(γ, γ′) closed geodesics : |γ|, |γ′| ≤ 2N, `(γ)− `(γ′) ∈ [a, b]}
= #{pairs of periodic orbits in X+B : periods n ≤ N,
rn(x)− rn(y) ∈ [a, b]}.
Secondly, we have the following proposition for counting pairs of periodic points
(x, y) of period n such that rn(x)− rn(y) ⊂ R in X˜B. This proposition can be
deduced from the analysis and calculations we have done in Chapter 3 to prove
Theorem 3.1.1.
Proposition 3.2.2. Let X˜B be a mixing subshift of finite type such that
(1) r is non-lattice,
(2)
∫
Rdµ˜ = 0, where µ˜ is the measure of maximal entropy for the shift map
σ˜ associated to X˜B. Then there exists β > 1and σ > 0 such that for all a < b
#{pairs of periodic orbits in X+B : periods n ≤ N, rn(x)− rn(y) ∈ [a, b]}
∼ (b− a)√
2piσ
β2
(β − 1)2
β2N
N5/2
, as N → +∞.
Note that β2 = ehtop(σ˜), where htop(σ˜) is the topological entropy of the
shift map σ˜ and σ2 = σ2(R) = lim
n→∞
1
n
∫
(Rn)2 dµ˜.
Finally, we also need to consider counting elements in the set pi(2N +
1, [a, b]). But in this set we are still counting closed geodesics in the bipartite
graph, then counting the number of elements in the two sets pi(2N, [a, b]) and
pi(2N + 1, [a, b]) will correspond to the same set of elements in shift of finite
type. Using Proposition 3.2.2 we deduce that
pi(2N, [a, b]) = pi(2N + 1, [a, b]) ∼ (b− a)√
2piσ
β2
(β − 1)2
β2N
N5/2
, as N → +∞.
Combining the two cases |γ|, |γ′| ≤ 2N and |γ|, |γ′| ≤ 2N + 1, for M ∈ N we
have
pi(M, [a, b]) ∼ (b− a)√
2piσ
β2
(β − 1)2
β2[
M
2
]
[M2 ]
5/2
, as M → +∞,
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which is the asymptotic needed to be proved in Theorem 3.2.1.
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Chapter 4
Pairs of closed geodesics
ordered by word length of
conjugacy classes in pi1(G)
In this chapter we would like to present two results that are similar
to Theorem 3.1.1 and Theorem 3.1.3. Although here, we are going to study
metric graphs with respect to their fundamental groups. More specifically in
the previous two theorems we studied pairs of closed geodesics ordered by their
word lengths on the metric graph. In this chapter, the closed geodesics are
going to be ordered by the word length of the corresponding conjugacy classes
in the fundamental group of G, pi1(G). For a closed geodesic γ in G, we denote
the word length of its corresponding conjugacy class by ‖γ‖. As we are going
to see in this chapter, this is defined to be the shortest word length of elements
in the conjugacy class which corresponds to γ. So we will be looking for an
asymptotic for the number of element in the set
{(γ, γ′) : ‖γ‖, ‖γ′‖ ≤ N, `(γ)− `(γ′) ∈ [a, b]},
and in the case of shrinking intervals, the number of elements in the set
{(γ, γ′) : ‖γ‖, ‖γ′‖ ≤ N, `(γ)− `(γ′) ∈ [aN + z, bN + z]},
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for some z, a, b ∈ R, a < b and N > 0.
We shall start by introducing some results that show the relation be-
tween metric graphs and their fundamental groups.
4.1 Graphs and free groups
An important result from algebraic topology that we rely on is that
which describes the nature of the fundamental group of a finite connected graph.
For this recall that a tree is a graph with no closed paths and that a tree in a
finite connected graph G is maximal if it contains all the vertices of G.
Lemma 4.1.1. (Proposition 1A.2, [6]) For a connected graph G with maximal
tree T , pi1(G) is a free group with basis the classes [ια] corresponding to the
edges eα of G− T .
In particular for the metric graph we considered earlier, a finite con-
nected graph with deg(v) ≥ 3 for each vertex v, we have that the fundamental
group F is a free group with a finite number of generators. More precisely,
the number of generators is at least 2. The following lemma shows how the
condition on the vertices implies that the number of generators is at least 2.
Lemma 4.1.2. If G is a finite connected graph with deg(v) ≥ 3 for each vertex
v, then the number of generators in pi1(G) = F is greater then or equal to 2.
Proof. Let T be a maximal tree for G. Then T contains at least two vertices
which have degree 1 as a vertex in T , unless T consists of a single vertex. The
only case where T has a single vertex is when G has one vertex and some
number k loops. If the vertex in G has degree at least 3 then k ≥ 2 and so the
fundamental group has at least two generators. Otherwise, when T has at least
two vertices of degree 1 in T , then since their degree in G is least 3, each will
have at least one other edge in G. Hence, the fundamental group has at least
two generators.
Let F be the free group on k generators and let A = {a±11 , . . . , a±1k } be
a set of generators for F . Using these generators we can write finite words in
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unique reduced forms, i.e. we can write
x = x0x1 . . . xn−1,
where xi ∈ A, i = 0, 1, . . . , n−1 and xi+1 6= x−1i , i = 0, 1, . . . , n−2. This gives a
unique shortest representation of any element x ∈ F in term of the generators.
We define the word length | · | on F by |x| = n. We are going to illustrate these
definitions and concepts in an example of a metric graph.
Example 4.1.1. In Figure 4.1 we give an example of a metric graph (except
that we have put directions on edges for the purpose of finding the generators of
the fundamental group of G). G contains 4 vertices and 8 edges, we are going
to follow Lemma 4.1.1 to find the generators of the fundamental group of G.
First we fixed a base point say v0, then we choose a maximal tree T ,
an example is shown in Figure 4.2. We are going to have five generators cor-
responding to five edges in G − T . We list them as follows: a1 = e0, a2 =
e−11 e7e1, a3 = e
−1
1 e
−1
4 e
−1
5 , a4 = e
−1
1 e3e
−1
6 e
−1
5 , a5 = e5e6e2e1. So the funda-
mental group of G is generated by A = {a±11 , a±12 , a±13 , a±14 , a±15 }. Since any
element in pi(G, v0) can be represented in terms of these generators, then for
example the closed path based at v0, e0e5e6e2e1 can be represented in terms of
the generators as a1a5. The word length of a1a5 is |a1a5| = 2.
Figure 4.1: A graph G
v1
v0 v2
v3
e5
3
e6
5
e0
1
e1
pi
e4
√
3
e3
2
e2
√
2
e7 1
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Figure 4.2: A maximal tree of the graph G
v1
v0 v2
v3
e5 e6
e1
Let C(F ) be the set of non-trivial conjugacy classes of F . A conjugacy
class w ∈ C(F ) might contain two possible forms of reduced words. Reduced
words are of the form x = x0x1 . . . xn−1 such that xn−1 6= x−10 and we call
these words cyclically reduced words. The other form is when we have reduced
words with xn−1 = x−10 and we call these non-cyclically reduced words. Also, w
contains the cyclic permutation of the cyclically reduced words. To define word
length for w, note that the cyclically reduced word x and its cyclic permutation
has word length n, while the non-cyclically reduced words will have word length
greater than n. Hence, we define the word length ‖w‖ of w (with respect to A)
as
‖w‖ = n = min
x∈w |x|.
We can consider the conjugacy class wm formed by m-fold concatenation of
elements of w, i.e. wm = {xm : x ∈ w}. Then for m ≥ 1
‖wm‖ = m‖w‖.
Now we see how conjugacy classes in pi1(G) relate to closed geodesics in G.
First, recall that the fundamental group pi1(G) contains all homotopy classes
that are based at the same point. Then, if we consider the set of all homotopy
classes when the base point is ignored (i.e. homotopy classes of closed paths
based at different points) we obtain what we call free homotopy classes. So
a free homotopy class contains closed paths that are based at different points
but they are homotopic, i.e. can be continuously deformed to the same closed
path. It is a well know result from algebraic topology that there exists a one-
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to-one correspondence between free homotopy classes and conjugacy classes in
pi1(G). In fact this holds for any path connected space. We also have that in
G there is exactly one closed geodesic in each non-trivial free homotopy class
([29], p.14-15). Consequently, closed geodesics in a metric graph G correspond
to non-trivial conjugacy classes in pi1(G).
The following example shows how the closed geodesics, free homotopy
classes and conjugacy classes can be related.
Example 4.1.2. Consider the same metric graph in Figure 4.1 we used in
Example 4.1.1. Let us take a free homotopy class where all closed path can be
continuously deformed to the closed path e = e4e7e3e
−1
6 . Elements that belong
to this free homotopy class include all permutations of the closed path e and also
closed paths of the form e5e4e7e3e
−1
6 e
−1
5 , e0e5e4e7e3e
−1
6 e
−1
5 e
−1
0 , e
−1
1 e7e3e
−1
6 e4e1,
e0e
−1
1 e7e3e
−1
6 e4e1e
−1
0 ,etc. We see that e = e4e7e3e
−1
6 and its cyclic permutations
are the unique closed geodesic in this free homotopy class.
To see the relation between this free homotopy class and conjugacy classes
of F we shall find a path that connects e to the base point v0. An obvious choice
is e1 or e5. Then we have e5e4e7e3e
−1
6 e
−1
5 = a
−1
3 a2a4. So a
−1
3 a2a4 belongs
to a conjugacy class w ∈ C(F ), where w corresponds to the free homotopy
class represented by e. Hence in this case the word length of the conjugacy
class corresponding to the closed geodesic formed by e = e4e7e3e
−1
6 is equal to
‖a−13 a2a4‖ = 3 as this is a cyclically reduced element of w it would have the
shortest word length among all other element x ∈ w. Note that the word length
of the closed geodesic e = e4e7e3e
−1
6 is 4.
We shall define geometric length functions on F and on the conjugacy
classes in C(F ), then we are going to relate this to the geometric length of closed
geodesics. To do that we consider the fact that the universal cover of G is an
infinite tree T, with the metric on G lifted to a metric dT on T. Recall that the
metric on G is defined by a function ` : E → R+ that assigned a positive real
number to each edge in G. For a fixed based point o ∈ T we define a based
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length function L : F → R by
L(x) = dT(o, ox).
We also define the following length function that does not depend on base point,
`(x) = inf
o∈T
dT(o, ox).
Note that if x, z ∈ F are conjugate, i.e., there exists y ∈ F such that z = yxy−1,
then info∈T dT(o, oz) = info∈T dT(o, oyxy−1) = infoy∈T dT(oy, oyx). Thus, ` does
not depend on the base point but it depends on the conjugacy class of x only.
So we can define ` as a function ` : C(F )→ R. Now to see how this will relate
to the geometric length of a closed geodesic γ in G, consider the fact that γ
lifts to a geodesic path in T from a vertex q ∈ T to qy, where y belongs to a
conjugacy class w ∈ C(F ). Then `(γ) will be equal to the length of the geodesic
path from q to qy which we can find using the above definition. Furthermore,
it is clear that dT(q, qy) minimises dT(o, oy) for o ∈ T. Thus
`(γ) = inf
o∈T
dT(o, oy) = `(y) = `(w).
Hence, `(γ) = `(w). The following example gives an idea on how the geometric
lengths relate to each other.
Example 4.1.3. Consider the infinite tree T in Figure 4.3 which represents a
universal cover of the metric graph G in Figure 4.1. Take a closed geodesic γ
in G, represented by the cyclic permutation of the closed path e = e−11 e
−1
4 e
−1
5 .
This closed path also represents an element in F because e = a3. Using the
infinite tree T, the geometric length of a3 is given by L(a3) = dT(v0, v0a3) =
`(e−1)+`(e−14 )+`(e
−1
5 ) = pi+
√
3+3. Note that a3 is conjugate to a1a3a
−1
1 , the
length of the conjugacy class w that these belong to is `(w) = inf q∈T
y∈w
dT(q, qy) =
`(a3) = `(γ).
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Figure 4.3: Universal cover of G in Figure 4.1, infinite tree T
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v0a1
e−11
e0
e5
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e−11
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We finish this section by listing some properties of the length function
L which we are going to use to prove lemmas that come later. Two natural
properties of L are: L(x) = 0 if and only if x = 1 and L(x−1) = L(x). Other
properties are derived from Lyndon’s work on length functions in groups [11].
For any x, y, z ∈ F , we have
A1. (x, y)L ≥ 0, where (x, y)L = (L(x) + L(y)− L(x−1y))/2
A2. (x, y)L < (x, z)L implies that (y, z)L = (x, y)L; and
A3. (x, y)L + (x
−1, y−1)L > L(x) = L(y) implies that x = y.
We can also define the following Gromov product. For x, y ∈ F
(x, y) = (|x|+ |y| − |x−1y|)/2. (4.1.1)
Since the map f : F → T given by f(x) = ox is a quasi-isometry between F
equipped with the word metric dword(x, y) = |x−1y| and T, then there exists
constants D1, D2,K > 0 such that for all x, y ∈ F ,
D1 (x, y)−K ≤ (x, y)L ≤ D2 (x, y) +K. (4.1.2)
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This inequality follows from Proposition 15 in chapter 5 of [5].
Now we state the two main results of this chapter.
4.2 Results
The first result is given by the following theorem which describes an
asymptotic for counting pairs of closed geodesics the difference of whose geo-
metric length is in a prescribed interval and the closed geodesics are ordered
by the word length of the corresponding conjugacy classes in the fundamental
group.
Theorem 4.2.1. Let (G, `) be a metric graph such that for each vertex v,
deg(v) ≥ 3. Suppose that the non-lattice condition holds. Then there exists
σ > 0 such that for all a < b,
pi(N, [a, b]) = #{(γ, γ′) : ‖γ‖, ‖γ′‖ ≤ N, `(γ)− `(γ′) ∈ [a, b]}
∼ (b− a)(2k − 1)
2
4
√
2piσ(k − 1)2
(2k − 1)2N
N5/2
, as N → +∞,
where k ≥ 2 is the number of generators of the fundamental group of G.
The second result differs from the first by letting the interval containing
the differences of geometric lengths be arbitrarily positioned in the real line and
allowed to shrink at a specific rate as the word length tends to infinity. This is
represented in the following set
pi(N, IN (z)) = #{(γ, γ′) : ‖γ‖, ‖γ′‖ ≤ N, `(γ)− `(γ′) ∈ [aN + z, bN + z]},
for some z, a, b ∈ R, a < b and N > 0. The following theorem gives an
estimation of the growth of the number of elements in this set.
Theorem 4.2.2. Let (G, `) be a metric graph such that for each vertex v,
deg(v) ≥ 3. Suppose that the non-lattice condition holds and that there exists
γ, γ′ closed geodesics in G such that `(γ)/`(γ′) is Diophantine. Then there
exists σ > 0 and r > 0 such that for any a < b and a sequence N > 0 which
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tends to zero slower than the polynomial rate N−r,i.e., −1N = O(N
r), we have
that
lim
N→+∞
sup
z∈R
∣∣∣∣∣ σN5/2N (2k − 1)2N pi(N, IN (z))− (b− a)(2k − 1)
2
4
√
2pi((k − 1)2 e
−z2/2σ2N
∣∣∣∣∣ = 0.
In particular,
pi(N, IN (z)) ∼ (b− a)(2k − 1)
2N
4
√
2piσ(k − 1)2
(2k − 1)2N
N5/2
, asN → +∞.
where k ≥ 2 is the number of generators of the fundamental group of G.
In order to prove Theorem 4.2.1 and Theorem 4.2.2, we shall start by
coding the fundamental group of G using a subshift of finite type.
4.3 Coding the fundamental group of G by a shift
space
Recall that the fundamental group of G is a free group F with free
basis A = {a±11 , . . . , a±1k }. Here we follow the coding described by Sharp in
[26] and [27]. The shift space that we shall define will contain two different
forms of infinite sequences. The first one is the infinite reduced words in A
(infinite concatenation of elements in A in reduced form). The second is the
finite reduced words in F followed by a string of 0s. We write these sequences
together in the following set
X+C = {x = (xn)∞n=0 ∈
∞∏
n=0
A ∪ {0} : C(xi, xi+1) = 1, ∀i ∈ N},
where C is (2k+1)× (2k+1) 0-1 matrix, indexed by A∪{0}, defined as follows
C(i, j) =
 1 if j 6= i−1 or (i = A ∪ {0} and j = 0)0 if j = i−1 or (i = 0 and j ∈ A).
For the shift space we define the shift map σ : X+C → X+C by (σx)n = xn+1 (i.e.
σ will delete the first element and shift the sequence to the left).
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Since we will study periodic points in X+C , which are infinite reduced
words, we will also consider the set of infinite reduced words
X+A = {x = (xn)∞n=0 ∈
∞∏
n=0
A : A(xi, xi+1) = 1, ∀i ∈ N},
where A is (2k×2k) 0-1 matrix, indexed by A, defined by A(i, j) = 1 if j 6= i−1
and zero otherwise. This also represents a shift space with σ : X+A → X+A . The
matrix A is a non-negative aperiodic matrix and hence by the Perron-Frobenius
theorem, A has a unique maximal eigenvalue λ. This maximal eigenvalue can
be calculated and is equal to 2k − 1. Then the measure of maximal entropy µ
has the following explicit form.
µ([y0, . . . , yn−1]) =
1
2k(2k − 1)(n−1) ,
which extends to Borel sets by the Hahn-Kolomogrov extension theorem. The
topological entropy of σ is given by htop(σ) = log λ = log(2k − 1).
Using this coding we want to find a one-to-one correspondence between
the set of conjugacy classes (and so closed geodesics) and the set of periodic
orbits in X+A . Now to see the relation with the periodic orbits, consider a
conjugacy class w ∈ C(F ) and let x ∈ w such that x = x0x1 . . . xn−1 is cyclically
reduced, then ‖w‖ = n and all cyclical permutation of x have word length n.
So we have a natural bijection between the set of conjugacy classes w ∈ C(F )
and the set of periodic orbits of points x ∈ X+A such that σnx = x.
As we are counting pairs of closed geodesics that correspond to pairs of
conjugacy classes, then correspondingly we will look at pairs of periodic orbits.
For that purpose we introduce a product shift space X˜ = X+C × X+C , with
product shift map σ˜ = σ × σ defined by σ˜(x, y) = (σx, σy). The element of X˜
are pairs of infinite sequences belong to X+C and the associated matrix is given
by C˜((i, j), (i′, j′)) = C(i, i′)C(j, j′). So, if both product factors are equal to 1
then C˜((i, j), (i′, j′)) = 1 otherwise, it is equal to zero.
In a similar way, we can also introduce the product shift space X˜ =
X+A ×X+A associate to the same product shift map as before σ˜ and for a pair
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of infinite sequences A˜((i, j), (i′, j′)) = A(i, i′)A(j, j′).
We also need to code the length functions L : F → R and ` : C(F )→ R
in terms of a function r : X+C → R. As we are going to see this function turns
out to be a locally constant function. The construction for the function r is
taken from [26].
First we have the following lemma.
Lemma 4.3.1. There exists an integer N ≥ 1 such that if n ≥ N and x0x1 . . . xn−1
is a reduced word in F then
L(x0x1 . . . xn−1)− L(x1 . . . xn−1) = L(x0x1 . . . xN−1)− L(x1 . . . xN−1).
Proof. Let x = x0, x1, . . . , xn−1 and y = x0, x1, . . . , xN−1. So to prove the
lemma we are going to show that
L(x)− L(x−10 x) = L(y)− L(x−10 y). (4.3.1)
First note that the Gromov product of x and y, we defined in (4.1.1), can be
calculated as follows
(x, y) = 1/2(n+N − (n−N)) = N.
Now by starting with writing (4.3.1) as
L(x0) + L(y)− L(x−10 y) = L(x0) + L(x)− L(x−10 x),
which can be written as
(x0, y)L = (x0, x)L.
From property A2, this will hold if
(x0, x)L < (x, y)L. (4.3.2)
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To see how (4.3.2) can be satisfied we will use an inequality (4.1.2) to find
an upper bound and a lower bound for (x0, x)L and for (x, y)L, so we get the
following inequalities
B1(x, x0)−K ≤ (x, x0)L ≤ B2(x, x0) +K (4.3.3)
and
B1(x, y)−K ≤ (x, y)L ≤ B2(x, y) +K, (4.3.4)
where B1, B2 and K are positive constants. From (4.3.3) we have that
1 ≤ B−11 (x, x0)L +B−11 K ≤ B−11 (B2 + 2K) (4.3.5)
since (x, x0) = 1, then from (4.3.4) we get
N ≤ B−11 (x, y)L +B−11 K ≤ B−11 (B2N + 2K) (4.3.6)
since (x, y) = N . Therefore, we can see from (4.3.5) and (4.3.6) that (4.3.2)
will be satisfied provided that
N ≥ B−11 (B2 + 2K).
Following the result of this lemma we can now define a locally constant
function on the shift space X+C . (Note that we will use the notation 0˙ to denote
an infinite sequence of zeros).
Definition 4.3.1. Define a locally constant function r : X+C → R by
r((xn)
∞
n=0) = L(x0x1 . . . xN−1)− L(x1 . . . xN−1)
for some N ∈ N (chosen so that the conclusion of Lemma 4.3.1 holds) and if
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x ∈ X+C is of the form (x0, x1, . . . , xm−1, 0˙) then
r((x0, x1, . . . , xm−1, 0˙)) = L(x0x1 . . . xm−1)− L(x1 . . . xm−1)
The next lemma shows the function L has a relation with r when
summed over periodic points.
Lemma 4.3.2. Suppose that x0x1 . . . xn−1 is a reduced word, then
L(x0x1 . . . xn−1) = rn(x0x1 . . . xn−1, 0˙).
Proof. Since rn(x) = r(x)+r(σx)+ · · ·+r(σn−1x)) and by the above definition
of the function r in terms of the function L, we have that
rn(x0x1 . . . xn−1, 0˙) = r(x0x1 . . . xn−1, 0˙) + r(x1 . . . xn−1, 0˙) + · · ·+ r(xn−1, 0˙)
= (L(x0x1 . . . xn−1)− L(x1 . . . xn−1)
+ (L(x1 . . . xn−1)− L(x2 . . . xn−1)
+ · · ·+ (L(xn−1)− L(1)) = L(x0x1 . . . xn−1).
Finally, we relate rn(x) to the geometric length of w ∈ C(F ) and so to
the geometric length of a closed geodesic γ in G.
Lemma 4.3.3. Let the periodic orbit {x, σx, . . . , σn−1x} (σnx = x) corre-
spond to the conjugacy class w ∈ C(F ) containing the cyclically reduced word
x0x1 . . . xn−1. Then
`(w) = rn(x).
Proof. Let x(m) be the reduced word obtained from the m-fold concatenation
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of x0x1 . . . xn−1 in a conjugacy class w. We have that
|rnm(x)− rnm(x(m), 0˙)| ≤ |r(x)− r(x(m), 0)|+ |r(σx)− r(σx(m), 0)|
+ · · ·+ |r(σnm−1x)− r(σnm−1x(mn), 0˙)|
≤ 2N‖r‖∞,
we obtain the bound using the fact r is locally constant then there exists N ≥ 1
such that at most N non-zero terms are bounded by 2‖r‖∞. Note that rmn(x) =
mrn(x) and by Lemma 4.3.2 rmn(x(m), 0˙) = L(x(m)) and so
rn(x) = lim
m→+∞
1
m
L(x(m)).
After this, we only need to show that
`(w) = lim
m→+∞
1
m
L(x(m)). (4.3.7)
To see this, let γ be the closed geodesic corresponding to the conjugacy class
w. Then
`(w) = `(γ) = dT(q, qy)
for some q ∈ T and some y ∈ w. Furthermore,
dT(q, qy
m) = mdT(q, qy).
By the triangle inequality,
dT(q, qy
m)− 2dT(q, o) ≤ dT(o, oym) ≤ dT(q, qym) + 2dT(q, o),
which implies that
lim
m→+∞
1
m
L(ym) = lim
m→+∞
1
m
dT(q, qy
m).
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Since y is conjugate to x0x1 · · ·xn−1, we have
lim
m→+∞
1
m
L(ym) = lim
m→+∞
1
m
L(x(m)). (4.3.8)
Now
lim
m→+∞
1
m
L(ym) = lim
m→+∞
1
m
dT (q, qy
m)
= lim
m→+∞
m
m
dT (q, qy) = dT (q, qy) = `(w). (4.3.9)
Combining (4.3.8) and (4.3.9) gives the result.
Recall as we discussed earlier that a closed geodesic γ in G corresponds
to conjugacy classes w ∈ C(F ) with ‖γ‖ = ‖w‖ = min
x∈w |x| = n and we have
`(w) = `(γ), then by Lemma 4.3.3 for x ∈ X+C , σnx = x
`(γ) = rn(x).
Using the function r : X+C → R we define the function R : X˜ → R by R(x, y) =
r(x) − r(y). By summing over periodic points, x and y with σnx = x and
σny = y, gives a relation between the function R and the difference between
the length of two closed geodesics γ and γ′ as follows
Rn(x, y) = rn(x)− rn(y) = `(γ)− `(γ′).
4.4 Proofs of Theorem 4.2.1 and Theorem 4.2.2
Although the counting problem in this section gives a new ordering to
pairs of closed geodesics in a graph G, the proof of Theorem 4.2.1 and Theorem
4.2.2 will follow the proofs of Theorem 3.1.1 and Theorem 3.1.3 respectively.
This is possible due to the fact that the coding of conjugacy classes gives a cor-
respondence between conjugacy classes and periodic orbits. Then, since there
is a correspondence between conjugacy classes and closed geodesics this again
gives a correspondence between closed geodesics in G and periodic orbits in the
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shift space and so this is similar to the coding we introduced in section 3.1.1.
For this correspondence, we also have the word length of the corresponding
conjugacy classes of closed geodesics coded by the period of the periodic orbits.
This is exactly what has been done in the earlier problem in Chapter 3, where
we ordered closed geodesics by their word length on the graph and this word
length is equal to the period of the corresponding periodic orbit in the shift
space.
Moreover, the coding of the length function in this chapter results in
the same relation we had in Chapter 3. In this chapter, for a periodic point
x ∈ X+A of period n with the corresponding closed geodesic γ which follows
from the correspondence with conjugacy class w ∈ C(F ) with ‖w‖ = n and
`(w) = `(γ), we have the relation rn(x) = `(γ). Therefore, the non-lattice
condition that we require in order to obtain our results in Chapter 3 still apply
in the same way here and in particular we also have the function r is non-lattice.
Consequently, this means that all the analysis and calculations used in Chapter
3 to prove Theorem 3.1.1 and Theorem 3.1.3 can be carried out in exactly the
same way to prove Theorem 4.2.1 and Theorem 4.2.2 respectively.
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Chapter 5
Pairs of closed geodesics with
fixed homology classes in
H1(G,Z)
In this chapter, we study a counting problem similar to that we studied
earlier in Chapter 3. However, we shall impose one more constraint on the
closed geodesics we count. We shall count pairs of closed geodesics ordered by
word length and such that the difference between their geometric length lie in
a fixed interval [a, b] and their homology classes are fixed.
We consider a metric graph (G, `) with fundamental group pi1(G) = Fk,
(k ≥ 2), a free group with k generators. Then the first homology group of G is
the abelianization of its fundamental group, i.e. H1(G,Z) = pi1(G)/[pi1(G), pi1(G)] ∼=
Zk. Let γ and γ′ be two closed geodesics in (G, `), and let [γ], [γ′] be their cor-
responding homology classes in H1(G,Z), respectively. For simplicity, we are
going to consider the case where we fix ([γ], [γ′]) = (0, 0) ∈ Z2k and the word
length of both closed geodesics is the same, i.e. |γ|, |γ′| = N . So, we want to
find an asymptotic formula for the number of elements in the following set
{(γ, γ′) : γ, γ′ closed geodesic, |γ|, |γ′| = N, `(γ)− `(γ′) ∈ [a, b], [γ], [γ′] = 0}.
To obtain an asymptotic we are going to use the same approach we used in
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Chapter 3. We are going to use the subshift of finite type X+A we defined in
Chapter 3 with the two functions r and R defined on X+A (see subsection 3.1.1).
However, we define an additional function here to represent the homology class
of a closed geodesic in terms of the shift space X+A , we introduce a locally
constant function f : X+A → Zk depending on one coordinate, with components
fj : X
+
A → Z for j = 1, . . . , k. Clearly each fj is Ho¨lder continuous for every
positive exponent. We define f by f(e0, e1, . . . ) = [Co(e0) ◦e0 ◦C−1t(e0)], where for
any v ∈ V , Cv is a chosen path from a fixed vertex, say v0, to v. Summing f over
a periodic orbit of x such that σnx = x and considering γ as the corresponding
closed geodesic to this periodic orbit, gives that
fn(x) = f(e0, e1, . . . , en−1) + f(e1, , . . . , en−2) + · · ·+ f(en−1, e0, . . . , en−2)
= [Co(e0) ◦ e0 ◦ C−1t(e0)] + [Co(e1) ◦ e1 ◦ C
−1
t(e1)
] + . . .
+[Co(en−1) ◦ en−1 ◦ C−1t(en−1)]
= [Co(e0) ◦ e0 ◦ e1 ◦ · · · ◦ een−1 ◦ C−1t(en−1)] = [γ] ∈ Z
k. (5.0.1)
We see that there is a one-to-one correspondence between between closed geodesics
in (G, `), with |γ| = N and closed orbits {x, σx, . . . , σn−1x} in X+A , where the
length of the closed geodesic is given by rn(x) = `(γ) and its homology class is
given by fn(x) = [γ].
The following two lemmas describe some of the important properties of
the function f , which will be very useful in the subsequent calculations.
Lemma 5.0.1. (i) The set {fn(x) : σnx = x, n ∈ N} generates Zk.
(ii)
∫
fdµ = 0, where µ is the measure of maximal entropy of σ.
Proof. To prove (i), by the one-to-one correspondence between closed geodesics
and periodic orbits, as we mentioned earlier, we have that the set {fn(x) : σnx =
x, n ∈ N} = {[γ] : |γ| = n, n ∈ N} = H1(G,Z). Then, since H1(G,Z) ∼= Zk, we
can say that {fn(x) : σnx = x, n ∈ N} generates Zk.
For (ii), if µ is the measure of maximal entropy on X+A , the periodic
points x ∈ X+A with σnx = x are equidistributed with respect to µ. More
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precisely, we have the following identity
∫
f dµ = lim
n→+∞
1
#{x : σnx = x}
∑
σnx=x
fn(x)
n
,
(Theorem 8.17, [30]). By the one-to-one correspondence between periodic orbits
in X+A and closed geodesics γ in (G, `), we have that f
n(x) = [γ]. Then since γ
and −γ have the same word length but reverse homology classes, i.e. |γ| = |−γ|
and [γ] = −[γ],
∑
σnx=x
fn(x)
n
=
∑
|γ|=n
[γ]
n
= 0.
Hence, ∫
f dµ = 0.
Lemma 5.0.2. 〈f, v〉 is not cohomologous to a constant unless v = 0.
Proof. Suppose that 〈f, v〉 is cohomologous to a constant, say c ∈ R. Integrating
with respect to the maximal measure µ and applying part (ii) of Lemma 5.0.1,
gives that
c =
∫
c dµ =
∫
〈f, v〉 dµ = 0.
Hence 〈f, v〉 is cohomologous to 0. Summing over periodic orbit of period n,
〈fn(x), v〉 = 0 for all x ∈ X+A such that σnx = x. But, by Lemma 5.0.1 (i),
{fn(x) : σnx = x, n ∈ N} = Zk, i.e, fn(x) spans Zk, so v = 0.
Now we can start the counting process by defining the following counting
function.
ψN (χ) =
∑
σNx=x,σNy=y
fN (x),fN (y)=0
χ(rN (x)− rN (y)),
where χ is a smooth function such that its Fourier transform is compactly
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supported. We also require that for t close to 0, say t ∈ (−, ), we have
χ̂(t) = χ̂(0) + O(|t|). Let Tk = Rk/Zk. By considering an orthogonal identity
of the form:
∫
Tk
e2pii〈f
N (x),v〉 dv =
 1 if fN (x) = 00 otherwise
and using the Fourier inversion formula, we can write ψN (χ) as follows.
ψN (χ) =
1
2pi
∫
Tk
∫
Tk
∫ +∞
−∞
∑
σNx=x
σNy=y
eit(r
N (x)−rN (y))
e2pii〈f
N (x),v〉e2pii〈f
N (y),w〉χ̂(−t) dt dw dv
=
1
2pi
∫
Tk
∫
Tk
∫ +∞
−∞
∑
σNx=x
eitr
N (x)+2pii〈fN (x),v〉
∑
σNy=y
e−itr
N (y)+2pii〈fN (x),w〉χ̂(−t) dt dv dw.
Using Lemma 3.1.12, we have for any x0, y0 ∈ X+A there exists θ ∈ (0, 1) such
that
ψN (χ) =
1
2pi
∫
Tk
∫
Tk
∫ +∞
−∞
LNitr+2pii〈f,v〉1(x0)L
N
−itr+2pii〈f,w〉1(y0)
×(1 +O(max{1, |t|NθN}))(1 +O(max{1, |t|NθN}))χ̂(−t) dt dv dw.
To estimate ψN (χ) we shall study the spectrum of the transfer operators Litr+2pii〈f,v〉
and L−itr+2pii〈f,w〉.
We introduce the quotient subgroup Zk/∆f which has been proven to
be cyclic generated by ∆f + cf in [18], where
∆f = {fn(x)− fn(y) : σnx = x, σny = y, n ∈ N}
and
cf = f
n+1(z)− fn(x),
for a chosen x, z with σnx = x, σn+1z = z. We also introduce a character
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subgroup ∆⊥f of Ẑk, defined by
∆⊥f = {ξ ∈ Ẑk : ξ = 1 on ∆f}
In [18] Parry and Schmidt showed that Zk/∆f has finite order. Let d = |Zk/∆f |.
Since Zk/∆f is cyclic, Zk/∆f ∼= Ẑk/∆f . Also, ∆⊥f ∼= Ẑk/∆f . Then, |∆⊥f | =
|Ẑk/∆f | = |Zk/∆f | = d. In the same paper the following lemma was also
proven.
Lemma 5.0.3. (Proposition 5.1, [18]) The function f − cf is cohomologous to
a function g taking values in ∆f . Moreover, the function g can be chosen to be
a function of two coordinates.
We shall use this lemma in the proof of the next lemma about the
spectral radius of the transfer operator Litr+2pii〈f,v〉 and its maximal eigenvalues.
Lemma 5.0.4. (i) Let r : X+A → R+ be a non-lattice function. Then,
ρ(Litr+2pii〈f,v〉) = eP (0) if and only if (t, v) = (0, v(j)), j = 0, . . . , d − 1
where v(j) are characterised by the set {e2pii〈·,v(j)〉 : j = 0, . . . , d−1} = ∆⊥f .
(ii) At the values (t, v) = (0, v(j)), j = 0, . . . , d − 1, each transfer opera-
tor Litr+2pii〈f,v(j)〉 has a simple and unique maximal eigenvalue equal to
eP (0)e2piij/d.
Proof. For the proof of (i), by the Complex RPF theorem, if the transfer op-
erator Litr+2pii〈f,v〉 has an eigenvalue of modulus eP (0), then it is simple and
unique and Litr+2pii〈f,v〉 = eiaML0M−1, where M is a multiplication operator
and eia ∈ C, |eia| = 1 and so ρ(Litr+2pii〈f,v〉) = eP (0). By Lemma 2.3.9 part(i)
this is equivalent to saying that ρ(Litr+2pii〈f,v〉) = eP (0) if and only if tr+2pi〈f, v〉
is cohomologous to a+ φ,where a ∈ R, φ ∈ C(X+A , 2piZ), i.e.
tr + 2pi〈f, v〉 − a = φ+ h ◦ σ − h,
where h ∈ C(X+A ,R). Summing over a periodic orbit of x with σnx = x gives
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that
trn(x)− na+ 2pi〈fn(x), v〉 ∈ 2piZ. (5.0.2)
Let γ be a closed geodesic with |γ| = n, corresponding to the periodic orbit
with σnx = x. Then rn(x) = `(γ) and fn(x) = [γ]. Thus, we have that for
t 6= 0
`(γ)− a
t
|γ|+ 2pi
t
〈[γ], v〉 ∈
(
2pi
t
)
Z. (5.0.3)
Now consider the closed geodesic −γ which has the reverse direction of γ. Then,
`(−γ) = `(γ), | − γ| = |γ| and [−γ] = −[γ]. Therefore,
`(γ)− a
t
|γ| − 2pi
t
〈[γ], v〉 ∈
(
2pi
t
)
Z. (5.0.4)
Adding (5.0.3) and (5.0.4) gives that
`(γ)− a
t
|γ| ∈
(
2pi
2t
)
Z,
which contradicts the assumption that r is non-lattice. Hence, t must equal
to 0. Now substituting back into our first assumption that tr + 2pi〈f, v〉 is
cohomologous to a constant plus a function in C(X+A , 2piZ), for t = 0, implies
that we are now assuming that 2pi〈f, v〉 is cohomologous to a constant plus a
function in C(X+A , 2piZ). As we can see from (5.0.2), this means 2pi〈fn(x), v〉−
na ∈ 2piZ. This is equivalent to saying that
e2pii〈f
n(x),v〉 = e2piina. (5.0.5)
We need to find for what values v ∈ Rk/Zk this equation is satisfied. For this
we are going to define an element of the character group of Zk, here we are
going to follow the argument used to prove Proposition 3 in [20]. Note that if
we define a character ξ ∈ Ẑk such that ξ(·) = e2pii〈·,v〉, v satisfies (5.0.5). Then,
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for x, y with σnx = x and σny = y,
ξ(fn(x)− fn(y)) = e2pii〈fn(x)−fn(y),v〉 = e2piinae−2piina = 1,
i.e. ξ = 1 on ∆f , and so ξ ∈ ∆⊥f . Therefore,
{e2pii〈·,v〉 : v satisfies e2pii〈fn(x),v〉 = e2piina, σnx = x, n ∈ N} ⊂ ∆⊥f .
Now, if we assume ξ ∈ ∆⊥f , then by Lemma 5.0.3, we have that fn(x) =
gn(x) + ncf , with g(σ
jx) ∈ ∆f , j = 0, . . . , n− 1. Hence,
ξ(fn(x)) = ξ(gn(x))ξ(ncf ) =
n−1∏
j=0
ξ(g(σjx))ξn(cf ) = ξ
n(cf ). (5.0.6)
We also have ξd(cf ) = ξ(dcf ) = 1, since dcf ∈ ∆f . So ξ(cf ) is the dth root
of unity. Let ξ(cf ) = e
2piia, then combining the definition of ξ with (5.0.6) we
have
e2pii〈f
n(x),v〉 = ξ(fn(x)) = e2piina,
so v satisfies (5.0.5). Hence,
∆⊥f ⊂ {e2pii〈·,v〉 : v satisfies e2pii〈f
n(x),v〉 = e2piina, σnx = x, n ∈ N}.
So we conclude that
{e2pii〈·,v〉 : v satisfies e2pii〈fn(x),v〉 = e2piina, σnx = x, n ∈ N} = ∆⊥f .
For the proof of (ii), as the cyclic group Zk/∆f is generated by ∆f + cf and
has order d, there are d characters each determined by sending ∆f + cf to a
different dth root of unity in C. Since ξ(∆f + cf ) = ξ(cf ) and ξ(cf ) is a dth
root of unity, we have the following,
{ξ(cf ) : ξ ∈ ∆⊥f } = {e2piij/d : 0 ≤ j ≤ d− 1}. (5.0.7)
98
From part (i), there are d values of (t, v) = (0, v(j)), 0 ≤ j ≤ d − 1, for which
ρ(Litr+2pii〈f,v〉) = eP (0). Then, each transfer operator Litr+2pii〈f,v(j)〉 has an
eigenvalue λ(t, v) such that |λ(t, v)| = eP (0). By the Complex RPF theorem
this eigenvalue is simple, unique and maximal. Combining this with (5.0.7),
the statement in part (ii) of the lemma follows.
To complete our study of the spectrum of the transfer operator Litr+2pii〈f,v〉,
we need to look at the rest of the spectrum apart from the maximal eigenvalue.
As a consequence of Lemma 5.0.4 and the Complex RPF theorem we have the
following.
(i) The rest of the spectrum of the transfer operator Litr+2pii〈f,v〉 apart from
the maximal eigenvalues at (t, v) = (0, v(j)), j = 0, . . . , d− 1, is contained
in a disc of radius strictly less than eP (0).
(ii) For (t, v) 6= (0, v(j)), j = 0, . . . , d − 1, the transfer operator Litr+2pii〈f,v〉
has a spectral radius strictly less than eP (0).
We also have the following lemma.
Lemma 5.0.5. (Lemma 3, [20]) For (t, v) close to (0, v(j)), j = 0, . . . , d−1 we
have
eP (itr+2pii〈f,v〉) = e2piij/deP (itr+2pii〈f,v−v
(j)〉).
We shall follow the strategy we used in Section 3.1.4, where we start
the estimation of ψN (χ) by splitting the integration into two different parts.
One part is going to be in a small neighbourhood of the values (0, v(j)), j =
0, . . . , d− 1, where at these values, by Lemma 5.0.4 part (ii) the transfer opera-
tor Litr+2pi〈f,v(j)〉 has a maximal eigenvalue e
P (0)e2piij/d. Since these are simple
and isolated eigenvalues, perturbation theory gives that (t, v) 7→ eP (itr+2pii〈f,v〉)
is analytic on a small neighbourhood of (0, v(j)), j = 0, . . . d−1, i.e. the transfer
operator Litr+2pii〈f,v〉 has a unique simple eigenvalue at eP (itr+2pii〈f,v〉) in a suffi-
ciently small neighbourhood of (t, v) = (0, v(j)), j = 0, . . . , d−1 and by Lemma
5.0.5 eP (itr+2pii〈f,v〉) = e2piij/deP (itr+2pii〈f,v−v(j)〉) in these neighbourhoods. For
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the rest of the spectrum we apply (i). The other part is away from these values,
we apply (ii). The same applies to the transfer operator L−itr+2pii〈f,w〉. Assum-
ing that the Fourier transform of χ is compactly supported where the support
is contained in an interval [−M,M ], for some M > 0 and such that for |t| < ,
χ̂(−t) = χ̂(0) + O(|t|). Then, there exists θ ∈ (0, 1) and for sufficiently small
, δ1, δ2 let
B(δ1, δ2, ) = Tk × Tk × R \
d−1⋃
j=0
d−1⋃
j′=0
{w : ‖w − v(j′)‖2 < δ1}
×{v : ‖v − v(j)‖2 < δ2} × {t : |t| < }.
Then we have
ψN (χ) =
d−1∑
j=0
d−1∑
j′=0
1
2pi
∫
‖w−v(j′)‖2<δ1
∫
‖v−v(j)‖2<δ2
∫
|t|<
(eNP (itr+2pii〈f,v〉)
+O(θN/2eNP (0)))(eNP (−itr+2pii〈f,w〉 +O(θN/2eNP (0)))χ̂(−t) dtdvdw
+
∫
B(δ1,δ2,)
O(θN/2eNP (0))χ̂(−t) dtdvdw
=
d−1∑
j=0
e2piiNj/d
d−1∑
j′=0
e2piiNj
′/d 1
2pi
∫
‖w−v(j′)‖2<δ1
∫
‖v−v(j)‖2<δ2
∫
|t|<
×(eNP (itr+2pii〈f,v−v(j)〉)eNP (−itr+2pii〈f,w−v(j
′)〉))(1 +O(e2P (0)NθN ))
×χ̂(−t) dtdvdw +O(e2P (0)NθN )
=
d−1∑
j=0
e2piiNj/d
2 1
2pi
∫
‖w‖2<δ1
∫
‖v‖2<δ2
∫
|t|<
(eNP (itr+2pii〈f,v〉)
eNP (−itr+2pii〈f,w〉))χ̂(−t) dtdvdw +O(e2P (0)NθN )
In the last step we have used a simple substitution to write the maximal eigen-
values for each j = 0, . . . , d− 1 as e2piij/deP (itr+2pii〈f,v〉) where (t, v) is in a small
neighbourhood of (0, v(0)) = (0, 0) ∈ R× Tk. Note that
d−1∑
j=0
e2piiNj/d
2 =
 d2 if d | N0 otherwise.
In fact, when d does not divide N there exists no periodic point x ∈ X+A with
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σNx = x and fN (x) = 0. Therefore, ψN (χ) = 0 in this situation. To explain
this we follow the argument given in [20], suppose x ∈ X+A with σNx = x and
fN (x) = 0. By Lemma 5.0.3 we have that f−cf is cohomologous to g ∈ ∆f and
so fN (x) − Ncf = gN (x) ∈ ∆f . Then, since fN (x) = 0, we get −Ncf ∈ ∆f .
This implies that N(∆f + cf ) = ∆f +Ncf = ∆f . We know that ∆f + cf is the
generator of Zk/∆f which has the order d. Hence, d divides N .
Writing a function F : X˜ → Z2k such that F (x, y) = (f(x), f(y)), u =
(v, w), also as in Lemma 3.1.14 we can write eP (itr+2pii〈f,v〉)eP (−itr+2pii〈f,w〉) =
eP (itR+2ipi〈F,u〉). Hence, we have
ψN (χ) =
d2
2pi
∫
‖u‖2<δ
∫
|t|<
eNP (itR+2pii〈F,u〉)χ̂(−t) dtdu+O(θNe2P (0)N ).
To help us analyse the function (t, u) 7→ eP (itR+2pii〈F,u〉), the following lemma
studies the partial derivatives of the pressure function P (itR+ 2pii〈F, u〉).
Lemma 5.0.6. We have the following derivatives for the function (t, u) 7→
P (itR+ 2pii〈F, u〉):
(i) For j = 1, . . . , 2k
∂P (itR+ 2pii〈F, u〉)
∂uj
∣∣∣∣
(t,u)=(0,0)
= 2pii
∫
Fj dµ˜ = 0
and
∂P (itR+ 2pii〈F, u〉)
∂t
∣∣∣∣
(t,u)=(0,0)
= i
∫
Rdµ˜ = 0.
(ii) For j = 1, . . . , 2k
∂2P (itR+ 2pii〈F, u〉)
∂2uj
∣∣∣∣
(t,u)=(0,0)
= (2pii)2 lim
n→∞
1
n
∫
(Fnj (x))
2dµ˜ < 0,
and
∂2P (itR+ 2pii〈F, u〉)
∂2t
∣∣∣∣
(t,u)=(0,0)
= i2 lim
n→∞
1
n
∫
(Rn(x))2dµ˜ < 0.
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(iii) ∇P (itR+ 2pii〈F, u〉)
∣∣∣∣
(t,u)=(0,0)
= 0,
(iv) ∇2P (itR+ 2pii〈F, u〉)
∣∣∣∣
(t,u)=(0,0)
is strictly negative definite.
Proof. For part (i), since the two functions f and r are locally constant functions
and so Ho¨lder continuous functions for any positive exponent, the first partial
derivatives follow from Lemma 2.3.8 (part (i)). By Lemma 5.0.1, we have∫
f dµ = 0, this implies that
∫
F dµ˜ = 0. Also, by Lemma 3.1.9,
∫
Rdµ˜ = 0.
For part (ii), we apply Lemma 2.3.8 (part (ii)) to get the second partial
derivatives. Then, since 〈f, v〉 is not cohomologous to a constant by Lemma
5.0.2 then 〈F, u〉 is not cohomologous to a constant. Also, by Lemma 3.1.8
R is not cohomologous to a constant. Therefore, we have the second partial
derivatives are strictly negative. Part (iii) of the lemma follows from part (i).
Also, part (iv) follows from part (ii).
Lemma 5.0.7. In a small neighbourhood of (t, u) = (0, 0) ∈ R × T2k, the
function (t, u) 7→ eP (itR+2pii〈F,u〉) has a Taylor expansion
eP (itR+2pii〈F,u〉) = eP (0)
(
1− 〈(t, u),∇2P (itR+ 2pii〈F, u〉)|(0,0)(t, u)〉
+O(max{|t|3, ‖u‖3})) .
Moreover, there exists a change of coordinates τ such that for (t, u) close (0, 0),
we have eP (itR+2pii〈F,u〉) = e2P (0)(1− ‖τ‖22), where τ = (τ1, . . . , τ2k+1)
Proof. The function (t, u) 7→ eP (itR+2pii〈F,u〉) is analytic on a small neighbour-
hood of (t, u) = (0, 0), so we can write its Taylor expansion as
eP (itR+2pii〈F,u〉) = e2P (0) + e2P (0)〈(t, u),∇P (itR+ 2pii〈F, u〉)|(0,0)〉
+e2P (0)〈(t, u),∇2P (itR+ 2pii〈F, u〉)|(0,0)(t, u)〉
+O(max{|t|3, ‖u‖3})
= e2P (0)
(
1− 〈(t, u),∇2P (itR+ 2pii〈F, u〉)|(0,0)(t, u)〉
+O(max{|t|3, ‖u‖3})) .
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We applied Lemma 5.0.6 (iii) and (iv) in the last equation. We see that a
function g(t, u) = eP (itR+2pii〈F,u〉)/e2P (0), has g(0, 0) = 1, ∇g(0, 0) = 0 and
∇2g(0, 0) < 0. Thereby, we can apply the Morse lemma to make a change
of coordinates on a small neighbourhood of (t, u) = (0, 0) such that g(t, u) =
1− ‖τ‖22, where τ is close to 0 in R2k+1.
Following a similar type of calculations as in [20], we use this lemma and
we estimate the other terms in a small neighbourhood of (t, u) = (0, 0), hence
we have for small a > 0
ψN (χ) =
d2
2pi
∫
‖τ‖2<a
(e2P (0)(1− ‖τ‖22))N χ̂(0)(1 +O(‖τ‖2))|J(τ)| dτ
+O(θNe2P (0)N )
=
d2
2pi
|J(0)|χ̂(0)e2P (0)N
∫
‖τ‖2<a
(1− ‖τ‖22)N (1 +Q(τ)) dτ
+O(θNe2P (0)N ),
where
(1) |J(τ)| is the jacobian determinant of the change of coordinates.
(2) Q(τ) is defined by |J(0)|(1 +Q(τ)) = |J(τ)|, such that Q(τ) contains all
terms of the form O(‖τ‖2).
(3) |J(0)| = 2k+1/2(detD)−1/2, where D = −∇2P (itR+ 2pii〈F, u〉)|(t,u)=(0,0).
To see how we obtained the formula in (3), we follow the argument given by
Sharp in [25]. Define a (2k + 1) × (2k + 1) matrix by M(i, j) = [∂τi(ϑ)∂ϑj ]ϑ=0,
where ϑ = (t, u1, . . . , u2k). Then we have
D(i, j) = −(∇2P (itR+ 2pii〈F, u〉)|(t,u)=(0,0))(i, j)
= 2
2k+1∑
l=1
[
∂τl(ϑ)
∂ϑi
]
ϑ=0
[
∂τl(ϑ)
∂ϑj
]
ϑ=0
= 2(MTM)(i, j).
Since detM = detMT ,
detD = 22k+1(detM)2.
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Also we have that | detM | = 1/|J(0)|. Hence the formula for |J(0)| follows.
Changing τ to spherical polar coordinates (ρ,Ω), 0 ≤ ρ ≤ a,Ω ∈ S(2k+1)−1 =
S2k, we get that
ψN (χ) =
d2
2pi
|J(0)|vol(S2k)χ̂(0)e2P (0)N
∫
S2k
∫ a
0
(1− ρ2)N
×(1 +Q(ρΩ))ρ2k dρdΩ +O(e2P (0)NθN ).
We shall estimate the following integrals.
∫
S2k
∫ a
0
(1− ρ2)Nρ2k(1 +Q(ρΩ)) dρdΩ =
∫ a
0
(1− ρ2)Nρ2k dρ
+
∫
S2k
∫ a
0
(1− ρ2)Nρ2kQ(ρΩ) dρdΩ. (5.0.8)
To estimate the first part of the integral we use a simple substitution η = ρ2
then we have
∫ a
0
(1− ρ2)Nρ2k dρ = 1
2
∫ a2
0
(1− η)Nηk−1/2 dη
=
1
2
∫ 1
0
(1− η)Nηk−1/2 dη − 1
2
∫ 1
a2
(1− η)Nηk−1/2 dη
=
Γ(k + 1/2)Γ(N + 1)
Γ(N + 1 + k + 1/2)
+O((1− a2)N ).
Using Stirling’s formula we can see that
Γ(N + 1)
Γ(N + 1 + k + 1/2)
∼ N
N+1/2ek+1/2
(N + k + 1/2)N+k+1
.
Then one can easily prove that limN→+∞ N
N+1/2ek+1/2Nk+1/2
(N+k+1/2)N+k+1
= 1. Consequently,
Γ(N + 1)
Γ(N + 1 + k + 1/2)
∼ 1
Nk+1/2
.
For the second part of the integral in (5.0.8), since Q(ρΩ) = O(ρ) and following
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a similar type of calculations as in the first part of (5.0.8), we have
∣∣∣∣∫
S2k
∫ a
0
(1− ρ2)Nρ2kQ(ρΩ) dρdΩ
∣∣∣∣ ≤ Const.∫ a
0
(1− ρ2)Nρ2k+1 dρ
= Const.
∫ a2
0
(1− η)Nηk dη
≤ Const.
∫ 1
0
(1− η)Nηk dη
= O
(
Γ(k + 1)Γ(N + 1)
Γ(N + 1 + k + 1)
)
where Γ(N+1)Γ(N+1+k+1) ∼ N−(k+1).
Combining the estimations of the two parts of the integral in (5.0.8), we
have the following asymptotic formula for ψN (χ) when d divides N
ψdN (χ) ∼ C d
2
∫
χ(x)dx
2pi
e2P (0)dN
(dN)k+1/2
, as N → +∞
where C = |J(0)|vol(S2k)Γ(k + 12) and
∫
χ(x)dx = χ̂(0). In the case where d
does not divide N , ψN (χ) = 0 as we have explained earlier. One can compare
this asymptotic to the asymptotic we obtained in (3.1.15). The constant C can
be given by C = pi
k+1(2k)!
2k−1/2(k!)2 det(D)1/2 .
Applying the same techniques and calculations after (3.1.15), in particu-
lar Lemma 3.1.15, Lemma 3.1.16 and Proposition 3.1.2, we obtain the following
theorem.
Theorem 5.0.1. Let (G, `) be a non-bipartite metric graph such that for each
vertex v, deg(v) ≥ 3. Suppose that the non-lattice condition holds. Then for
fixed homology classes (α, β) = (0, 0) ∈ Z2k and for all a < b,
pi(dN, [a, b], (0, 0))
= #{(γ, γ′) : γ, γ′ closed geodesic, |γ|, |γ′| = dN, `(γ)− `(γ′) ∈ [a, b], [γ], [γ′] = 0}
∼ C d
2(b− a)
2pi
e2P (0)dN
(dN)k+5/2
, as N → +∞
and pi(N, [a, b], (0, 0)) = 0 when d does not divide N .
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Chapter 6
Counting pairs of geodesic
paths in metric graphs
In this chapter we study counting pairs of geodesic paths in non-bipartite
metric graphs (G, `). The set of pairs of geodesics paths we are studying here is
described in the same way as the set of closed geodesics studied in Chapter 3.
So pairs of geodesic paths are ordered by word length, such that the difference
between their geometric lengths lie in a fixed interval [a, b] ⊂ R. We shall obtain
an asymptotic for this set of geodesic paths where we assume that the paths
start and end at prescribed vertices of the graph.
To obtain the asymptotic for the geodesic paths, we are going to code
the metric graph (G, `) by a subshift of finite type. As we have mentioned
earlier, the counting problem we are studying here has the same constraints
on the word length and the geometric length as the counting problem of closed
geodesics in Chapter 3. Therefore, as expected, we will use the same subshifts of
finite type X+A we have used in Chapter 3, where we code (G, `) by its oriented
edges. Also, we are going use the same counting techniques and analysis we
have used in counting closed geodesics in Chapter 3.
We can write X+A as
X+A = {(ηi)∞i=0 : ηi ∈ Eo, A(ηi, ηi+1) = 1 ∀i ≥ 0}
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and X˜ = X+A ×X+A defined as in Chapter 3. To represent the length of geodesic
paths and the difference between the lengths of two geodesic paths, we recall
the two functions r : X+A → R+ and R : X˜ → R defined by r(η0, η1, . . . ) = `(η0)
and R(x, y) = r(x)−r(y), x, y ∈ X+A . Now to represent the geodesic paths that
start at a vertex I and end at a vertex J , we let
Out(I) = {e ∈ Eo : o(e) = I}, In(J) = {e ∈ Eo : t(e) = J}.
So a geodesic path η = η0, . . . , ηn−1 that starts at a vertex I and ends at a
vertex J , will have an initial edge η0 ∈ Out(I) and a final edge ηn−1 ∈ In(J).
We shall show how geodesic paths in a metric graph (G, `) correspond
to elements in X+A . Also, how the length of a geodesic path can be represented
in terms of the function r. Let η = η0, . . . , ηn−1 be a geodesic path with
η0 ∈ Out(I) and ηn−1 ∈ In(J). We write [η] ⊂ X+A for the corresponding
cylinder and choose a point xη ∈ [η]. Let |[η]| denote the word length of the
cylinder [η]. We then have the following:
(i) rn(xη) = r(xη)+r(σxη)+ · · ·+r(σn−1xη) = `(η0)+`(η1)+ · · ·+`(ηn−1) =
`(η);
(ii) if η′ = η′0, . . . , η′n−1 is another geodesic path with η′0 ∈ Out(I) and η′n−1 ∈
In(J) then Rn(xη, xη′) = r
n(xη)− rn(xη′) = `(η)− `(η′);
(iii) for any [a, b] ⊂ R,
#{(η, η′) : η, η′ geodesic paths, |η|, |η′| ≤ N, `(η)− `(η′) ∈ [a, b]}
= #{(xη, xη′) : |[η]|, |[η′]| ≤ N,Rn(xη, xη′) ∈ [a, b]}.
It will be important that the function r is a non-lattice function. As we
have seen earlier in subsection 3.1.2, the function r is non-lattice if the non-
lattice condition is satisfied, i.e. for any c, d ∈ R, {`(γ)−c|γ| : γ is a closed geodesic } 6⊂
dZ (see Lemma 3.1.4). So in this chapter we still assume that the non-lattice
condition holds to guarantee that the function r is non-lattice.
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6.1 Pairs of geodesic paths in a fixed interval
Let Pn = Pn(I, J) = {η : η is a geodesic path from I to J, |η| = n}. We
are looking for an asymptotic for the following set:
{(η, η′) : η, η′ ∈ Pn, n ≤ N, `(η)− `(η′) ∈ [a, b]}.
The following theorem gives an asymptotic on how the number of elements in
this set grows as N goes to +∞.
Theorem 6.1.1. Let (G, `) be a non-bipartite graph with deg(v) ≥ 3, for each
vertex v. Suppose that η and η′ are geodesic paths in (G, `) where both start at
vertex I and end at vertex J . If the non-lattice condition is satisfied, then there
exists constants β > 1, σ, κIJ > 0 such that for any a < b,
pi(I, J,N, [a, b]) = #{(η, η′) : η, η′ ∈ Pn, n ≤ N, `(η)− `(η′) ∈ [a, b]}
∼ κIJ (b− a)√
2piσ
1
(β − 1)2
β2N√
N
, as N → +∞.
The constants appearing in the asymptotic are defined as follows:
κIJ =
∑
i,i′∈Out(I)
j,j′∈In(J)
CjCj′(eiw)(ei′w),
where ei is the row vector with 1 in ith position and 0 elsewhere and w is the
right eigenvector corresponding to the maximal eigenvalue β of the matrix of
A. The eigenvector w is normalised such that u · w = 1, where u is the left
eigenvector corresponding to β, normalised to be a probability vector. The
constant Cj is defined by e
T
j = Cjw + w, where w ∈ L2, the span of the
generalised eigenspaces of the other eigenvalues of A.
To count the number of geodesic paths of word length less than or equal
to N such that the difference between their geometric length is in a fixed interval
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[a, b], we start with the following counting function:
ΦN (χ) =
N∑
n,m=1
∑
η∈Pn
η′∈Pm
χ(`(η)− `(η′)),
where χ is a smooth function such that its Fourier transform is compactly
supported. We also require that for t close to 0, say t ∈ (−, ), we have
χ̂(t) = χ̂(0) +O(|t|). Using the Fourier inversion formula,
ΦN (χ) =
1
2pi
∫ +∞
−∞
N∑
n,m=1
∑
η∈Pn
η′∈Pm
eit(`(η)−`(η
′))χ̂(t) dt.
We define weighted matrices As(i, j) = e
s`(i)A(i, j) , s ∈ C. We have that
A(n−1)(i, j) is the number of geodesic paths, of length n, which start with
an edge i ∈ Out(I) and end with edge j ∈ In(J). Hence, the number of
geodesic paths of length n starting at vertex I and ending at vertex J is∑
i∈Out(I)
j∈In(J)
A(n−1)(i, j). Then ΦN (χ) can be written in the following form as-
suming that the support of χ̂ is contained in an interval [−M,M ], for some
M > 0.
ΦN (χ) =
1
2pi
∫ M
−M
N∑
n,m=1
∑
i∈Out(I)
j∈In(J)
A
(n−1)
it (i, j)
∑
i∈Out(I)
j∈In(J)
A
(m−1)
−it (i, j)χ̂(t) dt.
=
1
2pi
∫ M
M
N∑
n,m=1
∑
i∈Out(I)
j∈In(J)
(eiA
(n−1)
it e
T
j )
∑
i∈Out(I)
j∈In(J)
(eiA
(m−1)
−it e
T
j )χ̂(t) dt,
In a similar way as we have analysed the spectrum of the transfer op-
erator L±itr, using the Complex RPF theorem, which is described by Lemma
3.1.6. For the matrices A±it we have that:
(i) At t = 0, Ait = A has a simple maximal eigenvalue β = β(0) and all
other eigenvalues |µ(0)| < β(0). Furthermore, β has unique left and right
eigenvectors u and w normalised so that u is a probability vector and
u · w = 1. This follows from the Perron-Frobenius theorem for matrices
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(Theorem 2.3.5).
(ii) For t sufficiently close to 0, say t ∈ (−, ), by perturbation theory Ait has
a simple eigenvalue β(it) depending analytically on t such that β(0) = β,
the maximal eigenvalue of the matrix A. For the rest of the eigenvalues
µ(it) of Ait, we have |µ(it)| < β(0). Also, by perturbation theory, the
left and right eigenvectors u(it) and w(it) associated to β(it) depend
analytically on t such that u(it) and w(it) are chosen so that u(0) = u and
w(0) = w. We can choose to normalise w(it) such that u(it) · w(it) = 1.
Let L1 = Cw and L2 be the span of the generalised eigenspaces of the other
eigenvalues of A. Then C|Eo| = L1 ⊕ L2, so we can write eTj uniquely as eTj =
Cjw + w, where w ∈ L2. Therefore, the contribution to ΦN (χ) of t ∈ (−, )
can be calculated in the following way.
∫ 
−
N∑
n,m=1
∑
i∈Out(I)
j∈In(J)
(eiA
(n−1)
it (Cjw(it) + eiA
(n−1)
it w(it)))
×
∑
i∈Out(I)
j∈In(J)
(eiA
(m−1)
−it (Cjw(−it) + eiA(m−1)it w(−it))χ̂(t) dt
=
∫ 
−
N∑
n,m=1
∑
i∈Out(I)
j∈In(J)
(Cjeiw(it)β(it)
(n−1)n+ eiw(−it)µ(it)(n−1))
×
∑
i∈Out(I)
j∈In(J)
(Cjeiw(−it)β(−it)(m−1) + eiw(−it)µ(−it)(m−1))χ̂(t) dt.
For t ∈ [−M,−] ∪ [,M ] we use the relation that r(xη) = `(η0), xη ∈ [η], to
write Ait(i, j) = A(i, j)e
itr(xη). We know that the function r is non-lattice then
by Wielandt’s theorem, the matrix Ait does not have an eigenvalue of modulus
equal to β(0) and so for t 6= 0, |β(it)| < β(0). Hence, we have that for some
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constant θ ∈ (0, 1),
ΦN (χ) =
1
2pi
∫ 
−
N∑
n,m=1
∑
i∈Out(I)
j∈In(J)
(Cjeiw(it)β(it)
(n−1) +O(θ
n
2 β(0)n))
×
∑
i∈Out(I)
j∈In(J)
(Cjeiw(−it)β(−it)m−1 +O(θm2 β(0)m))χ̂(t) dt
+
∫
M≤|t|≤
N∑
n,m=1
(O(θ
n
2 β(0)n))(O(θ
m
2 β(0)m))χ̂(t) dt
=
1
2pi
∫ 
−
N∑
n,m=1
∑
i,i′∈Out(I)
j,j′∈In(J)
(CjCj′(eiw(it))(ei′w(−it))β(it)n−1β(−it)m−1)
×(1 +O(θn+m))χ̂(t) dt+O(θNβ(0)2N ).
We can view the weighted matrices As as finite dimensional transfer operators.
Then, by Lemma 2.3.6, eP (f) is the maximal eigenvalue of the transfer operator
Lf , f ∈ Cα(X+A ,R). Furthermore, extending the pressure definition for f ∈
Cα(X+A ,C) in a small neighbourhood of f ∈ Cα(X+A ,R), gives that the simple
eigenvalue β(it) of the weighted matrix Ait can be written as β(it) = e
P (itr).
Hence, the maximal eigenvalue of the matrix A, β = β(0) = eP (0). Using these
facts and Lemma 3.1.14, we have
ΦN (χ) =
1
2pi
∫ 
−
N∑
n,m=1
∑
i,i′∈Out(I)
j,j′∈In(J)
(CjCj′(eiw(it))(ei′w(−it))e(n−1)P (itr)
×e(m−1)P (−itr))(1 +O(θn+m))χ̂(t) dt+O(θNe2NP (0))
=
1
2pi
∫ 
−
∑
i,i′∈Out(I)
j,j′∈In(J)
(CjCj′(eiw(it))(ei′w(−it))
×
(
eNP (itR)
(eP (itr) − 1)(eP (−itr) − 1)
)
χ̂(t) dt+O(e2P (0) max{θN , δN}).
Now from this point we can just follow the estimations and calculations per-
formed for counting pairs of closed geodesics in a fixed interval [a, b] in section
3.1.4. Consequently, we obtain the following asymptotic, which is similar to
Lemma 3.1.16 for closed geodesics.
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Lemma 6.1.1. Let χ : R→ R be continuous, non-negative function with com-
pact support. Then
ΦN (χ) ∼
∑
i,i′∈Out(I)
j,j′∈In(J)
CjCj′(eiw)(ei′w)
√
2piσ(eP (0) − 1)2
∫
χ(x)dx
e2NP (0)√
N
, asN → +∞.
Then to obtain the asymptotic in Theorem 6.1.1, we approximate the
indicator function χ[a,b] from above and below by two continuous and compactly
supported functions in a similar way as we have proven Theorem 3.1.1 (in page
55). To do this we use Lemma 6.1.1.
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