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Preface
An important connection between logic and games is based on the corre-
spondence between the evaluation of a logical formula and a game played
by two opponents, one trying to show that the formula is true and the
other trying to prove it false.is relationship has been implicitly known
for a long time, even before mathematical logic and game theory were
formalized. It was formally established in the 1950s by Paul Lorenzen
[52, 53, 54] in the form of dialogue games and later developed in another
form by Jaakko Hintikka [38]. Since then, it has inspired numerous re-
search directions, leading both to new logics and interesting insights about
the classical ones.
In computer science, there are two main approaches to algorithmically
exploiting the correspondence between logic and games. On the one hand,
games played on syntactic objects such as formulas, programs or language
expressions were studied. Such games, derived from the dialogue games
of Lorenzen and their extensions, were used to build theorem provers
for classical and intuitionistic rst-order logic [27], to give semantics to
programming languages and to verify programs [1], and in various other
contexts in linguistics and articial intelligence (see [56] for an overview).
On the other hand, games can be played in a more semantic setting,
where players choose elements of a mathematical structure. In this way,
following the ideas of Hintikka, games are used to evaluate formulas of
both rst-order and second-order logic on nite structures and to verify
temporal properties on Kripke structures.
e algorithmic utility of such semantic games is apparent in the ver-
ication of µ-calculus formulas on nite structures. While there is no
known polynomial-time algorithm for this problem, parity and mean-
payo games were used to narrow its complexity class [42], to obtain
algorithms that are among the most ecient ones in practice [43, 76], and
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recently to nd the rst sub-exponential algorithm for the verication of
µ-calculus [44].
Extending the game-based algorithmic approach to rst-order logic on
innite structures that arise in computer science is the main motivation
for this thesis. In structures that are to be stored and manipulated by a
computer, even innite ones, elements and relations must be represented
in a nite way. For example, elements can be dened in an inductive
way using algebraic datatypes, and relations can be given by programs
that compute them. To avoid the problems inherent in theorem-proving
with mathematical induction [16], we focus on the semantic setting where
games are played using representations of elements of the structure. Since
we are interested in algorithmic results, we additionally restrict our con-
sideration to one prominent class of nitely presentable structures that
has a decidable rst-order theory, namely to automatic structures.
Automatic structures, introduced rst in [40] and later in [46] and [10],
contain elements represented by words over a nite alphabet. Relations
in these structures are represented by synchronous automata that per-
form step-by-step transitions on tuples of symbols from the alphabet. A
prominent example of an automatic structure is Presburger arithmetic(N,+), for which the natural way of writing numbers as sequences of
digits and the standard column addition method constitute an automatic
presentation. In this thesis we allow words that represent elements of an
automatic structure to be innite; such structures are sometimes called
ω-automatic.
e basic fact that rst-order logic is decidable on automatic structures
follows from the closure properties of automata, both the ones working
on nite and those on innite words [13]. To develop a correspondence
between games and logic on automatic structures, we rst look for suit-
able extensions of rst-order logic that remain decidable on this class of
structures. We study the notion of game quantication and extend the
open and closed game quantiers, known in model theory of innitary
logics, to a regular game quantier dened on automatic presentations.
is quantier corresponds to a construction of the words representing
iv
elements of a structure by means of a game played step-by-step with the
letters from the alphabet. In this way the game quantier intuitively cap-
tures games played by two players during the construction of elements of
an automatic structure. We show that this quantier eectively preserves
regularity, which follows from the possibility to determinize alternating
automata.
We study the expressive power of the regular game quantier. We
identify classes of structures on which logic extended with this quantier
collapses to pure rst-order logic and distinguish these from those on
which it has larger expressive power. We prove that already quite basic
structures, for example the binary tree, are complete for rst-order logic
extended with the game quantier. To get a better understanding of the
expressive power of this extended logic on weaker structures, we identify
a class of inductive automorphisms and show that these preserve relations
dened using the game quantier.
Model-checking games for the extension of rst-order logic with the
game quantier on automatic presentations can be dened in a more
natural way than for pure rst-order logic. To introduce them, we rst
recall the classical two-player parity games, which arise as the model-
checking games for modal µ-calculus. We extend parity games to the
multiplayer setting where two coalitions play against each other with a spe-
cial kind of hierarchical imperfect information about actions of the players.
is extension allows us to dene the appropriate model-checking games
for the rst-order logic with the regular game quantier on automatic
presentations.
We look closely at the denition of hierarchical games to identify the
inuence of various factors on algorithmic properties of these games. On
the one hand, it is essential to assume that the information is hidden in a
hierarchical way and that players take moves in a prescribed alternating
order. We show that allowing non-alternating moves of players makes
the problem of determining the winners of these games undecidable. On
the other hand, hierarchical games are robust under manipulations of
the kind of the winning condition in the game.e winning condition is
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oen represented by listing which sets of positions must appear innitely
oen for one coalition to win the play (the Muller winning condition), by
assigning priorities to positions and requiring that the minimal priority
that appears innitely oen is even (the parity condition), or in other
forms (e.g. the Streett and Rabin conditions).e complexity of establish-
ing the winner in hierarchical games is not signicantly aected by the
kind of winning condition, as far as it is an ω-regular set of paths through
the game graph.
One reason for the robustness of these games under changes of the
winning condition is that adding a nite memory to strategies suces
to reduce games with complex winning conditions to games with easier
ones. For example, it is a well-known result that games with Muller win-
ning condition can be reduced to games with parity winning condition
using nite memory. Gurevich and Harrington proved this in [35] using
a special kind of memory structure called the latest appearance record,
which follows the idea of order vectors introduced by McNaughton. Later,
Zielonka introduced split trees [78], which form another memory struc-
ture that allows to reduce Muller games to parity games and gives more
insight into the amount of memory that is needed for the reduction when
the Muller condition is xed.
While these results are well-known for games over nitely many prior-
ities, it has not been known how to extend these memory structures to
games on innite arenas with innitely many priorities. We generalize
the latest appearance record to a memory structure that can store a nite
number of priorities that appeared in the play. Memory structures of this
kind are sucient for winning Muller games with a nite or co-nite
number of sets in the Muller condition, and additionally for a few other
classes of games with innitely many priorities. Zielonka trees can be
extended to certain classes of games with innitely many priorities as
well. We investigate these memory structures and show that the reduc-
tions known for the case of nitely many priorities can be generalized to
games with innitely many priorities, assuming certain constraints on
the structure of the Zielonka tree for the winning condition.
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Another commondirection inwhich rst-order logic can be extended is
by adding generalized Lindström quantiers [51].is extension has been
widely studied both in logic and in descriptive complexity theory, where it
is used to describe complexity classes for machines with oracles [30]. We
address the following question: which generalized unary quantiers can
be added to rst-order logic without introducing non-regular relations on
automatic structures. We answer this question with a complete characteri-
zation of such quantiers.ese are the cardinality and modulo counting
quantiers, i.e. “there exist innitely many”, “there exist uncountably
many” and “there exist k mod m many”. We show that these quanti-
ers indeed preserve regularity on all automatic structures, including the
non-injective ω-automatic ones. As a corollary we answer a question of
Blumensath [8] and prove that all countable ω-automatic structures are
in fact nite-word automatic.
A natural and oen considered question is which other classes of struc-
tures still have decidable rst-order logic with extensions. To investigate
it, we study a large class of structures introduced by Colcombet and Löd-
ing [18], called generalized-automatic structures. ese structures are
given by interpretations transforming their rst-order theory to monadic
second-order theory of a tree or of a linear order with additional labels.
Because of these arbitrary labellings that are included, the methods from
the previous chapters can not be directly generalized. Instead, we use the
composition method for monadic second-order theory over linear orders
and trees.
Using the compositionmethod we show that the second-order cardinal-
ity quantiers, both the innity and the uncountability quantier on the
number of sets X satisfying a formula φ(X), can be eectively eliminated
from monadic second-order logic, both over trees and over countable
linear orders.is elimination procedure can be transferred to rst-order
logic only on injectively presented generalized-automatic structures and
is thus a partial generalization of the previous results. We discuss the
outlook on further extensions and applications of our work in the nal
chapter.
vii
Acknowledgment. I wish to express my deep gratitude to Erich Grädel,
not only for giving me the opportunity to meet inspiring people and to
develop my interests, but also for his support and focus on the quality of
scientic work. I am also grateful to Wolfgangomas for his constant
encouragement and help.
I would like to thank Alexander Rabinovich and Sasha Rubin, I have
gained much from their fascinating ways of thinking. I also thank Diana
Fischer, Sophie Pinchinat, Dietmar Berwanger, Michael Ummels and
Tobias Ganzow for their illuminating comments and remarks which have
contributed to this thesis, and for carefully correcting this text. I am
especially grateful to my brother-in-arms Vince Bárány for his insightful
thoughts, thorough discussions and for his uncommon companionship
during the years in Aachen.
For making my time in Aachen so enjoyable, I thank my friends Alex,
Antje, Michaela, Christof, Jan, Frank, Kari, Michael, Nico, Philipp, Stefan,
and also Bernd, Roman and Wenyun. My deepest gratitude goes to those
at home, especially to my parents Andrzej and Teresa, for their unending
love, trust and encouragement.
viii
Contents
1 Logics, Structures and Presentations 1
1.1 First-order and monadic second-order logic 1
1.2 Linear orders and trees 4
1.3 Automata on ω-words 7
1.4 Automatic structures 12
1.5 Interpretations and complete structures 14
1.6 Composition in monadic second-order logic 17
2 Game Quantiers on Automatic Presentations 21
2.1 Open and closed game quantier 22
2.2 Game quantication over innite words 25
2.3 Decidability and determinacy for FO[a] 27
2.4 Expressive power of FO[a] 30
2.5 Inductive automorphisms 32
3 Games for Model Checking on Automatic Structures 35
3.1 Games on graphs and logic 36
3.2 Games with hierarchical imperfect information 40
3.3 Alternation of moves in hierarchical games 44
3.4 Model checking with hierarchical games 51
ix
4 Memory Structures for Innitary Games 61
4.1 Memory structures and determinacy 62
4.2 Latest appearance record for Muller games 64
4.3 Games with innitely many priorities 66
4.4 Finite appearance records 68
4.5 FAR reductions for innitary Muller games 70
4.6 Innitary Zielonka-tree memory 82
5 Counting Quantiers on Automatic Structures 89
5.1 Generalized quantiers preserving regularity 89
5.2 Dening uncountability using equal ends 91
5.3 FO[C] over ω-automatic structures 99
5.4 Presentations of countable ω-automatic structures 101
6 Cardinality Quantiers in MSO on Trees and Linear Orders 105
6.1 Innity quantier 106
6.2 Uncountability quantier on linear orders 107
6.3 Uncountability quantier on the binary tree 117
7 Outlook 129
Bibliography 133
Index 143
x
List of Figures
1.1 Sum of sets along a path in a tree. . . . . . . . . . . . . . . 7
1.2 An automaton for the equal ends relation. . . . . . . . . . 12
3.1 Example of a hierarchical game in two variants. . . . . . . 44
3.2 Non-determined hierarchical game. . . . . . . . . . . . . . 45
3.3 Alternation makes hierarchical games determined. . . . . 46
3.4 Example subgame for u = aba. . . . . . . . . . . . . . . . . 48
3.5 Complete game Gu ,v . . . . . . . . . . . . . . . . . . . . . . 48
3.6 Model-checking game for ∃x(R1(x) ∧ R2(x)). . . . . . . 57
3.7 Alternating game for ∃x(R1(x) ∧ R2(x)). . . . . . . . . . 58
6.1 Constructing the word wX . . . . . . . . . . . . . . . . . . . 124
xi
xii
1 Logics, Structures and Presentations
In this chapter we review the standard notions of rst-order and monadic
second-order logic. We introduce linear orders and trees and state a few
elementary properties of these structures. We recall the correspondence
between monadic second-order logic and automata on innite words
together with basic facts from automata theory . We introduce automatic
structures using presentations by automata and characterize them both
by rst-order and by monadic second-order to rst-order interpretations.
Finally, we discuss the composition method for monadic second-order
logic over linear orders and trees.
As most of these notions are standard, we assume that the reader is
already familiar with them and thus we do not discuss them in detail, but
concentrate instead on xing the notation. More thorough introductions
to logic and automata can be found in many textbooks and surveys, e.g.
in [24, 23, 72, 74].
1.1 First-order andmonadic second-order logic
A structure A = (A, R1 , . . . , Rn , f1 , . . . , fm) is given by a set A, called the
domain of A, a number of relations R i and a number of functions f j . If
we denote the arity of R i by r i and the arity of f j by s j then R i ⊆ Ar i and
f j ∶ As j → A. We say that A is a relational structure if it contains no
functions, only relations. Every structure can be coded as a relational
structure by replacing each function f j by its graphG f j , which is a relation
of arity s j + 1 such that G f j(x , y) ⇐⇒ f j(x) = y.e signature of the
structure A is denoted by σ(A) = {R(r i)i } ∪ { f (s j)j }, where R i and f j are
now just symbols with appropriate arities. Note that we only consider
structures with nite signatures in this thesis, even though some of the
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results do not rely on this assumption.
Both rst-order and monadic second-order logic formulas over a sig-
nature τ are built from atomic formulas using boolean connectives and
quantiers. Atomic formulas in rst-order logic (FO) have either the form
t1 = t2 or R i(t1 , . . . , tr i ), where tk are terms, i.e. either rst-order vari-
ables, denoted x , y, x1 , y1 , . . ., or expressions of the form f j(t1 , . . . , ts j). In
monadic second-order logic (MSO) there are additional atomic formulas
of the form t ∈ X, where t is again a term and X is a second-order variable.
We use the standard boolean connectives ∧,∨,¬ to denote conjunction,
disjunction and negation and we write φ → ψ for (¬φ) ∨ ψ and φ ↔ ψ
for (φ → ψ) ∧ (ψ → φ). In rst-order logic it is possible to quantify over
rst-order variables using either existential or universal quantiers, i.e. to
write ∃xφ or∀xφ. In second-order logic there is the additional possibility
to quantify over second-order variables, i.e. to write ∃Xφ or ∀Xφ. When
writing formulas we use the convention that negation and quantiers bind
stronger than ∧ and ∨, which in turn bind stronger than → and↔, so
that ∀xRx ∧¬Ry → Rz is to be understood as ((∀xRx)∧ (¬Ry))→ Rz.
We say that a variable in a formula φ that appears in scope of a quantier
is bound and in the other case it is free. When writing φ(x1 , . . . , xn) (or
sometimes shorter φ(x)) wemean that all free variables of φ are contained
in {x1 , . . . , xn}.
Whether a formula φ(x , X) holds in a structureA, given an assignment
θ ∶ x → A for rst-order variables and an assignment Θ ∶ X → P(A)
for second-order ones, denoted A, θ , Θ ⊧ φ, is dened inductively. First,
we extend the assignment θ to all terms by putting θ( f j(t1 , . . . , ts j)) =
f j(θ(t1), . . . , θ(ts j)). Note that f j on the le side of the equation is only
a symbol, while on the right side it is a function of A. We will oen abuse
the notation in this way and we sometimes write fAi to point out that we
have the function (or relation) in the structure in mind, rather than the
symbol. Moreover, we extend this notation to formulas, so given a formula
φ(x) we write φA for the relation dened by φA(a) ⇐⇒ A, x ← a ⊧ φ.
In the inductive denition of the semantics below we write θ[x ← a] (or
analogous for Θ) for the assignment θ′ ∶ x ∪ {x}→ A that maps x to a
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and every other variable x′ to θ(x′).
– A, θ , Θ ⊧ t1 = t2 whenever θ(t1) = θ(t2),
– A, θ , Θ ⊧ R i(t1 , . . . , tr i ) whenever RAi (θ(t1), . . . , θ(tr i )) holds,
– A, θ , Θ ⊧ t ∈ X whenever θ(t) ∈ Θ(X),
– A, θ , Θ ⊧ ¬φ whenever it is not the case that A, θ , Θ ⊧ φ,
– A, θ , Θ ⊧ φ ∧ ψ whenever A, θ , Θ ⊧ φ and A, θ , Θ ⊧ ψ,
– A, θ , Θ ⊧ φ ∨ ψ whenever A, θ , Θ ⊧ φ or A, θ , Θ ⊧ ψ,
– A, θ , Θ ⊧ ∃xφ whenever A, θ[x ← a], Θ ⊧ φ for some a ∈ A,
– A, θ , Θ ⊧ ∀xφ whenever A, θ[x ← a], Θ ⊧ φ for all a ∈ A,
– A, θ , Θ ⊧ ∃Xφ whenever A, θ , Θ[X ← B] ⊧ φ for some B ⊆ A,
– A, θ , Θ ⊧ ∀Xφ whenever A, θ , Θ[X ← B] ⊧ φ for all B ⊆ A.
Sometimes we evaluateMSO formulas in the weak semantics and in such
case only nite sets are substituted for second-order variables. In this
setting the last two items above must be replaced by the following:
– A, θ , Θ ⊧ ∃Xφ in the weak semantics if A, θ , Θ[X ← B] ⊧ φ for
some nite B ⊆ A,
– A, θ , Θ ⊧ ∀Xφ in the weak semantics if A, θ , Θ[X ← B] ⊧ φ for
all nite B ⊆ A.
We oen call formulas that we evaluate using the weak semantics weak
monadic second-order logic (WMSO) formulas.
3
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1.2 Linear orders and trees
Linear orders are a prominent example of structures that appear through-
out this thesis. e standard ordering of natural numbers is denoted(ω, <) or (N, <), the orderings of integers and rational numbers are de-
noted (Z, <) and (Q, <), respectively. Recall that (Q, <) is dense, meaning
that between any two elements x < y there is another element z such that
x < z < y. On the other hand, we say that a linear order (L, <) is scattered
if it does not embed any dense order, or equivalently if it does not embed(Q, <). Given a linear order (I, <) and orders (L i , <i) for every i ∈ I, the
sum∑I L i is dened as the linear ordering of ⋃i∈I L i × {i} such that(l , i) < (l ′ , i′) ⇐⇒ i < i′ or i = i′ and l <i l ′ .
We write (L0 , <0) + (L1 , <1) for the sum over ({0, 1}, <). For example(Z, <) is isomorphic to ω∗ + ω, where ω∗ is the standard ordering of
negative integers, ({−1,−2,−3, . . .}, <). Note that sometimes we use the
same name for the structure and its universe when the meaning is clear
from the context, as in the case of ω above. For a linear order L and
a, b ∈ L we use the standard notation for intervals, so for example [a, b)
is a le-closed and right-open interval. Moreover, we write L∣[a ,b) for the
order L ∩ [a, b), and for X ⊆ L we use analogous notation, i.e. X∣[a ,b] for
X ∩ [a, b].
One can classify countable linear orders using the sum operation de-
ned above in the following way. Every countable linear order can be
written as a dense sum of scattered linear orders, i.e. as ∑Q L i where
each (L i , <i) is a scattered linear order. Moreover, Hausdor classied
countable scattered linear orders in classes VDα dened inductively as
follows. VD0 = {1} consists of the linear order having one element (we
leave out the empty linear order). For each ordinal α > 0, VDα consists of
those linear orders that can be written as a sum∑Z L i with each L i ∈ VDβ
for some β < α. Let VD be the union of all the VDα . Hausdor has
shown that VD contains every countable scattered linear order, and the
Hausdor-rank of a linear order L ∈ VD is dened as the smallest α such
that L ∈ VDα .
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A linear order is complete if every one of its subsets has a least upper
bound. Given a linearly ordered set (L, <) its Dedekind cuts are subsets
C ⊆ L that are downward closed.e completion of (L, <) is the setDC(L)
of Dedekind cuts of L ordered by inclusion, containing ∅ if there no least
element in L and excluding ∅ in the other case. Note that the completion
of L, which we denote by L and consider only up to isomorphism, is
a complete linear order with both endpoints, i.e. a least and a greatest
element.
Every linear order is naturally equipped with the order topology gener-
ated by open intervals.is allows us to speak of neighborhoods, open
sets, limit (alternatively condensation or accumulation) points, and all
other topological notions on every linear order.
For a given set A we denote by A∗ the set of all nite sequences of
elements of A, by Aω the set of all innite sequences of elements of A (i.e.
functions ω → A), and A≤ω = A∗ ∪ Aω . For any sequence s = s0s1s2 . . . ∈
A≤ω we denote by ∣s∣ the length of s (either a natural number or ω) and by
s∣n = s0 . . . sn−1 the nite sequence composed of the rst n elements of s,
with s∣0 = ε, the empty sequence. Wewrite s[n] for the (n+1)st element of
s (as we start counting from 0), so s[n] = sn for n ∈ N. Similarly, s[n,m]
is the factor s[n]s[n + 1]⋯s[m] and s[n,m) is dened as s[n,m − 1],
therefore in our notation s∣n = s[0, n). Given a nite sequence s and a
sequence r ∈ A≤ω we denote by s ⋅ r (or just sr) the concatenation of s and
r. For the n-times concatenation s⋯s we use the symbol sn . Moreover,
we write s ⊑ t if s is a prex of t, i.e. if there exists a sequence r such that
t = sr, and in such case we denote the dierence by t − s = r. A subset
B of A≤ω is said to be prex-closed if for every t ∈ B and s ⊑ t it holds
that s ∈ B. For an innite sequence s ∈ Aω the set of elements that appear
innitely oen in this sequence is denoted by inf(s).
We sometimes extend all notations introduced above to vectors of
sequences, so for example if s is a vector then s[n] or equivalently s[n]
is the vector consisting of the (n + 1)st element of each sequence in s.
Moreover, given a function f ∶ A→ B and u ∈ A≤ω we denote by f (u)
the sequence f (u[0]) f (u[1]) f (u[2]) . . . ∈ B≤ω .
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A tree T = (T , ⊑, P1 , . . . , Pn) over a set A is a structure where the
universe T is a prex-closed subset of A∗.e relation ⊑ is interpreted
as the standard prex ordering and Pi are arbitrary unary predicates,
sometimes called labels. We say that a tree T includes successor labels
if for each a ∈ A there is a predicate Pa in the structure such that Pa(u)
holds exactly when u = va, which allows to distinguish all immediate
successors of any node v ∈ T . Given a nite set A we denote by T(A)
the complete tree over A, which is a structure with the universe A∗, with
successor labels and without any other predicates. An important example
of such a tree is the complete binary tree, T({0, 1}) = ({0, 1}∗ , ⊑, S0 , S1)
where S0(u) holds if u = v0 and S1(u) if u = v1. In the case of complete
k-ary trees we may write T(k) for T({0, . . . , k − 1}), so the complete
binary tree is sometimes denoted T(2).
For a node v ∈ T the restriction T∣v is the substructure of T with
universe {w ∣ v ⊑ w}. e universe of this substructure is not prex-
closed for v ≠ ε (and so formally it is not a tree), but it is isomorphic to
a tree Tv with universe {w∣ vw ∈ T} and predicates derived from T by
putting PTvi (w) ⇐⇒ PTi (vw). We say that Tv (and sometimes T∣v as
well) is the subtree of T rooted at v. Similarly, we use this notation for
every set X ⊆ T , i.e. Xv = {u ∣ vu ∈ X} and X∣v = X ∩ Tv = vXv .
A path of T is a prex-closed subset P of T that is linearly ordered by⊑, thus either nite or of order-type ω. We identify a path P with the
sequence pi = n0n1n2 . . . ∈ A≤ω such that P = {n0 . . . ns ∣ s ≤ ∣pi∣}, and
given a sequence pi ∈ A≤ω we write Pref(pi) for the corresponding path
P. Let pi be a sequence corresponding to a path P through the complete
binary tree T(2). Given a subset Q of the path P and a sequence X i of
subsets of T(2), we say that X is a sum of X i along pi,Q,
X = ∑
pi ,Q
X i ,
if X ∩P = Q and, for every i, the labels aside from the path P on step i are
exactly X i , i.e. if pi[i] = 0 then Xpi∣i 1 = X i and if pi[i] = 1 then Xpi∣i0 = X i ,
as illustrated for a path pi = 010 . . . and Q = Pref(pi) in Figure 1.1.
In addition to the trees dened above, we study trees over innite
6
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. . .
0
1
0
X0
X1
X2
1
0
1
Figure 1.1: Sum of sets along a path in a tree.
words, called ω-trees. A complete ω-tree over a nite set A is dened in an
analogous way to the standard tree as Tω(A) = (A≤ω , ⊑, {Sa}a∈A), where
Sa are again successor labels, i.e. Sa(u) holds only for nite words u = va.
Moreover, we sometimes extend the trees with the equal-length relation el,
dened by el(u,w) ⇐⇒ ∣u∣ = ∣w∣. We denote a treeT extended with this
binary relation Tel, so for example Tωel({0, 1}) is the complete binary ω-
tree extended with the equal-length relation, i.e. ({0, 1}≤ω , ⊑, S0 , S1 , el).
1.3 Automata on ω-words
e order (ω, <) and the binary tree T(2) play an important role in
computer science and logic because the monadic second-order theory of
both of these structures is decidable, as proved by Büchi [13] and Rabin
[65] respectively.ese proofs use the notion of an automaton, either a
word automaton for (ω, <) or a tree automaton for T(2), and establish a
one-to-one correspondence between relations recognized by automata
and the ones denable in monadic second-order logic.
Anω-word automatonA over a nite alphabet Σ is a tuple (Q , ∆, q0 ,F)
where Q is a nite set of states, ∆ is a transition relation ∆ ⊆ Q × Σ × Q,
q0 ∈ Q is an initial state and F is an acceptance condition. An automaton
is deterministic if ∆ is a function Q × Σ → Q. In the case of the standard
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nite-word automata, the acceptance condition consists only of a set of
nal states and a word is accepted if some run ends in a nal state. For
ω-word automata the acceptance condition F is a set of runs, i.e. innite
sequences of states, which are considered accepting for the automaton,
so F ⊆ Qω . In practice F is described in a nite way and there are a few
representations that are oen used for this purpose.
– e Büchi condition is represented by a set F ⊆ Q andF = {s ∈ Qω ∣ inf(s) ∩ F ≠ ∅}.
– e parity condition is dened using amapping Ω ∶ Q → {0, . . . , d}
and F = {s ∈ Qω ∣ min(inf(Ω(s))) is even}.
– eRabin condition is given by a set of pairs {(E1 , F1), . . . , (Ek , Fk)}
andF = {s ∈ Qω ∣ inf(s)∩Fi ≠ ∅ and inf(s)∩E i = ∅ for some i}.
– e Streett condition, dual to the Rabin condition, is again repre-
sented by a set of pairs {(E1 , F1), . . . , (Ek , Fk)}, but in this caseF = {s ∈ Qω ∣ inf(s) ∩ Fi ≠ ∅ or inf(s) ∩ E i = ∅ for every i}.
– eMuller condition is dened by listing F ⊆ P(Q) andF = {s ∈ Qω ∣ inf(s) ∈ F}.
A run of an automatonA on a word w ∈ Σω is dened as any sequence
of states q0q1 . . . ∈ Qω in which ∆(q i ,w[i], q i+1) holds for all i.e word
w is accepted byA if there is a run ρ ofA onw that is accepting, i.e. ρ ∈ F ,
and we denote by L(A) the set of all words accepted by an automatonA.
It is well-known that non-deterministic Büchi, parity, Rabin, Streett and
Muller automata all recognize the same class of languages, the ω-regular
languages.e deterministic variants have the same expressive power for
all the representations of acceptance conditions introduced above except
for the case of Büchi condition, as deterministic Büchi automata are strictly
weaker than non-deterministic ones. Moreover, the class of ω-regular
languages is closed under union, intersection and complementation.
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1.3.1 Alternating automata
In addition to the standard notion of automata, we use alternating au-
tomata as a tool in our proofs.e intuition behind alternating automata
is that, unlike in the deterministic case where only one run on a given
word is possible, there are more possibilities of transitions from each state
for a given letter. But unlike non-deterministic automata, an alternating
automaton does not only accept a word if there exists an accepting run
among all possible ones, or if all possible runs are accepting (as in univer-
sal automata), but it allows to alternate such conditions with respect to
states of the automaton and has both existential and universal branching
choices.
To dene alternating automata we have to consider, for a given set
of states Q, the set B+(Q) of all positive boolean formulas over Q. By
denition B+(Q) is the set of all boolean formulas built using elements
of Q, the boolean connectives ∧ and ∨ and the constants ⊺ (true) and 
(false). Note that negation is not allowed. We say that a subset X ⊆ Q
satises a formula φ ∈ B+(Q) if φ is satised by the assignment that
assigns true to all elements of X and false to Q ∖ X.
An alternating automatonA over an alphabet Σ is a tuple (Q , δ, q0 ,F),
where Q is the set of states, q0 is the initial state, F is the acceptance
condition, but this time δ does not point to a single next state but species
a positive boolean formula as transition condition, δ ∶ Q × Σ → B+(Q).
Intuitively, a correct run ofA on a word w is a tree labeled with Q where
the successors of each node form a satisfying set for the boolean condition
related to the state in this node and to the corresponding letter in w.
To capture this intuition formally and simplify notation, we dene runs
as sets of innite sequences of states, so a run ρ is a subset of Qω . When
one thinks of runs as trees, our denition corresponds to dening runs
directly as the set of branches of the run-tree. For a run ρ represented in
this way we write sρ(u) for the set of all states appearing in ρ that prolong
u ∈ Q∗, i.e. the successors of u when thinking of a run as a tree,
sρ(u) = {q ∈ Q ∶ ∃v u ⋅ q ⋅ v ∈ ρ}.
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We dene that ρ is a correct run ofA on the word w if for each innite
branch u ∈ ρ and each prex u∣i the successors aer that prex satisfy the
corresponding boolean constraint, i.e. if sρ(u∣i) satises δ(u[i],w[i])
for all i and u ∈ ρ. We say that A accepts a word w if there is a correct,
non-empty run ρ on w starting from q0 such that each branch u ∈ ρ is
accepted, i.e. u ∈ F , and again we write L(A) for the language recognized
byA.
Alternating automatamay seemmore powerful than deterministic ones
and it is oen much easier to express problems in terms of alternating
automata than in terms of deterministic ones, but they are in fact equal
in expressiveness to the standard automata.
eorem 1.1. Every language recognized by an alternating Büchi, parity,
Rabin, Streett or Muller automaton is ω-regular.
e above theorem can be proved by expressing acceptance of alternat-
ing automata in monadic second-order logic on innite words and then
going back from the logic to automata [13]. Alternatively, one can give
an explicit construction which shows that (for all acceptance conditions
except the Büchi condition) the size of the deterministic automaton con-
structed for a language recognized by an alternating one is at most doubly
exponential in the size of the original automaton, as rst shown in [57].
1.3.2 Omega-semigroups
ere is a fundamental correspondence between recognizability of sets by
nite-word automata and by nite semigroups. It has been extended to
recognizability of ω-regular sets, rst using Wilke algebras [77] and later
based on the notion of ω-semigroups.e theory of ω-semigroups was
rst well presented in [62] and is thoroughly discussed in [63], we only
mention what is most necessary.
An ω-semigroup S = (S f , Sω , ⋅, ∗, pi) is a two-sorted algebra, where(S f , ⋅) is a semigroup, ∗ ∶ S f × Sω ↦ Sω is the mixed product satisfying
for every s, t ∈ S f and every α ∈ Sω the equality
s ∗ (t ∗ α) = (s ⋅ t) ∗ α
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and where pi ∶ Sωf ↦ Sω is the innite product satisfying
s0 ∗ pi(s1 , s2 , . . .) = pi(s0 , s1 , s2 , . . .)
as well as the associativity rule
pi(s0 , s1 , s2 , . . .) = pi(s0s1⋯sk1 , sk1+1sk1+2⋯sk2 , . . .)
for every sequence (s i)i≥0 of elements of S f and every strictly increasing
sequence (k i)i≥0 of indices. For s ∈ S f we denote sω = pi(s, s, . . .).
Morphisms of ω-semigroups are dened to preserve all three products
as expected.ere is a natural way to extend nite semigroups and their
morphisms to ω-semigroups. As in semigroup theory, idempotents play
a central role in this extension. An idempotent is a semigroup element
e ∈ S satisfying ee = e. For every element s in a nite semigroup the
sub-semigroup generated by s contains a unique idempotent sk .e least
k > 0 such that sk is idempotent for every s ∈ S f is called the exponent
of the semigroup S f . Another useful notion is absorption of semigroup
elements: we say that s absorbs t (on the right) if st = s.
ere is a natural extension of the free semigroup Σ+ to the free ω-
semigroup (Σ+ , Σω) with ∗ and pi determined by concatenation. An
ω-semigroup S = (S f , Sω) recognizes a language L ⊆ Σω via a morphism
ϕ ∶ (Σ+ , Σω)→ (S f , Sω) if ϕ−1(ϕ(L)) = L.is notion of recognizability
coincides, as for nite words, with recognizability by non-deterministic
Büchi automata and translations from Büchi automata to ω-semigroups
and back can be done eectively.
eorem 1.2 ([62]). A language L ⊆ Σω is ω-regular if and only if it is
recognized by a nite ω-semigroup.
is correspondence allows one to engage in an algebraic study of vari-
eties of ω-regular languages, and also has the advantage of hiding com-
plications of cutting apart and stitching together runs of Büchi automata.
is is precisely the reason for which we use this algebraic framework.
Most remarkably, one does not need to understand the exact relation-
ship between automata and ω-semigroups and the technical details of
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the constructions behindeorem 1.2 to use ω-semigroups to simplify
calculations on ω-regular sets.
1.4 Automatic structures
Before we dene automatic presentations and automatic structures, let
us introduce relations on nite and ω-words recognized by ω-word au-
tomata operating in a synchronized letter-to-letter fashion. Formally, R
is an ω-regular relation of arity r over the domain Σω if there exists an
ω-automaton A over the alphabet Σr accepting the convolution ⊗w of
ω-words w1 , . . . ,wr exactly when R(w1 , . . . ,wr) holds.e convolution
is dened as
⊗w[i] = (w1[i], . . . ,wr[i]) for all i .
For pairs of words w ,w′ we sometimes write w⊗w′ or (ww′) for ⊗(w ,w′).
Example 1.3. Words u, v ∈ Σω have equal ends, written u ∼e v, if u[n] =
v[n] for all but a nitely many natural numbers n.is is an important
example of an ω-regular equivalence relation. For S , T ⊆ N we extend the
notation and write S ∼e T if for all but nitely many n ∈ N, n ∈ S ⇐⇒
n ∈ T . e non-deterministic Büchi automaton depicted in Figure 1.2
accepts the equal-ends relation over {0, 1}.
q0 q1 F = {q1}(00),(11)
(00),(01),(10),(11) (00),(11)
Figure 1.2: An automaton for the equal ends relation.
To dene ω-regular relations over nite words one needs to add a
padding end-of-word symbol ◻ /∈ Σ to formally dene the convolution
of words of dierent length. For simplicity, we will sometimes identify
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a nite word w ∈ Σ∗ with its innite padding w◻ = w◻ω ∈ Σω◻ where
Σ◻ = Σ ∪ {◻}. A language L ⊆ Σ∗ is regular, i.e. recognized by a standard
nite-word automaton, exactly if the language L◻ = {w◻ ∣ w ∈ L} is
ω-regular over Σ◻. us, we say that an r-ary relation R ⊆ (Σ∗)r is
regular whenever its extension with padding is ω-regular over Σ◻.is
is equivalent to dening a convolution for nite words by padding each
word with ◻ to be as long as the longest one.
Denition 1.4 (Automatic Presentation).
For any relational structure A = (A, R1 , . . . , Rk), a tuple of ω-automata
d = (A,A≈ ,A1 , . . . ,Ak) together with a surjective naming function f ∶
L(A) → A constitutes an (ω-)automatic presentation of A over Σ if the
following criteria are met:
(i) the equivalence relation denoted ≈ and dened as
{(u,w) ∈ L(A)2 ∣ f (u) = f (w)}
is recognized byA≈,
(ii) every automaton Ai recognizes a relation Ri ⊆ (Σω)r i with the
same arity r i as the relation R i ,
(iii) f is an isomorphism between Ad = (L(A),R1 , . . . ,Rk)/≈ and A.
e presentation is said to be injective whenever f is, in which caseA≈
can be omitted. Observe that the relation ≈ needs to be a congruence of
the structure (L(A),R1 , . . . ,Rk) for item (iii) to hold.
In case L(A) only consists of words of the form w◻ where w ∈ Σ∗, we
say that the presentation is (nite-word) automatic. We call a structure
(ω-)automatic if it has an (ω-)automatic presentation.
ere may exist dierent automatic presentations of a single structure,
and dierent relations might be regular in each of these presentations.
For example, for every number p > 1 there is a presentation of Presburger
arithmetic (N,+) where numbers are coded in base p. e relation ∣2
dened as x∣2 y ⇐⇒ x∣y and x = 2n is a regular relation when numbers
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are coded in binary, but it is not regular in the presentation that uses
ternary coding. Relations that are regular in each automatic presentation
of a structure are called intrinsically regular and were rst studied in
[47, 48]. Every FO-denable relation is intrinsically regular, but on some
structures there are intrinsically regular relations that are not denable in
FO. Remarkably, this is not the case for Presburger arithmetic, where all
relations that are intrinsically regular are denable in FO. An accessible
survey of results on presentations of Presburger arithmetic is given in
[12], and the general problem of dierent automatic presentations of a
structure is studied in [5, 6].
e basic advantage of having an (ω-)automatic presentation of a struc-
ture lies in the fact that rst-order formulas can be eectively evaluated
using classical automata constructions.is is expressed by the following
fundamental theorem.
eorem 1.5 (Cf. [40, 46, 11]). ere is an eective procedure that given an
(ω-)automatic presentation d, f of a structure A, and given a FO-formula
φ(x) constructs an (ω-)automaton recognizing f −1(φA).e FO-theory
of every (ω-)automatic structure is decidable.
1.5 Interpretations and complete structures
In this section, instead of explicitly representing a structure by a nite ob-
ject, as done above using automata, we consider operations for transform-
ing structures. More precisely, we x an underlying family of structures
and a class of operations that transform structures, and investigate the
class of structures obtained by applying the transformations to structures
in the underlying family. When the operations preserve decidability of
rst-order or monadic second-order logic, and structures in the under-
lying family have decidable rst-order or monadic second-order theory,
then we obtain a class of structures on which the corresponding logic is
again decidable.
An important and well studied way of transforming structures is the
model-theoretic interpretation, where one structure is interpreted in
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another one using formulas of either rst-order or monadic second-order
logic. Interpretations preserve decidability of the corresponding logics,
or transform structures with decidable monadic second-order theory to
structures with decidable rst-order theory. We will show a few ways in
which automatic structures can be characterized and extended by means
of interpretations in trees and linear orders.
Denition 1.6. Let A = (A, R1 , . . . , Rk) andB be relational structures
and let r i be the arity of R i . A tuple of rst-order formulas over σ(B),
I = (δ(x), ε(x1 , x2), φ1(x 1 , . . . , x r1), . . . , φk(x 1 , . . . , x rk)),
where each vector x , x i is of the same length n is an n-dimensional FO
interpretation of A inB if I(B) = (δB , φB1 , . . . , φBk )/εB is isomorphic
to A.
In an analogous way, a tuple ofMSO orWMSO formulas over σ(B),
J = (δ(X), ε(X1 , X2), φ1(X1 , . . . , Xr1), . . . , φk(X1 , . . . , Xrk)),
where X and X i are single second-order variables, is an MSO-to-FO
or aWMSO-to-FO interpretation if J (B) = (δB , φB1 , . . . , φBk )/εB is
isomorphic to A, with the formulas evaluated using the standard or the
weak semantics respectively. If there exists anFO,MSO-to-FO orWMSO-
to-FO interpretation of A inB we denote this by A ≤FO B, A ≤MSO→FO
B or A ≤WMSO→FO B, respectively.
Let ψ be a rst-order formula over σ(A) and I an interpretation of A
inB. We construct the formula ψI by replacing every relation symbol R i
inψ by the corresponding formula φ i of I , replacing every equality t1 = t2
in ψ by ε(t1 , t2) and relativizing the quantiers in the following way. In
the case of FO interpretations we replace ∃xφ by ∃x(δ(x) ∧ φ) and ∀xφ
by ∀x(δ(x) → φ), and in the second-order case we use second-order
variables and thus ∃X(δ(X) ∧ φ) and ∀X(δ(X)→ φ), respectively.e
standard interpretation lemma states that A ⊧ ψ exactly ifB ⊧ ψI .is
allows us to deduce decidability of the FO-theory of A from decidability
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of the FO, MSO orWMSO theory of B, given an FO, MSO-to-FO or
WMSO-to-FO interpretation of A inB, respectively.
A classK of structures is closed underFO-interpretations if for allB ∈ K
whenever A ≤FO B then A ∈ K as well. For such a class K we say that
a structure B is complete for K if all A ∈ K are FO-interpretable in B.
It follows fromeorem 1.5 that the class of (ω-)automatic structures is
closed under FO-interpretations, because every relation dened in FO
using only (ω-)regular relations is again (ω-)regular.
One way to characterize automatic structures by means of interpreta-
tions is to nd complete automatic structures, and such structures were
presented in [8, 11]. It was shown there that for any nite alphabet Σ with
at least two letters, the complete tree over Σ extended with the equal-
length relation, Tel(Σ), is complete for the class of automatic structures.
Analogously, the complete ω-tree with the equal-length relation, Tωel(Σ),
is complete for the class of ω-automatic structures.
It is natural to ask whether Presburger arithmetic is a complete au-
tomatic structure. e answer is negative, but there are extensions of
Presburger arithmetic that are complete. Let us dene the following struc-
tures: Np = (N,+, ∣p) where x∣p y ⇐⇒ x∣y and x = pn for some n ∈ N,
and Rp = (R,+, ≤, ∣p , 1) where x∣p y ⇐⇒ y = kx and x = pl for some
k, l ∈ Z. It was shown in [8, 11] that for all integers p ≥ 2 the exten-
sions Np and Rp of Presburger arithmetic and the real arithmetic are
indeed complete, for the class of automatic and ω-automatic structures
respectively.
Another way to characterize automatic structures, whereWMSO-to-
FO andMSO-to-FO interpretations are used, was rst mentioned in [69]
and more systematically introduced in [18].is characterization extends
the intimate connection between ω-automata over words andMSO over(ω, <), as well as between nite-word automata andWMSO over (ω, <),
to (ω-)automatic structures. A structure A is nite-word automatic if
there is aWMSO-to-FO interpretation of A in (ω, <), and a structureB
is ω-automatic if there is anMSO-to-FO interpretation ofB in (ω, <).
Let us summarize the characterizations of automatic structures by means
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of interpretations in the following theorems.
eorem 1.7 (Cf. [8, 11, 69, 18]). For any relational structureA the following
statements are equivalent:
– A is nite-word automatic,
– A ≤FO Tel(2),
– A ≤FO N2,
– A ≤WMSO→FO (ω, <).
eorem 1.8 (Cf. [8, 11, 69, 18]). For any relational structure A the follow-
ing statements are equivalent:
– A is ω-automatic,
– A ≤FO Tωel(2),
– A ≤FO R2,
– A ≤MSO→FO (ω, <).
e characterization of automatic structures byMSO-to-FO interpre-
tations was used in [18] to dene generalized-automatic structures. We
say that A is an (ω-)generalized-automatic structure if there is aWMSO-
to-FO (orMSO-to-FO) interpretation of A in some tree T. In particular,
we say that the structure is (ω-)tree-automatic if this is the case for T(2),
the complete binary tree. By the result of Rabin and the interpretation
lemma, (ω-)tree-automatic structures have a decidable rst-order theory.
Moreover, in chapter 6 we show that certain extensions of rst-order logic
collapse to FO on all ω-generalized-automatic structures.
1.6 Composition in monadic second-order logic
To study logic on linear orders and trees with arbitrary additional predi-
cates it is convenient to depart from automata and use related methods
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from mathematical logic, especially the composition method.e history
of the composition method starts with the introduction of Ehrenfeucht
games [26], which are an intuitive formulation of Fraïssé’s characterization
of elementary equivalence, i.e. indistinguishability of relational structures
by rst-order formulas. ese games were rst dened for rst-order
logic and extended to weak monadic second-order logic [26]. Later, other
logical systems were covered, such as modal, temporal and innitary
logics that we discuss in chapter 2. Here we focus on the extension of
this method, now usually called the Ehrenfeucht-Fraïssé method, to full
monadic second-order logic over linear orders and trees.
While Ehrenfeucht proved decidability of the rst-order and the weak
monadic second-order theory of countable ordinals using logical methods
[25, 26], decidability of the full monadic second-order theory of these
orderings was rst shown by Büchi using automata [13, 14, 15]. Only later
Shelah gave, in his celebrated and dicult paper [71], alternative proofs
of Büchi’s results (and many more) using an extension of the Ehrenfeucht-
Fraïssé method to full monadic second-order logic, which he called the
composition of monadic theories.is method was subsequently used by
Gurevich and Shelah to obtain even more results, for example in [33, 37]
and with Magidor in [36].eoretical computer scientists long preferred
the automata theoretic approach, even aer the composition method was
well presented in Gurevich’s survey [34]. It was only aer the more acces-
sible survey by Wolfgangomas [73] that the merits of the composition
method started to be appreciated in theoretical computer science, which
resulted in numerous papers. One example is the characterization of all
extensions of (ω, <) by unary predicates that have a decidable monadic
second-order theory [66].
For a structureA and a tupleU ofm subsets ofA themonadic n-theory
of U ,n(A,U), is the set of allMSO formulas φ(X) having no more
than n nested quantiers in any subformula and no free variables other
than X1 , . . . , Xm for which A ⊧ φ(U).
Given a nite relational signature there are only nitelymany n-theories
in m variables. Moreover, every n-theoryn(A,U) is denable by a
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singleMSO formula τ(X) having m free variables and quantier depth
at most n. Hintikka formulas are canonical formulas dening n-theories.
We denote the nite set of all Hintikka formulas for n-theories in m
variables by Tp(n,m) and say that U has type τ ∈ Tp(n,m), denoted
τ =n(A,U), if A ⊧ τ(U), i.e. if τ andn(A,U) are equivalent.
e essence of the composition method is that certain operations on
structures, such as disjoint union and ordered sums of linear orders, can be
projected to n-theories, i.e. there are corresponding operationsmapping n-
theories of constituent structures to the n-theory of the resulting structure.
In other words, n-theories can be composed.
We mostly use a very simple form of the composition method on linear
orders and on the complete binary tree, as stated below, which can be
proved directly using Ehrenfeucht-Fraïssé games. As mentioned before,
there aremore powerful theorems also known as the compositionmethod,
e.g. the eective ones presented later and other in [71, 33, 37, 36].
eorem 1.9 (Composition on linear orders). Let L be a countable linear
order and let x i ∈ L be a sequence of elements in the completion of L such
that L = ⋃i∈ω[x i , x i+1). en for every n and X the theoryn(L, X) is
uniquely determined by the theoriesn(L∣[x i ,x i+1) , X∣[x i ,x i+1)).
eorem 1.10 (Composition on the binary tree). Let pi be an innite path
through T(2), P a tuple of subsets of pi, X i a sequence of tuples of subsets
of T(2) and let X = ∑pi ,P X i . enn(T(2), X) is uniquely determined
by pi, P and the theoriesn(Tpi[i] , X i).
Please note that when considering substructures, e.g. A ⊆B, and given
sets X ⊆B, we writen(A, X) to denoten(A, X ∩A). For instance
for X ⊆ T we haven(Tv , X) =n(Tv , X∣v).
As the number of n-types inm variables is nite, it is possible to operate
on types as on any nite object. e more constructive version of the
composition theorem allows to decompose anMSO formula over a sum
of structures into a formula on the index structure labelled by types.
eorem 1.11. For everyMSO formula φ(X) of quantier rank n and enu-
meration τ1 , . . . , τk of Tp(∣X∣, n) there is anMSO formula θ(T1 , . . . , Tk)
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such that for every linear order I, family {(L i , <i) ∶ i ∈ I} of linear orders,
and subsets A of∑i∈I L i , it holds that∑
i∈I L i ⊧ φ(A) ⇐⇒ I ⊧ θ(T1 , . . . , Tk),
where for each m ∈ {1, . . . , k}
Tm = {i ∈ I ∶ (L i , <i) ⊧ τm(A∣L i )}.
Moreover, the formula θ is computable from φ.
On the tree, it is possible to encode types of subtrees in a similar way.
Given a tuple of m variables X on T we will denote by Tn(X) the tuple
of ∣Tp(∣X∣, n)∣ sets encoding, for each node v, the n-type of X on Tv , i.e.
Tn(X)[m] = {v ∈ T ∶ Tv ⊧ τm(X∣v)}.
As types are formulas, for any type τ one can construct a formula τ(X , v)
checking that X has type τ on Tv by guarding all rst-order quantiers
in τ to talk about suxes of v.us, for all n ∈ N, there exists anMSO
formula TPn(X , Tn(X)) that checks whether Tn(X) indeed codes the
n-types of X. Since there is a unique Tn(X) for which TPn(X , Tn(X))
holds, we use the notation Tn(X) in a functional way inMSO, i.e. instead
of writing ∃Z (TPn(X , Z) ∧ φ(X ,Y , Z)) we write φ(X ,Y , Tn(X)).
Again, using the above coding and the fact thatMSO can simulate nite
automata on the binary tree, we can extendeorem 1.10 to the following
eective statement that is useful whenwewish to express statements about
types inMSO (see Figure 1.1 for a picture of X with respect to X i).
eorem 1.12. Let pi be an innite path throughT(2), P a tuple of subsets of
pi, X i a sequence of tuples of subsets ofT(2) and let X = ∑pi ,P X i . Moreover,
let Z be a tuple of subsets of pi coding in each node pi∣i the n-types of X i
below pi∣i ,
Z(pi∣i) = Tn(X)(pi∣i(1 − pi[i])).
en, for any node v ∈ pi, the theory n(T(2)v , X) is uniquely deter-
mined by pi, v , P and Z, and for each type τ there exists anMSO formula
ψτ(pi, v , P, Z) that holds on (ω, <) if and only ifn(T(2)v , X) = τ.
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ers on Automatic
Presentations
is chapter is devoted to the study of game quantication on automatic
presentations. We start with a historic survey on game quantication in
the context of innitary logics, based on [49].en, we dene a new game
quantier on automatic presentations, the regular game quantier. We
show that the basic advantage of rst-order logic on automatic structures,
namely decidability and regularity of denable relations, still holds for
the logic extended with the game quantier.
Further, we investigate the expressive power of game quantication on
automatic presentations. We show that the prex and equal-length rela-
tions on a presentation are denable using only equality and the regular
game quantier. It follows that much simpler structures are complete for
the extended rst-order logic than for the standard one. In contrast to
the binary ω-tree with equal-length Tωel(2) needed for pure rst-order
logic, already the binary ω-tree Tω(2), even without the prex relation,
is complete for rst-order logic extended with the game quantier.
To understand which relations are not denable using the game quan-
tier, we study the automorphisms of structures that preserve formulas
of the extended logic. For this reason we introduce the notion of induc-
tive automorphisms and show that all relations denable in rst-order
logic extended with the regular game quantier are preserved under such
automorphisms. In addition to the explicit denition, we characterize
inductive automorphisms as exactly those automorphisms that preserve
the prex relation on an automatic presentation.
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2.1 Open and closed game quantier
It is natural to ask how rst-order logic can be extended without allowing
second-order quantication. Two possible extensions are well studied:
one where new unary quantiers are allowed in addition to ∃ and∀, which
is discussed in more detail in section 5.1, and another where innitely
long formulas can be written, either by allowing innite conjunctions and
disjunctions or by allowing innite strings of quantiers.
e extension of rst-order logic where conjunctions and disjunctions
of size less than κ and homogeneous strings of quantiers of length less
than λ are allowed is denoted Lκ λ for any cardinals κ and λ. For example
FO = Lωω , and the extension where only countable conjunctions and
disjunctions are allowed is Lω1ω . Allowing countable boolean operations
means that the syntax of Lω1ω allows to build formulas of the form⋀i∈N φ i
and ⋁i∈N φ i in addition to what is allowed by the standard FO syntax.
e denition of semantics for Lω1ω contains two new rules in addition
to the ones presented in section 1.1 for FO, namely
– A, θ ⊧ ⋀i∈N φ i whenever A, θ ⊧ φ i for all i ∈ N,
– A, θ ⊧ ⋁i∈N φ i whenever A, θ ⊧ φ i for some i ∈ N.
e denition of semantics for conjunctions and disjunctions of greater
length and homogeneous strings of quantiers is similar. In addition to
allowing innite rst-order formulas one can also allow second-order
quantication and mix it with innitary formulas. One interesting possi-
bility is to allow one existential second-order quantier over a countable
set of second-order relations followed by an innite conjunction of FO
formulas. Such formulas, ∃{R i}i∈N⋀ j∈N φ j , where φ j are FO formulas
over the extended alphabet τ ∪ {R i}i∈N, are called PC∆ formulas and are
intimately related to game quantication, as will be explained later.
One interesting extension of FO that is not directly included in Lκ λ is
the case of an innite string of alternating quantiers, i.e. formulas of
the form ∃x0∀x1∃x2∀x3 . . . R(x0 , x1 , . . .), where R ⊆ Aω is a relation on
sequences of elements of A.e semantics of such formulas is given using
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two-person games known as Gale-Stewart games.e intuition behind
the game is that the rst player, sometimes called the Verier, starts by
choosing x0 ∈ A. en the second player, called the Falsier, answers
with x1 ∈ A. Aer this the Verier chooses x2, the Falsier answers
and so on. Finally, the winner is determined depending on whether the
innite sequence that was chosen belongs to R or not. Formally, given
a strategy for one player, dened as a function f ∶ ⋃n∈N A2n → A, and
one for the other player dened as g ∶ ⋃n∈N A2n+1 → A, we construct the
sequence pi = pi( f , g) = x0x1x2 . . . given by x2n = f (pi∣2n) and x2n+1 =
g(pi∣2n+1) for all n ∈ N.is allows us to dene the semantics to a formula
φ = ∃x0∀x1 . . . R(x) by saying that φ holds in A whenever there exists a
strategy f for the rst player such that for all counter-strategies g of the
second player the play pi( f , g) ∈ R.
In the paragraph above we did not specify the relation R, so we did
not give a precise extension of FO. For this purpose, we are going to
use innitary conjunctions and disjunctions, as presented before in the
context of Lω1ω .erefore we dene that φ(z) is an open game formula if
φ(z) = ∃x0∀y0∃x1∀y1 . . .⋁
i∈Nφ i(z, x0 , y0 , . . . , x i−1 , y i−1),
and ψ(z) is a closed game formula if
ψ(z) = ∀x0∃y0∀x1∃y1 . . .⋀
i∈Nψ i(z, x0 , y0 , . . . , x i−1 , y i−1),
where φ i ,ψ i are standard FO formulas. A structure A with a mapping
θ ∶ z → a is a model of φ(z) if there exists a strategy f ∶ ⋃n∈N A2n → A
such that for all strategies g ∶ ⋃n∈N A2n+1 → A there exists i ∈ N for which
φAi (a, pi( f , g)[0], pi( f , g)[1], . . . , pi( f , g)[2i − 1])
holds. Similarly, ψ(z) holds if there exists a strategy g ∶ ⋃n∈N A2n+1 → A
such that for all strategies f ∶ ⋃n∈N A2n → A and for all i ∈ N the relation
ψAi (a, pi( f , g)[0], pi( f , g)[1], . . . , pi( f , g)[2i − 1])
holds in A.
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Observe that the denition above does not imply that a negation of an
open game formula is a closed game formula, as for each of them to be
true there must exist a strategy for one player that is winning against all
counter-strategies. For the negation of such a formula to be true it suces
that a player can counter all strategies of the opponent with a winning
strategy.e property of a two-player game that either one or the other
player has a winning strategy is called determinacy.
It is an important result of Gale and Stewart [29] that all Gale-Stewart
games with open and closed winning conditions, i.e. for relations R de-
noting open or closed sets in the product topology on Aω , are determined.
Since relations dened by innite disjunctions of FO formulas are indeed
open in the product topology and the ones dened by innite conjunc-
tions are closed, this result implies that the negation of a closed game
formula is indeed an open game formula, and vice versa.is determinacy
theorem, later extended by Martin [55] to all Borel winning conditions,
gives a foundation for the study of game quantication.
As mentioned before, there is an intimate relationship between closed
game formulas and PC∆ formulas, which was rst shown by Svenonius.
For any formula φ(z) ∈ PC∆ there exists a closed game formula ψ(z)
such that for all structures A it holds that A ⊧ φ(z) → ψ(z) and for all
countable structures A it holds that A ⊧ φ(z)↔ ψ(z).
e above result was extended by Vaught to an analogous relationship
between formulas of the form ∃{R i}i∈Nφ where φ ∈ Lω1ω is written using
a signature extended with {R i}i∈N, and closed Vaught formulas. ese
formulas are extensions of closed game formulas where countable con-
junctions are allowed aer each ∀ quantier and countable disjunction
aer each ∃ quantier.eir semantics is again given using a Gale-Stewart
game, where the strategies additionally pick a branch of the innite con-
junction or disjunction in each step.
For any closed Vaught formula φ one can consider a nite part of the
innite sequence of alternating quantiers in the prex, which is an Lω1ω
formula. We say that these formulas approximate φ and Vaught proved
that on countable structures the conjunction of all these approximating
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formulas is equivalent to φ.is is a strong result and combined with the
Svenonius-Vaught theorem mentioned before it allows to approximate ex-
istential second-order quantication added to Lω1ω using only pure Lω1ω
formulas.is has interesting applications to the model theory of Lω1ω ,
for example allowing to prove compactness and interpolation theorems
for this logic. A more thorough introduction to game quantication and
its applications in logic is given in [49].
2.2 Game quantication over innite words
In the closed or open game formulas ∃x0∀x1 . . . R(x) the relation R is
either an open or a closed set over Aω because it is expressed by an in-
nite conjunction or disjunction of FO formulas. As we are interested in
automatic presentations, i.e. structures over Σ≤ω where all relations are
ω-regular, it is natural to consider ω-regular relations R instead of open
or closed ones.
To extend the notion of game quantication to an automatic presenta-
tionA = (Σ≤ω , R1 , . . . , Rk), we make explicit use of the fact that elements
of the universe are words and so already have an inductive structure to
play the game on, and we introduce FO[a], rst-order logic extended
with the regular game quantier a. We dene the meaning of the formula
axy φ(x , y) by saying that axy φ(x , y) holds if φ can be satised by
two arguments x and y which are words constructed stepwise by two
opposing players.e rst letter of x is given by the rst player, then the
rst letter of y is given by the second player, then another letter of x by
the rst player, and so on. Formally, to capture both nite and innite
words over Σ we again dene Σ◻ = Σ ∪ {◻} and set
axy φ(x , y) ⇐⇒ (∃ well-formed f ∶ Σ∗◻ × Σ∗◻ → Σ◻)(∀ well-formed g ∶ Σ∗◻ × Σ∗◻ → Σ◻)
φ(x f g , y f g),
where x f g and y f g are the Σ-words constructed inductively using f and
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g up to the rst appearance of ◻,
x f g[n] = f (x f g ∣n , y f g ∣n),
y f g[n] = g(x f g ∣n+1 , y f g ∣n),
and well-formedness means that if any of the functions f or g outputs ◻
then the word x f g resp. y f g is considered to be nite and the function
must then continue to output ◻ innitely. Formally, we say that h is
well-formed when
h(w , u) = ◻ Ô⇒ (∀w′ ⊒ w) (∀u′ ⊒ u) h(w′ , u′) = ◻.
is denition coincides with the traditional one for an innite string
of alternating quantiers over letters and a regular relation in scope of all
the quantiers,
axy φ(x , y) ⇐⇒ (∃a0∀b0∃a1∀b1 . . .) φ(a0a1 . . . , b0b1 . . .).
Moreover, using our notation axy φ(x) is equivalent to ∃x φ(x) as we
can always forget opponent moves and play letters from x or conversely
use any g to obtain the witness x. Similarly, axy φ(y) is equivalent to∀y φ(y).us, we do not need to consider the standard quantiers when
the regular game quantier is present.
On some structures it is possible to encode a pair of words into a single
one, but that is not always the case.erefore we might sometimes need
to use the game quantier with more variables:
ax1 . . . xk y1 . . . ym φ(x , y) ⇐⇒(∃ f ∶ (Σ∗◻)k × (Σ∗◻)m → Σk◻)(∀g ∶ (Σ∗◻)k × (Σ∗◻)m → Σm◻ )
φ(x f g , y f g),
where again the functions must be well–formed in each column and
x f g[n] = f (x f g ∣n , y f g ∣n), y f g[n] = g(x f g ∣n+1 , y f g ∣n).
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Example 2.1. To illustrate the use of game quantier let us consider the
following relation
R(u,w , s, t) dened by axy (y = u → x = s) ∧ (y = w → x = t).
We claim that R means that the common prex of s and t is longer than
the common prex of u and w. Denoting by v ⊓ r the common prex of
v and r and by ∣v∣ the length of v we can say that
R(u,w , s, t) ≡ ∣u ⊓w∣ < ∣s ⊓ t∣,
with the additional necessary assumption that u ≠ w and s ≠ t.
e intuitive way to evaluate such a formula is by means of a game
played by two players – the Verier choosing letters of x and the Falsier
choosing letters of y. To see the above equivalence, let us assume that
indeed the common prex of s and t is longer than the common prex
of u and w. In this case, the Falsier will have to choose whether y = u
or y = w before the Verier chooses if x = s or if x = t, and therefore the
Verier is going to win. In the other case, the Falsier can win and prove
the formula false as he knows if the prex of x can be prolonged to s or to
t before choosing whether y = u or y = w.
2.3 Decidability and determinacy for FO[a]
e two basic properties of FO[a] that interest us are decidability of the
model-checking problem for this logic on ω-automatic presentations and
the existence of a negation normal form, which semantically corresponds
to the determinacy of the underlying games.
To be able to state the existence of a negation normal form, let us
introduce another variation of the regular game quantier, namely one
where it is the Falsier who makes the moves rst. Formally, let
a∀xy φ(x , y) ⇐⇒ (∃ f ∶ Σ∗◻ × Σ∗◻ → Σ◻)(∀g ∶ Σ∗◻ × Σ∗◻ → Σ◻) φ(x∀f g , y∀f g),
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where again the functions must be well-formed, but this time the words
are constructed in reverse order,
y∀f g[n] = g(x∀f g ∣n , y∀f g ∣n), x∀f g[n] = f (x∀f g ∣n , y∀f g ∣n+1).
If we denote the game quantier introduced before by a∃ then the in-
tended relation that leads to negation normal form can be stated in the
following way (note that the variables are reversed aer a∀ below):
a∃xy φ(x , y) ≡ ¬a∀yx ¬φ(x , y).
When the relation of prexing a word with a letter, written y = ax
for a letter a ∈ Σ, is present, the quantier a∀ is superuous and can be
eliminated by adding one letter,
a∀xy φ(x , y) ⇐⇒ a∃zy ∃x z = ax ∧ φ(x , y).
To verify this equivalence, observe that on the right side the Verier must
start with an a and later play a strategy that ensures that φ is satised, so the
same strategy without the rst a can be used on the le side. Conversely,
if Verier’s strategy on the le side is given then playing an a and later
the same strategy is winning for the right side.
e observation that we use to prove both decidability and the existence
of negation normal is that if one starts with ω-regular relations then
anything dened in the FO[a] logic remains ω-regular.e proof relies
on the fact that, when applied to an automaton, the game quantier indeed
constructs a game and changes the automaton to an alternating one.
Lemma 2.2. If the relation R(x , y, z) is ω-regular over x ⊗ y ⊗ z then the
relation S(z) ⇐⇒ axy R(x , y, z) is ω-regular over ⊗z.
Proof. Let us take the deterministic automatonAR for R over x ⊗ y ⊗ z
and construct an alternating automatonAS for S over⊗z in the following
way.e set of states, acceptance condition and initial state remain the
same and the new transition relation is dened by
δS(q, c) = ⋁
a∈Σk◻ ⋀b∈Σ l◻ δR(q, a ⊗ b ⊗ c),
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where k is the length of x and l is the length of y.
By denition, the semantics of the relation S is
S(z) ⇐⇒ (∃ f ∶ (Σ∗◻)k × (Σ∗◻)l → Σk◻)(∀g ∶ (Σ∗◻)k × (Σ∗◻)l → Σ l◻) φ(x f g , y f g , z).
Assuming for a tuple of words w that S(w) holds, we construct an accept-
ing run ρ of the automatonAS onw.e run ρ is constructed inductively
starting from q0, and in parallel we construct the tuples of words x and
y, starting from empty words. Assuming that we are on level n in the
run-tree ρ on the branch q0 . . . qn−1 and that the prexes x∣n and y∣n were
constructed, we let x[n] = f (x∣n , y∣n) and for each a ∈ Σ l◻ we add a
branch in ρ from qn−1 to qn = δR(qn−1 , x[n] ⊗ a ⊗ w[n]). Finally, we
progress to one of these qn and store y[n] = a. You can see that the
function f in this denition of S(z) corresponds to the choice of a branch
to satisfy in the disjunction over the letters for x in the boolean formula
when selecting the run of the alternating automaton, and that the func-
tion g corresponds to the choice of the branch of the run, as all branches
must be accepted.e converse direction, constructing a function f from
the run ρ is analogous, the run-tree is in fact a representation of such a
function.
From this lemma, together witheorem 1.1, the decidability of FO[a]
on automatic presentations follows.e doubly exponential bound on
the size of the deterministic automaton constructed from an alternating
one gives a bound on the complexity of model-checking FO[a] when
the quantier depth of a formula is xed. It is necessary to bound the
quantier depth to get elementary complexity, as the model-checking
problemon automatic structures in general is non-elementary even forFO.
As regular relations onω-words are Borel, we can derive from the previous
lemma and the result of Martin [55] that the games corresponding to
regular game quantier are determined, which proves game quantier
inversion as stated below.
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Corollary 2.3. FO[a] is decidable on ω-automatic presentations, all rela-
tions denable in it are ω-automatic and model-checking formulas with a
xed quantier depth k is in 2kEXPTIME.
Corollary 2.4. For each FO[a] formula φ, each automatic presentation A
and each valuation θ
A, θ ⊧ a∃xy φ(x , y, z) ⇐⇒ A, θ ⊧ ¬a∀yx ¬φ(x , y, z).
2.4 Expressive power of FO[a]
Asmentioned in the introduction, the binary ω-tree with the equal-length
relation Tωel(2) is a complete ω-automatic structure. In particular, every
ω-automatic relation over {0, 1}ω can be dened by an FO formula over
this structure. Since FO[a] preserves regularity by Lemma 2.2, it follows
that FO[a] is equally expressive as just FO on Tωel(2).
e situation changes when the equal-length relation is not included,
as already Tω(2) is not a complete automatic structure for FO. It turns
out that we can even leave out the prex relation and still dene all regular
relations in FO[a] using only the successor predicates.
eorem 2.5. On the structure ({0, 1}≤ω , S0 , S1)where S i(v) holds exactly
when v = ui, all regular relations can be dened in FO[a].
Proof. First let us recall a few basic formulas that we are going to use. As
we have already shown in Example 2.1, we can use the game quantier
to talk about the length of common prex of words, i.e. for u ≠ w , s ≠ t
we can say ∣s ⊓ t∣ < ∣u ⊓w∣ and the other variants with ≤, =, ≥ and > can
be expressed using boolean combinations and argument permutations of
the above.
To say that x is a prex of y we are going to say that no word z ≠ x has
a longer common prex with x than y,
x ⊑ y ≡ (x = y) ∨ ∀z ≠ x ∣x ⊓ z∣ ≤ ∣x ⊓ y∣.
To dene equal length we again use the ∣s ⊓ t∣ < ∣u ⊓ w∣ relation to
dene that ∣x∣ ≤ ∣y∣. Note that so far we expressed ∣s ⊓ t∣ < ∣u ⊓w∣ only for
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s ≠ t and u ≠ w, so we can not just write ∣x ⊓ x∣ ≤ ∣y ⊓ y∣. Instead, we say
that for any x′ ≠ x there is an y′ ≠ y that has common prex with y not
shorter that the common prex of x′ and x:
∣x∣ ≤ ∣y∣ ≡ ∀x′ ≠ x ∃y′ ≠ y ∣x ⊓ x′∣ ≤ ∣y ⊓ y′∣.
Now we can use a boolean combination to dene ∣x∣ = ∣y∣, and in this
way we obtain both ⊑ and el. As all ω-regular relations over Tωel(2) can
be dened in FO, this completes the proof.
Note that the above formulas for ⊑ and el did not involve the successor
predicates. Denability of these two relations on any automatic presenta-
tion in FO[a] just with equality is an important property which will be
used subsequently.
One interesting example of an automatic presentation is the binary
coding of natural numbers where the least signicant digit comes rst.
We look at the expressive power of FO[a] on such presentations over{0, 1}≤ω . To speak meaningfully about numbers, as opposed to words
representing them, there must be a relation eq in such presentation that
denes the equality between numbers as opposed to equality over words
with redundant zeros, eq(x , y) ≡ (x = n0k and y = n0l) for some k, l ∈
N. Using eq and ⊑ it is possible to dene S0 and S1 over {0, 1}≤ω as words
ending with one are exactly those without redundant zeros.us in any
such presentation with eq it is again possible to dene all regular relations
in FO[a]. is can as well be used to dene + and thus adding other
strong non-regular relations to the structure, for example multiplication,
makes model-checking undecidable.
Corollary 2.6. On the binary (lower-endian) presentation of (N, =) the
relations+ and ∣2 (and all relations regular in this presentation) are denable
in FO[a]. On the binary presentation of Skolem arithmetic (N, =, ⋅) the
logic FO[a] is undecidable.
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2.5 Inductive automorphisms
Aer analyzing what can be expressed in FO[a], we want to look for
methods of establishing which relations can not be expressed in this
logic. For example, one could ask whether aω can be expressed in FO[a]
without any relations other than equality of words on {a, b}≤ω . We are
going to develop a general method to answer such questions by showing
that there is a class of automorphisms of a structure that extend to all
relations denable in FO[a].
First of all, observe that not all automorphisms of an automatic presen-
tation, when considered just as a rst-order structure (Σ≤ω , R1 , . . . , Rk),
extend to relations denable in FO[a]. For example, on a presentation
with no relations, the bijection of Σ≤ω that swaps aω with bω and leaves
other elements untouched is an automorphism. On the other hand, the
relation ∣s⊓ t∣ < ∣u⊓w∣ is denable in FO[a] just with equality, but the bi-
jection described above is not an automorphism of the structure extended
with this relation, since
∣bω ⊓ abω ∣ < ∣aω ⊓ abω ∣ but ∣aω ⊓ abω ∣ > ∣bω ⊓ abω ∣.
e example above is not surprising since we proved that the prex
relation is denable in FO[a] on any presentation, so any automorphism
that preserves FO[a]-denable relations on (Σ≤ω , R1 , . . . , Rk)must be an
automorphism of (Σ≤ω , R1 , . . . , Rk , ⊑). We are going to explicitly dene
the class of inductive automorphisms that do extend to relations denable
in FO[a] by restricting the bijections of Σ≤ω to a special form. It turns
out that this class is precisely the class of all automorphisms of (Σ≤ω , ⊑),
so extending the presentation with the prex relation assures that all
FO[a]-denable relations are preserved under automorphism.
Denition 2.7. e bijection ϕ ∶ Σ≤ω → Σ≤ω is inductive whenever it
does not change the length of the words, i.e. ∣ϕ(u)∣ = ∣u∣ for every word
u, and additionally there exists a family of permutations
{piw}w∈Σ∗ piw ∶ Σ → Σ,
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such that for each word u with at least n letters the nth letter of pi(u) is
given by the appropriate permutation,
ϕ(u)[n] = piu∣n−1(u[n]).
Observe that the inverse bijection ϕ−1 of any inductive bijection ϕ is
again inductive as inverse permutations {pi−1w } can be used.
If we restrict our attention to an automorphism ϕ that is an inductive
bijection then the structure can be extended with any FO[a] denable
relation and ϕ will still be an automorphism of the extended structure, as
formulated below.
eorem 2.8. Let ϕ be an inductive automorphism of a structure A =(Σ≤ω , R1 , . . . , Rk) and R(x) a relation dened by an FO[a] formula φ(x).
en ϕ is an automorphism of the extended structure (Σ≤ω , R1 , . . . , Rk , R).
Proof. We proceed by induction on the structure of formulas and it
is enough to consider the inductive step for the game quantier. Let
φ(x , y, z) be a formula such that
φA(a, b, c) ⇐⇒ φA(ϕ(a), ϕ(b), ϕ(c)).
We show that for ψ(z) = axy φ(x , y, z) it holds ψA(c) ⇐⇒ ψA(ϕ(c)).
To prove it let us dene for any strategies f of the Verier and g of
the Falsier used in axy φ(x , y, z) the transposed strategies fϕ , gϕ in the
following way:
fϕ(u,w) = piϕ−1(u) f (ϕ−1(u), ϕ−1(w)),
gϕ(u,w) = piϕ−1(w)g(ϕ−1(u), ϕ−1(w)),
where piw is the permutation for wordw associated with ϕ and piw applied
to a tuple v of the same length means applying piw i to each element v i .
You should observe that when the players play with strategies fϕ , gϕ then
the resulting words are exactly images of the words that result from using
f and g under ϕ,
x fϕ gϕ = ϕ(x f g), y fϕ gϕ = ϕ(y f g).
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In this way we can use the winning strategy f for the rst player in ψ(z)
and play with fϕ in ψ(ϕ(z)). If the opponent chooses to play g then in
the end the formula φ(x fϕ g , y fϕ g , ϕ(z)) will be evaluated, but
φ(x fϕ g , y fϕ g , ϕ(z)) ≡ φ(ϕ(x f gϕ−1 ), ϕ(y f gϕ−1 ), ϕ(z))≡ φ(x f gϕ−1 , y f gϕ−1 , z),
which holds as f is winning against any strategy, in particular against gϕ−1 .
While the explicit denition of inductive automorphisms given above
was useful for the proof, we can characterize these automorphisms in
another way, namely as automorphisms of (Σ≤ω , ⊑). On the one hand, any
inductive automorphism preserves ⊑ because this is an FO[a]-denable
relation. On the other hand, it can be shown by induction on the prex or-
der that any automorphism of (Σ≤ω , ⊑) is inductive. First, the empty word
is preserved by any automorphism that preserves the prex relation as it
is the minimal element of ⊑. Secondly, if a word w is mapped to w′ by an
automorphism preserving ⊑, then all ⊑-successors of w must be mapped
to ⊑-successors of w′, which denes the permutation piw .us, all auto-
morphisms of an automatic presentation (Σ≤ω , ⊑, R1 , . . . , Rk) preserve
FO[a]-denable relations.
e standard way to show that a relation is not denable in a logic using
automorphisms is to nd an automorphism the relation is not invariant
under. eorem 2.8 makes it possible to use this standard method for
FO[a] on automatic presentations, as shown in the following example,
where we answer the question asked at the beginning of this section.
Example 2.9. Let us consider the automorphism ϕ of {a, b}≤ω that just
swaps the rst letter of all words, i.e. ϕ(au) = bu, ϕ(bv) = av , ϕ(ε) = ε.
e mapping ϕ is an inductive bijection; the appropriate permutations piw
are identities for all w ≠ ε, and piε is given by piε(a) = b and piε(b) = a.
is automorphismmaps aω to baω and thus the set {aω} is not preserved
under ϕ. Byeorem 2.8 we conclude that aω is not denable in FO[a]
just with equality.
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3 Games for Model Checking on Automatic
Structures
In the previous chapter we used games as a tool to dene the semantics of
game quantication and to investigate questions in logic. In this chapter
we focus on games in their own right.
We start by dening games played on graphs by two players with perfect
information.e connection between such games and logic is illustrated
on two well-known examples: the game-theoretical semantics of rst-
order logicwhere games of nite duration are used, andmodel-checking of
modal µ-calculus where parity games are appropriate.ese two examples
show that studying the relation to games can both lead to better insight
into the expressive power of a logic and also have an algorithmic utility for
model checking.is motivates us to look for games for model-checking
on automatic structures.
To nd an appropriate game model for rst-order logic on an auto-
matic structure, we x a presentation of the structure and investigate the
extended logic FO[a]. For this setting, we introduce multiplayer games
played by two coalitions with opposing objectives and with imperfect in-
formation exchanged according to a hierarchical constraint [45]. On the
one hand, this constraint is suitable for dening model-checking games
for the extended rst-order logic, and it is necessary for the problem of
establishing the winning coalition to be decidable. On the other hand,
this constraint alone is not sucient for establishing the winners to be
decidable.
To identify the properties needed tomake hierarchical games decidable,
we study a restricted version of these games where players are forced to
alternate. We show that this constraint is required both for determinacy of
hierarchical games and for decidability of the problem of establishing the
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winning coalition. Finally, we prove that hierarchical games where play-
ers alternate are indeed model-checking games for FO[a] on automatic
presentations.
3.1 Games on graphs and logic
In the previous chapter we discussed game quantication and used Gale-
Stewart games to provide semantics for game formulas. Since we were
only interested in the existence of winning strategies, we did not give a
formal denition of what a game is in that context. In this section we want
to take a step back and dene games, more precisely games played on
graphs. We also give an overview of the well-known connection between
two-player zero-sum games with complete information and xed-point
logics.
e intuition behind a two-player zero-sum turn-based game played on
a graph is very natural. Two players, let us call them Player 0 and Player 1,
play by moving a token around a graph of positions.ere is a position
singled out in which the game starts and every position is assigned to one
of the players. When the token is in a position that belongs to one of the
players, this player is required to move by choosing an edge going out
from this position. If there are no outgoing edges, the player who can not
move loses. If the players manage to keep playing innitely long, then
the winner is decided based on a winning condition that species which
innite plays are winning for Player 0 and which for Player 1.
Denition 3.1. A Büchi, parity, Streett, Rabin or Muller game is given by
a tuple G = (V0 ,V1 , E ,F) where V0 is the set of positions of Player 0 and
V1, disjoint from V0, contains the positions of Player 1. E ⊆ V × V is the
edge relation denoting possible moves between positions V = V0 ∪ V1,
andF ⊆ Vω is a winning condition, represented in the same way as Büchi,
parity, Streett, Rabin and Muller acceptance conditions for automata
described in section 1.3.
To avoid tedious case distinctions, we oen assume that all plays are
innite, i.e. that vE ≠ ∅ for all v ∈ V .
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You can see that the Gale-Stewart game for a structureA can be viewed
as a graph game, either as a game on the treeT(A)with players alternating
their moves or as a game on the complete bipartite graph A× Awith one
side belonging to Player 0 and the other to Player 1.
A strategy for player i ∈ {0, 1} in the gameG is a function σ ∶ V∗Vi → V
with (v , σ(hv)) ∈ E for all h ∈ V∗ and v ∈ Vi . A play pi = v0v1 . . . is con-
sistent with a strategy σ for player i if vn+1 = σ(v0 . . . vn) for every n such
that vn ∈ Vi . Given strategies σ , ρ for Player 0 and Player 1, respectively,
we denote by piσ ,ρ(v0) the unique play starting in position v0 which is
consistent with both σ and ρ.
We say that a strategy σ is winning for Player 0 from v0 if for all strate-
gies ρ of the opponent piσ ,ρ(v0) ∈ F . Analogously, a strategy ρ is winning
for Player 1 from v0 if for all strategies σ of the opponent piσ ,ρ(v0) /∈ F .
e set of all positions from which player i has a winning strategy is
called the winning region of player i. A game G is determined if from
every position either Player 0 or Player 1 has a winning strategy. us,
in a determined game, the game graph can be partitioned into winning
regions of Player 0 and Player 1.
In many cases one is interested not only in arbitrary winning strategies,
but in strategies of a special kind. One prominent example are positional
strategies, where the strategy depends only on the current position and not
on the previous positions of the play, i.e. σ(hv) = σ(v) for any history h.
In a stronger version of determinacy one requires the winning strategies
to belong to a certain class. For example, games with parity winning
conditions are determined in positional strategies [28, 59], i.e. from every
position either Player 0 or Player 1 has a positional strategy that is winning
against all strategies of the opponent. For games with Muller winning
conditions on nitely many priorities a larger class of strategies is needed,
namely such where a nite number of memory states is allowed. We
investigate various kinds of determinacy and memory for strategies in
chapter 4.
ere is an intimate connection between zero-sum games and logic.
e idea to give semantics to logics using games was mentioned already
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in the last decade of the 19th century by C.S. Pierce, and about sixty years
later Paul Lorenzen gave a game-theoretical semantics for rst-order
logic. Giving a game-theoretical semantics to a logic means that for
the evaluation of a formula φ on a structure A one constructs a model-
checking gameMC(A, φ) such that Player 0 has a winning strategy in
MC(A, φ) from an initial position exactly if A ⊧ φ.
e model-checking game for an FO formula φ on A is constructed in
a very intuitive way.e positions of the game consist of subformulas of
φ together with a valuation of all free variables in the subformula. If the
position is of the form (φ1 ∨ φ2 , θ) then Player 0 moves either to (φ1 , θ)
or to (φ2 , θ). Analogously, from (φ1 ∧ φ2 , θ) Player 1 moves to one of
the subformulas. In a position of the form (∃xφ, θ), Player 0 moves by
choosing an element a ∈ A. e next position is then (φ, θ[x ← a]).
For (∀xφ, θ), the other player can make analogous moves. When the
game reaches a position (φ, θ) for an atomic formula φ, the winner is
determined depending on whether or not A, θ ⊧ φ.
On nite structures rst-order logic is oen too weak to express prop-
erties of interest. Before we proceed to show model-checking games for
rst-order logic on innite structures, let us recall how a more expres-
sive logic, the modal xed-point logic, can be model-checked on nite
structures using parity games.
In computer science, real-world systems are oen modeled using nite
Kripke structures, which are directed graphs labeled by a set of predicates.
Formally, a Kripke structure is a tuple K = (V , E , P1 , . . . , Pk) with E ⊆
V × V and Pi ⊆ V . Important properties that oen need to be checked
on such systems include reachability, i.e. the question whether a node
where a predicate Pi holds can be reached from an initial node, and
safety, i.e. the question whether nodes where a predicate Pj holds can
be avoided on all possible paths from an initial node.ese properties
are not denable in FO, but there are well-known temporal logics, like
the linear time logic LTL and the branching-time logic CTL, which can
express these properties.ere is an elegant modal logic that subsumes
all these temporal logics and can express many interesting properties,
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the modal µ-calculus Lµ . Formulas φ of Lµ are formed according to the
following syntax,
φ = Pi ∣ ¬Pi ∣ X ∣ φ ∧ φ ∣ φ ∨ φ ∣ ◻ φ ∣ ◇ φ ∣ µXφ ∣ νXφ,
and evaluated on a Kripke structureK using the following semantics.
– K, v ⊧ Pi whenever Pi(v) holds andK, v ⊧ ¬Pi in the other case,
– K, v ⊧ φ ∧ ψ (φ ∨ ψ) wheneverK, v ⊧ φ and (or)K, v ⊧ ψ,
– K, v ⊧◇φ whenever there is a w ∈ vE for whichK,w ⊧ φ holds,
– K, v ⊧ ◻φ wheneverK,w ⊧ φ for all w ∈ vE,
– K, v ⊧ µXφwhenever (K, X), v ⊧ φ, where X is the smallest subset
of V for which the equation X = {w ∶ (K, X),w ⊧ φ} holds,
– K, v ⊧ νXφ whenever (K, X), v ⊧ φ, where X is the biggest subset
of V for which the equation X = {w ∶ (K, X),w ⊧ φ} holds.
Note that in the syntax we use X to denote a set variable, while in the
denition of semantics we write (K, X) for the Kripke structure K ex-
tended with the predicate X.e semantics above is well dened only if
the smallest and biggest solutions to the xed-point equation exist, but
this is indeed the case due to the monotonicity of all the operators of Lµ .
e modal µ-calculus is a very expressive logic, in fact it can express all
MSO-denable properties that are invariant under bisimulation [41], and
most properties of practical interest belong to this class. To dene amodel-
checking gameMC(K, φ) for an Lµ formula φ on a Kripke structure K
one proceeds in an analogous way to rst-order logic. Player 0 chooses a
successor for◇ and ∨, while Player 1 moves for ◻ and ∧. Additionally, to
handle xed-point operators, from any set variable X a new edge is added
back to the formula µXφ or νXφ where the variable X was introduced.
ese back-edges make innite plays possible and it turns out that the
winner of such an innite play is decided depending on whether the
outermost xed-point variable occurring innitely oen in the play is
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introduced in a µ or in a ν formula. is corresponds exactly to the
parity condition and indeed, not only are parity games powerful enough
for model-checking Lµ , the converse holds as well, i.e. winning in any
parity game (with a xed number of priorities) can be expressed in the
µ-calculus.
e correspondence between Lµ and parity games is not only an inter-
esting extension of the analogous relation between rst-order logic and
games of nite duration, it also has interesting algorithmic consequences.
While it is still open whether there exists a polynomial-time algorithm
for model-checking Lµ , all of the most ecient algorithms known so far
[42, 43, 76, 44] rely on the representation of the problem as a game. In
particular, one very ecient algorithm [76] heavily exploits the structure
of the game. is algorithm does not compute the xed-points in an
iterative way, as suggested by the structure of the Lµ formula. Instead,
it starts by guessing a positional strategy in the parity game and then it
improves this strategy, which oen takes fewer steps than the iterative
xed-point evaluation.e fact that the structure of the game can be of
algorithmic use is an additional motivation to look for model-checking
games for FO[a] on automatic structures.
3.2 Games with hierarchical imperfect information
Our goal in this section is to describe a class of games that will later be
used for model-checking rst-order logic with the game quantier on
presentations of automatic structures. To dene such games we go beyond
two-player perfect information games and use multiplayer games with
imperfect information. Even though there are multiple players, in the
games we dene they form two coalitions with strictly opposing objectives.
For this reason one could use a dierent metaphor with just two players
for the same class of games. We use the multiplayer setting in this chapter
and discuss the other possibilities in the nal chapter.
While imperfect information is a standard element of classical game
theory, especially for games in extensive form, in computer science games
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with imperfect information played on graphs have rst been studied in
the context of alternating Turing machines with private states [67, 68]. At
that time only the reachability condition was considered. Algorithmic
solutions for imperfect information games with ω-regular winning con-
ditions were presented only recently [17], however only for the case of
observable winning conditions.
e standard way to represent imperfect information in games is by
means of information sets, equivalence relations describing which states
can not be distinguished by a given player. We nd it more convenient to
use a dierent representation, in which players see some of the actions of
their opponents and other actions are hidden. It is possible to transform
between these two representations, but the transformation may increase
the size of the game.
Denition 3.2. Ahierarchical Büchi, parity, Rabin, Streett orMuller game
with actions in a nite set Σ is given by a tuple
(V1,I , . . . ,VN ,I ,V1,II , . . . ,VN ,II , µ, F).
e game is played by two coalitions, I and II, each consisting of N players,
with the set of players denoted
Π = (1, I), (2, I), . . . , (N , I), (1, II), (2, II), . . . , (N , II)
and the arena of the game given by the pairwise disjoint sets of positions
of each player, V1,I , . . . ,VN ,I ,V1,II , . . . ,VN ,II. Positions of coalition I are
denoted by VI = V1,I ∪ . . . ∪ VN ,I and the ones of coalition II by VII =
V1,II ∪ . . . ∪ VN ,II, with all positions denoted V = VI ∪ VII.e function
µ ∶ V ×Σ → V denes the possible moves, so that when a player chooses
an action a ∈ Σ in his position v then the token is moved and the play
proceeds to position µ(v , a).e objective of coalition I is given by the
winning condition F ⊆ Vω , represented in a nite way as a parity, Streett,
Rabin or Muller condition, depending on the type of the game.
When a hierarchical game is played innitely long, an innite sequence
of actions is taken by the players during the play, which we call the play
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actions sequence and denote by α ∈ Σω . Conversely, with every play
actions sequence α and a starting position v0, we associate the unique
play piα(v0). It is the innite sequence of positions that results from
making the moves according to α,
piα(v0) = v0v1 . . . ⇐⇒ v i+1 = µ(v i , α[i]) for all i ∈ N.
During the play piα(v0) we encounter a sequence of players that take the
moves in each step, dened by Πα(v0)[i] = p ⇔ piα(v0)[i] ∈ Vp .
In a hierarchical game each player p has to decide on a strategy σp ∶
Σ∗ → Σ. In a game with perfect information one says that play actions α
are consistent with a strategy σp in a play starting in v0 if for each move i
taken by player p the action taken is given by the strategy acting on the
history of actions, α[i] = σp(α∣i).
Since the players do not have perfect information, we additionally
assume that for each player p there is a view function νp that extracts
the information visible for this player from the history of play actions.
More precisely, let νp ∶ (Σ ×Π)∗ → Σ∗ be the function that extracts the
information visible to player p from the history of play actions labeled by
players who took these actions. We say that a sequence of play actions α
is consistent with a strategy σp of player p in a play starting in v0 if, for
each i for which piα[i] ∈ Vp , it holds that
α[i + 1] = σp(νp((α[0], Πα[0]) . . . (α[i], Πα[i]))).
e above denition of views of play history is very general, but we
will only use a concrete special case of hierarchical view functions.ese
hierarchical views allow player k in each coalition to see the moves of
players 1, . . . , k in both coalitions, but do not allow him to see the moves
of players with numbers j > k. Formally, for a player p = (k, c), i.e. player
number k in coalition c,
νp((a0 , p0)(a1 , p1) . . . (an , pn)) = a i1a i2 . . . a i l
if for all i ∈ {i1 , . . . , i l} the player p i = (l , d) has number l ≤ k, and for
all other j /∈ {i1 , . . . , i l} the player p j = (m, e) has number m > k.
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ere is a good reason to use hierarchical view functions, namely that
for most other kinds of information ow, determining the winner, even
in a reachability game with three players, is undecidable [4, 2].
To dene when coalition I wins a hierarchical game we can not require
from all players in this coalition to put forth their winning strategies
before players in coalition II do, as it is oen done in games with perfect
information. Intuitively, in that case players with higher numbers would
lose their advantage of information as their strategies would be disclosed
too early. erefore, we use the following denition that requires that
strategies are given stepwise, level by level in the information hierarchy.
Denition 3.3. Coalition I wins the hierarchical game
(V1,I , . . . ,VN ,I ,V1,II , . . . ,VN ,II , µ, F)
starting from position v0 if the following condition holds.ere exists
a strategy σ1,I for player 1, I, such that for each strategy σ1,II of player
1, II, there exists a strategy σ2,I, such that for each strategy σ2,II , . . . ,
there exists a strategy σN ,I, such that for each strategy σN ,II, the play
actions sequence α that starts from v0 and is consistent with all strategies
σ1,I , σ1,II , . . . , σN ,I , σN ,II results in a play winning for I, i.e. piα(v0) ∈ F .
e denition for coalition II is analogous, i.e. there exists a σ1,II, such
that for all σ1,I , . . . , the play is winning for II, i.e. piα(v0) /∈ F .
Example 3.4. To get an intuition about the kind of interactions that appear
in hierarchical games, let us consider the simple game depicted in Figure
3.1 in two variants.e positions of coalition I are round, the positions
of coalition II are square, there are two levels of information, and the
positions on the upper level are dotted.
You can think of this game as played using a coin with two sides, A
and B. Each of the players can choose to either ip the coin (F) or leave
it as it is (L). Formally, there are four players in this game, two in each
coalition.e top position belongs to 2, II and the two bottom positions
belong to 1, II.e game proceeds as follows: rst the second player of
coalition II chooses either to ip the coin or to leave it intact. Aerward,
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A
A B
A B
L F
LL F
A
A B
A B
L F
LL F
Figure 3.1: Example of a hierarchical game in two variants.
only the other two players play by either ipping the coin or leaving it as
it is. Coalition I wins if the A side of the coin is seen innitely oen in
positions where players in coalition I move, as marked in Figure 3.1.
To illustrate the importance of hierarchical information levels we con-
sider two variants of this game. In the rst one (le), the bottom strongly
connected component belongs to players on the same information level,
i.e. to 1, II and 1, I. In this scenario, coalition II can win, because rst
player 2, II can ip the coin to B and later player 1, II can always repeat
the last move of player 1, I.
In the other variant (right), the player in coalition I has more informa-
tion, i.e. the bottom strongly connected component belongs to 1, II and
2, I, with V1,I = ∅. In this case coalition I can win, because the strategy of
player 2, I is given aer the strategy of 1, II is set.erefore, player 2, I can
assure that the coin will be ipped aer each twomoves, which guarantees
that I holds the coin on the A side innitely oen, independent of the rst
move of 2, II.
3.3 Alternation of moves in hierarchical games
In games with perfect information it is not necessary to assume that the
players move in any xed order. Moreover, the assumption that players
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a b
a b a b
a
b a
b a
b a
b
Figure 3.2: Non-determined hierarchical game.
move in an alternating way can be made without loss of generality. We
show that this is not the case for hierarchical games.us, we dene an
alternating hierarchical game as a hierarchical game, where for each letter
a ∈ Σ and each level i = 1, . . . ,N the following alternation conditions
hold:
v i ∈ Vi ,I Ô⇒ µ(v i , a) ∈ Vi ,II ,
v i ∈ Vi ,II Ô⇒ µ(v i , a) ∈ V(i mod N)+1,I .
To see that non-alternating hierarchical games can not be reduced to
alternating ones, let us consider the game depicted in Figure 3.2. e
lemost and the rightmost bottom position is winning for coalition I,
while in the other two bottom positions coalition I loses. is simple
hierarchical game is not alternating and we show that it is not determined.
To win this game, the player on the lower level of information, i.e. 1, I or
1, II, has to predict the move of the opponent, i.e. 1, II or 1, I. In particular,
his strategy has to start with an a exactly if the opponent starts with an a.
As this holds for players in both coalitions, it leads to a non-determined
game as each player can counter the strategy of the opponent, once it is
known.
Introducing alternation of moves, even in the simplest possible way,
changes this situation.e game depicted in Figure 3.3 is identical to the
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b a
b
a ,b a ,b
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b a
b a
b a
b
Figure 3.3: Alternation makes hierarchical games determined.
one in Figure 3.2 except for two additional positions of player 1, I.ese
positions may seem useless as there is no choice to be made there, but
the new game is determined. To convince yourself that, in the extended
game, coalition II can indeed win, take the following strategy of player
1, II: let him always play the opposite move to the one that was taken
before by player 1, I. For player 2, II take the following strategy: if player
1, I declared that he will play a rst, then play b, and else play a rst. You
can check that these strategies are indeed winning for coalition II, but
this is possible only because when constructing the strategy for 1, II the
rst letter played by 1, I was already known.
Another important dierence between alternating and non-alternating
hierarchical games is decidability of the problem of establishing whether
coalition I wins the game. We show in the next section that this problem is
decidable for alternating hierarchical games, and here we prove that in the
general non-alternating case it is undecidable.e dierences between
alternating and non-alternating hierarchical games can be explained on
the level of logic and model-checking, as alternating hierarchical games
correspond to model-checking on automatic presentations, while non-
alternating games correspond to model-checking on presentations that
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use asynchronous automata, known as rational structures, which have
undecidable rst-order theory. It is also interesting to observe that the
proof of undecidability uses the fact that all players in hierarchical games
as we dened them choose actions from the same alphabet Σ. If we
assume that in a hierarchical game every player chooses actions from
his own alphabet, which does not overlap with the alphabet of any other
player, then establishing which coalition wins is decidable even for non-
alternating games, cf. [64].
eorem 3.5. e question whether coalition I wins in a hierarchical Büchi
game is undecidable.
Proof. We reduce the Post correspondence problem for u = u1 , . . . , uK
and v = v1 , . . . , vK , where u i , v i ∈ {a, b}∗, to the problem whether coali-
tion I wins in the hierarchical game Gu ,v .e possible actions in Gu ,v are
Σ = {a, b,◻, 1, 2, . . . ,K} and they intuitively correspond to the players
choosing letters of the words u i , v i , a special delimiter ◻, and choosing
which word to play next.
In constructing Gu ,v , we are going to use subgames such that, for a
given word u, the subgame enforces that u is played, or else the player that
moves loses. Such a subgame has one more position than the length of u,
and if the wrong letter is chosen then the move leads to a position where
the player loses.ere is only one outgoing edge in such a subgame, the
one taken when the last letter of u is played. In Figure 3.4 we depicted an
example subgame for u = aba and player 1, I, who loses in the rightmost
position.
We start the construction of the game Gu ,v with a position belonging
to player 3, II with two possible (non-losing) moves. In this position,
coalition II can decide if the test will be done for the words u or for the
words v. All other positions will be on lower levels of information and we
construct them in such a way that coalition I will never be able to deduce
in which component the play is taking place.
Each of the two components, for u and for v, starts with a position of
player 2, I where this player chooses if he wants to play a word with index
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a
b
a
b ,◻,1, . . . ,K
a ,◻,1, . . . ,K
b ,◻,1, . . . ,K
Figure 3.4: Example subgame for u = aba.
◻ ◻
v1 vK
u1 uK
⋯
1 K
v1 vK
u1 uK
⋯
1 K
Figure 3.5: Complete game Gu ,v .
1, . . . ,K or the special symbol ◻. If the special symbol is chosen, player
1, I must play the same symbol ◻ and the play returns back to the position,
where 2, I chooses a word. When an index L is chosen, then in each of
the components rst the word vL and then the word uL is played. e
dierence is that, in the rst component (for u), it is player 2, II who must
play vL and player 1, I must play uL , while in the other component (for v),
it is player 1, I who must play vL and player 2, II who must play uL . Aer
the two words were played, the play returns to the position where 2, I
chooses the index of a word to be played.e complete game is depicted
in Figure 3.5, using subgames for u i and v i .
e winning condition is dened as follows: the special symbol ◻must
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be chosen by 2, I innitely oen and additionally there must be another
action L, dierent from ◻, that is played innitely oen. While this is not
directly a Büchi condition, the game can be transformed into a game with
Büchi winning condition. In the modied game, one more position for
player 2, I is added in each component, with the same moves as in the
original one except for the possibility of choosing ◻. In the transformed
game, when 1, I chooses ◻ in the only position where he is allowed to do
so, the play proceeds from the new position of 2, I where ◻ is not allowed,
thus ensuring that a non-◻ action is taken.
Let us rst show that if there is a solution for the Post correspondence
problem for u and v then coalition I has winning strategies for Gu ,v . In-
deed, let i1 , i2 , . . . , iM be the indices for the solution of the correspondence
problem, so that u i1u i2 . . . u iM = v i1v i2 . . . v iM . Let player 2, I choose i1 in
his rst move, then i2, i3, and so on up to iM , then the special symbol◻, and then again i1, i2, and so on. Player 1, I is going to play the letters
from the word u i1u i2 . . . u iM in turn, and then◻, and then again the letters
u i1u i2 . . . u iM , and ◻, and so on. Clearly, player 2, I chooses ◻ and non-◻
innitely oen, so to show that coalition I wins we only need to prove
that player 1, I will never play the wrong letter in a subgame for some
word w. If the play is taking place in the u component this is clear from
the denition of the strategies given above, as player 1, I plays exactly the
words indices of which player 2, I chooses. When the play takes place in
the v component, the indices chosen by player 2, I force player 1, I to play
the words v i1 , v i2 , . . . , v iM . But since u i1u i2 . . . u iM = v i1v i2 . . . v iM , this is
equivalent to playing the u i words with the same indices, which is exactly
the strategy that player 1, I uses.
To prove the converse, namely that if there is a winning strategy for
coalition I then the correspondence problem has a solution, observe two
intuitive facts. First, 2, I can never deduce in which component the play
is taking place, because what he can see aer each of his moves is the
same in both components. Secondly, ◻ can be played by 2, I only if the
words played up to that point have the same length in both components.
Otherwise, coalition I would lose as ◻ can not be played in a subgame for
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any word.
Formally, let us rst x the only rational strategy for 2, II, namely that
if a number L was the most recent action in the play, then 2, II plays vL ,
and if there were other actions from {a, b}∗ taken aer the last time a
number L was played, then he plays uL . Note that the above construction
implies that player 2, II knows in which component the play takes place,
even if the move of 3, II is not visible for him. With this strategy xed, the
condition that coalition I has a winning strategy for Gu ,v means that there
exists a strategy σ1 for player 1, I and a strategy σ2 for player 2, I such that
the play corresponding to these two strategies and the one xed for 2, II
is winning for coalition I, independent of the component chosen by 3, II.
Let us rst concentrate on the strategy σ2. Since, according to the
winning condition, ◻ can not be the only action played innitely oen,
and in each component the only possible answer to ◻ is again ◻, let us
assume without loss of generality that the rst move taken by σ2 is not ◻
and let it be L1. Aer choosing L1 the play goes through vL1 and uL1 and
does not stop, since player 2, II uses a xed strategy that prevents him
from losing in a subgame and player 1, I plays a winning strategy. Let us
denote by L2 the next move of 2, I, i.e. L1 = σ2(ε), L2 = σ2(L1vL1uL1), and
continue the play denoting the subsequent moves of 2, I by L2 , . . . , LM ,
up to the point where he plays ◻. Formally,
L1 = σ2(ε), L i+1 = σ2(L1vL1uL1 . . . L ivL iuL i ), LM+1 = ◻.
Aer extracting the sequence L1 , . . . , LM of moves of 2, I from his
winning strategy σ2, let us look at player 1, I. is is the only player on
information level 1 so he only sees his own previous moves. In this case,
the strategy σ1 is in fact completely described by the word t ∈ {a, b,◻}ω
such that
t[i] = σ1(t∣i) for all i ∈ N.
Due to the structure of the game, no ◻ can be played by 1, I before 2, I
decides to play ◻, and then ◻must be played.erefore, if w is the prex
of t up to the rst occurence of ◻, then w is exactly the word played by
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1, I while 2, I played the moves L1 , . . . , LM . But due to the structure of the
game Gu ,v , coalition II can decide if w = uL1 . . . uLM or if w = vL1 . . . vLM .
Since we extracted both L1 , . . . , LM and w independent of this choice, w
has to be good for both cases. erefore it is the solution for the Post
correspondence problem as requested.
3.4 Model checking with hierarchical games
We observed that non-alternating hierarchical games are neither deter-
mined nor decidable, so we concentrate on the alternating version. Indeed,
we prove that alternating hierarchical games are exactly the games needed
for model-checking FO[a] on presentations of automatic structures.
To start with, observe that in an alternating game every innite se-
quence of play actions can be divided into blocks of 2N actions, each
taken by a dierent player,
α = a1,I0 a1,II0 a2,I0 a2,II0 . . . aN ,I0 aN ,II0 a1,I1 . . . aN ,II1 a1,I2 . . . .
Let the 2N-split of these play actions be the tuple of 2N words of actions
played by each of the players,
split2N(α) = (a1,I0 a1,I1 . . . , {a1,IIi }i∈N , . . . , {aN ,Ii }i∈N , {aN ,IIi }i∈N).
Observe that since the set of plays winning for coalition I and starting
from a xed v0 is ω-regular, also the set of corresponding 2N-splits of play
actions is ω-regular.is is a known property of ω-regular languages, and
it can be proved by taking each 2Nth state of the automaton recognizing
the plays andmaking a product with Σ2N to store the states that were omit-
ted from the original automaton. For an alternating hierarchical gameG with winning condition F let us denote the 2Nary relation recogniz-
ing the 2N-split of plays winning for coalition I byWG ,v0I (β1 , . . . , β2N),
formally dened by
WG ,v0I (β) ⇐⇒ ∀α ( split2N(α) = β ⇒ piα(v0) ∈ F ).
e denition for coalition II is analogous with piα(v0)) /∈ F .
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Using the relationWG ,v0I we can express in FO[a] that coalition I wins
in the alternating hierarchical game G, which results in the following
theorem.
eorem 3.6. For any alternating hierarchical game G and the relation
WG ,v0I dened as above, coalition I wins the game G starting from v0 if and
only if the following formula φI holds in (Σω ,WG ,v0I ):
φI = ax1 y1 . . .axN yN WG ,v0I (x1 , y1 , . . . , xN , yN).
Proof. Let us recapitulate the denition of coalition I winning a hierar-
chical game and the semantics of the formula φI. Coalition I wins G if
there is a strategy σ1 for player on level 1 of coalition I, so that for any
counter-strategy ρ1, there exists a strategy σ2, and so on up to σN , such
that for all ρN the resulting play must be won by coalition I. On the other
hand, the formula φI, according to the denition of a, says that there is a
function f1, so that for all functions g1, there is a function f2, and so on up
to a function fN , such that for all gN , if we construct the words according
to f and g then they form a 2N-split of a play that is won by coalition I.
As the structure and the nal condition in both denitions are equiva-
lent, due to the denition ofWG ,v0I , the only remaining task is to show
how the functions f i , g i and the strategies σi , ρ i are related. It is intu-
itively clear that the functions and the strategies are closely related, the
only dierence is that the functions f i , g i operate on prexes of x i , y i
while the strategies σi , ρ i take all actions of all players j ≤ i as arguments,
which corresponds to prexes of all words x j , y j with j ≤ i. Intuitively,
this makes no dierence since the words x j , y j are completely xed before
the function f i is constructed, and we are going to prove it formally.
Let us construct, given the function f i , a strategy σ f ii . e strategy
σ f ii applied to a view h of the history of play actions extracts from h the
sequences h iI and h iII of actions of players i , I and i , II, respectively, and
chooses f i(h iI , h iII) as the next action. It is possible to extract h iI and h iII
from h due to the alternation condition, because we know that h is of the
form a1,I0 a
1,II
0 a
2,I
0 a
2,II
0 . . . a
i ,I
0 a
i ,II
0 a
1,I
1 . . . and the sequences h iI = a i ,I0 a i ,I1 . . .
and h iII can be computed by taking every 2ith position in h starting from
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2i − 1 and 2i, respectively. Note that extracting these sequences would not
be possible if it was not clear which player made which move, which we
used in the previous proof of undecidability.
Let us now do the converse and construct, given the strategy σi , the
function f σ ii . For this construction we need to have all the f j , g j with
j < i already constructed, thus we write f {σ j ,ρ j} j≤ii . Using the constructed
functions f j , g j , we can assume that the words x j , y j are already xed.
e result of
f {σ j ,ρ j} j≤ii (x i[0] . . . x i[n], y i[0], . . . y i[n])
is given by
σi(x1[0]y1[0] . . . x i[0]y i[0]x1[1]y1[1] . . . x i[1]y i[1] . . . x i[n]y i[n]).
e constructions relating g i and ρ i are analogous. Observe that if
WG ,v0I (x f1 g1 y f1 g1 , . . . , x fN gN y fN gN )
holds for some functions f , g then, by the above denition, the play
pi(v0 , σ f11 , ρg11 , . . . , σ fNN , ρgNN ) is inF . Moreover, the converse holds as well,
i.e. if for some strategies σ , ρ we have
pi(v0 , σ1 , ρ1 , . . . , σN , ρN) ∈ F ,
thenWG ,v0I (x f1 g1 y f1 g1 , . . . , x fN gN y fN gN ) holds, where f i = f {σ j ,ρ j} j≤ii and
g i = g{σ j ,ρ j} j≤ii are the functions constructed above.
is correspondence allows to exploit the similarity of the structure of
the denition of the FO[a] formula φI and the denition of coalition I
winning in G. Intuitively, it is enough to insert the transformed functions
and strategies into the denition to arrive at a contradiction and nish this
proof. To avoid cluttered notation, we formally present only one direction
in the case of two levels, the other direction and the proof for more levels
is analogous.
Let us assume that φI holds and coalition I does not win G, formally(1) ∃ f1 ∀g1∃ f2 ∀g2 WG ,v0I (x f1 g1 , y f1 g1 , x f2 g2 , y f2 g2),(2) ∀σ1∃ρ1∀σ2∃ρ2 pi(σ1 , ρ1 , σ2 , ρ2) /∈ F .
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Let us x f1 that exists by our rst assumption, set σ1 = σ f11 and x ρ1 that
exists by the second assumption for this σ1. Let us now set g1 = gρ11 and
x f2 that exists by the rst assumption. Finally, let us set σ2 = σ f22 and x
ρ2 that exists by the second assumption. By the previous observation
WG ,v0I (x f1 g1 , y f1 g1 , x f2 g2 , y f2 g2) ⇐⇒ pi(σ1 , ρ1 , σ2 , ρ2) ∈ F ,
but this contradicts the two assumptions above.
Observe that the same proof works for the other coalition and an
analogous relation WG ,v0II . us, the negation normal form of FO[a]
corresponds to determinacy of alternating hierarchical games.
Corollary 3.7. Alternating hierarchical games are determined.
Aer we captured winning in alternating games in FO[a] let us do
the converse and construct the model-checking game for a given FO[a]
formula on an automatic presentation A. At rst, we restrict ourselves to
formulas of the form
φ = ax1 y1ax2 y2 . . .axN yN R(x1 , y1 , . . . , xN , yN)
and construct a game so that the split of the winning plays will allow us
to use the previous theorem.
Intuitively, the construction can be understood as prexing each vari-
able with all possible letters in the order of information hierarchy and
making a step of the automaton when all the variables are prexed. To
dene these games precisely, let us take the deterministic automaton for
R, denotedAR = (Q , q0 , δ,FR), and construct the model-checking gameGφ for φ in the following way.
For each tuple of letters c1 , d1 , c2 , d2 , . . . , cM , dM of even length, with
0 ≤ M < N , and for every state q ∈ Q, we have in Gφ the position
Rq(c1x1 , d1 y1 , . . . , cMxM , dM yM , xM+1 , . . . , yN). (3.1)
Moreover, for each tuple c1 , d1 , c2 , d2 , . . . , cM , dM , cM+1 of odd length, we
have the position
Rq(c1x1 , . . . , dM yM , cM+1xM+1 , yM+1 , . . . , yN). (3.2)
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In each of these positions, the next move is made by the player cor-
responding to the next variable that is not yet prexed by a letter, e.g.
in position 3.1 it is the player M + 1 of coalition I who makes the move
for xM+1 and in position 3.2 it is the player M + 1 of coalition II. We
can formally dene the set of positions of players on each level i as
Vi ,I = Q × Σ2(i−1) , Vi ,II = Q × Σ2i−1 .
e moves in Gφ intuitively correspond to the player choosing a letter
to prex his variable with, so for 0 ≤ M < N
µ(Rq(c1x1 , . . . , dM yM , xM+1 , . . . , yN), cM+1) =
Rq(c1x1 , . . . , dM yM , cM+1xM+1 , yM+1 , . . . , yN),
and for 0 ≤ M < N − 1
µ(Rq(c1x1 , . . . , cM+1xM+1 , yM+1 , . . . , yN), dM+1) =
Rq(c1x1 , . . . , cM+1xM+1 , dM+1 yM+1 , xM+2 , . . . , yN).
e only special case is the nal position Rq(c1x1 , d1 y1 , . . . , cNxN , yN).
When player N , II chooses the nal letter dN , it will not be appended, but
instead all prexing letters will be removed and the state of the automaton
will be changed as follows, with α = c1d1 . . . cNdN :
µ(Rq(c1x1 , d1 y1 , . . . , cNxN , yN), dN) = Rδ(q ,α)(x1 , . . . , yN).
We derive the winning conditionF of the gameGφ from the acceptance
condition FR of the automaton for R in the following way. Only the state
component of each position in the game is taken into account, i.e. a
sequence pi of positions of Gφ is inF if and only if pi projected to the state
component is in FR .
To see that the game Gφ is indeed the model-checking game for φ, we
useeorem 3.6 and observe that the 2N-split of the winning paths inGφ is exactly the relation R,WGφ ,Rq0 (x1 ,y1 , . . . ,xN ,yN)I = R.
In this way, the model-checking game for formulas in the considered
form is constructed. As we proved, any formula in FO[a] can be written
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in negation normal form and additionally, by renaming variables, it can
be transformed into prenex normal form. Let us therefore consider a
general formula in the form φ = ax1 y1 . . .axN yN ψ(x1 , y1 , . . . , xN , yN),
where ψ is in negation normal form and does not contain quantiers. We
construct the game Gφ inductively with respect to ψ.
In the case of ψ(x) = R(x) or ψ(x) = ¬R(x) the solution was already
presented, when considering ¬R we just have to complement the accep-
tance condition of the automaton for R. Let us show how to construct the
game for boolean connectives, i.e. for ψ1 ∧ ψ2 and for ψ1 ∨ ψ2. We want
to adhere to the usual convention of model-checking games and to have
only one additional position for any boolean connective.e game for
ψ1 ○ ψ2, where ○ = ∧,∨, is therefore constructed as follows: we take the
two games for ψ1 and ψ2 and we add one more position on higher level of
information that has two possible moves — to the starting position of ψ1
and to the starting position of ψ2.e new position belongs to coalition
I when ○ = ∨ and to coalition II when ○ = ∧ and in both cases the other
coalition does not play on that information level. With the construction
described above we face a problem, as the game is not strictly alternating
any more, but this time it can be made alternating by adding dummy
positions, as presented in Example 3.8.
To formally prove that the resulting games are indeed model-checking
games for formulas with boolean connectives, we replace the connectives
with a new variable and the formula with a relation where only the rst
letter of the new variable corresponding to the boolean connective is
considered.en the automaton for such a relation corresponds to the
dened game andeorem 3.6 can be used again.
Example 3.8. To illustrate the construction of model-checking games
and the method to overcome the technical problem with non-alternating
games mentioned above, let us consider the simple formula ∃x (R1(x) ∧
R2(x)) over {a, b}ω with R1 = {aω} and R2 = {a, b}ω/{aω}. Both the
automaton for R1 and the one for R2 has two states and the transition
functions are identical. On any b the automata go from q0 to q1 and stay
there forever. Only the Büchi acceptance conditions of these automata
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Rq01 (x) ∧ Rq02 (x)
Rq01 (x) Rq02 (x)
Rq11 (x) Rq12 (x)
a
a ,b
b
a ,b
a ,b
a ,b
a
a ,b
b
a ,b
a ,b
a ,b
Figure 3.6: Model-checking game for ∃x(R1(x) ∧ R2(x)).
dier, with F1 = {q0} and F2 = {q1}.
In Figure 3.6, the game for this formula is depicted. We show dummy
moves for the second player, as formally ∃xφ(x) ≡ axyφ(x). Note that
this is actually a four-player game and the top position belongs to player
2, II. Since the formula is false, coalition II wins this game. Indeed, for
coalition I to win, player 1, I would have to present a strategy to visit both
of the double-circled vertices innitely oen without knowing in which
branch he is, and that is impossible.
To x the problem with alternation, let us add positions where there
is no choice for the player.e alternating game for ψ1 ○ ψ2 is depicted
in Figure 3.7. In this game, dummy positions are added there, where it is
necessary to make the game alternating. It is clear that winning strategies
in these two games can be transferred, as in each move on each level of
visibility the players know howmanymoves on the other levels weremade,
both in the original game depicted in Figure 3.6 and in the modied one
in Figure 3.7.
e tight correspondence between alternating hierarchical games and
FO[a]makes it possible to use our knowledge about this logic to reason
about the games. In particular, we can transfer the results about complex-
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Rq01 (x) ∧ Rq02 (x)
a ,b
a ,b
a ,b
Rq01 (x) Rq02 (x)
Rq11 (x) Rq12 (x)
a
a ,b
a ,b a ,b
b
a ,b
a ,b
a ,b
a ,ba ,b
a ,b a ,b
a
a ,b
a ,ba ,b
b
a ,b
a ,b
a ,b
a ,b a ,b
a ,ba ,b
Figure 3.7: Alternating game for ∃x(R1(x) ∧ R2(x)).
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ity, including the non-elementary lower bound on deciding FO[a] on
automatic presentations, which allows us to conclude with the following
corollary.
Corollary 3.9. e question whether coalition I wins in an alternating
hierarchical game on a nite arena is decidable and has non-elementary
complexity when the number of levels is not xed. It can be decided in
2kEXPTIME for games with at most k levels.
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60
4 Memory Structures for Innitary Games
In the previous chapters, we explored the connections between logic and
games in a generic way, without relating to a specic representation of
winning conditions in games. In this chapter, we investigate explicitly
given winning conditions in terms of the complexity of strategies that are
needed to win games with a xed condition.
is question has been answered to a large extent for winning condi-
tions dened over nite sets of priorities. We look at games with winning
conditions dened over innite sets of priorities and construct mem-
ory structures for dierent types of conditions in this case. Inspired by
the notion of latest appearance record [35] used for games with nitely
many priorities, we dene the nite appearance record [31] and investigate
which types of winning conditions are determined with such memory.
e class of these conditions includes:
– downward cones,
– singleton conditions,
– nite unions of upwards cones,
– Muller conditions with nitely many winning sets,
– max-parity condition on graphs with bounded moves.
It remains open whether arbitrary max-parity games are determined
via nite appearance records and a complete classication of Muller con-
ditions over an innite set of priorities with this property is not obtained.
Still, the reduction for Muller conditions containing nitely many (possi-
bly innite) sets is a strong generalization of the classical case over nitely
many priorities.
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In addition to nite appearance records, we investigate winning con-
ditions for which a certain representation, called the Zielonka tree [78],
exists.ese include all conditions over a nite set of priorities, for which
the connection between the Zielonka tree and the memory needed for
strategies is well understood [78]. We show that under certain assump-
tions this classical result can be transferred to innite number of priorities
as well.
4.1 Memory structures and determinacy
e most general representation of ω-regular acceptance conditions (for
automata) and winning conditions (for games) that we considered so far
was the Muller condition, which we dened as a class of subsets of states
of the automaton or positions of the game. In this chapter, we study these
conditions more thoroughly, and for this reason we give a slightly more
general denition and extend the notation.
To start with, we assume that every game we consider has an arena
labeled by priorities from a set C. Formally, a game is now not only the
tuple (V0 ,V1 , E ,F) but it consists of the game graph G = (V ,V0 ,V1 , E)
(with V = V0 ∪ V1) which, together with a labeling function Ω ∶ V → C,
forms the game arena (G , Ω). A game is dened as a game arena together
with a winning condition, G = (G , Ω,F), and we focus on a Muller
winning condition F over C dened as follows.
Denition 4.1. A Muller condition over a nite set C of priorities is
written in the form (F0 ,F1) where F0 ⊆ P(C) and F1 = P(C) − F0.
A play pi in a game with Muller winning condition (F0 ,F1) is won by
Player σ if, and only if, inf(pi), the set of priorities occurring innitely
oen in pi, belongs to Fσ . A Streett-Rabin condition is now dened as a
Muller condition (F0 ,F1) such that F0 is closed under union.
Denition 4.2. A memory structure for a game G with positions in V
is a triple M = (M , update, init), where M is a set of memory states,
update ∶ M × V → M is a memory update function and init ∶ V →
62
Chapter 4. Memory Structures for Innitary Games
M is a memory initialization function. e size of the memory is the
cardinality of the setM. A strategy with memoryM for Player σ is given
by a next-move function F ∶ Vσ × M → V such that F(v ,m) ∈ vE for
all v ∈ Vσ ,m ∈ M. If a play, from starting position v0, has gone through
positions v0v1 . . . vn the memory state ism(v0 . . . vn), dened inductively
by m(v0) = init(v0), and m(v0 . . . v iv i+1) = update(m(v0 . . . v i), v i+1).
In case vn ∈ Vσ , the next move from v1 . . . vn , according to the strategy,
leads to F(vn ,m(v0 . . . , vn)). In case ∣M∣ = 1, the strategy is positional; it
can be described by a function F ∶ Vσ → V .
We will say that a game is determined via memoryM if it is determined
and both players have winning strategies with memoryM on their win-
ning regions. A game is positionally determined if it is determined via
positional winning strategies.
Given a game graph G = (V ,V0 ,V1 , E) and a memory structureM =(M , update, init) we obtain a new game graph G ×M = (V ×M ,V0 ×
M ,V1 ×M , Eupdate) where
Eupdate = {(v ,m)(v′ ,m′) ∶ (v , v′) ∈ E and m′ = update(m, v′)}.
Obviously, every play (v0 ,m0)(v1 ,m1) . . . in G ×M has a unique pro-
jection to the play v0v1 . . . in G. Conversely, every play v0 , v1 , . . . in
G has a unique extension to a play (v0 ,m0)(v1 ,m1) . . . in G ×M with
m0 = init(v0) and m i+1 = update(m i , v i+1).
Consider two games G = (G , Ω,W) and G′ = (G′ , Ω′ ,W ′). We say
that G reduces via memoryM to G′, (in short G ≤M G′) if G′ = G ×M
and every play in G′ is won by the same player as the projected play in G.
Given a memory structureM for G and a memory structureM′ for
G ×M we obtain a memory structureM∗ =M ×M′ for G.e set of
memory locations isM×M′ andwe havememory initialization init∗(v) =(init(v), init′(v , init(v)) and the update function
update∗((m,m′), v) == (update(m, v), update′(m′ , (v , update(m, v))).
63
4.2. Latest appearance record for Muller games
Proposition 4.3. Suppose that a game G reduces to G′ via memory M
and that Player σ has a winning strategy for G′ with memoryM′ from(v0 , init(v0))).en Player σ has a winning strategy for G with memory
M ×M′ from position v0.
Proof. Given a strategy F′ ∶ (Vσ ×M) ×M′ → (V ×M) for Player σ onG′ we have to construct a strategy F ∶ (Vσ × (M ×M′))→ V × (M ×M′).
For a pair (v ,m) ∈ Vσ×M, we have that F′(v ,m) = (w , update(m,w))
wherew ∈ vE. We now put F(v ,mm′) = w. If a play in G that is consistent
with F proceeds from position v, with current memory location (m,m′),
to a new position w, then the memory is updated to (n, n′) with n =
update(m,w) and n′ = update′(m′ , (w , n)). In the extended play in G′
we have an associated move from position (v ,m) to (w , n) with memory
update from m′ to n′.us, every play in G from initial position v0 that
is consistent with F is the projection of a play in G′ from (v0 , init(v0))
that is consistent with F′. erefore, if F′ is a winning strategy from(v0 , init(v0)), then F is a winning strategy from v0.
Corollary 4.4. Every game that reduces via memoryM to a positionally
determined game, is determined via memoryM.
Obviously, memory reductions between games compose. If G reduces
to G′ with memoryM and G′ reduces to G′′ with memoryM′ then G
reduces to G′′ with the memoryM∗ =M ×M′ dened above.
4.2 Latest appearance record for Muller games
One of the reasons for the interest in parity games is the fact that parity
games over a nite set of priorities C = {0, . . . , d} are positionally de-
termined [28, 59].e classical example of a game reduction with nite
memory on the other hand is the reduction of Muller games to parity
games via latest appearance records [35]. Intuitively, a latest appearance
record (LAR) is a list of priorities ordered by their latest occurrence.
More formally, for a nite set C of priorities, LAR(C) is the set of
sequences c1 . . . ck ♮ ck+1 . . . cℓ of elements from C ∪ {♮} in which each
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priority c ∈ C occurs at most once, and ♮ occurs precisely once. At a
position v, the LAR c1 . . . ck ♮ ck+1 . . . cℓ is updated by moving the priority
Ω(v) to the end, and moving ♮ to the previous position of Ω(v) in the
sequence. For instance, at a position with priority c2, the LAR c1c2c3 ♮ c4c5
is updated to c1 ♮ c3c4c5c2. (If Ω(v) did not occur in the LAR, we simply
append Ω(v) at the end). us, the LAR-memory for an arena with
priority labeling Ω ∶ V → C is the triple (LAR(C), init, update) with
init(v) = ♮Ω(v) and
update(c1 . . . ck ♮ ck+1 . . . cℓ , v) = c1 . . . ck ♮ ck+1 . . . cℓΩ(v)
in case Ω(v) /∈ {c1 . . . cℓ}, and
update(c1 . . . ck ♮ ck+1 . . . cℓ , v) = c1 . . . cm−1 ♮ cm+1 . . . cℓcm
if Ω(v) = cm .
e hit-set of a LAR c1 . . . ck ♮ ck+1 . . . cℓ is the set {ck+1 . . . cℓ} of prior-
ities occurring aer the symbol ♮. Observe that if in a play pi = v0v1 . . . ,
the LAR at position vn is c1 . . . ck ♮ ck+1 . . . cℓ then Ω(vn) = cℓ and the
hit-set {ck+1 . . . cℓ} is the set of priorities that have been seen since the
latest previous occurrence of cℓ in the play.
Lemma 4.5. Let pi be a play of a Muller game G, and let inf(pi) be the set
of priorities occurring innitely oen in pi. On pi the hit-set of the latest
appearance record is, from some point onwards, always a subset of inf(pi)
and innitely oen coincides with inf(pi).
Proof. For each play pi = v0v1v2 . . . there is a position vm such that
Ω(vn) ∈ inf(pi) for all n ≥ m. Since no priority outside inf(pi) is seen
anymore aer position vm , the hit-set will from that point onwards al-
ways be contained in inf(pi), and the LAR will always have the form
c1 . . . c j−1c j . . . ck ♮ ck+1 . . . cℓ where c1 , . . . c j−1 remain xed and the set{c j , . . . , ck , ck+1 , . . . cℓ} = inf(pi). Since all priorities in inf(pi) are seen
again and again, it happens innitely oen that, among these, the one oc-
curring lemost in the LAR is hit. At such positions, the LAR is updated to
c1 , . . . , c j−1 ♮ c j+1 . . . cℓc j and the hit-set then coincides with inf(pi).
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eorem 4.6. Every Muller game with nitely many priorities reduces via
LAR memory to a parity game.
Proof. Let G be a Muller game with game graph G, priority labeling
Ω ∶ V → C and winning condition (F0 ,F1). We have to prove thatG ≤LAR G′ for a parity game G′ with game graph G × LAR(C) and an
appropriate priority labeling Ω′ on V × LAR(C) which is dened as
follows.
Ω′(v , c1c2 . . . ck ♮ ck+1 . . . cℓ) = { 2k if {ck+1 , . . . , cℓ} ∈ F0 ,2k + 1 if {ck+1 , . . . , cℓ} ∈ F1 .
Let pi = v0v1v2 . . . be a play on G and x a number m such that, for
all numbers n ≥ m and Ω(vn) ∈ inf(pi), the LAR at position vn has the
form c1 . . . c jc j+1 . . . ck ♮ ck+1 . . . cℓ where inf(pi) = {c j+1 , . . . cℓ} and the
prex c1 . . . c j remains xed. In the extended play pi′ = (v0r0)(v1 , r1) . . .
all nodes (vn , rn) for n ≥ will therefore have a priority 2k + ρ with k ≥ j
and ρ ∈ {0, 1}. Assume that the play pi is won by Player σ , i.e. inf(pi) ∈ Fσ .
Since innitely oen the hit-set of the LAR coincides with inf(pi), the
minimal priority seen innitely oen on the extended play is 2 j+ σ .us
the extended play in the parity game G′ is won by the same player as the
original play in the Muller game G.
Observe that for a Muller game on n priorities, an LAR-memory has
n! memory states. Dziembowski, Jurdziński, and Walukiewicz [22] have
shown that with this respect LAR-strategies are essentially optimal for
Muller games.
eorem 4.7. ere exists a sequence (Gn)n∈ω of Muller games such that
the game graph of Gn is of size O(n) and every winning strategy for Gn
requires a memory of size at least n!
4.3 Games with innitely many priorities
e denition of the Muller condition (Denition 4.1) directly generalizes
to countable sets C of priorities. Note that with minor modications it
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can also be generalized to uncountable sets C, see [32] for a discussion
of this. But some properties that hold for a nite set of priorities C do
not generalize even to countable sets. One of them is the possibility to
represent any Muller condition by a Zielonka tree, which we discuss in
section 4.6.
For nitely many priorities, the condition that F0 and F1 are both
closed under nite unions is sucient for positional determinacy of any
game with thisMuller condition. To see that this is not the case for innite
sets C, let us discuss the possible generalizations of parity games to the
case of priority assignments Ω ∶ V → ω. For parity games with nitely
many priorities it is of course purely a matter of taste whether we let
the winner be determined by the least priority seen innitely oen or
by the greatest one. Here this is no longer the case. Based on priority
assignments Ω ∶ V → ω, we consider the following classes of games.
Innity games are games where Player 0 wins those innite plays in
which no priority at all appears innitely oen, i.e.
F0 = {∅},F1 = P(ω) ∖ {∅}.
Parity games are games where Player 0 wins the plays in which the least
priority seen innitely oen is even, or where no priority appears
innitely oen.us,
F0 = {X ⊆ ω ∶ min(X) is even} ∪ {∅},F1 = {X ⊆ ω ∶ min(X) is odd}.
Max-parity games are games where Player 0 wins if the maximal prior-
ity occurring innitely oen is even, or does not exist, i.e.
F0 = {X ⊆ ω ∶ if X ≠ ∅ and X is nite then max(X) is even},F1 = {X ⊆ ω ∶ X is nite, non-empty, and max(X) is odd}.
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It is easy to see that innity games are a special case of parity games, via
a simple reassignment of priorities. Further, we note that for both parity
games and max-parity games, F0 and F1 are closed under nite unions.
Nevertheless the conditions behave quite dierently.
Proposition 4.8. Max-parity games with innitely many priorities in gen-
eral do not admit nite memory winning strategies.
Proof. Consider the max-parity game with positions V0 = {0} and V1 ={2n + 1 ∶ n ∈ N} (where the name of a position is also its priority), such
that Player 0 can move from 0 to any position 2n + 1 and Player 1 can
move back from 2n + 1 to 0. Clearly Player 0 has a winning strategy from
each position but no winning strategy with nite memory.
On the other hand it has been shown in [32] that innity games and
parity games with priorities in ω do admit positional winning strategies
for both players on all game graphs. In fact, parity games over ω turn out
to be the only Muller games with this property.
eorem 4.9. [32] Let (F0 ,F1) be a Muller winning condition over a
countable set C of priorities.en the following are equivalent.
– Every game with winning condition (F0 ,F1) is positionally deter-
mined.
– Both F0 and F1 are closed under nite unions, unions of chains, and
non-empty intersections of chains.
– e Zielonka tree of (F0 ,F1) exists, and is a path of co-nite sets
(and possibly the empty set at the end).
– (F0 ,F1) reduces to a parity condition over n ≤ ω priorities.
4.4 Finite appearance records
Although over an innite set of priorities one can easily dene Muller
games that do not admit nite memory strategies, these games are oen
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solvable by strategies with very simple innite memory structures. For
instance, for themax-parity gamedescribed in the proof of Proposition 4.8,
it suces for Player 0 to store the maximal priority seen so far, in order to
determine the next move in her winning strategy. One can readily come
up with other games where the memory required by a winning strategies
is essentially a nite collection of previously seen priorities.
is motivates the denition of an innite memory structure that we
call nite appearance records (FAR) which generalizes the LAR-memory
for games with nitely many priorities. In a FAR we store tuples of pre-
viously encountered priorities or some other symbols from a nite set.
Additionally the update function in the appearance record is restricted,
so that new values of the memory can be equal only to the values stored
before or to the currently seen priority.
Denition 4.10. A d-dimensional FAR-memory for a game G with priori-
ties inC is amemory structure (M , update, init) forG withM = (C∪N)d
for some nite set N such that whenever
update(m1 , . . . ,md , v) = (m′1 , . . . ,m′d)
then m′i ∈ {m1 , . . . ,md} ∪ N ∪ {Ω(v)}.
Observe that an LAR-memory over a nite set C is a special case of an
FAR-memory, with d = ∣C∣+ 1 and N = {♮, B}, where B is a blank symbol
used to pad latest appearance records in which some priorities are missing.
Here the dimension of the FAR depends on the size of C. Hence, the
question arises whether there is a xed dimension d and a xed additional
set N such that every Muller game over nitely many priorities reduces
to a parity game via d-dimensional FAR-memory. Fromeorem 4.7
it follows that his is not the case. Indeed, since n! grows faster than nd
for any constant d, we infer that for any dimension d there is a Muller
game Gd that can not be reduced to a parity game via d-dimensional
FAR-memory. From this we obtain the following conclusion.
Proposition 4.11. ere exists a Muller game G that does not reduce to a
parity game with any FAR-memory.
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Proof. Take G to be the disjoint sum of the games Gd , assuming that all
these games have disjoint sets of priorities. Suppose that G reduces to a
parity game via some FAR-memory of dimension d. Since game exten-
sions preserve connectivity it follows that the extension of the connected
component Gd of G will also be a parity game. But this contradicts the
fact that Gd does not reduce to a parity game via d-dimensional FAR-
memory.
4.5 FAR reductions for innitary Muller games
In this section we consider some cases of Muller games with priorities in
ω that admit FAR-reductions to positionally determined games.
To illustrate the idea consider any downwards cone F0 = {X ∶ X ⊆ A}
for a xed set A ⊆ ω. Again it is easy to see that such games may require
innite-memory strategies. To reduce such a game to a parity game G′ it
suces to store themaximal prioritym seen so far, and to dene priorities
in G′ by
Ω′(v ,m) = ⎧⎪⎪⎨⎪⎪⎩2m + 2 if Ω(v) ∈ A,2Ω(v) + 1 otherwise.
If inf(pi) ⊆ A then Player 0 wins pi′ since no odd priority is seen
innitely oen in pi′. If there is some a ∈ inf(pi) ∖ A, then 2a + 1 occurs
innitely oen in pi′, and since a ≤ m from some point onwards, no
smaller even priority can have this property, so Player 1 wins pi′.
Hence any Muller game such that F0 (or F1) is a downwards cone is
determined via one-dimensional FAR-memory.
4.5.1 Visiting sequences and singleton Muller conditions
Our next example for winning conditions that are amenable for an ap-
proach viaFAR-reductions areMuller gameswhere thewinning condition
of Player 0 is a singleton, i.e. F0 = {A}, F1 = P(ω) ∖ {A}.
We rst observe that such games may require innite memory.
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eorem 4.12. For any A ≠ ∅, there exists a (solitaire) Muller game withF0 = {A} whose winning strategies all require innite memory.
Proof. If A = {a1 , a2 , . . . } is innite, take the game with set of positions
V = V0 = A (where the name of a position indicates also its priority),
and moves (a1 , an) and (an , a1) for all n ≥ 2. If A = {a1 , . . . , an} is nite,
let ω ∖ A = {b1 , b2 , . . . }. We consider instead the game with V = V0 =
A∪ (ω ∖ A), and set of moves
E ={(a i , a i+1) ∶ 1 ≤ i < n} ∪{(an , b) ∶ b ∈ (ω ∖ A)} ∪ {(b, a1) ∶ b ∈ (ω ∖ A)}.
In both cases, Player 0 wins, but requires innite memory to do so.
We will prove that singleton Muller games can be reduced via FAR-
memory to parity games with priorities in ω which, as shown in [32], are
positionally determined.e FAR-memory that we use for this reduction
is based on a particular order in which the elements of the winning sets
have to be seen innitely oen, which is specied by a visiting sequence.
Denition 4.13. Let A = {a1 < a2 < . . . } be an innite subset of ω.
For each n ∈ ω, let p(an) ∶= a1a2 . . . an be the prex of an .e visiting
sequence of A is the concatenation of the prexes of all elements of A
visit(A) = p(a1)p(a2)p(a3) . . .
For a nite set {a1 < a2 < ⋅ ⋅ ⋅ < an} ⊆ ω we dene visit(A) = p(an)ω .
Let G be a Muller game over ω.
Lemma 4.14. For any play pi = v1v2 . . . of G the set Inf(pi) is the unique
set A with the following two properties:
(1) ere exists a sequence of indices i1 < i2 < . . . such that the priorities
Ω(v i1)Ω(v i2) . . . form the visiting sequence of A.
(2) IfΩ(vk) ∈ ω∖A then there is only a nite number of indices i > k such
that Ω(v i) ∈ {0, . . . , Ω(vk)} ∩ ω ∖ A.
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Proof. First we notice that A = Inf(pi) indeed fullls these two properties.
e visiting sequence can be chosen from the play as all elements of inf(pi)
appear innitely oen. Since all elements of ω∖ inf(pi) occur only nitely
oen in the play, the second property must also hold.
Conversely, if a set A satises property (1), then all elements of A appear
innitely oen in pi, soA ⊆ inf(pi). If there were an element a ∈ inf(pi)∖A,
then for any k with Ω(vk) = a, there were innitely many indices i >
k, with Ω(v i) = a which contradicts property (2). us if A satises
properties (1) and (2), then A = inf(pi).
Let A ⊆ ω be innite. Any initial segment of the visiting sequence
of A can be written in the form p(a1)p(a2) . . . p(a i)a1a2 . . . a j where
1 ≤ j ≤ i + 1. It can be represented by a pair (p, c) where c = a j indicates
the position of the last letter in the current prex p(a i+1), and p = a i
indicates the last previously completed prex (or ε if we are at the rst
element). For instance, the initial segment a1 a1a2 a1a2a3 a1a2a3 of the
visiting sequence of A is encoded by (a3 , a3), the initial segment a1 is
encoded by (ε, a1), and the empty initial segment by (ε, ε). We write
visitn(A) for the initial segment of length A of visit(A).
Given a (nite or innite) winning set A, we want to use a three-
dimensional FAR-memory to check whether inf(pi) = A. For innite
A, the memory state aer an initial segment of a play is a triple (p, c, q)
where (p, c) encode the initial segment of the visiting sequence of A that
has been seen so far, and q is the maximal priority that has occurred.
Denition 4.15. For any innite set A ⊆ ω, we dene a three-dimensional
FAR-memory FAR(A) = (M , init, update) with M = {(p, c, q) ∶ p, c ∈
ω ∪ {ε}, q ∈ ω}.e initialization function is dened by
init(v) = ⎧⎪⎪⎨⎪⎪⎩(ε, Ω(v), Ω(v)) if Ω(v) = a1(ε, ε, Ω(v)) if Ω(v) ≠ a1
e update function is dened by
update(p, c, q, v) = (p′ , c′ , q′),
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where q′ = max(q, Ω(v)), and where (p, c) and (p′ , c′) encode, for
some n, the initial segments visitn(A) and visitn+1(A), respectively, of
the visiting sequence of A such that visitn+1(A) = visitn(A)Ω(v), or
otherwise, (p′ , c′) = (p, c).
For a more formal description, let
up(p, c, v) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2 if, for some i, p = a i , c = a i+1 , Ω(v) = a1
1 if, for some j ≤ i, p = a i , c = a j , Ω(v) = a j+1
0 otherwise
(where, to simplify notation, we identify εwith a0). Note that up(p, c, v) =
2 if, at node v, the visiting sequence is updated with an a1 (i.e. a prex
p(a i) has been completed and a new one is started), that up(p, c, v) = 1 if
the visiting sequence is updated by another value, and that up(p, c, v) = 0
if no update of the visiting sequence happens at v. en we can dene
update(p, c, q, v) ∶= (p′ , c′ , q′) by
(p′ , c′) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(c, Ω(v)) if up(p, c, v) = 2(p, Ω(v)) if up(p, c, v) = 1(p, c) if up(p, c, v) = 0
q′ = max(q, Ω(v))
For nite A = {a1 < a2 < ⋅ ⋅ ⋅ < an} this has to be modied since
once cannot really encode the part of the visiting sequence that one has
seen with priorities in A. In this case the value (p, c, q) is so that c is the
last element of the visiting sequence, q is the maximal priority that has
occurred so far, and p is the maximal priority that had occurred up to
the last time when, in the visiting sequence of A, a prex p(an) had been
completed and c had been updated from an to a1.us we set
up(p, c, v) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2 if c = an , Ω(v) = a1
1 if, for some i < n, c = a i , Ω(v) = a i+1
0 otherwise
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and update(p, c, q, v) ∶= (p′ , c′ , q′) with
(p′ , c′) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(q, Ω(v)) if up(p, c, v) = 2(p, Ω(v)) if up(p, c, v) = 1(p, c) if up(p, c, v) = 0
q′ = max(q, Ω(v)).
eorem 4.16. Any singleton Muller game with F0 = {A} can be reduced,
via memory FAR(A), to a parity game.
Proof. e given Muller game G with arena (G , Ω) and Muller condition
such that F0 = {A} is reduced via memory FAR(A) to a parity game G′
with priority function Ω′ ∶ V × FAR(A)→ ω dened as follows.
Ω′(v , p, c, q) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2p + 2 if Ω(v) ∈ A, up(p, c, v) ∈ {1, 2}
2p + 3 if Ω(v) ∈ A, up(p, c, v) = 0
min(2p + 3, 2Ω(v) + 1) if Ω(v) /∈ A
We have to prove that any play pi = v0v1v2 . . . of G is won by the same
player as the extended play pi′ = (v0 , p0 , c0 , q0)(v1 , p1 , c1 , q1) . . . of G′.
We rst assume that inf(pi) = A and prove that either no priority at all
occurs innitely oen in pi′ or the minimal such is even. If A is innite,
then the sequence of the values pn diverges and therefore no priority will
be seen innitely oen in pi′. If A is nite then it may be the case that the
sequence (pn)n∈ω converges, i.e. pn = p from some point onwards. But
since the visiting sequence will be updated again and again this means
that innitely oen the priority 2p + 2 occurs in pi′, and the only other
priority that may occur innitely oen is 2p + 3. Hence Player 0 wins pi′.
For the converse, we assume that Player 1 wins pi. We distinguish several
cases. If there exist some a ∈ A∖inf(pi) then from somepoint onwards, the
visiting sequence cannot be updated anymore, so the sequence (pn)n∈ω
stabilizes at some value p.en the minimal priority seen innitely oen
is either 2p + 3, or 2Ω(v) + 1 for some Ω(v) ∈ ω ∖ A and Player 1 also
wins pi′. If no such element a exists, then A ⊊ inf(pi) and there is a
74
Chapter 4. Memory Structures for Innitary Games
minimal element b ∈ inf(pi)∖A. If the sequence (pn)n∈ω diverges (which
is always the case for innite winning sets A) then the minimal priority
seen innitely oen in pi′ is 2b + 1. If A is nite then the sequence pn
may stabilize at some value p which coincides with the largest priority
ever occurring in pi. Hence b ≤ p and therefore 2b + 1 < 2p + 2, so the
minimal priority seen innitely oen in pi′ is 2b + 1. Again Player 1 wins
the associated play in the parity game.
Corollary 4.17. Singleton Muller games are determined with FARmemory.
4.5.2 Finite unions of upwards cones
Visiting sequences can also be used for the case whereF0 is a nite union
of upwards cones, i.e.
F0 = k⋃
i=1{X ∶ A i ⊆ X ⊆ ω}
for some nite collection of sets A1 , . . . ,Ak .
e FAR-memory stores the pairs (p i , c i) encoding the visiting se-
quences of A1 , . . . ,Ak . All that has to checked is whether A i ⊆ inf(pi) for
some i, which is the case if, and only if, one of the visiting sequences is
updated innitely oen.us we can dene priorities by
Ω′(v , p1 , c1 , . . . , pk , ck) = ⎧⎪⎪⎨⎪⎪⎩0 if up(p i , c i , v) = 2 for some i1 otherwise.
eorem 4.18. Any Muller game such that Fσ is a nite union of upwards
cones is determined via FAR-memory.
4.5.3 Muller conditions with nitely many winning sets
We now consider the case of Muller games whose winning conditions are
dened by a nite collection of (possibly innite) sets,F0 = {A1 , . . . ,Ak}.
To extend the idea presented above to this case we are going to use the
memory FAR(A i) for each set A i and additionally we have to remember
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when the set A i is active, as is described below. e property of being
active is stored in a value a i ∈ {0, 1, 2}.
Denition 4.19. For a nite collection {A1 , . . . ,Ak} of sets A i ⊆ ω, we de-
ne a 4k-dimensionalFAR-memoryFAR(A1 , . . . ,Ak) = (M , init, update).
We denote the FAR-memory of A i by FAR(A i) = (M i , initi , updatei).
enM = M1 ×M2 × . . . ×Mk × {0, 1, 2}k .e initialization function is
dened by
init(v) = (init1(v), . . . , initk(v), 0¯).
e update function is dened by
update(m1 , . . . ,mk , a1 , . . . , ak , v) =(update1(m1 , v), . . . , updatek(mk , v), a′1 , . . . , a′k),
where a′i is the new activation value for sequence i dened by
a′i =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if v /∈ A i and for some j ≤ k up j(m j , v) > 0
min(2, a i + 1) if upi(m i , v) = 2
a i otherwise.
eorem 4.20. Any Muller game with F0 = {A1 , . . . ,Ak} can be reduced,
via memory FAR(A1 , . . . ,Ak), to a parity game.
Proof. e given Muller game G with arena (G , Ω) and Muller condition
such that F0 = {A1 , . . . ,Ak} is reduced to a parity game G′ with priority
function Ω′ dened by
Ω′(v ,m, a) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
maxAct(v ,a)(2kp i + 2r i + 2) if exists j such that
Ω(v) ∈ A j , a j = 2,
up j(m j , v) ∈ {1, 2}
maxAct(v ,a)(2kp i + 2r i + 3) if exists j such that
Ω(v) ∈ A j , a j = 2,
and up j(m j , v) = 0
for all such j
min(2kpmax + 3, 2Ω(v) + 1) otherwise
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where Act(v , a) = {i ∶ Ω(v) ∈ A i ∧ a i = 2} are the indices of active
sets to which v belongs, p i is the rst component of the i-th memory
m i = (p i , c i , q i), pmax = max{p1 . . . pk} and for each A i ∈ F0 we have
r i = ∣{A j ∈ F0 ∶ A i ⊆ A j}∣.
We have to prove that any play pi = v0v1v2 . . . of G is won by the same
player as the extended play
pi′ = (v0 ,m10 , . . . ,mk0 , a10 , . . . ak0)(v1 ,m11 , . . . ,mk1 , a11 , . . . ak1) . . . .
For a given play pi of G, we divide the sets A1 , . . . ,Ak ∈ F0 into three
classes.
e good: A i is a good set if A i is active (a i = 2) only nitely oen in pi.
e bad: A i is a bad set, if A i ⊆ inf(pi) and A i is not a good set.
e ugly: A i is an ugly set if there is a priority c ∈ A i ∖ inf(pi) and A i is
not a good set.
Lemma 4.21. If A i is bad and A j is ugly, then A i ⊆ A j .
Proof. Assume that there is a b ∈ A i ∖ A j . Since A i ⊆ inf(pi) the visiting
sequence for A i is updated innitely oen, hence innitely oen with b,
and whenever this happens then a j is reset to 0. By denition there is a
c ∈ A j that is seen only nitely many times in pi.erefore a j = 0 from
some point onwards. But this contradicts the assumption that A j is not
good.
We rst assume that inf(pi) = A i and prove that either no priority at
all occurs innitely oen in pi′ or the minimal such priority is even.
Since from some point on there is no priority d /∈ A i that occurs
innitely oen, then for all sets A j that are not subsets of A i the visiting
sequence will not be updated any more, and so the sequence (p jn)n∈ω
stabilizes at some value p j . Since the visiting sequence of A i is updated
innitely oen, we get that from some point on a i = 2. Hence A i is a bad
set. We can now argue as in the proof ofeorem 4.16: if innitely many
priorities appear in pi, then the sequence (p in)n∈ω diverges and no priority
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at all will be seen innitely oen in pi′. It remains to consider the case
where only nitelymany priorities occur in pi.en the sequence (p in)n∈ω
stabilizes at some value p, which is the maximal priority appearing in pi.
For any A j ⊊ A i , the sequence (p jn)n∈ω will then also stabilize at the same
value p, and r j > r i . It follows that some priority of form 2kp + 2rℓ + 2
occurs innitely oen in pi′, where rℓ ≥ r i .
Suppose now that some smaller odd priority occurs innitely oen in
pi′.en it would have to be of the form 2kp + 2r j + 3 with r j < rℓ such
that a j = 2 innitely oen. However, only nitely many priorities appear
in pi. Hence if there are innitely many positions v such that Ω(v) ∈ A j
and a j = 2, then from some point onwards all these positions v satisfy
that Ω(v) ∈ A j ∩ A i and a i = 2. On innitely many such positions an
update happens, and therefore, also the priority 2kp + 2r j + 2 appears
innitely oen. Hence Player 0 wins pi′.
For the converse, we now assume that Player 1 wins pi.
Lemma 4.22. Suppose that some even priority 2kq+2r+2 is seen innitely
oen in pi′.en q is the maximal priority that occurs in pi and r = rℓ for
some bad set Aℓ .
Proof. If there are innitely many occurrences of 2kq+2r+2 in pi′, then q
is the maximal priority that occurs in pi and some A i is updated innitely
oen (i.e. A i ⊆ inf(pi)) and active innitely oen. Obviously A i is bad
and r ≥ r i . If r ≠ rℓ for all bad set Aℓ , then r = r j for some other A j that
is active innitely oen.us A j has to be ugly. But then by Lemma 4.21
A i ⊆ A j and thus r i > r j = r. But r ≥ r i .
Let r = min{rℓ ∶ Aℓ is bad}. To show that Player 1 wins pi′ it suces to
prove that there is an odd priority occurring innitely oen in pi′ which,
in case there exists a bound q on all priorities appearing in pi, is smaller
than 2kq + 2r + 2.
Notice that for any ugly set A i , the sequence (p in)n∈ω stabilizes at some
value p i . Let p = max{p i ∶ A i is ugly}.
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Wedistinguish two cases. First we assume that there exists some priority
b ∈ inf(pi) ∖⋃{A i ∶ A i is bad}.
Fix n0 such that, for all n > n0, p in = p i for all ugly sets A i and a in ≠ 2
for all good sets A i . Since b ∈ inf(pi) there exist innitely many vn with
n > n0 andΩ(vn) = b. For such vn we have Ω′(vn , m¯n , a¯n) = 2kp+2r i+3
if there is a set A i (which has to be ugly) such that b ∈ A i and a i = 2.
Otherwise Ω′(vn , m¯n , a¯n) is odd and ≤ 2b + 1. Since A i is ugly and Aℓ
is bad it follows that Aℓ ⊆ A i .us, r i < r. Further p ≤ q. It follows that
there exists some odd priority s ≤ max(2kp+2r i +3, 2b+ 1) < 2kq+ r+2
that appears in pi′ innitely oen.
Now we consider the other case: every b ∈ inf(pi) is contained in some
bad set A i(b). Let A1 , . . . ,Aℓ be the bad sets. Without loss of generality,
we assume that A1 is a maximal bad set, i.e. A1 /⊆ A i for i = 2, . . . , ℓ. Since
A1 is a strict subset of inf(pi), we can x a priority d ∈ inf(pi) ∖ A1. Since
any priority d ∈ inf(pi) is contained in some bad set, we can assume that
d ∈ A2. Further, by the maximality of A1, we can x priorities e2 , . . . , eℓ
where e i ∈ A1 ∖ A i .
We consider a sux of pi that starts at a position where
– all sequences (p in)n∈ω that stabilize at some value p i have already
reached that value,
– all good sets A i have become inactive for good (i.e. a i ≠ 2),
– in the visiting sequence for A1 the prexes p(e1), . . . p(eℓ) have
already been completed.
Note that A1 is updated innitely oen, and between any two consecu-
tive points in this sux at which up1 = 2 all priorities e2 , . . . , eℓ are seen
at least once. Since the priority d appears innitely oen in pi and A2 is
updated innitely oen, we are going to see innitely many points vn0 in
the considered sux of pi for which Ω(vn0) = d and a1 = 0 (since a1 is
reset with an update of A2). Since a1 increases to 2 innitely oen, there
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are innitely many tuples n0 < n1 < n2 such that a1 = i at all positions vn
with n i ≤ n < n i+1 and a1 = 2 at vn2 .
By denition up1 = 2 at vn1 and vn2 and there cannot be any updates
on priority d between vn1 and vn2 , as then a1 would be reset to 0. By our
choice of the considered sux of pi, there are updates on all e2 , . . . , eℓ
between vn1 and vn2 .erefore, for any bad set A j that contains d, we have
that a j < 2 between position vn2 and the rst position vn with Ω(vn) = d
that comes aer vn2 . is is the case because between vn1 and vn2 the
value a j was reset to 0 by the update of the visiting sequence for A1 by
priority e j , and since then it has not increased by more than 1 since there
was no update on priority d.
Let us now consider the new priority at vn . Since all bad sets A j con-
taining d are inactive, we have the same situation as in the rst case:
Ω′(vn , m¯n , a¯n) = 2kp + 2r i + 3 if there is a set A i (which has to be ugly)
such that d ∈ A i and a i = 2. Otherwise Ω′(vn , m¯n , a¯n) is odd and ≤ 2d+1.
Since A i is ugly and Aℓ is bad it follows that Aℓ ⊆ A i and thus r i < rℓ = r.
Further p ≤ q.
ere are innitely many such positions vn .us there must exist some
odd priority s ≤ max(2kp + 2r i + 3, 2d + 1) < 2kq + r + 2 that appears in
pi′ innitely oen.
Of course, the same arguments apply to the case where F1 is nite.
Corollary 4.23. Let (F0 ,F1) be aMuller winning condition such that eitherF0 or F1 is nite.en every Muller game with this winning condition is
determined via FARmemory.
4.5.4 Max-parity games with boundedmoves
We say that a an arena (G , Ω) has bounded moves if there is a natural
number d such that ∣Ω(v) −Ω(w)∣ ≤ d for all moves (v ,w) of G.
Wehave shown inProposition 4.8 that, in general, winning strategies for
max-parity games require innite memory, but we do not know whether
max-parity games are determined via FAR-memory.
80
Chapter 4. Memory Structures for Innitary Games
For max-parity games with bounded moves, it is still the case that
winning strategies may require innite memory, but now we can prove
determinacy via FAR-memory.
Proposition 4.24. ere exist max-parity games with bounded moves
whose winning strategies require innite memory.
Proof. Consider a (solitaire) max-parity game with a single node v0
of priority 0 from which Player 0 has, for every odd number 2n + 1,
the option to go through a cycle Cn consisting of nodes with priorities
2, 4, . . . , 2n, 2n + 1, 2n, 2n − 2, . . . , 4, 2 and back to the node v0. All these
cycles intersect only at v0. Clearly Player 0 has a winning strategy, namely
to go successively through cycles C1 ,C2 , . . . with the result that there is no
maximal priority occurring innitely oen. However, if Player 0 moves
according to a nite-memory strategy then only nitely many cycles will
be visited and there is a maximal n such that the cycle Cn will be visited
innitely oen. us the maximal priority seen innitely oen will be
2n + 1 and Player 0 loses.
Lemma 4.25. Let pi be a play of a max-parity game G with bounded moves
such that innitely many dierent priorities occur in pi. enmax(inf(pi))
does not exist, so pi is won by Player 0.
Proof. Assume that moves of G are bounded by d and inf(pi) ≠ ∅ and let
q be any priority occurring innitely oen on pi. Since innitely many
dierent priorities occur on pi it must happen innitely oen that from a
position with priority q the play eventually reaches a priority larger than
q + d. Since moves are bounded by d, this means that on the way the play
has to go through at least one of the priorities q + 1, . . . , q + d. Hence at
least one of these priorities also occurs innitely oen, so q cannot be
maximal in inf(pi).
eorem4.26. Everymax-parity gamewith boundedmoves can be reduced
via a one-dimensional FAR-memory to a parity game. Hence max-parity
games are determined via strategies with one-dimensional FAR-memory.
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Proof. e FAR-memory simply stores the maximal priority m that has
been seen so far. To reduce a max-parity game G with bounded moves,
via this memory, to a parity game G′ we dene the priorities of G′ by
Ω′(v ,m) = 2m −Ω(v).
Let pi be a play of G and let pi′ be the extended play in G′. We distinguish
two cases. First, we assume that on pi the sequence of values for m is
unbounded.is means that innitely many dierent priorities occur on
pi, so by Lemma 4.25, Player 0 wins pi. But since m ≤ Ω′(v ,m) and m
never stabilizes there is no priority that occurs innitely oen on pi, so pi′
is also won by Player 0.
In the second case there exists a sux of pi on which m remains xed
on the maximal priority of pi. In that case inf(pi) is a non-empty subset of{0, . . . ,m} and inf(pi′) is a non-empty subset of {m, . . . , 2m}. Further,
Ω′(v ,m) is even if, and only if Ω(v) is even, and Ω′(v1 ,m) < Ω′(v2 ,m)
if, and only if, Ω(v1) > Ω(v2).us, min(inf(pi′)) is even if, and only if,
max(inf(pi)) is even. Hence pi is won by the same Player as pi′.
4.6 Innitary Zielonka-tree memory
In this section we stop investigating nite appearance records and study
Muller conditions represented by Zielonka trees.ese trees, with nodes
labeled by sets of priorities, were introduced by Zielonka in [78] under the
name of split trees to establish howmuch memory is needed for strategies
in games with a xed Muller condition.
Denition 4.27 (Cf. [78]). e Zielonka tree for a Muller condition(F0 ,F1) over a set C of priorities is a tree Z(F0 ,F1) whose nodes are
labeled with pairs (X , σ) such that X ∈ Fσ . We dene Z(F0 ,F1) induc-
tively as follows. Let C ∈ Fσ and C0 , . . . ,Ck be the maximal sets in {X ⊆
C ∶ X ∈ F1−σ}.en Z(F0 ,F1) consists of a root, labeled by (C , σ), to
whichwe attach as subtrees the Zielonka trees Z(F0∩P(C i),F1∩P(C i))
for i = 0, . . . , k. Moreover, if the intersection of all sets on an innite
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branch of a Zielonka tree is not empty, then the intersection is added as
the nal point on the branch (so a Zielonka tree may be an ω-tree).
Every Muller condition over a nite set of priorities can be represented
using a Zielonka tree, but this is not always possible for innite sets C.
is happens because there may be sets D ∈ Fσ that have subsets in F1−σ
but no maximal ones.
We will analyze Muller conditions (F0 ,F1) over ω for which the tree
Z(F0 ,F1) exists, is nitely branching, and all internal nodes of the tree
are labeled with co-nite sets. Slightly abusing notation, we will identify a
node (X , σ) in the Zielonka tree with X, if theMuller condition is clear in
the context. For such a node X, we denote its successors by X0 , X1 , . . . , Xk
and, as all internal sets are co-nite, we know that X ∖ X i is nite for all i.
Please note that with this notation we have implicitly xed an ordering of
the successors of each vertex.
We dene the height of a node X in a Zielonka tree, denoted h(X), as
its distance to the root, starting with 0 if ω ∈ F0 or with 1 if ω ∈ F1. In
this way the height of a node (X , σ) is even for σ = 0 and odd for σ = 1.
Example 4.28. e parity condition has a very simple Zielonka tree,
namely just a Zielonka path
ω → ω ∖ {0} → ω ∖ {0, 1} → ω ∖ {0, 1, 2} → ⋯
and h(X) = min(X).ere is no Zielonka tree for the max-parity condi-
tion since ω ∈ F0 has no maximal subset in F1 as F1 is not closed under
unions of chains.
To dene a memory structure for Muller conditions that have Zielonka
trees with the properties described above we slightly deviate from the
previous denition of a memory structure. In the rest of this chapter
we use memory structures with move update functions. We dene this
memory in the same way as in Denition 4.2, with the only exception
that this time the memory update function, update ∶ M × V × V → M,
depends on both the start and on the end position of a move, not only on
the nal position as in the previous denition.e inductive denition
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of the memory state is thus changed to m(v0) = init(v0) and
m(v0 . . . v iv i+1) = update(m(v0 . . . v i), v i , v i+1).
e notion of a reduction presented before generalizes to memory
structures with move update functions in the following way. For a game
graph G = (V ,V0 ,V1 , E) and a memory structureM = (M , update, init),
we again dene G ×M = (V ×M ,V0 ×M ,V1 ×M , Eupdate), but
Eupdate = {(v ,m)(v′ ,m′) ∶ (v , v′) ∈ E and m′ = update(m, v , v′)}.
While this is a natural generalization and it preserves all the properties
of memory reductions described previously, it does not allow to fully
operate on moves because the priority function Ω is still dened on
positions. For this reason, we dene games with move labeling as games
where the labeling function Ω ∶ E → C assigns priorities tomoves instead
of positions.
e notion of memory reduction applies to games with move labellings
in the same way as to games with labellings of positions. Moreover, parity
games with move labellings are again positionally determined. Remark-
ably, in the setting where multiple moves with dierent priorities are
allowed between any two positions, even a stronger relationship between
parity winning conditions and positional determinacy can be established.
Not only are parity winning conditions in this setting the only positionally
determined Muller winning conditions, in the same sense as ineorem
4.9, but this statement holds for all prex-independent winning condi-
tions, even if these are not Muller conditions and over arbitrary sets of
priorities [19].is motivates us to dene a Zielonka tree memory with
move update function.
Denition 4.29. For a Muller condition (F0 ,F1) over ω with nitely
branching Zielonka treeZ = Z(F0 ,F1) we dene the innitary Zielonka-
tree memory as any memory structure
ZTM(Z(F0 ,F1)) = (Z , update, init)
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where Z are the nodes ofZ , init(v) = ω and themove update function sat-
ises the following constraint. If update(X , v ,w) = X′ then the following
conditions hold:
(1) Ω(w) ∈ X′ and X′ is a minimal node with this property, i.e. there is
no successor Y of X′ in Z for which Ω(w) ∈ Y ,
(2) if Ω(w) ∈ X then X′ lies in the subtree Z ∣X ,
(3) if Ω(w) /∈ X then let Y be the minimal predecessor of X for which
Ω(w) ∈ Y and let Y i be the successor of Y for which X ∈ Z ∣Yi ;
in this case if Y has k successors then
X′ ∈ Z ∣Y i+1 mod k .
Intuitively, a Zielonka tree memory assigns to every play a correspond-
ing walk on the Zielonka tree. At each step of this walk (except for the
rst one) if the play is in a position v then the walk is in a node X ∋ Ω(v)
that has no successors containing Ω(v), as guaranteed by Condition (1)
above. If the play moves from v to w and the priority Ω(w) is already
contained in the current position X then the walk moves down in Z ∣X to
any minimal position containing Ω(w), as guaranteed by Condition (2).
If Ω(w) is not contained in the current position X then the walk rst goes
up to the minimal predecessor Y containing Ω(w) and then chooses the
next successor of Y and moves down to any minimal position containing
Ω(w) in the subtree corresponding to that next successor.is structure
of the walk can be exploited to reduce games with winning conditions that
have Zielonka trees with certain properties to parity games with move
labeling as follows.
eorem 4.30. Every game G with a Muller winning condition (F0 ,F1)
over ω such that Z(F0 ,F1) is nitely branching, all its internal nodes are
co-nite, and the intersection of sets on every innite branch belongs to F0,
reduces via ZTMmemory to a parity game with move labeling.
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Proof. e given Muller game G is reduced to a parity game G′ with the
move labeling function dened by
Ω′((v , X), (w , X′)) = h(Y),
where Y is again the minimal common ancestor of X and X′, the same as
in the denition above.
We prove that any play pi = v0v1 . . . of G is won by the same player
as the extended play pi′ = (v0 , X0)(v1 , X1) . . . in G′. Let us denote by Yi
the lowest common ancestor of X i and X i+1.is notation allows us to
imagine the ZTM memory corresponding to pi as a walk through the
Zielonka tree,
X0 → Y0 → X1 → Y1 → X2 → . . . .
We consider two cases.
Case 1: inf(Ω′(pi′)) = ∅. In this case the walk through the Zielonka
tree progresses downwards and there exists a unique innite branch of
Z(F0 ,F1) to which innitely many Yi belong.e set of priorities seen
innitely oen in pi is then the intersection of the sets on this branch.
us, by assumption, Player 0 wins pi, and by denition the same player
wins pi′.
Case 2: there exists a minimal priority m = min infΩ′(pi′).
First, we claim that there is exactly one node Y of the Zielonka tree with
h(Y) = m that appears innitely oen in the sequence of nodes Y0Y1 . . ..
Indeed, let YiYi+1 . . . be the sux of this sequence such that in pi′ there
are no positions with priority smaller than m aer step i. Let us assume
that Yk and Yk+l are two dierent nodes with priority m that appear
consecutively in YiYi+1 . . .. Since
Yk → Xk+1 → . . . → Xk+l → Yk+l
is a walk in the Zielonka tree connecting two dierent nodes with equal
heights, there must be a node Ym in this walk that is both an ancestor of
Yk and Yk+l , but then h(Ym) < h(Yk) = m, which contradicts the way
the sux YiYi+1 . . . was chosen.
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Let us now look at the sux YiYi+1 . . . where Yi = Y and the only node
with prioritym in this sux is Y . By denition of the update function this
means that all priorities in Ω(v iv i+1 . . .) are contained in Y and therefore
inf(pi) ⊆ Y .
Moreover, again by Condition (3) of Denition 4.29, when visiting
Y the update function always chooses the next successor and then the
rst successor again. Since the tree Z(F0 ,F1) is nitely branching, each
successor Y i is chosen innitely oen, and the subtree rooted at Y i is
le innitely many times during the walk through the Zielonka tree that
corresponds to pi. By denition of the update function, this means that
for each Y i we innitely oen encounter priorities in Y ∖ Y i during the
play pi. As Y ∖ Y i is nite, this means that there is a priority c ∈ Y ∖ Y i
encountered innitely oen and thus inf(pi) /⊆ Y i .erefore the play pi is
won by the player σ for which Y ∈ Fσ , which, by the denition of height
for the Zielonka tree, is the same player who wins pi′ with prioritym.
Note that in the theorem above we reduce a Muller game with labels on
positions to a parity games with labels on moves. Since parity games with
labels on moves are positionally determined, one can use the positional
strategy from the parity game to obtain a strategy σ for the original Muller
game that is a function depending only on the current position in the
game v and on the node of the Zielonka tree X.
Since in a ZTM memory it holds that X is the minimal node with
Ω(v) ∈ X (except for the rst step which is irrelevant), we can encode
the position X using only v and the current branch of the Zielonka tree.
If we denote by [Z] the set of all branches, i.e. maximal paths through
the Zielonka tree Z , then we can modify the strategy σ to get a strategy
σ ′ that depends only on the branches, instead of the positions in the tree.
e following consequence follows for Zielonka trees where [Z(F0 ,F1)]
is nite.
Corollary 4.31. Every game G with a Muller winning condition (F0 ,F1)
over ω such that Z(F0 ,F1) has nitely many (possibly innite) branches,
all its internal nodes are co-nite, and the intersection of sets on every
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innite branch belongs to F0, is determined with a nite memory of size∣[Z(F0 ,F1)]∣.
Please note that this is both a generalization of positional determinacy
for parity games with countably many priorities and of the classical result
[78] that Muller games over a nite set of priorities are determined with
nite memory equal in size to the number of leafs of Z(F0 ,F1), which is
of course the same as ∣[Z(F0 ,F1)]∣ for nite trees.
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5 Counting Quantiers on Automatic
Structures
In chapter 2 we asked how rst-order logic can be extended and analyzed
using innitary logic, which lead us to the regular game quantier and to
clarifying the connection to games.
In this chapter we consider extensions of rst-order logic in another
direction, by generalized unary quantiers. As usual, we require these
extensions to preserve regularity on automatic structures. It turns out that
the only generalized unary quantiers with this property are the counting
quantiers:
– themodulo counting quantiers “there exist k mod m many”,
– the innity quantier “there exist innitely many”, and
– the uncountability quantier “there exist uncountably many”.
While it is known that all counting quantiers indeed preserve reg-
ularity over nite-word automatic structures, and even over injectively
presented ω-automatic structures, this was open for general ω-automatic
structures. Our proof [7] uses ω-semigroups and leads to an additional
corollary that all countable ω-automatic structures have injective presen-
tations. It follows that countable ω-automatic structures have automatic
presentations over nite words, which answers a question of Blumen-
sath [8].
5.1 Generalized quantiers preserving regularity
To extend rst-order logic with additional quantiers it is useful to have
an abstract denition of a generalized quantier. We borrow the denition
given by Lindström [51].
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Denition 5.1. A generalized quantier Q over a relational signature
τ = {R1 , . . . , Rk} is a class of structures with signature τ that is closed
under isomorphism. Let A be a structure and φ1(x 1 , z), . . . , φk(xk , z)
formulas over the signature σ(A) possibly dierent from τ, such that∣x i ∣ = r i , i.e. the length of the vector x i is the same as the arity of R i .
In rst-order logic extended with the quantier Q we allow to write
formulas of the form Qx 1 . . . xk(φ1 , . . . , φk) and dene their semantics
in the following way. If θ maps z to the tuple a of elements of A then
A, θ ⊧ Qx 1 . . . xk(φ1 , . . . , φk) ⇔ (A, φA1 (−, a), . . . , φAk (−, a)) ∈ Q ,
where by φAi (−, a) we denote the relation satised by exactly those tuples
b for which φAi (b, a) holds.e arity of the quantier Q is the maximum
of the lengths ∣x i ∣, so a unary quantier is one where each of the vectors
x i is just a single variable.
To illustrate this denition observe that the classical quantier ∃ is
given by {(A, X) ∶ X ≠ ∅} and ∀ is given by {(A, X) ∶ X = A}. e
quantiers “there exist innitely many” or “there exist k mod m many”
can be represented in a similar way, but we give the standard denition.
e extension of rst-order logic with counting quantiers, denoted
FO[C], allows to write all quantiers of the following form:
– ∃(rmodm)x φ meaning that the number of x satisfying φ is nite
and is congruent to r mod m,
– ∃∞x φ meaning that there are innitely many x satisfying φ,
– ∃≤ℵ0x φ and ∃>ℵ0x φ meaning that the cardinality of the set of all
x satisfying φ is countable, or uncountable, respectively.
e logic FO[C] has intimate relation to quantiers that preserve reg-
ularity. To dene this relation we rst need to say that a generalized
quantier Q preserves (ω-)regularity if for every (ω-)automatic presenta-
tion d, f of a structure A every formula
ψ(z) = Qx 1 . . . xk(φ1(x 1 , z) . . . φk(x 1 , z))
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denes a relation ψA that is (ω-)regular in the presentation d, f , i.e. such
that f −1(ψA) is (ω-)regular.
Moreover, we say that a quantier Q over a signature τ is denable
in FO[C] (or any other extension of FO) if there exists a formula φQ ∈
FO[C] over the same signature τ such that Q = {A ∶ A ⊧ φ}. We
can now state the result that shows the relationship between FO[C] and
regularity-preserving quantiers: every unary quantier that preserves
(ω-)regularity is denable in FO[C]. is result is proved in [70] for
regularity preserving quantiers and the proof extends to ω-regularity
preserving ones.
e remaining question is whether every quantier in FO[C] preserves
regularity, and whether it does so in an eective way. For nite-word
automatic structures the basiceorem 1.5 can be extended to FO[C] as
follows.
eorem 5.2 (Cf. [40, 46, 11]).
– ere is an eective procedure that given an automatic presentation
d, f of a structure A, and given an FO[C] formula φ(x) dening a
k-ary relation R over A, constructs a k-tape synchronous automaton
recognizing f −1(R).
– e FO[C]-theory of every automatic structure is decidable.
– e class of automatic structures is closed underFO[C]-interpretations.
It has been observed thateorem 5.2 can be extended to injective
ω-automatic presentations [48, 50]. Moreover, Kuske and Lohrey show
that the cardinality of any set denable in FO[C] is either countable or
equal to that of the continuum. In the next section we work to extend this
result to all, not necessarily injective automatic structures.
5.2 Dening uncountability using equal ends
We characterize when there exist countably many words x satisfying a
given formula with parameters φ(x , z) in some ω-automatic structure A.
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e characterization is rst-order expressible in an ω-automatic extension
of A by the equal ends relation ∼e and the quantier rank of the resulting
formula depends on a constant C, which itself depends on φ and on the
given presentation of A.
Let us x an ω-automatic presentation d of a structure A with congru-
ence ≈, and a rst-order formula φ(x , z) in the language of A with x and
z as free variables.
Proposition 5.3. ere is a constant C, computable from the presentation
d, so that for all tuples z of innite words the following are equivalent:
(i) φ(−, z) is satisable and ≈ restricted to the domain φ(−, z) has count-
ably many equivalence classes,
(ii) there exist C-many words x1 , . . . , xC , each satisfying φ(−, z), so that
every x satisfying φ(−, z) is ≈-equivalent to some y ∼e x i ; formally,
the structure (A, ≈, ∼e) models the sentence
∀z ⎛⎝∃≤ℵ0w φ(w , z)←→
∃x1 . . . xC (⋀
i
φ(x i , z) ∧
∀x (φ(x , z)→ ∃y (y ≈ x ∧⋁
i
y ∼e x i)))⎞⎠.
Proof. Suppose d,A, and φ are given. DeneC to be c2, where c is the size
of the largest ω-semigroup corresponding to any of the given automata
from the presentation d or corresponding to φ. We x the parameters
z and let ≈ denote the equivalence relation ≈ restricted to the domain
of φ(−, z).
(ii)⇒ (i): Condition (ii) and the fact that every ∼e-class is countable im-
ply that all words satisfying φ(−, z) are contained in a countable number
of ≈-classes.
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(i)⇒ (ii):e negation of Condition (ii) says that given D < C many
words x1 , . . . , xD , each satisfying φ(−, z), there exists a word xD+1 also
satisfying φ(−, z) whose ≈-class does not meet any of the ∼e-classes of
the x i for i ≤ D.
us we can inductively dene words x1 , . . . , xC , each satisfying the
formula φ(−, z), and such that for 1 ≤ i < j ≤ C the ≈-class of x j does not
meet the ∼e-class of x i . In particular, the x is are pairwise non-equivalent
with respect to ∼e.
e plan is to produce uncountably many pairwise non-≈ words that
satisfy φ(−, z). In the rst ‘Ramsey step’, similar to what is done in [50], we
nd two words from the given Cmany, say x1 , x2 ∈ Σ∗, and a factorization
H ⊂ N so that both words behave the same way along the factored sub-
words with respect to the ≈- and φ-semigroups. In the second ‘Coarsening
step’ we identify a technical property of nite semigroups recognizing
transitive relations.is allows us to produce an altered factorization G
and new, well-behaving words y1 , y2. In the nal step, the new words
are ‘shued along G’ to produce continuum many pairwise non-≈ words,
each satisfying φ(−, z).
5.2.1 Ramsey step
is step eectively allows us to discard the parameters z. Before we
use Ramsey’s theorem, we introduce a convenient notation to talk about
factorizations of words.
Denition 5.4. Let A = a1 < a2 < . . . be any innite subset of N and
h ∶ Σ∗ → S be a morphism into a nite semigroup S. For an ω-word
α ∈ Σω , and element e ∈ S, say that A is an h, e-homogeneous factorization
of α if for all n ∈ N+, h( α[an , an+1) ) = e.
Observe the following facts.
– If A is an h, s-homogeneous factorization of α and k ∈ N+ then the
set {ak⋅i}i∈N+ is an h, sk-homogeneous factorization of α.
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– If A is an h, e-homogeneous factorization of α and e is idempotent,
then every innite B ⊂ A is also an h, e-homogeneous factorization
of α.
In the following we write wφ and w≈ to denote the image of w under
the semigroup morphism into the nite semigroup associated to φ and≈, respectively, as determined by the presentation. Accordingly, we will
speak of e.g. φ, s i-homogeneous factorizations.
Let us now color every {n,m} ∈ [N]2 with n < m by the tuple of
ω-semigroup elements
( (⊗ (x i , z)[n,m)φ )0≤i≤C , (⊗ (x i , x j)[n,m)≈ )0≤i≤ j≤C ) .
By Ramsey’s theorem there exists an innite H ⊂ N and a tuple of ω-
semigroup elements
((s i)1≤i≤C , (t(i , j))1≤i≤ j≤C)
so that for all 0 ≤ i ≤ j ≤ C,
– H is a φ, s i-homogeneous factorization of the word ⊗(x i , z),
– H is a ≈, t(i , j)-homogeneous factorization of the word ⊗(x i , x j).
Note that by virtue of additivity of our coloring and Ramsey’s theorem
each of the s i and t(i , j) above are idempotents. Since there are at most
c-many s is and c-many t(i , i)s, there are at most c2 many pairs (s i , t(i , i))
and so there must be two indices, we may suppose 1 and 2, with s1 = s2
and t(1,1) = t(2,2).
5.2.2 Coarsening step
For technical reasons we now rene H and alter x1 , x2 so that the semi-
group elements have certain additional properties.
To start with, using the fact that x1 /∼ex2 and the facts we observed on
homogeneous factorizations, we assume without loss of generality that H
is coarse enough so that x1[hn , hn+1) ≠ x2[hn , hn+1) for all n ∈ N.
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Lemma 5.5. ere exists a subset G ⊂ H, listed as g1 < g2 < . . ., and
ω-words y1 , y2 with the following properties:
(1) e words y1 and y2 are neither ≈-equivalent nor ∼e-equivalent, and
each satises φ(−, z).
(2) ere exists an idempotent φ-semigroup element s such that G is a
φ, s-homogeneous factorization for each of ⊗(y1 , z) and ⊗(y2 , z).
(3) ere exist idempotent ≈-semigroup elements t, t↑ , t↓ so that for y j ∈{y1 , y2}
– both t↑ and t↓ absorb t
– ⊗(y j , y j)[0, g1)≈ absorbs t
– G is an ≈, t-homogeneous factorization of ⊗(y j , y j)
– G is an ≈, t↑-homogeneous factorization of ⊗(y1 , y2)
– G is an ≈, t↓-homogeneous factorization of ⊗(y2 , y1).
Proof. Dene ω-words y1 ∶= x2[0, h2)x1[h2 ,∞), and y2 by
y2[0, h2) ∶= x2[0, h2) and
y2[h2n , h2n+2) ∶= x2[h2n , h2n+1)x1[h2n+1 , h2n+2) for n > 0.
Item 1. Clearly, y1 /∼e y2 and each y j ∈ {y1 , y2} satises φ(y j , z) since by
homogeneity and s1 = s2
⊗(y1 , z)φ = ⊗(x2 , z)[0, h2)φsω1= ⊗(x2 , z)[0, h2)φsω2= ⊗(x2 , z)φ ,
and similarly
⊗(y2 , z)φ = ⊗(x2 , z)[0, h2)φ(s2s1)ω= ⊗(x2 , z)[0, h2)φsω2= ⊗(x2 , z)φ .
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Next we check that y1 /≈ y2.
⊗(y1 , y2)≈ = pi≈(⊗ (x2 , x2)[0, h2)≈ ,(⊗ (x1 , x2)[h2n , h2n+1)≈ ,⊗ (x1 , x1)[h2n+1 , h2n+2)≈)n∈N+ )= ⊗(x2 , x2)[0, h1)≈ t(2,2) (t(1,2)t(1,1))ω= ⊗(x2 , x2)[0, h1)≈ t(2,2)t(2,2) (t(1,2)t(1,1))ω= ⊗(x2 , x2)[0, h1)≈ t(2,2)t(2,2) (t(1,2)t(2,2))ω= ⊗(x2 , x2)[0, h1)≈ t(2,2) (t(2,2)t(1,2))ω= pi≈(⊗ (x2 , x2)[0, h2)≈ ,(⊗ (x2 , x2)[h2n , h2n+1)≈ ,⊗ (x1 , x2)[h2n+1 , h2n+2)≈)n∈N+ )= ⊗(y2 , x2)≈
us, if y1 ≈ y2 then also y2 ≈ x2 and so by transitivity y1 ≈ x2. But
since y1 ∼e x1, the ≈-class of x2 meets the ∼e-class of x1, contradicting the
initial choice of the x is.
Items 2 and 3. Dene intermediate semigroup elements q ∶= s1, r ∶= t(1,1),
r↑ ∶= t(1,2)t(1,1) and r↓ ∶= t(2,1)t(1,1).en
1. both r↑ and r↓ absorb r, since t(1,1) is idempotent,
2. ⊗(y j , y j)[0, h2)≈ = ⊗(y j , y j)[0, h1)≈t(2,2) and thus absorbs r (for
y j ∈ {y1 , y2}).
In this notation, for all i ∈ N+ and y j ∈ {y1 , y2},
– ⊗(y j , z)[h2i , h2i+2)φ is qq = q,
– ⊗(y j , y j)[h2i , h2i+2)≈ is rr = r,
– ⊗(y1 , y2)[h2i , h2i+2)≈ is t(1,2)t(1,1) = r↑,
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– ⊗(y2 , y1)[h2i , h2i+2)≈ is t(2,1)t(1,1) = r↓.
Finally, dene the set G ∶= {h2ki}i>1, i.e. g i = h2k(i+1), and the semi-
group elements t ∶= rk , t↑ ∶= (r↑)k , t↓ ∶= (r↓)k and s ∶= qk . e extra
multiple of k (dened as the product of the exponents of the semigroups
for ∼e and ≈) ensures all these semigroup elements (in particular t↑ and
t↓) are idempotent. We now verify the absorption properties:
t↑t = r↑krk = r↑k = t↑ because r↑ absorbs r.
Similarly, t↓t absorbs t. Further, since g1 = h4k , we have⊗(y j , y j)[0, g1)≈ = ⊗(y j , y j)[0, h2)≈ ⊗ (y j , y j)[h2 , h4k)≈= ⊗(y j , y j)[0, h2)≈r4k−2= ⊗(y j , y j)[0, h2)≈r3k−2 t
and thus absorbs t.
Finally, we verify the homogeneity properties. Observe that G is an≈, t↓-homogeneous factorization of ⊗(y2 , y1) since for i ∈ N+⊗(y2 , y1)[g i , g i+1)≈ = ⊗(y2 , y1)[h2k(i+1) , h2k(i+2))≈= (r↓)k = t↓ .
e other cases are similar.
5.2.3 Shuing step
We continue the proof of Proposition 5.3 by shuing the words y1 and
y2 along G resulting in continuum many pairwise distinct words that are
pairwise not ≈-equivalent, each satisfying φ(−, z). To this end, we dene
for S ⊂ N+ the characteristic word χS by
χS[0, g1) ∶= y2[0, g1) , and
χS[gn , gn+1) ∶= ⎧⎪⎪⎨⎪⎪⎩y2[gn , gn+1) if n ∈ Sy1[gn , gn+1) otherwise
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First observe that A ⊧ φ(χS , z). Indeed, by item (2) of Lemma 5.5⊗(χS , z)φ = ⊗(y2 , z)[0, g1)φsω= ⊗(y2 , z)φ
and A ⊧ φ(y2 , z) by item (1) of Lemma 5.5. Moreover, for S/∼eT the
construction gives that χS /∼e χT .is is due to our initial choice of x1 /∼ex2
and the assumption that the factorization (hn)n∈N is coarse enough so that
x1[hn , hn+1) ≠ x2[hn , hn+1) and thus also y1[gn , gn+1) ≠ y2[gn , gn+1) for
all n.
e following two lemmas establish that if both S ∖ T and T ∖ S are
innite then χS /≈ χT . We denote by x○● the word χ2N+ and by x●○ the
word χ2N+−1, and we write p for ⊗(y2 , y2)[0, g1)≈.
Lemma 5.6. For all S , T such that both S ∖ T and T ∖ S are innite
⊗(χS , χT)≈ = ⎧⎪⎪⎨⎪⎪⎩⊗(x○● , x●○)
≈ or⊗(x●○ , x○●)≈
Proof. Dene semigroup-elements pn for n ∈ N by
pn ∶=
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
t↓ if n ∈ S ∖ T
t↑ if n ∈ T ∖ S
t otherwise
Let m be the smallest number in S △ T . Suppose that m ∈ S ∖ T .
Because both t↑ and t↓ are idempotent and since t is absorbed by both p,
t↑ and t↓, and both t↑ and t↓ appear innitely oen, we have
⊗(χS , χT)≈ = pi≈ (p, (pn)n∈N) = p(t↓t↑)ω= ⊗(x●○ , x○●)≈ .
e case that m ∈ T ∖ S similarly results in ⊗(x○● , x●○)≈.
Lemma 5.7. x○● /≈ x●○.
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Proof. Dene an intermediate word x○●○○ ∶= χ4N+−2. By computations
similar to the above we nd that
⊗(x●○ , x○●○○)≈ = p(t↓t↑t↓t)ω = p(t↓t↑t↓)ω = p(t↓t↑)ω= ⊗(x●○ , x○●)≈
and
⊗(x○● , x○●○○)≈ = p(tttt↓)ω = p(t↓)ω= ⊗(y2 , y1)≈ .
erefore, if x●○ ≈ x○● then also x●○ ≈ x○●○○ and so by symmetry and by
transitivity x○● ≈ x○●○○. But in this case also y2 ≈ y1, contradicting item
(1) of Lemma 5.5.
We are now able to complete the proof of Proposition 5.3. ere are
continuum many classes in P(N)/ ∼e, thus there is a continuum of pair-
wise non-∼e-equivalent sets S. To construct sets with pairwise innite
dierences, we dene for a set S ⊆ N the swap set
Ŝ = {2n + 1 ∶ n ∈ S} ∪ {2n + 2 ∶ n /∈ S}.
Observe that if S/∼eT then both Ŝ ∖ T̂ and T̂ ∖ Ŝ are innite.erefore
taking the words χŜ for the continuum of pairwise non-∼e-equivalent
sets S yields a continuum of non-≈-equivalent words, each satisfying
φ(−, z).
5.3 FO[C] over ω-automatic structures
Using the results about countability of the previous section, we are nally
able to extendeorem 5.2 to ω-automatic structures.
eorem 5.8. e statements ofeorem 5.2 hold true for FO[C] over all
(not necessarily injective) ω-automatic presentations.
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Proof. We prove the rst item, i.e. give the procedure for constructing
automata for formulas, from which the rest of the theorem follows imme-
diately. We inductively eliminate occurrences of cardinality and modulo
quantiers in the following way.
e countability quantier ∃≤ℵ0 and uncountability quantier ∃>ℵ0 can
be eliminated (in an extension of the presentation by ∼e) by the formula
given in Proposition 5.3.
For the remaining quantiers we further expand the presentation with
the ω-regular relations
– pi(a, b, c) saying that a ∼e b ∼e c and the last position where a
diers from c is no larger than the last position where b diers
from c, and
– λ(a, b, c) saying that pi(a, b, c) and pi(b, a, c) and that the word
a[0, k] is lexicographically smaller than the word b[0, k], where k
is the common last position where a and b dier from c.
Now ∃<∞x φ(x , z) is equivalent to
∃x1 . . . xC Ψ(x1 , . . . , xC , z)
where Ψ expresses that x1 , . . . xC satisfy φ(−, z) and there exists a position,
say k ∈ N, so that every ≈-class contains a word satisfying φ(−, z) that
coincides with one of the x i from position k onwards. is additional
condition can be expressed by
∃y1 . . . yC∀x∃y (φ(x , z)→ x ≈ y ∧⋁
i
pi(y, y i , x i)) .
Consequently, ∃(rmodm)x . φ(x , z) can be eliminated since we can pick
out unique representatives of the ≈-classes. We write i(w) for the smallest
index i for which w ∼e x i .e representatives are those x that satisfy the
following properties for every y ≠ x in the same ≈-class as x.
– Either the index i(x) < i(y), or
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– the index i(x) = i(y) and λ(x , y, x i(x)) holds.
Now we can apply the construction of [50] or [48] for elimination of the∃(rmodm) quantier.
5.4 Presentations of countable ω-automatic structures
As a corollary of Proposition 5.3 we obtain that for every ω-regular equiva-
lence relation with countably many classes a set of unique representatives
is denable.
Corollary 5.9. Let ≈ be an ω-automatic equivalence relation on Σω . ere
is a constant C, depending on the presentation, so that the following are
equivalent:
(1) ≈ has countably many equivalence classes,
(2) there exist C many ∼e-classes so that every ≈-class has a non-empty
intersection with at least one of these ∼e-classes.
If one of these conditions holds, then there exists an ω-regular set of
representatives of ≈. Moreover, an automaton for this set can be eectively
constructed given an automaton for ≈.
Proof. e rst two items are simply a specialization of Proposition 5.3.
We construct the ω-regular set of representatives as follows.
Write A for the domain of ≈ and consider the formula ψ(x1 , . . . , xC)
with free variables x1 , . . . , xC :
⋀
i
x i ∈ A ∧ ∀x ∈ A ∃y (y ≈ x ∧⋁
i
y ∼e x i)
e relation dened by ψ is ω-regular since it is a rst order formula
over ω-regular relations. By assumption it is non-empty, and therefore it
contains an ultimately periodic word of the form ⊗(a1 , . . . , aC). Each of
these a is is thus ultimately periodic, and we write a i = v i(u i)ω .
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By denition of ψ, every word has now an ≈-representative in B =⋃i Σ∗(u i)ω . It remains to prune B to select unique representatives for
each ≈-class.
It is easy to construct an ω-regular well-founded linear order on B.
For every w ∈ B, let p(w) ∈ Σ∗ be the length-lexicographically smallest
word such that w has period p(w). Also let t(w) ∈ Σ∗ be the length-
lexicographically smallest word so that w = t(w) ⋅ p(w)ω . Dene an
order ≺ on B by w ≺ w′ if p(w) is length-lexicographically smaller than
p(w′), or otherwise if p(w) = p(w′) and t(w) is length-lexicographically
smaller than t(w′).e ordering ≺ is ω-regular since it is FO-denable
in terms of ω-regular relations. Finally, the required set of representatives
may be dened as the set of ≺-minimal elements of every ≈-class. An
automaton for this set can be constructed from an automaton for ≈ as all
the steps we made used denable relations.
Corollary 5.9 immediately yields an injective ω-automatic presentation
from a given ω-automatic presentation. is is especially interesting
together with the following proposition by which countable injective
ω-automatic presentations can be transformed to automatic ones.
Proposition 5.10. ([8,eorem 5.32]) Let d be an injective ω-automatic
presentation of a countable structure A. en, an (injective) automatic
presentation d′ ofA can be eectively constructed.
Combining Proposition 5.10 and Corollary 5.9 we are able to answer
armatively a question of Blumensath [8] and conclude that every count-
able ω-automatic structure is already automatic.
Corollary 5.11. A countable structure is ω-automatic if and only if it is
automatic. Transforming a presentation of one type into the other can be
done eectively.
Remarkably, the existence of injective presentations can not be ex-
tended from countable to arbitrary ω-automatic structures. Consider
a disjoint sum of the boolean algebra of sets of natural numbers B =(P(N),∪,∩,C ) and the uncountable atomless boolean algebra B/ ∼e,
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where sets with nite symmetric dierence are identied. Let us dene
the structure A = (B ⊔ (B/ ∼e), B1 , B2 , f ) which extends the disjoint
sumB ⊔ (B/ ∼e) with two predicates denoting the universes of the two
components of the sum and a function that takes elements ofB to their
corresponding classes in the other component of the disjoint sum, i.e.
f (B) = [B]∼e for B ∈B.
Observe that there is an ω-automatic presentation of A. Elements of A
are represented as ω-words over {0, 1}with the rst bit indicating whether
the word represents an element ofB or ofB/ ∼e and the other bits listing
which numbers belong to the represented subset. Equality is dened as
equality of words for words staring with 1, i.e. representing elements ofB,
and as ∼e for words starting with 0. Boolean operations can be represented
by automata in the standard way and the function f must only check that
the ∼e-classes of the components coincide, which can be done by the ∼e
automaton ignoring the rst bit.
e fact that there is no injective ω-automatic presentation of the struc-
ture A was recently shown by Hjörth, Khoussainov, Montalban and Nies
[39].e proof is based on the topological observation that certain mor-
phism betweenB/ ∼e andB can not be Borel, which would be contra-
dicted by an injective presentation of A. It follows that decidability of
FO[C] on the structureA, which is a consequence ofeorem 5.8, can not
be deduced from the previouseorem 5.2, and so it shows thateorem
5.8 is a strong generalization of the previous result.
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6 Cardinality Quantiers in MSO on Trees and
Linear Orders
e intimate connection between rst-order logic on automatic structures
andMSO on (ω, <) can be used to dene generalized-automatic struc-
tures, which we introduced in section 1.5 as the ones that areMSO-to-FO
interpretable in a tree. It is therefore a natural extension of the previous
work to ask whether counting quantiers preserve regularity on such
generalized-automatic structures.
In this chapter we give a partial positive answer to this problem, as we
investigate the cardinality quantiers on injectively presented generalized-
automatic structures.e restriction to injective presentations allows us
to work directly withMSO and therefore, instead of extending rst-order
logic, we study the extension ofMSO with the following quantiers:
– the second-order innity quantier
“there exist innitely many sets X for which φ(X) holds”,
– and the second-order uncountability quantier
“there exist uncountably many sets X for which φ(X) holds”.
When working directly with MSO we do not use automata or semi-
groups as previously, but rely on the composition method instead, which
allows us to consider trees labeled with arbitrary predicates. First, we
prove that on arbitrary countable structures the second-order innity
quantier can be eliminated fromMSO using the predicate that expresses
inniteness of a set, which is denable in MSO on nitely branching
trees and linear orders. Further, we show that on arbitrarily labeled trees
and on arbitrary countable linear orders the second-order uncountabil-
ity quantier can be eliminated as well, i.e. it can be expressed using
pureMSO formulas. is result, obtained together with Vince Bárány
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and Alexander Rabinovich, is a generalization of a result of Niwiński
[60] for unlabeled trees and a rst step in studying extensions of FO on
generalized-automatic structures.
6.1 Innity quantier
We consider the extension ofMSO with cardinality quantiers ∃κ , so that
the meaning of a formula ∃κX φ is that there are at least κ many sets X
satisfying φ, for each cardinal κ ∈ {ℵ0 ,ℵ1 , 2ℵ0}. For ∃ℵ0 we sometimes
write ∃∞. It will follow from our proofs that forMSO-denable families
of subsets of countable linear orders and trees the continuum hypothesis
holds, i.e. ∃ℵ1 and ∃2ℵ0 are equivalent.
To start with, let us show how to eliminate the innity quantier ∃∞
from monadic second-order formulas over any structure where innite-
ness of a set is expressible in MSO. is yields a uniform elimination
of the innity quantier fromMSO formulas over the binary tree and
countable linear orders, as niteness of a set is expressible over these struc-
tures. Over the binary tree, inniteness of a set X is, by König’s Lemma,
equivalent to the existence of an innite path every element of which is
a prex of some node in X. Over a countable linear order, by Ramsey’s
theorem, inniteness of X is equivalent to the existence of a subset Y ⊆ X
of type ω or ω∗, i.e. a set with every element having a direct successor (or
predecessor) and with at most one limit point.
Proposition 6.1. Over all structures, the innity quantier ∃∞ can be
eectively eliminated from monadic second-order formulas using the “set X
is nite” predicate.
To prove this proposition, we show how occurrences of the innity
quantier can be eliminated from formulas inductively, according to the
following claim.
Claim 6.2. AnMSO formula φ(X ,Y) is satised on a structureA for xed
parameters Y by nitely many sets X if and only if there is a nite set Z
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such that any two distinct sets both satisfying φ dier on Z, i.e.
∃ nite Z ∀X1X2 ((φ(X1 ,Y) ∧ φ(X2 ,Y) ∧ X1 ≠ X2) →∃z ∈ Z((z ∈ X1 ∧ z /∈ X2) ∨ (z ∈ X2 ∧ z /∈ X1))).
Proof.(⇒) Let X1 , . . . , Xk be the sets that satisfy φ(X i ,Y). For every pair of
distinct sets X i , X j choose an element z i , j which belongs to X i but not to
X j . Dene Z as the set of all chosen elements.(⇐)We show by induction that if the cardinality of Z is k then there
are at most 2k sets X which satisfy φ(X ,Y). If k = 0 then no two distinct
sets, so at most one set, can satisfy φ. For the induction step, assume that
the cardinality of Z is k + 1 and pick any element z ∈ Z. Observe that each
pair of sets satisfying φ and including z has to dier on Z ∖ {z}, thus by
the inductive assumption there are at most 2k such sets. Analogously, any
pair of sets satisfying φ and not including z has to dier on Z ∖ {z}, so
there are at most 2k such sets. In total there are at most 2 ⋅ 2k = 2k+1 sets
that satisfy φ and dier on Z.
Observe that the following converse of Proposition 6.1 holds aswell.e
predicate “the set X is innite” can be dened using the ∃∞ quantier, e.g.
by saying that there exist innitely many singletons in X. Moreover, if we
have only the quantier ∃2ℵ0 we can dene “X is innite” by ∃2ℵ0Y Y ⊆ X
and thus we can dene ∃∞ as well.
6.2 Uncountability quantier on linear orders
In this section, we show how to eliminate the uncountability quantier
from ∃ℵ1X φ(X ,Y) over a countable linear order L. We start by associ-
ating certain colorings of intervals of L with each X that satises φ and
dening a condition on these colorings that guarantees the existence of
uncountably many X satisfying φ. When this condition is not satised,
we show how to reduce the problem to establishing whether there exist
uncountably many Dedekind cuts of L satisfying certain formula. e
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problem for Dedekind cuts is then solved for countable linear orders
using a topological lemma on the binary tree, which is proved in the next
section.
6.2.1 U-D coloring of intervals
We will consider the following colorings of intervals of L. When a set X
and parameters Y are xed, we color an interval I of L as unique, with
color U, if X is the only set with typeN(I,Y , X) on I. In the other
case, there is another set with this type on I and we say that I is a D-
interval. To give a formal denition, let us rst x the parameters Y , N as
the quantier rank of φ, M as the length of Y , and K as the number of
N-types inM + 1 variables.
Denition 6.3. For xed parameters Y and set X satisfying φ(X ,Y), and
a, b ∈ L with a < b, we say that [a, b] is a U-interval if for every X′
N(L∣[a ,b] ,Y , X) =N(L∣[a ,b] ,Y , X′)⇒ X∩L∣[a ,b] = X′∩L∣[a ,b] ,
otherwise we call [a, b] a D-interval.
D-intervals ensure that there are at least two dierent possibilities of
instantiating X without changing the theory on the given interval.us,
if we nd an innite set of disjoint D-intervals, we can, by composition,
shue these possibilities to obtain uncountably many X satisfying φ.
Condition A (linear orders)
∃X φ(X ,Y) and ∃A of type ω or ω∗ such that(A = {a0 < a1 < . . .} and [a2i , a2i+1] is a D-interval for all i, or
A = {a0 > a1 > . . .} and [a2i+1 , a2i] is a D-interval for all i)
Observe that this condition is expressible inMSO and it indeed guar-
antees the existence of uncountably many sets satisfying φ.
Lemma 6.4. When Condition A is satised on a linear order L then there
exist uncountably many sets X satisfying φ(X ,Y).
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Proof. If ConditionA is satised over a linear order then, on the disjointD-
intervals [a2i , a2i+1] (or [a2i+1 , a2i]), one can independently choose either
X or the other set with the same type. By composition, the theory on the
whole order remains unchanged, i.e. the same as(L,Y , X).us every
one of these 2ℵ0 dierent possible choices yields a set satisfying φ.
In addition to the above lemma, we are interested in the number of sets
X satisfying φ(X ,Y) for which certain intervals are all U-intervals. To
analyze it more precisely, let us introduce the notion of a nite U-regular
cover of L.
Denition 6.5. A nite number of pairwise disjoint intervals I1 , . . . , In
(with endpoints not necessarily in L) is a U-regular cover of L for a xed
formula φ and sets X ,Y if it is a cover of L, i.e. ⋃ j=1, . . . ,n I j = L, and for
each I j the following holds. Either inf I j ∈ L and for each p ∈ I j ∩ L the
interval [inf I j , p] is a U-interval, or sup I j ∈ L and for each p ∈ I j ∩ L the
interval [p, sup I j] is a U-interval.
With xed φ and Y , a nite cover of L can be a U-regular cover for
various X. But as the intervals are required to be almost U-intervals for
such X, there can be only nitely many of them, as expressed by the
following lemma.
Lemma 6.6. Let I1 , . . . , Ik be a U-regular cover of L for a formula φ, pa-
rameters Y and each of the distinct sets X1 , . . . , Xn . en there is a number
N(k, φ) such that n < N(k, φ).
Proof. Let us recall that K is the number of qr(φ)-types in ∣Y ∣+1 variables.
us if [a, b] is a U-interval for K + 1 sets, then two of these sets must be
equal on [a, b], as at least two have the same type. We extend this remark
to the sets I j as follows.
Denote inf I j by a j and sup I j by b j , and assume that a j ∈ L and that
there are K + 1 sets X1 , . . . , XK+1 such that for each p ∈ I j ∩ L the interval[a j , p] is a U-interval for each of these sets X i . If for each pair X i , X j
there is a point p i , j ∈ I j ∩ L on which these two sets dier, then on the
interval [a j , max{p i , j ∶ i , j ≤ K + 1}] all the K + 1 sets dier, which
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contradicts the fact that it is a U-interval for all of them combined with
the previous remark.
By Ramsey’s theorem, for each l there exists a number R(l ,m) such
that every clique of size bigger than R(l ,m) with edges colored with l
colors contains as subgraph a clique of size at least m colored uniformly.
Let us assume that there are more than R(k, 2K + 1) distinct sets X i for
which I1 , . . . , In is a U-regular cover. Let us imagine an edge between
i and j colored with the rst j such that X i and X j dier on I j . By the
above, there is a j such that 2K + 1 sets X i dier on I j . For each of
these sets either [a j , p] is a U-interval for all p ∈ I j ∩ L, or this holds for[p, b j].erefore, for at least K + 1 sets one of the above conditions holds.
But this is a contradiction as proved before, thus the lemma holds with
N(k, φ) = R(k, 2K + 1).
6.2.2 D-points and countable-to-one property
Denition 6.7. For xed parameters Y and a set X satisfying φ(X ,Y), we
say that a point p ∈ L in the completion of L is a U-point if it is contained
in some U-interval [a, b]. Otherwise a point p ∈ L is a D-point, and then
every interval containing it is a D-interval. By D(X) we denote the set of
all D-points for a given X.
When interpreted over a linear order L, D(X) is a set of points in the
completion L and thus a third-order set, but membership in D(X) can
still be expressed inMSO in the following sense.
D(X) = {C ⊂ L ∶ C is downward closed and supC is a D-point for X}.
us, given φ, there is a formula δ(C , X ,Y) satised by those triples
C , X ,Y such that C is a downward closed set of points, i.e. a Dedekind-
cut, φ(X ,Y) holds, and supC is a D-point for X.
Observe that Condition A over linear orders is satised when the set
of D-points D(X) is innite for some X.is follows from the fact that
every innite set has a subset of type ω or ω∗.us one can nd D-points
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p0 < p1 < . . . in L and also points a i , b i ∈ L such that a0 < p0 < b0 < a1 <
p1 < b1 < . . . and so [a i , b i] form the required D-intervals.
If Condition A is not satised over a countable linear order L, then
there is no X satisfying φ that has an innite set of pairwise disjoint D-
intervals. In particular, the set of D-points for each X satisfying φ is nite.
We aim to reduce the problem of nding uncountably many X to the
problem of nding uncountably many D(X), which is easier due to its
topological structure as shown later in section 6.3.4. For this reduction
we need to establish that for each set D there are only countably many
sets X for which D(X) = D, and in this section our goal is to guarantee
this as follows.
Lemma 6.8. For a countable linear order L, a formula φ(X ,Y) and xed
sets Y, if Condition A is not satised, then the mapping X ↦ D(X) is
countable-to-one.
Proof. Since Condition A is not satised, each set D = D(X) is nite. For
each X such that D = D(X) and each point α ∈ D we x an open interval
Rα ,X ⊆ L containing α, so that all intervals contained in Rα ,X ∖ {α} are
U-intervals for X.
Let us rst show that it is possible to nd such intervals Rα ,X if Condi-
tion A is not satised. For this let a0 < a1 < . . . be a sequence of elements
of L converging to α from below and b0 > b1 > . . . another sequence from
L converging to α from above (the special case when α is the minimal or
maximal element of L uses only one sequence, but is analogous). Since
each interval (a i , b i) contains a D-interval, there are either D-intervals[a j , a j+k] or [b j , b j+k] for arbitrary large j. But then there is an innite
family of pairwise disjoint D-intervals for X, which satisfy Condition
A.us, the required intervals Rα ,X exist, and, as the set D is nite, we
can assume without loss of generality that for each X the intervals Rα ,X
are pairwise disjoint and that both inf Rα ,X and supRα ,X are in L (if not
equal to α).
For each X and every point p ∈ L not included in any of the Rα ,X
intervals there is a U-interval Up ,X for X containing p, as p is a U-point.
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For each X the interiors of Up ,X provide an open cover of the closed set
obtained by removing from L all the Rα ,X intervals. Recall that the order
topology of the completion L of a countable linear order L is compact. By
compactness, there is a nite set PX such that the interiors of Up ,X with
p ∈ PX constitute an open cover of the same set as all interiors of Up ,X .
Consequently, the family of intervals
CX = {Up ,X ∶ p ∈ PX} ∪ {[inf Rα ,X , α), (α, supRα ,X]}
is a nite U-regular cover of L (and L).
Since the endpoints of all the intervals in CX are from L or D, there are
only countably many choices of CX for each X. According to Lemma 6.6
each nite U-regular cover CX is shared by at most nitely many X.us
there are at most countably many X with D = D(X).
As a direct consequence of Lemma 6.8, we can solve the case when the
completion L of L is countable, i.e. the case of scattered linear orders. If
Condition A does not hold, each set D(X) is a nite set of points in L,
and there cannot exist uncountably many such sets if L is countable.us,
over scattered linear orders, Condition A not only guarantees, but is also
necessary for uncountability.
Corollary 6.9 (Cf. [50]). MSO extended with the quantier ∃ℵ1 eectively
reduces toMSO over countable scattered linear orders, in particular (ω, <).
Let us now extend the corollary above that holds forMSO formulas
over ω to a specic case ofMSO formulas over trees. If anMSO formula
over T talks only about subsets of a xed path pi then, by the composition
theorem for trees, it behaves exactly like a formula on ω. Please observe
that our signature for the tree does not dierentiate between the le and
the right successor. Predicates for the le and the right successor (and
any predicates in general) will be added in the main theorem in the next
section, but the corollary that we describe here depends on the fact that
the whole labelling is only on subsets of pi, which allows to useeorem
1.12 for the reduction.
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Corollary 6.10. Let φ(pi, X ,Y) be anMSO formula interpreted over the
binary tree such that pi is a path and all X i and Yj are subsets of pi, i.e.
φ(pi, X ,Y) = path(pi) ∧ (⋀
i
X i ⊆ pi) ∧ ⎛⎝⋀j Yj ⊆ pi⎞⎠ ∧ ψ(pi, X ,Y).
en there exists anMSO formula over the tree that expresses
∃ℵ1X φ(pi, X ,Y).
6.2.3 Counting Dedekind cuts on linear orders
On countable linear orders we shall formulate a condition for uncount-
ability of the set of cuts satisfying a formula taking advantage of the
topological Lemma 6.15 proved later. We transfer this lemma to countable
linear orders by rst proving it for the rationals using a standard embed-
ding into the binary tree, and later extending it to all countable orders by
composition.
Lemma 6.11. For everyMSO formula φ(C ,Y) and tuple of sets Y, if there
are uncountably many Dedekind cuts C ofQ such thatQ ⊧ ψ(C ,Y) then
there is a subset D ⊆ Q such that (D, <Q) is dense and without endpoints
and for every irrational (with supremum not in D) Dedekind cut CD of(D, <Q) the cut
C = {q ∈ Q ∶ ∃p ∈ CD q < p}
satisesQ ⊧ ψ(C ,Y).
Proof. Let us sketch the standard embedding of (Q, <) into the complete
binary tree T(2). Since (Q, <) is isomorphic to the natural ordering of{ l2n ∶ l ∈ Z, n ∈ N} it is enough to embed the rationals that are nite
sequences over {0, 1}when written in binary coding.ese are embedded
directly as ({0, 1}∗1, <lex) based on the lexicographic ordering, denable
inMSO onT(2). Let ϕ ∶ (Q, <)→ ({0, 1}∗1, <lex) be such an embedding.
First, observe that the non-empty irrational Dedekind cuts ofQ (i.e. the
non-empty downward-closed subsets ofQ without supremum inQ) are
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in bijectionwith branches ofT(2) containing innitelymany ones, i.e. not
ultimately zero. Indeed, every such branch α determines a Dedekind cut
C(α) = {q ∶ ϕ(q) <lex α}without a maximal element. Conversely, every
Dedekind cut C ofQ determines a unique α ∈ {0, 1}ω such that for every
n, α∣n is the lexicographically least word of length n with C ⊆ C(α∣n1ω).
erefore C = C(α) = ⋂n C(α∣n1ω), and C has a maximal element if and
only if α is ultimately zero. Moreover, Cα ⊊ Cβ exactly if α <lex β.
Let φ∗(P, Z) be anMSO-formula to be interpreted over T(2) express-
ing that P = Pref(α) is a branch and that C(α) satises φ(C(α),Y) if
ϕ(Y) = Z. is formula is obtained from φ(C , X) by replacing every
occurrence of < with the denition of the lexicographic order.
By Lemma 6.15, if for any parameters Y overQ the set of branches B
satisfying T(2) ⊧ φ∗(B, ϕ(Y)) is uncountable, then it contains a perfect
subset P (in the Cantor topology).
Let D′ be a complete set of representatives of the equivalence v ∼ w
on {0, 1}∗1, where v ∼ w if they are not separated by an element of P .
Since P is perfect, D′ is densely ordered. Removing endpoints, we obtain
a densely ordered set D such that
(i) between any two α <lex β from P there is some v ∈ D, and
(ii) between any two v <lex w from D there lies some α ∈ P .
We show that these properties ensure that for every Dedekind cut CD
of (D, <lex) having no maximal element there is some α ∈ P such that
C = {w ∈ {0, 1}∗1 ∶ ∃v ∈ CD w <lex v}
is identical to C(α). Note that with this claim, the lemma follows.
To prove the above claim let α be the supremum of the set
C = {β ∈ P ∶ ∃v ∈ CD β <lex v}.
Since P is closed, α ∈ P and CD has no maximal element (by (ii)), we
conclude that α /∈ C. Also, since α is the supremum of a non-empty set of
binary ω-sequences, it is not ultimately zero.us C(α) has no maximal
element either. It remains to prove that indeed C(α) = C.
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(⊇) By (ii) each w <lex v with v ∈ CD is separated by some β ∈ C,
therefore β <lex α and so w <lex α.(⊆) Since C(α) has no greatest element, for every w ∈ C(α) there is
some v ∈ C(α) such that w <lex v. By (i) there is some β ∈ P separating
w and v.en β <lex α, i.e. β ∈ C, and so there is some u ∈ CD such that
β <lex u thus also w <lex u.
Having established the lemma forQ, we use the composition theorem
and the characterization by Hausdor to generalize it to all countable
linear orders.
Lemma 6.12. For every countable linear order L,MSO formula φ(C ,Y)
and tuple of sets Y, if there are uncountably many Dedekind cuts C of L
such that L ⊧ ψ(C ,Y) then there is a subset D ⊆ L such that (D, <L) is
dense and without endpoints and for every irrational Dedekind cut CD of(D, <L) the cut
C = {p ∈ L ∶ ∃q ∈ CD p < q or ([q, p], <L) is scattered}
satises L ⊧ ψ(C ,Y).
Proof. Asmentioned in section 1.2, Hausdor has shown that every count-
able order L is a sum L = ∑q∈Q Lq , where each Lq is a scattered countable
order. Since each Lq is scattered, the completion of Lq is countable and so
there are only countably many cuts inside all the Lq components.us if
there are uncountably many cuts C with φ(C ,Y) on L, then there are un-
countably many cuts C that, for each q, either contain Lq fully or not at all,
i.e. Lq ⊆ C or Lq∩C = ∅. For such cutsC wewriteCQ = {q ∈ Q ∶ Lq ⊆ C}
for the set of rationals corresponding to the components contained in C.
We transform the formula φ(C ,Y) to a formula φ′(C ,Y) that is satis-
ed on L only by cuts of the form specied above. Note that by the above
remark ∃ℵ1C φ(C ,Y) is equivalent to ∃ℵ1C φ′(C ,Y). To construct φ′
we rst dene a set Q containing exactly one point of each Lq . First, we
require that Q is dense and without endpoints.en, for any two points
in Q, there is a dense subset of Q between them, so they cannot belong
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to the same scattered Lq . Moreover, we require that for each p ∈ L there
is a q ∈ Q such that either [p, q] or [q, p] is scattered, meaning that it
contains no dense subset.is ensures that for each (non-empty) Lq the
set Q ∩ Lq ≠ ∅. Observe that expressing “scattered” in the same way, we
can construct a formula γ(q, X) that ensures for each q ∈ Q that X con-
tains exactly the component Lq′ that contains q. We can now construct
φ′(C ,Y) as a conjunction of φ(C ,Y) and a formula that requires for each
q ∈ Q that the set X satisfying γ(q, X) is either contained in C or disjoint
from it.
We now apply the eective composition theorem (eorem 1.11) to the
formula φ′ and the order L = ∑q∈Q Lq and get the formula θ(T1 , . . . , Tk)
such that for each C ,Y if Tm = {q ∶ Lq ⊧ τm(C∣Lq ,Y ∣Lq)} then
L ⊧ φ′(C ,Y) ⇐⇒ Q ⊧ θ(T1 , . . . , Tk).
Since we want C to be a parameter, we dene two type labels that depend
only on Y . Let
T−m = {q ∈ Q ∶ Lq ⊧ τm(∅,Y ∣Lq)}, and
T+m = {q ∈ Q ∶ Lq ⊧ τm(Lq ,Y ∣Lq)}.
Since all cuts C satisfying φ′(C ,Y) either contain Lq or are disjoint from
it (for all q), it is either the case that Tm = T−m or that Tm = T+m , and CQ is
enough to establish which case it is.us, replacing Tm by (T+m ∩ C′) ∪(T−m ∖ C′) in θ, we get a formula θ′(C′ , T−1 , . . . , T−k , T+1 , . . . , T+k ) such
that for each Y and T− , T+ as dened above
L ⊧ φ′(C ,Y) ⇐⇒ Q ⊧ θ′(CQ , T− , T+)
for each Dedekind cut C of L.
Applying Lemma 6.11 to θ′ and the labels T− , T+ we get a set DQ, dense
and without endpoints, such that for every irrational Dedekind cut C′
of DQ if CQ = {q ∈ Q ∶ ∃p ∈ C′ q < p} then φ(C ,Y) holds. Using the
previously dened set of representants Q and taking D = {q ∈ Q ∶ q ∈
Lq′ and q′ ∈ DQ} we get the desired set.
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As shown in the proof above, given the set D and a cut CD of D it
is possible to dene the cut C satisfying the condition of the lemma in
MSO. us the required properties of D for a formula φ(C ,Y) can be
dened by anMSO formula γφ(D,Y) stating that D is dense, without
endpoints, and has cuts satisfying the condition of the lemma.erefore,
the existence of an uncountable set of Dedekind cuts C satisfying φ(C ,Y)
over an arbitrary countable linear order can be expressed by the existence
of a suitable dense set. For a formula φ(X ,Y) let
φ′(C ,Y) = ∃X (φ(X ,Y) ∧ C ∈ D(X))
be the formula dening D-points of all X satisfying φ. We can now
formulate the second condition for linear orders simply as follows.
Condition B (linear orders)
∃D γφ′(D,Y)
e set of Dedekind cuts of a dense set D is always of continuum
cardinality, thus Condition B indeed implies the existence of uncountably
many points in all D(X) and thus of uncountably many X.e converse
direction was proved in the previous lemmas.us we have shown that
on the class of all countable linear orders the uncountability quantier
can be eliminated from monadic second-order formulas.
eorem 6.13. Over the class of countable linear orders, the following
equivalence holds.
∃ℵ1X φ(X ,Y) ≡ ∃2ℵ0 X φ(X ,Y) ≡ Condition A or Condition B.
6.3 Uncountability quantier on the binary tree
In this section, we show how the uncountability quantier can be elim-
inated fromMSO on the binary tree. We use U-D colorings of the tree
similar to the case of linear orders, and reduce the problem to counting
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the number of paths in the tree satisfying a given formula. e case of
paths is then solved using a topological lemma, which we present rst
together with basic topological denitions.
6.3.1 Descriptive complexity
Let us recall a few basic notions from descriptive set theory and prove
a lemma about the topological complexity of denable sets of paths. A
thorough introduction to descriptive set theory can be found in [58]. We
already mentioned Borel sets and the product topology before, but let us
recapitulate it more formally here. Note that we work only on the binary
tree here to avoid unnecessary technical notation, even though the results
hold for any nitely branching tree.
e Cantor space is the topological space with the product topology
on {0, 1}ω .e topology is generated by basic neighborhoods w{0, 1}ω
with the prex w ∈ {0, 1}∗. Alternatively, it can be dened by the metric
d(α, β) = 2−min{n ∶ α[n]≠β[n]} .
e hierarchy of Borel sets is generated starting from open sets, i.e.
unions of basic neighborhoods, denoted Σ01 , and closed sets, which are
complements of open sets and denoted Π01 . Further, for any countable
cardinal α, we say that a set is inΣ0α+1 if it can be expressed as a countable
sum of sets fromΠ0α , and it is inΠ0α+1 if it is a countable intersection of
sets from Σ0α . For limit cardinals, the sum of lower the classes is taken.
e Borel hierarchy dened in this way can further be extended to the
projective hierarchy, where Σ11 is used to denote analytic sets, which are
projections of Borel sets, andΠ11 are complements of analytic sets, called co-
analytic sets.e hierarchy goes on with a set in Σ1α+1 being a projection
of a set from Π1α and Π1α+1 being complements of sets from Σ1α+1. All
these denitions extend from labellings of the line, i.e. words in {0, 1}ω ,
to labellings of the binary tree.
e connection between the topological complexity ofMSO-denable
tree languages and the complexity of tree-automata recognizing them is
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well understood [75, 61]. By Rabin’s complementation theorem allMSO-
denable tree languages are in Σ12 ∩Π12.ere are Σ11-complete as well as
Π11-complete regular tree languages, e.g. theΠ11-complete language of trees
over {a, b} that, on each path, have only nitely many a’s [3, 61].ere
exist regular tree languages not contained in Σ11 ∪Π11, but deterministic
tree automata accept onlyΠ11 sets of trees. In contrast, by McNaughton’s
theorem, ω-regular languages, i.e. MSO-denable sets of ω-words, are
boolean combinations ofΠ02 sets [75].
e Cantor-Bendixsoneorem states that closed subsets of the Cantor
space have the perfect set property: they are either countable or contain a
perfect subset and thus have cardinality continuum. Recall that a set P is
perfect if it is closed and if every point p ∈ P is a condensation point of P,
i.e. if in every neighborhood of p there is another point from P. We shall
rely on the following fundamental result.
eorem 6.14 (Souslin, 1916/17, e.g. in [58]). A subset of {0, 1}ω is Borel if
and only if it is both analytic and co-analytic. Moreover, every uncountable
analytic set contains a perfect subset.
Let us remark that whether co-analytic sets, or all sets on higher levels of
the projective hierarchy, satisfy the continuum hypothesis is independent
of ZFC. A key observation that we need in this chapter is that even though
there are non-Borel sets of trees recognizable by tree automata, the sets of
recognizable paths are still Borel. Recall that for a sequence pi ∈ {0, 1}∗
we denote by Pref(pi) the path through T(2) that corresponds to this
sequence, which formally is the set of prexes of pi.
Lemma 6.15. Let U1 , . . . ,UM be subsets of T(2) and let ψ(P,Y1 , . . . ,YM)
be anMSO formula over T(2).en the set
X = {pi ∈ {0, 1}ω ∶ T(2) ⊧ ψ(Pref(pi),U)}
of paths though the binary tree satisfying ψ(−,U) is analytic and therefore
has the perfect set property.
Note that negation is allowed in the formula ψ above, so the set X is
co-analytic as well, and thus in fact Borel.
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Proof. We will show that X is a projection of the intersection L ∩ [ϑY],
where [ϑY] is the set of all innite labeled paths through T(2) with la-
belling ϑY dened below and L is an ω-regular language. Observe that it
follows that X is analytic, since [ϑY] is closed by denition and L is in
Σ03 by McNaughton’s theorem, thus their intersection is also Σ03 .
e idea is to consider innite sequences over the alphabet {0, 1} ×Θ,
where Θ = Tp(N ,M + 1) with N equal to the quantier rank of ψ. We
dene ϑY as the labelling on the binary tree mapping each node v to the
N-type of (∅,Y) restricted to the subtree rooted at v.
By the eective version of the composition theorem (eorem 1.12),
we know that for every N-type τ in ∣Y ∣ + 1 variables there is an ω-regular
language Lτ of sequences (pi, 1, τ) ∈ ({0, 1}× {0, 1}×Θ)ω of paths, labels
andN-types such that theN-type of the binary tree decoratedwith subsets
P = Pref(pi) and Y is τ.
We setL to be the union of those Lτ such that τ(P,Y) implies ψ(P,Y).
en L is ω-regular as well. By construction, ψ(P,Y) holds precisely
if the corresponding triplet of sequences (pi, 1, τ) is in L. However, L
typically also contains sequences that do not correspond to any path of the
tree decorated with parameters Y . But there is a bijection between paths
P satisfying ψ(P,Y) and sequences belonging to the rst component ofL ∩ [ϑY], which shows that X indeed has the required form and is thus
analytic.
6.3.2 U-D coloring and innite independent D-sets
To eliminate the uncountability quantier from ∃ℵ1X φ(X ,Y) over the
binary tree we will, again, consider U-D colorings of the tree. We again
rst x the parameters Y , N as the quantier rank of φ,M as the length
of Y , and K as the number of N-types inM + 1 variables.
Let us remark that on trees labeled in a regular way, there is an intuitive
correspondence between types and states of the automaton recognizing φ.
e type of a subtree Tv with labels X ,Y corresponds to the set of states
from which the automaton for φ can start in v and accept the tree Tv with
labels X ,Y .us a D-subtree corresponds intuitively to the existence of
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another set X′ ≠ X such that the automaton accepts Tv with labels X′ ,Y
from the same set of states.
Denition 6.16. For a xed set X satisfying φ(X ,Y) and a node v ∈ T
we say that Tv is a U-tree when for every X′
N(Tv ,Y , X) =N(Tv ,Y , X′) Ô⇒ X ∩Tv = X′ ∩Tv ,
and we say that Tv is aD-tree otherwise. A path P is called aD-path when
every subtree along P is a D-tree.
Again, we will be interested in the set D(X) of all D-trees for X:
v ∈ D(X) ⇐⇒ Tv is a D-tree for X.
Observe that over the binary tree, the set D(X) is prex-closed since if
for some u = vw the tree Tu is a D-tree, then Tv is a D-tree as well, using
X′ on Tu and X elsewhere.at is denable inMSO, and the following
basic condition guarantees uncountably many X satisfying φ.
Condition A (trees)
∃X ∃A φ(X ,Y) and A ⊆ D(X) is an innite antichain.
Note that this is the only place where we use the predicate “A is innite”
and that the above condition is expressible inMSO with this predicate
over arbitrary trees, and just in MSO over nitely branching trees (by
König’s Lemma).
Lemma 6.17. When Condition A is satised over the binary tree then there
exist uncountably many sets X satisfying φ(X ,Y).
Proof. If Condition A is satised over the tree, one can modify X below
every node v in the innite antichain A without changing the theory
below that node. By composition and the fact that A is an antichain,
these modications are independent and thus give 2ℵ0 possible sets, all
satisfying φ.
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6.3.3 Innite dependent D-set on the tree
Over linear orders Condition A is, as proved in the previous section,
sucient to guarantee that the mapping X ↦ D(X) is countable-to-one.
is is not the case over the binary tree, as there may exist an innite set
D(X) containing no innite antichain. Still, as eachD(X) is prex-closed,
it can consist of at most a nite number of innite paths in addition to a
nite part (or else include an innite antichain). We focus on one such
innite path pi starting in a node v0 and construct anMSO formula
φ2
ℵ0
τ (pi, v0 ,Y)
that holds exactly if there are uncountably many X with D(X) ∩Tv0 = pi
and having type τ on Tv0 .
e construction of φ2
ℵ0
τ is discussed later, but we can already formulate
another condition for uncountability that, together with Condition A, is
sucient to guarantee that the mapping X ↦ D(X) is countable-to-one.
Condition B (trees)
∃X satisfying φ ∃ path pi ⊆ D(X) ∃v0 ∈ pi⋁τ∈Tp(N ,M+1) (τ =N(Tv0 ,Y , X) ∧ φ2ℵ0τ (pi, v0 ,Y)).
Lemma 6.18. If Condition B is satised then there exist uncountably many
sets X satisfying φ. If neither Condition A nor Condition B is satised then
the mapping X ↦ D(X) is countable-to-one.
Proof. If Condition B is satised then by the denition of φ2
ℵ0
τ there exist
uncountably many sets Z with type τ on Tv0 . As there is an X satisfying
φ with the same type on Tv0 , we can, by composition, swap the part of X
below v0 for any of the sets Z and the result still satises φ.
If neither Condition A nor Condition B holds, every set D(X) contains
only nitely many innite paths and, by denition of φ2
ℵ0
τ and niteness
of the set of types, there are only countably many sets X sharing each
innite path. As each of the nitely many innite paths is shared by only
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countably many X, and every U-tree can be shared only by as many X as
there are types, we get that for each set D there are only countably many
sets X with D = D(X).
We now focus on the construction of φ2
ℵ0
τ . Let us x pi as one of the
nitely many innite paths in D and a node v0 on pi so that no branching
of D occurs below v0. We will reduce the question about the existence of
uncountablymany X with type τ andD(X)∩Tv0 = pi to the uncountability
quantier case over ω, which was solved in [50] and reduces to Condition
A as shown in Corollary 6.9.
For the reduction, we construct a bijection between the sets X that have
D(X)∩Tv0 = pi and ω-words over an alphabet Θ. We choose Θ to be the
set of tuples (d ∈ {0, 1}, l ∈ {0, 1}, τX , τY) where τX is an N + 2-type in
M + 1 variables and τY is an N + 3-type inM variables.
We put a special requirement on Θ with respect to the τX component.
We require that there is an N-type inM + 1 variables τ′X such that τX ≡
τ′X ∧∃!Xτ′X . Intuitively, we use this requirement to assure that X is a U-set
wherever its theory is τX , and for that reason we use N + 2-types for τX .
Let us assign to every set X withD(X)∩Tv0 = pi the following wordwX .
wx[i] = (pi[i],
v0pi∣i ∈ X ,
N+2(Tv0pi∣i(1−pi[i]) ,Y , X),
N+3(Tv0pi∣i(1−pi[i]) ,Y) ),
as represented in Figure 6.1, whereNY (T, X) stands forN(T,Y , X).
Let us consider words w = (d , l , τX , τY) for which on all positions i it
holds that τY[i] ⊧ ∃XτX[i]. Note that τY are N + 3 types, with τX being
N+2-types, exactly tomake this requirement an easily checkable syntactic
condition. We say that such words w are well-composed. Observe that for
every X the word wX is well-composed by the existence of X.
Claim 6.19. For a xed v0, path pi and parameters Y, themapping X ↦ wX
is a bijection between all X with D(X) ∩ Tv0 = pi and well-composed ω-
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v0
v1
v2
. . .
0
1
0
Tv0 1
Tv10
Tv2 1
1
0
1
wX =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
v0 ∈ X
N+2Y (Tv0 1 , X)
N+3Y (Tv0 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
v1 ∈ X
N+2Y (Tv10 , X)
N+3Y (Tv10)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
v2 ∈ X
N+2Y (Tv2 1 , X)
N+3Y (Tv2 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⋯
Figure 6.1: Constructing the word wX .
words over Θ with the rst component of the word equal to pi and the last
to the N + 3-types of Y on the nodes below pi.
Proof. If there were two distinct sets X and X′ with wX = wX′ then these
sets would have to dier on some tree Tu for u not on the path pi. As the
words wX and wX′ coincide, the sets X and X′ must have the same type
on Tu . But the requirement put on Θ ∋ τX guarantees that Tu is a U-tree
for both X and X′, which leads to a contradiction.
It remains to be shown that for each word w with the rst component
equal to pi and the last to the types of Y below the path pi, there exists
a set X with D(X) ∩ Tv0 = pi for which wX = w. Indeed, for each node
u = v0pi∣i(1 − pi[i]) below pi, the fact that w is well-composed guarantees
that there is a labelling X i to put below u so thatN+2(Tu , X i ,Y) = τX .
Denoting by P the set of positions i for which the second component
of w[i] is 1, i.e. the labelling along pi given by w, we can construct X by
putting X = ∑pi ,P X i , and indeed wX = w holds.
e bijection between sets and words allows us to reduce the case of
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uncountably many X sharing a path in D(X) to the word case, in fact to
the case of Corollary 6.10.
To observe this, we use the coding of types introduced in section 1.6.
From the constructive version of the composition theorem for trees (e-
orem 1.12) it follows that for each type τ there exists an MSO formula
ψτ(pi, v0 , P, TN(X)) that guarantees that the sum along pi, P of sets with
N-types TN(X) below pi has type τ in v0.
We assume in the theorem that the description of types TN(X) used
as argument of ψτ is not below pi but in fact shied, i.e. TN(X) ⊆ pi.
Moreover, both the uniqueness condition that we require from the N + 2-
types in Θ and the well-foundedness relation between N +2-types of X ,Y
and N + 3-types of Y are syntactic and can be checked byMSO formulas,
which we name ‘unique’ and ‘well-founded’ respectively. us, we can
write theMSO formula
θτ(pi, v0 , P, TN+2(X ,Y), TN+3(Y)) =
unique(TN+2(X ,Y)) ∧
well-composed(TN+2(X ,Y), TN+3(Y), pi) ∧
ψτ(pi, v0 , P, TN+2(X ,Y))
that holds if and only if the arguments code a well-composed word w
along pi so that w = wX and X has type τ in v0. As all the arguments of
this formula are subsets of pi, we can, by Corollary 6.10, write inMSO the
formula
φ2
ℵ0
τ (pi, v0 ,Y) =∃2ℵ0 (P, TN+2(X ,Y)) θτ(pi, v0 , P, TN+2(X ,Y), TN+3(Y)).
Observe that φ2
ℵ0
τ (pi, v0 ,Y) holds if and only if, from v0 on along pi,
there are uncountably many well-formed (coded) wordsw with the N + 3-
types of Y as the last component. By Claim 6.19 this means that there are
uncountably many X with D(X)∩Tv0 = pi and having type τ onTv0 , with
the rst condition guaranteed by the restriction on τX ∈ Θ enforced by
the ‘unique’ formula.is is exactly what we requested from φ2
ℵ0
τ , which
ends the construction.
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6.3.4 Counting paths on the tree
We formulated conditions A and B that guarantee on the binary tree the
existence of uncountably many X satisfying φ(X ,Y). Moreover, we know
by Lemma 6.18 that if neither of these conditions holds, then for every
X the set D(X) has nitely many paths and the mapping X ↦ D(X) is
countable-to-one.us, the existence of uncountably many X satisfying
φ when neither Condition A nor Condition B holds can be reduced to
the existence of uncountably many paths in all sets D(X).
∃ℵ1X φ(X ,Y) ≡
Condition A or Condition B or∃ℵ1P (path(P) ∧ ∃X (φ(X ,Y) ∧ P ⊆ D(X))) ,
For this reason, we now consider the following formula
ψ(P,Y) = ∃X (φ(X ,Y) ∧ P ⊆ D(X)) .
We show that the question whether ∃ℵ1P (path(P) ∧ ψ(P,Y)) is in-
deed simpler as the general question and can be expressed inMSO.e
main dierence between this and the general case is that the set of paths
satisfying anMSO formula is analytic, as shown in Lemma 6.15. us,
it contains a perfect subset if and only if it is uncountable, and a perfect
subset can in turn be represented by an innite set of branching points,
as in the following condition.
Condition C (trees) ere exists a set B ⊆ T(2) such that each node in
B has two incomparable successors in B and every path P passing through
innitely many nodes of B satises ψ(P,Y).
Lemma 6.20. e formula ∃ℵ1P (path(P) ∧ ψ(P,Y)) is equivalent to
Condition C.
Proof.(⇐)e structure of the set B guaranteed to exist in Condition C is
isomorphic to the complete binary tree. In particular, there are 2ℵ0 many
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paths passing through innitely many nodes of B, and, by Condition C,
all of them satisfy ψ(P,Y).(⇒) By Lemma 6.15, if the set of paths satisfying ψ(P,Y) is uncount-
able, then it contains a perfect subset P . Consider the restriction of the
tree to the set B′ of nodes where two paths belonging to P are branch-
ing away from each other. Since P is closed, any path passing through
innitely many nodes of B′ is contained in P . Furthermore, every node
in B′ has at least two incomparable descendants in B′, for otherwise there
would be an isolated path in P contradicting its being perfect.us there
is a subset B ⊆ B′ satisfying Condition C.
Since Condition C is monadic second-order denable, this completes
the treatment of the uncountability quantier over trees and leads to the
following theorem.
eorem 6.21. Over the class of labeled binary trees, the following equiva-
lence holds.
∃ℵ1X φ(X ,Y) ≡ ∃2ℵ0 X φ(X ,Y)≡ Condition A or Condition B or Condition C.
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7 Outlook
Weconsidered the connection between logic and games underlyingmodel-
checking procedures on nite structures and extended it to the class of
automatic structures.us, we dened a new class of hierarchical games
suitable for model-checking rst-order logic over automatic structures.
ese games can be used for model-checking not only rst-order logic,
but also formulas with the regular game quantier. Moreover, cardinality
and counting quantiers can be reduced to rst-order logic on automatic
structures.us, hierarchical games provide a way to model-check rst-
order logic extended with cardinality, counting and game quantication
on automatic presentations.
In our basic model of hierarchical games, two coalitions with strictly
opposing objectives play a game with a particular kind of imperfect in-
formation. In general multiplayer games, strictly opposing objectives of
players are not common. Moreover, the hierarchical constraint is a techni-
cal limitation introduced to keep the problem of establishing the winners
decidable. erefore we ask which other classes or representations of
games can be used for model-checking rst-order logic on automatic
structures. One natural way to dene such games is by departing from
the standard abstraction of a token moved on a state graph and allowing
the players to play with more complex objects.
For example, we imagine games where players build a new graph during
the game by choosing moves labeled by some simple graph rewriting
rules. One promising candidate for such rules are the separated handle
hypergraph rewriting rules introduced in [20]. Graphs constructed using
these rules have bounded clique-width and are MSO-interpretable in
the binary tree, and thus have a decidable MSO theory (see [9] for an
overview). Following this approach, amodel-checking game for a formula∃x ∀y R(x , y), with x and y represented by nite words, would start
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with the Verier building an arbitrary large graph that represents the
game ∀y R(u, y) for some word u that he chooses. en, the Falsier
continues the construction for some word w of his choice. Finally, a
regular condition is checked on the graph constructed for R(u,w) to
determine the winner.
Such a description seems more intuitive than the denition of hierar-
chical games as it involves only two players with perfect information. On
the other hand, it is not clear what kind of construction rules should be
allowed and how to dene a natural class of such games where establishing
the winner is decidable. Still, it is an interesting subject for future work
to nd other classes of games for model-checking rst-order logic on
automatic, or other nitely presented structures.
Another direction is to extend hierarchical games and to use them for
model-checking on larger classes of structures. One question is whether
we can obtain model-checking games for tree-automatic structures in
this way. We conjecture that the answer is positive and that the necessary
extension is to add two new players that transcend information levels.
More precisely, the moves of the new players would be visible to all other
players in the game and conversely, the new players would be able to see
moves of all other players as well.e intuition is that the moves of the
new players correspond to the choice of a branch in the tree when an
alternating tree automaton is running.is conjecture leads to another
question, namely how can such games be further extended to larger classes
of structures, for example to generalized-automatic ones.
Aiming at model-checking games for larger classes of structures, we
see two main directions to follow. On the one hand, games on certain
innite graphs, for example on pushdown graphs, can still be solved
algorithmically.us, one can try to use such games for model-checking.
On the other hand, one may combine the games played in the syntactic
setting, like dialogue games, withmodel-checking games played on graphs.
In this way, one views a winning strategy of the Verier in a hierarchical
game for a formula φ as a description of the choices needed to build a
proof of φ by induction on the structure of words used in the presentation.
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e game itself is then a compact description of possible choices in the
proofs for both φ and ¬φ.
For these considerations to be useful, it is necessary to nd ecient
algorithms for establishing the winner in the particular class of games.
is is a dicult task and the procedures used to prove decidability of
the games are oen not ecient enough for practical applications. For
example, it is unclear how to solve alternating hierarchical parity games
without the complex step of determinizing alternating parity automata.
Still, there are reasons to hope that it is feasible to solve even complex
games and that representing problems as games helps to nd ecient
solutions. For example, the antichainmethod introduced in [17] for games
with imperfect information turned out to be successful in improving
model-checking algorithms based on automata [21]. We believe that
further work in this direction will conrm that games can both give us
better understanding of the expressive power of various logics and lead
to ecient algorithms with practical applications.
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