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Some enzymes like condensins or type II topoisomerases are capable of changing the
topology of cyclic DNA molecules. The first ones introduce positive superhelical tension
into double-stranded DNA and the second ones perform strand passages that cut both
strands of one DNA double helix, pass another unbroken DNA helix through it, and then
religate the cut strands.
Motivated by the action of topoisomerases in knotted DNA, we study transition proba-
bilities between knot diagrams and compute stationary distributions of the strand-passage
Markov process. First we give a brief introduction to knot theory, braid theory and ran-
dom processes, particularly to Markov chains. After this, we propose a new model for
strand passage in knot diagrams based on Artin’s braid group. This braid-based model
allows us to generate a large set of braid diagrams with which we are able to simulate the
action of type II topoisomerases. We compare our results with those of [10] and [14].
Introduccio´n
Ciertas enzimas como las recombinasas o las topoisomerasas de tipo II son capaces de
cambiar la topolog´ıa de las mole´culas circulares de ADN con el fin de compactificarlo para
un almacenamiento ma´s o´ptimo o con el fin de desenredarlo para controlar la s´ıntesis de
prote´ınas o para facilitar la replicacio´n del mismo.
La estructura de una mole´cula de ADN es bien conocida gracias a Watson y Crick desde
1962. Ba´sicamente, e´sta consiste en una doble he´lice formada por dos cadenas retorcidas
la una sobre la otra. Esta estructura es fuente de diversos problemas qu´ımicos y biolo´gicos.
Algunos de ellos son resueltos por las topoisomerasas, cuya principal accio´n es cortar y
pegar las mole´culas de ADN. Por ejemplo, para permitir que una enzima acceda a la
informacio´n contenida en el ADN, la topoisomerasa primero corta, deja que otra enzima
haga su funcio´n y despue´s vuelve a unir la cadena como estaba.
Un hecho demostrado emp´ıricamente es que la configuracio´n ma´s probable de una
mole´cula circular de ADN confinada en un cierto volumen es la de estar anudada [2]. Sin
embargo, otros experimentos muestran que el anudamiento del ADN inhibe importantes
procesos celulares. La principal encargada de solventar tales obstrucciones topolo´gicas es
la topoisomerasa II (topoII).
La principal accio´n de las topoII, llamada strand passage, se basa en escoger dos seg-
mentos de la mole´cula de ADN, romper uno de ellos, por ejemplo el que se encuentre
debajo, y recomponerlo de tal manera que el que estaba debajo pase a estar encima, es
decir, cambiar un cruce por un cruce o viceversa. Para ilustrar dicha accio´n, obser-
vemos la figura 0.0.1. La primera imagen, extra´ıda de [26], corresponde a una mole´cula
anudada de ADN. La topoisomerasa escoger´ıa uno de los cruces, por ejemplo el marcado
en la segunda imagen, y lo modificar´ıa segu´n la tercera imagen. Se ha demostrado que las
topoII desanudan de manera eficiente nudos en las mole´culas de ADN [25].
Se han propuesto diferentes modelos para estudiar la accio´n de las topoII sobre las
mole´culas de ADN. Dos algoritmos normalmente usados para simular este proceso son el
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Figura 0.0.1: Accio´n de la topoisomerasa de tipo II.
BFACF [14, 18] y el crankshaft [10, 28]. El primero produce caminos poligonales en un
ret´ıculo discreto del espacio tridimensional y el segundo efectu´a rotaciones locales en lazos
poligonales. Ambos son utilizados para generar grandes conjuntos de diagramas de nudos
para luego simular cambios de cruces. Los dos algoritmos son me´todos de Monte Carlo, los
cuales son procedimientos no deterministas usados para aproximar expresiones nume´ricas
costosas de evaluar con exactitud. Existen diversos estudios sobre las propiedades de las
cadenas poligonales, como por ejemplo [18] o [19]. En este contexto, ha sido necesario llevar
a cabo una lectura exhaustiva de art´ıculos previos, principalmente [2, 3, 10, 14, 24, 25, 28],
as´ı como tambie´n comprender el espacio de estados considerado en cada art´ıculo.
Con la motivacio´n del problema propuesto por tales comportamientos en las mole´culas
de ADN, se propone en este trabajo un nuevo modelo ma´s sistema´tico para el estudio de
la evolucio´n de diagramas de nudos bajo cambios de cruces, basado en el hecho de que
todo nudo es la clausura de alguna trenza [1, 5, 7]. El modelo introducido en este trabajo
tambie´n ha sido usado en [23] para estudiar la validez de una conjetura relacionada con
la contorsio´n media de nudos formulada en [24]. En la u´ltima seccio´n se plantean otras
posibles aplicaciones de nuestro modelo.
Concretamente, se representa la accio´n mediante cambios de cruces de las topoisome-
rasas de tipo II como un proceso estoca´stico discreto homoge´neo de Markov, dado que
supondremos que la accio´n es independiente del momento en el que se realice. El proceso
se lleva a cabo en un espacio de estados en el cual cada estado es representado por un con-
junto de trenzas del grupo de Artin. Se ha disen˜ado un algoritmo para generar y depurar
una base de datos de trenzas de hasta ocho cruces, para luego calcular los polinomios de
Jones de sus clausuras y las probabilidades de transicio´n de una clase de nudos a otra. Di-
chas probabilidades permiten calcular la distribucio´n estacionaria de la cadena de Markov
definida por el proceso con el fin de comparar nuestros resultados con el de otros art´ıculos
antes mencionados. Cualquier distribucio´n inicial convergira´ a la distribucio´n estacionaria
aplicando sucesivos cambios de cruces.
La divisio´n en cap´ıtulos que se ha hecho es la que sigue. El primer cap´ıtulo es una
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breve introduccio´n a la teor´ıa de nudos que nos dara´ las herramientas ba´sicas para el
estudio del problema propuesto y la clasificacio´n de los nudos. En el segundo cap´ıtulo
se resume la teor´ıa de trenzas y su relacio´n con la teor´ıa de nudos. El siguiente cap´ıtulo
esta´ dedicado a la teor´ıa de procesos aleatorios, particularmente a las cadenas de Markov.
En el u´ltimo cap´ıtulo se detallan los algoritmos usados para la generacio´n de trenzas y
para el ca´lculo de matrices de transicio´n del proceso de cambios de cruces. Los resultados
obtenidos se comparan con los de [10, 14].
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En este cap´ıtulo nos centraremos en dar definiciones ba´sicas de teor´ıa de nudos y
algunos teoremas necesarios para este trabajo. La primera seccio´n esta´ dedicada a la
definicio´n de nudo y la equivalencia entre nudos. En la siguiente seccio´n hablaremos de los
diagramas de nudos para luego introducir algunos invariantes. En particular, en la tercera
seccio´n nos centraremos en el polinomio de Jones. Para cerrar el cap´ıtulo, hablaremos de
la descomposicio´n y clasificacio´n de nudos.
1.1. Conceptos ba´sicos
Definicio´n 1.1.1. Un nudo es un subespacio K ⊂ R3 homeomorfo a la circunferencia S1.
Definicio´n 1.1.2. Se dice que dos nudos K1 y K2 son equivalentes, y se escribe K1 ∼ K2,
si, y solo si, existe una familia uniparame´trica {Ht : R3 −→ R3}0≤t≤1 de aplicaciones
continuas tal que
(i) H1(K1) = K2;
(ii) H0 es la aplicacio´n identidad;
(iii) Ht es un homeomorfismo para todo t.
Una familia uniparame´trica que cumple tales condiciones recibe el nombre de isotop´ıa.
En nuestro contexto, llamaremos a S1 nudo trivial cano´nico y a cualquier nudo equi-
valente a S1 nudo trivial.
Las definiciones de nudo y equivalencia de nudos pueden formularse tanto en R3 como
en S3, dado que S3 r {x} ∼= R3 para todo x ∈ S3. Nos interesa poder trabajar con S3
dado que es compacto y por lo tanto admite triangulaciones finitas. Esta consideracio´n
simplifica las demostraciones de algunos teoremas citados en este cap´ıtulo. Aun as´ı, tales
demostraciones son laboriosas y hemos optado por no incluirlas.
Un nudo se dice que es poligonal si puede expresarse como una unio´n finita de seg-
mentos (aristas), los cuales o son disjuntos o comparten un punto (ve´rtice). Decimos que
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un nudo es do´cil si es equivalente a un nudo poligonal y salvaje si no lo es. En la figura
1.1.1 podemos ver nudos de ambos tipos.
(a) Nudo do´cil. (b) Nudo salvaje.
Figura 1.1.1: Tipos de nudos.
Definicio´n 1.1.3. Un enlace L = K1 ∪ · · · ∪Kn es una unio´n disjunta y finita de nudos.
Decimos que cada nudo es una componente del enlace.
Las definiciones de nudos equivalentes, poligonales y do´ciles se extienden de manera
natural a enlaces. De ahora en adelante, consideraremos solo nudos y enlaces do´ciles.
1.2. Diagramas de nudos
Los diagramas de nudos son una herramienta elemental que facilita su estudio. Su
utilidad se vera´ a lo largo de todo el trabajo.
Definicio´n 1.2.1. Sean K ⊂ R3 un nudo y pi : R3 −→ R2 una aplicacio´n af´ın. Un punto
x ∈ pi(K) es regular si pi−1(x) es un u´nico punto y singular en cualquier otro caso. Si
x tiene dos antiima´genes lo llamaremos punto doble. Si pi(K) tiene un nu´mero finito de
puntos singulares, todos ellos dobles, diremos que pi es regular.
Teorema 1.2.2. Todo nudo K ⊂ R3 admite proyecciones regulares.
La demostracio´n de este teorema puede encontrarse en [5, 7].
Un diagrama regular de un nudo K es la imagen de K por una proyeccio´n regular, en
la cual cada punto doble se representa mediante un cruce del tipo o del tipo .
Definicio´n 1.2.3. Una parametrizacio´n de un nudo K ⊂ R3 es un homeomorfismo
f : S1 −→ K. Una orientacio´n en un nudo es una clase de equivalencia de parametri-
zaciones, donde f ∼ g si, y solo si, el grado de la composicio´n f−1 ◦ g es 1. Un nudo
orientado es un nudo con una orientacio´n.
Todo nudo orientado determina un sentido de giro en sus diagramas. Dado un nudo
orientado K, decimos que su inverso es el de orientacio´n contraria y lo denotamos por −K.
Decimos que K es invertible si K ∼ −K. La imagen especular de K es K∗ = r(K) donde
r : R3 −→ R3 es la simetr´ıa r(x, y, z) = r(x, y,−z). Decimos que un nudo es anfiquiral o
aquiral si K ∼ K∗ y que es quiral en caso contrario.
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Figura 1.2.1: Convenio de signos.
Se cumple que (−K)∗ = −(K∗). La misma notacio´n de inverso e imagen especular es
usada para los diagramas de nudos.
Dado un diagrama regular orientado D de un nudo K tendremos dos tipos de cruces
y a cada uno de ellos le asociaremos un signo segu´n el convenio de la figura 1.2.1.
Definicio´n 1.2.4. La contorsio´n ωD de un diagrama regular orientado D es la suma de
los signos de todos los cruces del diagrama.
La contorsio´n no depende de la orientacio´n escogida, es decir, ωD = ω−D. Es ma´s,
la imagen del cruce positivo de la figura 1.2.1 tiene como imagen especular la del cruce
negativo; por lo tanto, ωD = −ωD∗ .
Dado un diagrama de un nudo, nos interesa saber co´mo lo podemos modificar sin
cambiar su clase de equivalencia. Sean pues D y D′ dos diagramas regulares de dos nudos.
Una isotop´ıa plana (IP) de D a D′ es una aplicacio´n continua F : R2 × [0, 1] −→ R2 tal
que F0 es la identidad, F1(D) = D
′ y Ft es un homeomorfismo para todo t.
Los tres movimientos de Reidemeister son las transformaciones de los diagramas de
nudos indicadas en la figura 1.2.2.
Figura 1.2.2: Movimientos de Reidemeister: RI, RII y RIII respectivamente.
Teorema 1.2.5 (Reidemeister). Sean D1 y D2 dos diagramas que representan, respecti-
vamente, a dos nudos K1 y K2. Entonces, K1 ∼ K2 si, y solo si, D1 y D2 esta´n conectados
por una secuencia finita de movimientos de Reidemeister e isotop´ıas planas.
Una demostracio´n puede verse en [1, 5, 7]. El teorema 1.2.5 es conocido desde 1927
y nos permite saber si dos nudos son equivalentes a trave´s de la modificacio´n de sus
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respectivos diagramas. Por ejemplo, en la figura 1.2.3 se representa la modificacio´n de un
diagrama a trave´s de una sucesio´n de movimientos de Reidemeister e isotop´ıas planas.
Como vemos, el nudo de la figura puede transformarse en su imagen especular, lo cual
indica que es anfiquiral.
Figura 1.2.3: Transformacio´n de un diagrama.
1.3. Clasificacio´n
Sean D1 y D2 diagramas de dos nudos orientados K1 y K2, no necesariamente equi-
valentes, contenidos en discos disjuntos. Consideramos el borde de un recta´ngulo R que
contenga un arco de cada diagrama. Es decir, la interseccio´n con cada uno de los diagra-
mas son dos puntos {a1, b1} y {a2, b2} respectivamente. Eliminando R y su contenido y
an˜adiendo arcos de a1 a a2 y de b1 a b2, obtenemos un nuevo diagrama que denotamos
por K1#K2 y al que llamaremos suma conexa de los nudos iniciales. La suma conexa es
asociativa, conmutativa y tiene elemento neutro (el nudo trivial).
Como ejemplo de suma conexa tenemos la suma de dos tre´boles en la figura 1.3.1.
Figura 1.3.1: Suma conexa de dos tre´boles.
La clase de equivalencia de la suma conexa de dos nudos depende de las orientaciones
elegidas en ambos, aunque no de los diagramas escogidos.
Definicio´n 1.3.1. Decimos que un nudo K es indescomponible cuando se cumple que si
K ∼ K1#K2 entonces o bien K1 ∼ © o bien K2 ∼ ©. Un nudo se dice que es primo
cuando es indescomponible y no trivial; en caso contrario, decimos que es compuesto.
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La demostracio´n de que el nudo trivial es indescomponible y la del siguiente teorema
se pueden encontrar en [5].
Teorema 1.3.2 (Schubert). Todo nudo compuesto se descompone en suma conexa finita
de nudos primos de manera u´nica exceptuando el orden.
El convenio notacional ma´s frecuente para tabular las clases de equivalencia de nudos
es el de [1]. Cada tipo de nudo se denota como XY , donde X es el nu´mero mı´nimo de cruces
de los diagramas que lo representan e Y es un sub´ındice fijado por motivos histo´ricos. Por
ejemplo, para X = 5 hay dos clases posibles, que se denotan por 51 y 52. Las tablas de
nudos incluyen solamente nudos primos y no especifican la quiralidad. En la figura 1.3.2
se pueden ver los tipos de nudos hasta siete cruces y en la tabla 1.3.3 el nu´mero de nudos
primos existentes para cada nu´mero de cruces salvo quiralidad.
Figura 1.3.2: Notacio´n de Tait.
Los primeros nudos aquirales son el nudo trivial, el 41, el 63 y el 72. La demostracio´n de
que el nudo trivial es aquiral es inmediata. Una demostracio´n de que el nudo 41 tambie´n
lo es se muestra en la figura 1.2.3.
Una desventaja del uso de estas tablas es la arbitrariedad a la hora de escoger un
diagrama para nudos quirales, as´ı como tambie´n el orden en el que se disponen. En una
serie reciente de art´ıculos [3, 23, 24] se propone usar el signo de la contorsio´n media para
escoger de modo cano´nico uno de los nudos de cada par quiral. Dado un conjunto de
diagramas de un mismo tipo de nudo K, la contorsio´n media de K, denotada por ωK , es
la media de las contorsiones de todos los diagramas del conjunto considerado.
Algunas clases de nudos han adquirido nombres propios, a saber el nudo 31, ma´s
conocido como tre´bol, o el nudo 41, tambie´n llamado nudo ocho.
Una cuestio´n combinatoria interesante es la de determinar cua´ntas clases de equiva-
lencia, exceptuando quiralidad, existen para cada nu´mero mı´nimo de cruces, es decir,
continuar la secuencia de nu´meros enteros mostrada en la tabla 1.3.3.
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Cruces 3 4 5 6 7 8 9 10 11 12 13 14 15
Nudos primos 1 1 2 3 7 21 49 165 552 2.176 9.988 46.972 253.293
Tabla 1.3.3: Nu´mero de nudos primos por cada nu´mero de cruces.
1.4. Invariantes
Llamamos invariante a cualquier objeto algebraico que sea constante en cada clase
de equivalencia de nudos, es decir, una aplicacio´n f : K −→ E donde E es un conjunto
cualquiera tal que si dos nudos K1 y K2 son equivalentes entonces f(K1) = f(K2). Si
f(K1) = f(K
∗
1) hablaremos de invariante aquiral, es decir, el invariante no distingue
entre ima´genes especulares. En caso contrario, hablaremos de invariante quiral.
A lo largo del estudio de la teor´ıa de nudos se han definido una gran cantidad de
invariantes dado el intere´s que tienen para la clasificacio´n de los nudos. La potencia
del teorema de Reidemeister 1.2.5 viene dada por la capacidad que tiene para producir
invariantes. Supongamos que tenemos una funcio´n definida en un conjunto de diagramas.
Si su valor permanece constante por cualquiera de los movimientos de Reidemeister y por
isotop´ıa plana, entonces esa funcio´n define un invariante.
En nuestro caso solo veremos unos pocos invariantes, nume´ricos y polino´micos, empe-
zando por las siguientes dos definiciones.
Definicio´n 1.4.1. El nu´mero de cruces de un nudo K, denotado por cK , es el mı´nimo
nu´mero de cruces en el conjunto de los diagramas que lo representan.
Definicio´n 1.4.2. El nu´mero de desanudamiento de un nudo K, denotado por uK , es el
mı´nimo nu´mero de cambios de tipo de cruce necesarios para convertir la clase del nudo
K en la del nudo trivial considerando todos los posibles diagramas del nudo K.
Es inmediato comprobar que cK y uK son invariantes aquirales. En cambio, a simple
vista, podemos ver que la contorsio´n de un nudo solo se mantiene constante por los
movimientos RII y RIII e isotop´ıas planas y, por lo tanto, no es un invariante.
El siguiente invariante que introduciremos sera´ el polinomio de Jones que, aunque no
fue el primer polinomio asociado a nudos y enlaces, s´ı que fue el primero que distingu´ıa
un nudo de su imagen especular. Fue descubierto por Vaughan Jones en 1984 a ra´ız de
la investigacio´n que hac´ıa con respecto a a´lgebras de operadores [15]. Ma´s tarde Louis
Kauffman encontro´ una manera de obtener el polinomio de manera ma´s sencilla usando
lo que denomino´ el corchete polino´mico, que es la que seguiremos en nuestro caso [17].
Queremos un invariante cuyo valor para el nudo trivial © sea 1. As´ı pues, la primera
regla sera´
〈©〉 = 1.
Tambie´n necesitamos que el corchete de un enlace se obtenga en te´rminos de corchetes
de enlaces ma´s simples. Para ello, se escogera´ un cruce del diagrama y se procedera´ a
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modificarlo de la siguiente manera:
〈 〉 = A〈)(〉+B〈〉
〈 〉 = A〈〉+B〈)(〉,
donde la segunda ecuacio´n corresponde a un ‘giro’ de 90◦ y donde A y B son variables a
determinar. Este tipo de relaciones se llaman de madeja [1, 7, 16]. Por ejemplo, la figura
1.4.1 representa la descomposicio´n del tre´bol en diagramas ma´s simples.
Figura 1.4.1: Descomposicio´n arbo´rea del tre´bol.
La tercera y u´ltima regla trata el caso de diagramas con componentes triviales:
〈D unionsq©〉 = C〈D〉,
donde C es otra variable a determinar y unionsq denota la unio´n disjunta.
Para que el corchete permanezca constante por movimientos del tipo RII, debe cum-
plirse:
〈 〉 = AB〈〉+ (A2 + ABC +B2)〈)(〉 = 〈)(〉,
lo cual resulta en las condiciones
B = A−1
C = − (A2 + A−2)
y nos determina dos de las tres variables. Con tales condiciones, el corchete permanece
inalterado por movimientos de tipo RIII y solo falta ver que´ acaece con los de tipo RI:
〈 〉 = −A−3〈—〉
〈 〉 = −A3〈—〉.
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Como vemos, el corchete no es un invariante. Ahora bien, podemos intentar solucionar el
problema con una cantidad definida anteriormente: la contorsio´n.
Definimos un nuevo corchete de un diagrama, orientado o no, como
XD(A) = (−A3)−ωD〈D〉A.
Simplemente teniendo en cuenta que si dos diagramas D1 y D2, equivalentes por un
movimiento de tipo RI, tienen contorsiones ωD2 = ωD1 ± 1 y que
〈D2〉 = A∓1〈D1〉+ A±1〈D2 unionsq©〉 = A∓1〈D1〉 − A±1(A2 + A−2)〈D1〉 = −A±3〈D1〉,
donde hemos usado la segunda y tercera reglas, entonces
XD2 = (−A3)−ωD2 〈D2〉 = (−A3)−ωD1 (−A∓3)〈D2〉
= (−A3)−ωD1 (−A∓3)(−A±3)〈D1〉 = XD1
es un invariante bajo los tres tipos de movimientos.
Definicio´n 1.4.3. Definimos el polinomio de Jones de un diagrama D como
VD(t) = XD(t
−1/4).
Hemos construido el polinomio de Jones de tal forma que sea un invariante, lo que
nos permite denotarlo como VK en vez de VD. Teniendo en cuenta las relaciones entre los
diagramas de cruces dados y las consideraciones hechas, es inmediato demostrar que el
polinomio de Jones cumple la relacio´n de madeja
t−1V (t)− tV (t) = (t1/2 − t−1/2)V)((t).
Dicha relacio´n es una ecuacio´n entre la indeterminada del polinomio de Jones y los tres
cruces ma´s ba´sicos , y )( del polinomio.
Para un nudo K aquiral, podemos cambiar los cruces por los y viceversa. En
este caso debe cumplirse que VK = VK∗ puesto que los dos polinomios deben ser iguales.
Esta condicio´n se cumple cuando cambiamos t por t−1 en la relacio´n de madeja. Como
consecuencia obtenemos que VK(t) = VK∗(t
−1), lo cual implica que si el polinomio de
Jones no es pal´ındromo, entonces el nudo considerado es quiral. Tal hecho demuestra que
el polinomio es un invariante que permite distinguir un nudo de su imagen especular, es
decir, que es un invariante quiral.
El polinomio de Jones au´n es objeto de diversas preguntas abiertas. Por ejemplo, no
se sabe si existe un nudo no trivial cuyo polinomio de Jones sea 1; se sabe que en el caso
de enlaces la respuesta es positiva. Adema´s, para ciertas clases de nudos no equivalentes
los polinomios coinciden. Verbigracia los nudos 51 y 10132 o el 88 y el 10129; para ver ma´s
ejemplos puede consultarse [1, 6, 7].
En nuestro caso, la anterior limitacio´n del polinomio de Jones no nos afectara´, dado
que trabajaremos con un nu´mero ma´ximo de cruces para el cual no tendremos nudos 10Y .
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Si se quisiera solventar este problema con el fin de trabajar con las clases de nudos 10Y o
superiores, podr´ıa trabajarse con el polinomio de HOMFLY P (a, z), llamado as´ı por sus
descubridores Hoste, Ocneanu, Millett, Freyd, Lickorish y Yetter, que cumple la relacio´n
de madeja
a−1P (a, z)− aP (a, z) = zP)((a, z),
o el polinomio dado por la homolog´ıa de Khovanov, entre otros.
En general dichos polinomios cumplen relaciones entre ellos. Por ejemplo, a trave´s del
polinomio de HOMFLY podemos encontrar el polinomio de Jones simplemente sustitu-
yendo a por t−1 y z por t1/2 − t−1/2. Es decir,
VK(t) = PK(t
−1, t1/2 − t−1/2).
La demostracio´n se basa en sustituir las relaciones dadas en las correspondientes relaciones
de madeja.
Para acabar el cap´ıtulo, daremos unas propiedades del polinomio de Jones cuya de-
mostracio´n es casi inmediata teniendo en cuenta la relacio´n de madeja del polinomio de
Jones y el corchete polino´mico de Kauffman.
Proposicio´n 1.4.4. Sean K y K ′ dos nudos. Entonces:
(i) VK#K′(t) = VK(t)VK′(t).
(ii) VKunionsqK′(t) = −(t1/2 + t−1/2)VK(t)VK′(t), donde K unionsqK ′ representa la unio´n disjunta
de K y K ′.




El propo´sito de este cap´ıtulo es el de introducir los fundamentos de las trenzas y su
relacio´n con la teor´ıa de nudos. Las usaremos como herramienta para la modelizacio´n de
nudos.















, donde 1 ≤ i ≤ n y n ∈ N. Llamamos trenza a la unio´n de los puntos Ai con
los Bj mediante n arcos poligonales di tales que
(i) sean disjuntos dos a dos,
(ii) cada arco di conecte un punto Ai con un Bj,
(iii) cada plano de la familia Ez = {0 ≤ z ≤ 1} corte a cada arco en un u´nico punto.
Cada arco poligonal di se llama hebra y se dice que la trenza es de n hebras.
La condicio´n segu´n la cual cada plano de la familia Ez solo corta a cada hebra en un
punto se puede entender como la restriccio´n de que e´stas solo pueden ir de arriba a abajo
sin cortarse con ellas mismas. Como en el caso de los nudos, nos interesa saber cua´ndo
dos trenzas son equivalentes.
Definicio´n 2.1.2. Decimos que dos trenzas β1 y β2 son equivalentes y lo denotaremos
por β1 ∼ β2 si, y solo si, existe una isotop´ıa {Gt : D −→ D}0≤t≤1 tal que cada Gt es la
identidad en el borde de D, con G0 igual a la identidad en D y tal que G1(β1) = β2.
De esta definicio´n se desprende que dos trenzas de n y m hebras respectivamente no
pueden ser equivalentes si n 6= m y que n = m no es condicio´n suficiente para asegurar la
equivalencia de las dos trenzas.
Como en el caso de los nudos, toda trenza admite proyecciones regulares y por lo
tanto diagramas regulares. Llamaremos cruces a las proyecciones de los puntos dobles. El
teorema de Reidemeister 1.2.5 tambie´n es va´lido para diagramas de trenzas.
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Sea σi := σ
+




, y = j
n+1
, 0 ≤ z ≤ 1},
para todo j 6= i, i + 1 y cuyos arcos di y di+1 conectan los puntos Ai y Bi+1 y los puntos
Ai+1 y Bi respectivamente, de manera que el primero pasa sobre el segundo (cruce del
tipo ). Sea σ−i := σ
−1
i la misma trenza que σi pero con un cruce del tipo . El conjunto
{σ±i }i∈N es conocido como las trenzas de Artin.
2.2. Definicio´n y presentacio´n del grupo de trenzas
Sea Bn el conjunto de todas las trenzas de n hebras. La definicio´n de equivalencia de dos
trenzas es una relacio´n de equivalencia,es decir, cumple las propiedades de reflexividad,
simetr´ıa y transitividad. Por lo tanto, podemos definir el conjunto de clases de equivalencia
de trenzas de n hebras como Bn = Bn/ ∼.
Definicio´n 2.2.1. Sean β1, β2 ∈ Bn. Sin pe´rdida de generalidad podemos suponer que
β1 esta´ definida en D1 =
{
(x, y, z) ∈ R3 | 1
2
≤ x, y, z ≤ 1} y que β2 esta´ definida en
D2 =
{
(x, y, z) ∈ R3 | 0 ≤ x, y, z ≤ 1
2
}
. Definimos el producto de las trenzas β1 y β2, y
lo denotamos por β1β2, como la trenza definida en D = D1 ∪ D2 que proviene de identifi-
car los puntos B1i de β1 con los A
2
i de β2.
El conjunto Bn con la operacio´n de producto de trenzas es un grupo. Para demostrarlo,
observemos que el producto de dos trenzas conserva el nu´mero de hebras. Adema´s, dadas
β1 ∼ β2 y β3 ∼ β4, entonces β1β3 ∼ β2β4. Como consecuencia, el producto de dos clases
de equivalencia de trenzas esta´ bien definido, puesto que no depende del representante de









, 0 ≤ z ≤ 1
}
,
entonces se cumple βen ∼ β ∼ enβ para toda β ∈ Bn. Por lo tanto, en es un elemento
neutro. Sea β ∈ Bn definida sobre D y sea p la proyeccio´n tal que p(x, y, z) = (x, y,−z).
Si consideramos la trenza β′ = p(β) restringida a p(D), entonces se cumple que ββ′ ∼ en.
Decimos que β′ es la inversa de β y la denotamos por β−1. Es fa´cil ver que el producto de
trenzas es asociativo y, en general, no es conmutativo. Ma´s concretamente, para n ≥ 3,
el grupo Bn es no abeliano; nos referiremos a Bn como el grupo de trenzas de n hebras o
como el grupo de Artin de n hebras. El cardinal del grupo de trenzas para cada n ≥ 2 es
infinito, ver [21].
Sean β1 ∈ Bm y β2 ∈ Bn con m < n. Nos interesa extender la definicio´n de producto
de trenzas para β1 y β2. Dicha extensio´n consistira´ en transformar la trenza β1 en un
elemento de Bn, an˜adiendo n − m segmentos di = {x = 12 , y = in+1 , 0 ≤ z ≤ 1} para
m+ 1 ≤ i ≤ n. Es decir, el producto de trenzas de Bm y Bn tiene como trenza resultante
un elemento de Bn si m < n.
Sea β ∈ Bn una trenza cuyas hebras unen los puntos Ai con los puntos Bα(i) para una
permutacio´n α. Existe un morfismo de grupos φ : Bn −→ Sn tal que
φ(β) =
(
1 . . . n
α(1) . . . α(n)
)
,
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donde Sn denota el grupo de permutaciones de n objetos. Llamaremos a φ(β) la per-
mutacio´n asociada a β y la denotaremos por φβ. Si φβ es tal que i = α(i) para todo i,
decimos que la trenza β es pura.
La permutacio´n asociada a una trenza es un invariante que nos sera´ u´til ma´s adelante.
Fije´monos en que una trenza pura no tiene por que´ coincidir con el elemento neutro del
grupo de trenzas.
Estamos interesados en presentaciones del grupo de trenzas, puesto que tendremos que
trabajar de manera computacional con ellas. Fije´monos pues en las trenzas de la figura
2.2.1. La diferencia radica en el hecho de que la trenza derecha ha sido dividida en cajas
de tal manera que en cada una de ellas ha´llese un u´nico cruce. Este proceso de dividir una
trenza dada en cajas puede llevarse a cabo mediante el uso de isotop´ıas planas. Adema´s,
cada caja puede reinterpretarse como una trenza del conjunto de las trenzas de Artin.
La divisio´n en cajas no es u´nica, dado que, por ejemplo, la penu´ltima y u´ltima cajas
conmutan en la figura 2.2.1. Esta observacio´n constituye la demostracio´n de la siguiente
proposicio´n.
Figura 2.2.1: Trenzas equivalentes.
Proposicio´n 2.2.2. Toda trenza β ∈ Bn puede ser escrita como producto de elementos
del conjunto {σ±i }1≤i≤n−1.
Llamaremos a cada descomposicio´n de β como producto de trenzas de Artin una
palabra de la trenza. En el caso de la trenza de la figura 2.2.1, una posible palabra ser´ıa
β = σ1σ2σ2σ2σ
−





Con la proposicio´n anterior tenemos un conjunto de generadores del grupo de Artin,
pero para completar la presentacio´n necesitamos las relaciones existentes entre ellos. El
siguiente teorema, cuya demostracio´n esta´ en [5, 21], nos da tales relaciones.




σ1, . . . , σn−1
∣∣∣∣ σiσi+1σi = σi+1σiσi+1, 1 ≤ i ≤ n− 2σiσj = σjσi, 1 ≤ i, j ≤ n, | i− j |≥ 2
〉
.
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2.3. Relacio´n con la teor´ıa de nudos
En esta u´ltima seccio´n del cap´ıtulo se presentan los resultados ba´sicos que relacionan
la teor´ıa de nudos y la de trenzas.
Definicio´n 2.3.1. Sea β ∈ Bn una trenza de n hebras. Llamamos clausura de β, y la
denotamos como β¯, a la unio´n de β con los segmentos
Ci =
{
x = 0, y =
i
n+ 1









, z = 0, 1
}
para 1 ≤ i ≤ n.





Un ejemplo de clausura puede verse en la figura 2.3.1. Esta definicio´n puede ser modi-
ficada de tal manera que al proyectar no se an˜adan nuevos cruces. Por ejemplo, la clausura
de la trenza de la figura anterior puede verse en la figura 2.3.2.
Teorema 2.3.2 (Alexander). Cualquier nudo K puede obtenerse a partir de la clausura
de una trenza β. Adema´s, si φβ es la permutacio´n asociada a la trenza β, se cumple que
si φβ es un ciclo sin elementos fijos entonces K es un nudo. En caso contrario, K es un
enlace de dos o ma´s componentes.
Definicio´n 2.3.3. Sea β ∈ Bn. Definimos un movimiento de Markov de tipo I, denota´ndo-
lo por MI, como el producto βσn, as´ı como su inverso βσ
−
n , los cuales transforman una
trenza del grupo Bn en una del grupo Bn+1. Definimos un movimiento de Markov de tipo II
(MII) y su inverso como aquellos que transforman β en γβγ−1 y γ−1βγ respectivamente,
donde γ ∈ Bn es arbitraria.
Teorema 2.3.4 (Markov). Sean β ∈ Bn y β′ ∈ Bm con n no necesariamente igual a
m. Entonces las clausuras de las trenzas β y β′ son equivalentes si, y solo si, podemos
deformar β en β′ a trave´s de un nu´mero finito de movimientos de Markov.
2.3. Relacio´n con la teor´ıa de nudos 15





Trenzas no equivalentes pueden tener clausuras iguales. Por ejemplo, σ1σ2σ3  σ2σ3σ1,
pero σ1σ2σ3 ∼ σ2σ3σ1.
Las demostraciones de los teoremas de Markov y Alexander esta´n detalladamente
explicadas en [5, 21].
Observacio´n 2.3.5. Sean un nudo K y una trenza de palabra mı´nima β tal que su
clausura es equivalente a K. En general, no se cumple que cK = cβ. Por ejemplo el nudo




1 σ2. Por lo tanto, c52 = 5 6= 6 = cσ31σ2σ−11 σ2 .
Se puede encontrar una lista de nudos con ejemplos de palabras del grupo de Artin de
cruces mı´nimos cuyas clausuras son la correspondiente clase de nudo en [1, 6, 7].
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Cap´ıtulo 3
Procesos aleatorios
En este cap´ıtulo se ofrece una introduccio´n a la teor´ıa de los procesos aleatorios. Ma´s
concretamente, se definen las cadenas de Markov y se expone la clasificacio´n de sus estados
y la existencia de distribuciones estacionarias.
3.1. Cadenas de Markov
Los cap´ıtulos anteriores se refieren a dos teor´ıas topolo´gicas como son la teor´ıa de nudos
y la de trenzas. Dentro de esta u´ltima hemos citado un teorema debido al matema´tico
sovie´tico Andrey Andreyevich Markov Jr. (1903–1979). En este cap´ıtulo se resume la teor´ıa
de procesos estoca´sticos, dentro del campo de la probabilidad. Las cadenas de Markov
fueron estudiadas por Andrey Andreyevich Markov (1856–1922), padre del anterior.
Un espacio de medida es un par (S,G) donde S es un conjunto y G es una σ-a´lgebra
de subconjuntos de S, llamados medibles.
Sean (Ω,F) y (S,G) dos espacios de medida. Una funcio´n f : (Ω,F) −→ (S,G) se
denomina (F ,G)-medible si f−1(x) ∈ F para todo x ∈ G.
Un espacio de probabilidad es una terna (Ω,F , P ) donde (Ω,F) es un espacio de
medida y P es una funcio´n aditiva sobre F que toma valores en el intervalo [0, 1] y tal
que P (Ω) = 1.
Sean (Ω,F , P ) un espacio de probabilidad, (S,G) un espacio de medida y T un sub-
conjunto de N. Una variable aleatoria X : Ω −→ S es una funcio´n (F ,G)-medible. Un
proceso estoca´stico discreto es una familia X = {Xt | t ∈ T } de variables aleatorias defi-
nidas en (Ω,F , P ). Para cada elemento ω ∈ Ω, la aplicacio´n Xt(ω) : T −→ S se denomina
realizacio´n del proceso.
El conjunto S se llama espacio de estados y cada uno de sus elementos estado o con-
figuracio´n del proceso. De ahora en adelante, supondremos que S es finito y denotaremos
su cardinal por |S|. Dado un elemento ω ∈ Ω, la notacio´n usada es Xn = a, donde a ∈ S,
para referirnos a Xn(ω) = a. Se dice que la cadena se encuentra en el estado a en el
ene´simo paso.
Un proceso estoca´stico discreto X se denomina proceso de Markov a tiempo discreto
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o cadena de Markov a tiempo discreto si satisface la condicio´n de Markov :
P (Xn = i | X0 = x0, . . . , Xn−1 = xn−1) = P (Xn = i | Xn−1 = xn−1)
para todo n ≥ 1 y cualesquiera i, x0, . . . , xn−1 ∈ S.
La condicio´n de Markov modela un proceso sin memoria, es decir, la probabilidad de
ir de un estado a a un estado b solo depende del estado a y no de los estados en los que el
proceso se encontraba anteriormente. Aun as´ı, esta probabilidad depende del paso n en el
que nos encontremos. La siguiente definicio´n hace independiente la probabilidad del paso
concreto en el que se encuentra la cadena.
Definicio´n 3.1.1. Una cadena de Markov X se dice que es homoge´nea si
P (Xm+n = j | Xm = i) = P (Xn = j | X0 = i)
para todo m y para todo i, j ∈ S. Llamamos probabilidad de transicio´n de n pasos a







De manera intuitiva, cada columna y cada fila de la matriz Pn representan un posible
estado y cada componente nos indica la probabilidad de pasar de un estado de una fila al
de una columna en n pasos.








pn+rij = P (Xm+n+r = j | Xm = i) =
∑
k∈S
P (Xm+n+r = j, Xm+n = k | Xm = i)
=
1
P (Xm = i)
∑
k∈S




P (Xm+n+r = j | Xm+n = k, Xm = i)P (Xm+n = k, Xm = i)




P (Xm+n+r = j | Xm+n = k)P (Xm+n = k | Xm = i),
donde se uso´ la definicio´n de probabilidad condicionada y la condicio´n de Markov. 
















= (pik)i,k (pkj)k,j = P2.
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Iterando, obtenemos que Pn = Pn. Como consecuencia directa, dada la matriz de transi-
cio´n de un paso de un proceso estoca´stico, podemos saber co´mo evolucionara´ al cabo de
n pasos.
Definicio´n 3.1.3. Decimos que una matriz A = (aij)i,j∈S es estoca´stica si aij ≥ 0 para
todo i, j y si
∑
j∈S
aij = 1 para todo i ∈ S.
Proposicio´n 3.1.4. Si una matriz A = (aij)i,j es estoca´stica, entonces cualquier potencia
de A es estoca´stica.

































Escogiendo A = B, vemos que A2 es estoca´stica. Por iteracio´n, obtenemos que An es
estoca´stica para todo n. 
Volviendo a la matriz de transicio´n P , vemos que cumple las dos condiciones de matriz





P (Xn+1 = j, Xn = i)
P (Xn = i)
=
P (Xn = i)
P (Xn = i)
= 1.
Es decir, cualquier potencia de P es una matriz estoca´stica.
3.2. Clasificacio´n de estados
Definicio´n 3.2.1. Decimos que un estado i ∈ S es recurrente si el proceso de Markov
eventualmente volvera´ al estado i, es decir, si existe n ≥ 1 tal que P (Xn = i | X0 = i) = 1.
En caso contrario, decimos que el estado es transitorio.
Definicio´n 3.2.2. Decimos que un estado i se comunica con un estado j si la cadena
pasara´ por el estado j habiendo partido del estado i, esto es, si existe n ≥ 0 tal que
P (Xn = j | X0 = i) > 0 y lo denotamos por i → j. Decimos que un estado i se interco-
munica con un estado j si i→ j y j → i y lo escribimos como i↔ j.
Es evidente que un estado i se intercomunica consigo mismo y que la relacio´n ↔
es sime´trica. Si vemos que es transitiva habremos demostrado que es una relacio´n de
equivalencia sobre los estados de S. Supongamos que i ↔ j y que j ↔ k; entonces
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rk ≥ pnij pmjk > 0,
obtenemos que i se comunica con k. Ana´logamente, k se comunica con i.
Definicio´n 3.2.3. Una cadena de Markov es irreducible si bajo la relacio´n de interco-
municacio´n existe una u´nica clase de equivalencia. En caso contrario, decimos que es
reducible.
Definicio´n 3.2.4. Decimos que un estado es recurrente nulo si es recurrente y su tiempo
de recurrencia medio mi, definido por∑
n≥1




diverge. Si el estado i es recurrente y mi <∞ decimos que es recurrente positivo.
Definicio´n 3.2.5. Definimos el per´ıodo de un estado i como di = mcd{n ≥ 1 | pnii > 0}.
Decimos que el estado i es perio´dico de per´ıodo di si di ≥ 2 y que es aperio´dico en caso
contrario. Un estado i se dice que es ergo´dico si es recurrente positivo y aperio´dico.





La demostracio´n de este lema puede ser encontrada en [4]. La siguiente proposicio´n
caracteriza las diferentes propiedades definidas a trave´s de la relacio´n de equivalencia de
la intercomunicacio´n.
Proposicio´n 3.2.7. Sean i y j dos estados de una cadena de Markov X tales que i
intercomunica con j. Entonces:
(i) i es transitorio si, y solo si, j es transitorio.
(ii) i es recurrente si, y solo si, j es recurrente.
(iii) i es recurrente nulo si, y solo si, j es recurrente nulo.
(iv) i es recurrente positivo si, y solo si, j es recurrente positivo.
(v) i es perio´dico si, y solo si, j es perio´dico, en cuyo caso di = dj.
(vi) i es ergo´dico si, y solo si, j es ergo´dico.
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Demostracio´n. Observamos que todas las implicaciones son sime´tricas y que, por lo tanto,
con demostrar una de las dos es suficiente.










la demostracio´n de las seis afirmaciones es pra´cticamente inmediata.
Sea X una cadena irreducible y supongamos que tiene un estado transitorio. Entonces,
por ser X irreducible, todos los estados son transitorios. Por lo tanto, para todo i ∈ S,∑
n≥1



















diverge. La contradiccio´n reside en el hecho de suponer que hay un estado transitorio, es
decir, todos los estados son recurrentes.
Si un estado i es recurrente nulo se cumple que pnji
n→∞−−−→ 0 para todo j (ver [12]).











lo cual demuestra que en una cadena irreducible todos los estados son recurrentes positivos.
Si adema´s todos los estados son aperio´dicos, decimos que la cadena es ergo´dica.
3.3. Distribucio´n estacionaria
Definicio´n 3.3.1. Decimos que un vector pi = (pi1, . . . , pi|S|) es una distribucio´n estacio-
naria de una cadena X, con matriz de probabilidad P y espacio de estados S finito y
numerable, si
(i) todas sus componentes son positivas y su suma es 1, es decir, si pij ≥ 0 para todo




(ii) cumple la ecuacio´n matricial pi = piP .
Notemos que pi = piP = (piP)P = piP2. Iterando, piPn = pi. Es por este motivo que
llamamos a pi una distribucio´n estacionaria.
El siguiente teorema, la demostracio´n del cual puede verse en [12], sera´ crucial para
nuestros propo´sitos, dado que nos asegura la existencia de una u´nica distribucio´n estacio-
naria.
Teorema 3.3.2. Una cadena ergo´dica X de espacio de estados S numerable y finito
posee una u´nica distribucio´n estacionaria pi dada por pii = 1/mi, donde mi es el tiempo
de recurrencia medio. Adema´s, la matriz de transicio´n P asociada a la cadena X tiene
valores propios λ1 = 1, λ2, . . . , λ|S| tales que |λj| < 1 para 2 ≤ j ≤ |S|.




Como hemos dicho anteriormente, este trabajo parte de diversos estudios previos donde
se analiza la accio´n de unas enzimas llamadas topoisomerasas II en las mole´culas de ADN.
El modelo de [10] y [14] consiste en generar aleatoriamente, para cada clase de nudo, un
conjunto de caminos poligonales cerrados en ret´ıculos de R3 usando algoritmos de Monte
Carlo. Estos art´ıculos se basan en dos algortimos distintos: el algoritmo crankshaft [10, 28]
y el algortimo BFACF [14, 18]. Aunque actu´an sobre espacios distintos, ambos me´todos
de Monte Carlo se basan en escoger segmentos de una cadena poligonal y modificarlos
bajo ciertos para´metros y de distintas maneras con cierta probabilidad. Una explicacio´n
ma´s extensa y detallada acerca de co´mo actu´an los algoritmos y propiedades de e´stos
puede verse en [18].
El presente trabajo se basa en el modelo que se describe a continuacio´n. El primer paso
a dar es definir el conjunto de diagramas de nudos sobre el cual se efectuara´n cambios de
cruces en nuestro modelo.
Sea cma´x ∈ N un nu´mero natural que representara´ el nu´mero ma´ximo de cruces que
consideraremos en los diagramas de trenzas. Para cada trenza β, denotaremos por cβ el
nu´mero de cruces de β.
Dado un nudo K, consideremos el conjunto
BK =
{
β ∈ Bcβ+1 | β ∼ K, 1 ≤ cβ ≤ cma´x
}
y denotemos B = ∪KBK . El cardinal del conjunto BK es finito para cada K y B tambie´n
es finito por la eleccio´n de cma´x. Notemos que, en general, cβ 6= cK (observacio´n 2.3.5) y




· · ·σicβicβ .
Supondremos que las mole´culas de ADN se encuentran en estado relajado, es decir,
que la torsio´n de la mole´cula (rotacio´n sobre su propio eje) es pra´cticamente nula y que,
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por lo tanto, la doble he´lice de ADN puede considerarse como una u´nica hebra. Se deja
para futuros estudios la inclusio´n del efecto de la torsio´n en la modelizacio´n.
La accio´n de las topoisomerasas II consiste en cambiar un cruce por el cruce o
viceversa. Esta accio´n se traduce matema´ticamente al hecho de cambiar ik por −ik para
algu´n cruce ik del diagrama de la trenza β. Por ejemplo, si realizamos un cambio en un
cruce de β = σ31 = σ1σ1σ1 ∈ B31 (cuya clausura es un tre´bol), cualquiera de los posibles
resultados es equivalente a la trenza β′ = σ1 ∈ B01 , cuya clausura es el nudo trivial.
Partiendo de un nudo K representado por la clausura de las trenzas del conjunto BK ,
nuestra intencio´n es calcular la probabilidad de que K se transforme en K ′ (para cada
K ′) despue´s de un cambio en un cruce. Por lo tanto, en este modelo, la accio´n de la
topoisomerasa II sera´ un proceso estoca´stico discreto de Markov Xt : S −→ S con t ∈ T ,
donde S es el conjunto de clases distintas de nudos que son clausuras de trenzas en B y
donde T es un subconjunto de los nu´meros naturales. En nuestro caso, podemos escoger
la σ-a´lgebra F como el conjunto de las partes de S y la probabilidad asociada a esta
variable aleatoria en el espacio de medida discreta (S,F) es lo que queremos determinar.
Al suponer que el proceso estoca´stico es de Markov solo estamos teniendo en cuenta
que dicho proceso es independiente del momento en el que se realice la accio´n.
Es necesario notar que el hecho de acotar el nu´mero de cruces de cualquier trenza
considerada por cma´x nos determina el espacio de estados S en el que trabajaremos.
4.2. Algoritmo
Para nuestros propo´sitos, nos sera´ ma´s u´til denotar las palabras de las trenzas de
otro modo. Consideraremos la composicio´n de generadores de Artin de una trenza como
un vector de nu´meros enteros en el cual no aparecera´ el cero. Por ejemplo, la trenza
β = σ−1 σ2σ
−
1 σ2 la podemos reescribir como β = 〈−1, 2,−1, 2〉. Notemos que con esta
notacio´n no perdemos la informacio´n dada por la notacio´n usual.
Estructuraremos el algoritmo en distintos pasos:
Primer paso:
Sea c ∈ N un nu´mero natural menor o igual que cma´x. Tenemos 2ccc posibles trenzas con
c cruces, donde el factor cc son las posibles combinaciones de nu´meros positivos y donde
el factor 2c da cuenta de los posibles cambios de signo. De estas trenzas, no todas sera´n
nudos: la gran mayor´ıa sera´n enlaces de dos componentes o ma´s. Un pequen˜o ca´lculo previo
nos indica que solo considerando c = 7, tendr´ıamos ma´s de 100 millones de posibilidades.
Este hecho nos obliga a depurar la lista de trenzas para reducir su nu´mero.
Segundo paso:
(i) El primer filtro a hacer es comprobar que la permutacio´n asociada a cada trenza
es efectivamente un ciclo. Para ello, notamos que si tenemos una trenza compuesta
u´nica y exclusivamente de nu´meros positivos, a las cuales llamaremos trenzas posi-
tivas, cuya permutacio´n asociada es un ciclo, entonces cualquier modificacio´n en los
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signos de su palabra nos da como resultado una trenza cuya permutacio´n asociada
tambie´n es un ciclo. Por lo tanto, nos ahorramos 2c comprobaciones por cada trenza
y para cada c. Las generaremos en orden lexicogra´fico.
Aun as´ı, despue´s del primer filtro tendr´ıamos ma´s de un millo´n de trenzas solo
de siete cruces. Trabajar con tales cantidades de nu´meros es tedioso y ralentiza el
programa. Como consecuencia, se hace necesario un segundo filtro que reduzca estos
nu´meros a cantidades ma´s manejables.
(a) 〈1, 1, 2, 3, 1〉 (b) 〈1, 1, 2, 1, 3〉
Figura 4.2.1: Trenzas con diagramas coincidentes.
(ii) Las trenzas de la figura 4.2.1 son equivalentes, dado que segu´n las relaciones del
grupo de Artin, σ1σ3 = σ3σ1. A efectos pra´cticos, las clausuras de las dos trenzas
representan el mismo diagrama de la misma clase de nudo. Por lo tanto, el segundo
filtro sera´ el de escoger un u´nico representante de las clases de trenzas bajo la relacio´n
de equivalencia σiσj = σjσi para |i− j| ≥ 2.
Este filtro presenta ciertas dificultades estructurales en el momento de programar.
El motivo es simple: necesitamos identificar todos los representantes de la clase de
equivalencia de una trenza dada de la susodicha relacio´n. A continuacio´n, en la
figura 4.2.2 se muestra uno de los diagramas ma´s sencillos que puede haber en lo
que respecta a las relaciones entre trenzas bajo esta relacio´n de equivalencia.
Dada una trenza, calcular y almacenar los diagramas de las relaciones para luego
quedarse con uno de los representantes es muy costoso; por lo tanto, se ha optado
por atacar el problema de otra manera. Hemos partido de la base de que ten´ıamos
todas las trenzas positivas para un nu´mero de cruces dados y hemos reinterpretado
los diagramas como grafos, donde cada ve´rtice representa una trenza y cada arista
uno de los posibles cambios permitidos por σiσj = σjσi para |i− j| ≥ 2.
Empezando por la primera trenza positiva, representada por un ve´rtice, y marca´ndo-
la con un 1 miramos sus ve´rtices adyacentes y los marcamos con dicho nu´mero.
Pasamos a la siguiente trenza de la lista y comprobamos si esta´ marcada. Si no lo
esta´, la etiquetamos a ella y a sus adyacentes con un 2; si esta´ marcada, miramos
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〈1, 3, 4, 2, 3〉
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Figura 4.2.2: Diagrama de relaciones de la trenza 〈1, 3, 2, 4, 3〉.
sus adyacentes y los marcamos con el mismo nu´mero. El orden lexicogra´fico en el
que hemos escrito las trenzas nos asegura que si permutamos cualquiera de sus ele-
mentos, entonces el resultado sera´ una trenza menor, la cual ya estara´ marcada y
por lo tanto no hara´ falta tenerla en cuenta.
El segundo filtro nos reduce la cantidad de trenzas de 7 cruces de un millo´n a
aproximadamente unas cien mil. Podr´ıamos ahorrar tiempo de co´mputo si no hubiese
que calcular y almacenar todas las trenzas para luego marcarlas.
Una vez implementado el segundo filtro, los conjuntos de representantes BK se vera´n
reducidos a las clases de equivalencia de las trenzas β ∈ BK mo´dulo relaciones del tipo
σiσj = σjσi para |i− j| ≥ 2. Denotaremos por BK estos conjuntos de trenzas y por B a
su unio´n. El conjunto S no se vera´ modificado.
Tercer paso:
Hecho esto, solo queda calcular sus respectivos polinomios de Jones con el objetivo de
poder clasificarlas y ordenarlas. Para calcular cada polinomio se ha usado un algoritmo del
paquete KnotTheory’ [27] del programa Wolfram Mathematica 10.0. Dicho algoritmo es
una versio´n optimizada del proceso de descomposicio´n en diagramas ma´s simples mediante
el uso del corchete polino´mico explicado en la seccio´n 1.4. Para la clasificacio´n se ha usado
una lista de polinomios de Jones del susodicho paquete para nudos primos. Para nudos
compuestos se ha tenido en cuenta la proposicio´n 1.4.4.
La opcio´n de no efectuar el segundo filtro implicar´ıa un tiempo de computacio´n mayor
para el polinomio de Jones. Con la segunda depuracio´n, adema´s de disminuir el nu´mero
de datos, tambie´n disminuimos el tiempo de ca´lculo total.
Finalmente, la tabla 4.2.3 muestra el nu´mero de trenzas con cma´x = 8 obtenidas para
cada clase de nudo. Del total, la mitad son de K y la otra mitad de K∗ en caso de ser K
quiral. El resto hace referencia a nudos de ocho o ma´s cruces y a nudos compuestos. La
escasez de nudos de ma´s de seis cruces se debe a la observacio´n 2.3.5. La suma de todas
ellas es 887.408.
4.3. Resultados 27
Nudo Total Nudo Total
01 577.952 71 194
31 213.818 73 96
41 41.180 75 192
51 14.232 76 632




62 5.680 31#31 4.340
63 4.960 Resto 2.792
Tabla 4.2.3: Nu´mero de trenzas guardadas para cada clase de nudo.
El tiempo de computacio´n, incluyendo la generacio´n y depuracio´n, de las trenzas de
menos de nueve cruces es de unas 42 horas con un procesador Intel(R) Core(TM) i5-4690
CPU a 3.50 GHz. El problema con las trenzas de nueve cruces no es el tiempo de ca´lculo,
que solo es de unos cinco d´ıas, sino el manejo de la informacio´n. El fichero de trenzas de
hasta ocho cruces ocupa aproximadamente 40 MB; en cambio, considerando las trenzas
de nueve cruces se obtiene un fichero de ma´s de 500 MB, lo cual hace imposible, a nivel
de ordenador de usuario, el manejo de tal cantidad de informacio´n.
4.3. Resultados
Una vez creada la base de datos de diagramas de trenzas y explicitada la accio´n de los
cambios de cruces sobre cada palabra, solo queda proceder al ca´lculo de las probabilidades
de transicio´n. Para ello haremos ciertas aproximaciones y simplificaciones.
En primer lugar, si un nudo K es quiral, calcularemos las probabilidad de transicio´n de
K y no la de su imagen especular K∗. Esta simplificacio´n es debida a que si un nudo K se
transforma en un nudo K ′, entonces el nudo K∗ se transforma con la misma probabilidad
en el nudo K ′∗. Por este motivo, podemos considerar solo una de las dos transformaciones
y ahorrarnos tiempo de ca´lculo. Adema´s, la dimensio´n de la matriz de transicio´n se vera´
reducida sin pe´rdida alguna de informacio´n.
Como consecuencia de la susodicha simplificacio´n tendremos que tener en cuenta que
las probabilidades de la matriz de transicio´n P de un nudo aquiral a uno de quiral sera´n
el doble de las reales.
En segundo lugar, tendremos en cuenta todos los posibles cambios de cada trenza,
con lo cual, las probabilidades de transicio´n que calcularemos sera´n exactas. Este proce-
dimiento equivale a considerar cada trenza el nu´mero de veces que cruces tiene. Despue´s
discutiremos las implicaciones de tal procedimiento.
En la notacio´n del cap´ıtulo anterior, lo que queremos calcular son las probabilidades
de transicio´n de un nudo inicial K a uno K ′, es decir,
pKK′ = P (X1 = K
′ | X0 = K) = #K
′
#K
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donde #K denota el nu´mero de diagramas deK iniciales y #K ′ el nu´mero de diagramas de
K ′ obtenidos mediante cambios de cruces, para luego calcular la distribucio´n estacionaria.
Observemos que las probabilidades pKK′ son independientes del paso y, por lo tanto, el
proceso de Markov es homoge´neo. En este sentido y dado que la distribucio´n estacionaria
es el vector propio de valor propio 1 de la matriz P = (pKK′)K,K′ , solo nos interesa calcular
las probabilidades de transicio´n de los nudos {01, . . . , 63, 31#3∗1, 31#31} a ellos mismos,
puesto que del resto no hay suficientes datos. Por lo tanto, la suma de probabilidades de
transicio´n desde un nudo K al resto de los considerados no sumara´ 1 en la mayor parte
de los casos, aunque se acercara´. El hecho de que las filas de la matriz P no sumen 1
constituira´ la tercera y u´ltima aproximacio´n.
Tipo Probabilidades de transicio´n
de nudo 01 31 41 51 52 61 62 63 31#3
∗
1 31#31 Total
01 0,7787 0,1664 0,0424 0 0,0079 0,0007 0,0015 0,0024 0 0 0,9993
31 0,4477 0,4305 0 0,0402 0,0252 0 0,0069 0,0120 0,0160 0,0160 0,9945
41 0,5925 0 0,3130 0 0 0,0159 0,0513 0 0 0 0,9727
51 0 0,6009 0 0,2271 0,1432 0 0 0 0 0 0,9711
52 0,2979 0,3558 0 0,1349 0,1832 0 0 0 0 0 0,9717
61 0,2522 0 0,4343 0 0 0,1821 0,1261 0 0 0 0,9946
62 0,1470 0,2573 0,3704 0 0 0,0333 0,1707 0 0 0 0,9786
63 0,2789 0,5125 0 0 0 0 0 0,1808 0 0 0,9723
31#3
∗
1 0 0,7848 0 0 0 0 0 0 0,1937 0 0,9785
31#31 0 0,7837 0 0 0 0 0 0 0 0,1930 0,9767
Tabla 4.3.1: Matriz de transicio´n P1 del espacio de estados dado un conjunto de nudos. La u´ltima columna
corresponde a la suma de las probabilidades de cada fila.
La tabla 4.3.1 es la matriz de transicio´n del espacio de estados dado por el conjunto
de nudos S1 = {01, . . . , 63, 31#3∗1, 31#31} representados por elementos de B.
Como cada elemento de la diagonal es mayor que cero, la matriz es aperio´dica. Adema´s,
la cadena es irreducible puesto que todos los estados intercomunican dos a dos y, como
consecuencia, solo hay una u´nica clase de equivalencia. Por lo tanto, gracias al teorema
3.3.2, la cadena tiene una distribucio´n estacionaria pi y valores propios λ = 1, λ2, . . . , λ|S|
tales que |λj| < 1 para 2 ≤ j ≤ |S| = 10.
La matriz P1 de la tabla 4.3.1 tiene como distribucio´n estacionaria el vector
pi1 = (0,6576; 0,2418; 0,0454; 0,0155; 0,0166; 0,0017; 0,0063; 0,0055; 0,0048; 0,0048)
de valor propio λ1 = 0,9956. El resto de valores propios cumple que |λj| < 1.
Como consecuencia de las aproximaciones hechas, en particular dado que la suma de
las filas de la matriz no es exactamente 1, el valor propio no es exactamente 1. Usando un
me´todo de perturbaciones de ana´lisis nume´rico (ver [29] pa´gs. 68–70), podemos aproximar
el error de la matriz de transicio´n P1 a primer orden en el ca´lculo del valor y vector propios.








siempre que la probabilidad pij sea no nula y dividiendo cada fila i por el nu´mero de
componentes no nulas de la fila i de la matriz P1.
Tal ca´lculo nos da un error para el valor propio λ de 0,007 y un error ma´ximo en las
componentes de la distribucio´n estacionaria de 0,009.
Si nos interesara no tener un error en los ca´lculos, podr´ıamos considerar el espacio de
estados S1 anterior an˜adiendo como estado un elemento κ representado por las trenzas{
β ∈ B | β /∈ S1
}
.
Es decir, κ ser´ıan todas las trenzas que antes no considera´bamos y cuyas clausuras no
estar´ıan en el conjunto {01, . . . , 63, 31#3∗1, 31#31}. Con esta modificacio´n, los ca´lculos son
exactos y la distribucio´n estacionaria, de valor propio 1, ser´ıa
pi′1 = (0,6503; 0,2413; 0,0467; 0,0161; 0,0171; 0,0017; 0,0065; 0,0056; 0,0048; 0,0048; 0,0050)
siendo la u´ltima componente la relativa a κ. Ambas distribuciones pi1 y pi
′
1 son pra´cti-
camente ide´nticas. Dado que la u´ltima fila, correspondiente a κ, no aporta informacio´n
relevante sobre el proceso y que los art´ıculos [10, 14] tampoco la tienen en cuenta, conti-
nuaremos trabajando con pi1 y no con pi
′
1.
Finalmente, dado un conjunto inicial de trenzas cuya clausura es un nudo dado, quere-
mos ver si en el modelo que hemos propuesto las topoisomerasas II desanudan de manera
eficiente el conjunto de diagramas. Para ello escogemos un nudo K. El conjunto de dia-
gramas, al ser todos correspondientes a K, pueden escribirse como un vector u de compo-
nentes nulas excepto la que corresponde al nudo K. Multiplica´ndolo n veces por la matriz
de transicio´n P1, obtenemos el vector u al cabo de n cambios de cruce. Aplicando P1 un
nu´mero suficientemente grande de veces obtendr´ıamos la distribucio´n estacionaria pi1.
Por ejemplo, escojamos K = 61. En la tabla 4.3.2 vemos el vector u tras diversas
multiplicaciones por la matriz de transicio´n.
Nu´mero Tipo de nudo
de cambios 01 31 41 51 52 61 62 63 Resto
1 0,252 0 0,434 0 0 0,182 0,126 0 0,006
2 0,518 0,074 0,272 0 0,002 0,044 0,067 0,001 0,022
3 0,620 0,136 0,151 0,003 0,006 0,015 0,032 0,002 0,035
4 0,643 0,177 0,092 0,007 0,010 0,007 0,017 0,004 0,060
Tabla 4.3.2: Transformacio´n del nudo 61 bajo sucesivos cambios de cruces.
La primera distribucio´n que obtenemos al hacer un cambio de cruces corresponde a la
fila del nudo 61 de la matriz de transicio´n P1. En el segundo cambio de cruces, ma´s de
la mitad de los nudos se han desanudado. En el cuarto cambio de cruces ya tenemos una
distribucio´n parecida a la estacionaria.
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4.4. Discusio´n y conclusiones
Con el fin de comparar nuestros resultados con los de otros art´ıculos, presentamos en
las tablas 4.4.1 y 4.4.2 las correspondientes matrices de transicio´n de los art´ıculos [10] y
[14] respectivamente.
Tipo Probabilidades de transicio´n
de nudo 01 31 41 51 52 61 62 63 31#3
∗
1 31#31
01 0,9457 0,0454 0,0073 0 0,0012 0,0001 0,0001 0,0002 0 0
31 0,5988 0,3374 0 0,0246 0,0217 0 0,0033 0,0036 0,0057 0,0049
41 0,6844 0 0,2622 0 0 0,0263 0,0271 0 0 0
51 0 0,6534 0 0,2350 0,1116 0 0 0 0 0
52 0,2820 0,4182 0 0,0811 0,2187 0 0 0 0 0
61 0,2669 0 0,4379 0 0 0,2283 0,0669 0 0 0
62 0,1881 0,2717 0,3178 0 0 0,0474 0,1750 0 0 0
63 0,2921 0,5358 0 0 0 0 0 0,1721 0 0
31#3
∗
1 0 0,8304 0 0 0 0 0 0 0,1696 0
31#31 0 0,8258 0 0 0 0 0 0 0 0,1742
Tabla 4.4.1: Matriz de transicio´n P2 publicada en [10].
Tipo Probabilidades de transicio´n
de Nudo 01 31 41 51 52 61 62 63 Total
01 0,852 0,122 0,022 0 0,004 0,000 0,000 0,000 1
31 0,780 0,04 0 0,027 0,035 0 0,004 0,007 0,893
41 0,842 0 0,045 0 0 0,054 0,048 0 0,989
51 0 0,318 0 0,021 0,098 0 0 0 0,437
52 0,312 0,206 0 0,061 0,018 0 0 0 0,597
61 0,266 0 0,443 0 0 0,051 0,054 0 0,814
62 0,168 0,127 0,339 0 0 0,045 0,013 0 0,692
63 0,330 0,490 0 0 0 0 0 0,024 0,844
Tabla 4.4.2: Matriz de transicio´n P3 publicada en [14].
En la tabla 4.4.1 todas las filas suman 1 dado que los autores calcularon las probabi-
lidades de transicio´n ignorando los nudos que transicionaban a nudos fuera del conjunto
S2 especificado en la primera columna de la tabla. As´ı pues, la distribucio´n estacionaria
tiene valor propio ficticio λ2 = 1 y es:
pi2 = (0,9122; 0,0693; 0,0096; 0,0026; 0,0037; 0,0005; 0,0007; 0,0005; 0,0005; 0,0004) .
En cambio, como vemos en la u´ltima columna de la tabla 4.4.2, las probabilidades de
e´sta no suman uno dado que, como nosotros, s´ı que han tenido en cuenta la transicio´n de
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los nudos a otros nudos fuera del conjunto S3 de ese estudio. Puesto que consideran pro-
yecciones de nudos con nu´mero de cruces ma´s elevado al nuestro (no especifican cua´ntos;
como mı´nimo hasta 16), sus probabilidades de transicio´n a nudos fuera del conjunto S3
son ma´s elevadas. Usando el mismo procedimiento de ca´lculo que en el caso de la matriz
de la tabla 4.3.1 obtenemos una distribucio´n estacionaria
pi3 = (0,8496; 0,1138; 0,0212; 0,0037; 0,0080; 0,0013; 0,0016; 0,0008)
de valor propio λ3 = 0,9814.
Haciendo el mismo tratamiento para el ca´lculo del error asociado, obtenemos un error
ma´ximo para las componentes de pi3 de 0,06 y un error para λ3 de 0,06. Si comparamos
errores, los de [14] son ma´s de diez veces superiores a los nuestros.
Fije´monos en que los espacios de estados en cada art´ıculo son distintos dos a dos. Por
un lado y como ya hemos dicho, nuestro espacio de estados S1 esta´ compuesto por los
nudos {01, . . . , 63, 31#3∗1, 31#31} representados por trenzas de B y esta´ bien definido. Por
otro lado, los espacios de estados en S2 y S3 carecen de representantes cano´nicos.
Resumiendo, los valores de las distribuciones estacionarias encontradas pueden verse
en la tabla 4.4.3. Si observamos las matrices de transicio´n P1,2,3, vemos que en P2 y en
P3 las probabilidades de transicio´n de un nudo K cualquiera al nudo trivial son mayores
que las de P1, lo cual provoca que todas las componentes de pi1, salvo la del nudo trivial,
sean mucho mayores que aquellas de pi2 y pi3.
Distribuciones estacionarias
01 31 41 51 52 61 62 63 31#3
∗
1 31#31
pi1 0,6576 0,2418 0,0454 0,0155 0,0166 0,0017 0,0063 0,0055 0,0048 0,0048
pi2 0,9122 0,0693 0,0096 0,0026 0,0037 0,0005 0,0007 0,0005 0,0005 0,0004
pi3 0,8496 0,1138 0,0212 0,0037 0,0080 0,0013 0,0016 0,0008 — —
Tabla 4.4.3: Distribuciones estacionarias del presente estudio y de [10] y [14] respectivamente.
Por u´ltimo, queda presentar una sucesio´n de cambios de cruces para un conjunto inicial
solo de nudos 61 tal y como hemos hecho en la seccio´n anterior. El resultado para [10] y
[14] despue´s de 4 cambios de cruces puede verse en la tabla 4.4.4, as´ı como tambie´n el
nuestro.
Tipo de nudo
01 31 41 51 52 61 62 63 Resto
Nuestro 0,643 0,177 0,092 0,007 0,010 0,007 0,017 0,004 0,060
[10] 0,896 0,064 0,026 0,002 0,003 0,004 0,003 0,001 0,001
[14] 0,635 0,082 0,021 0,002 0,006 0,003 0,003 0,001 0,247
Tabla 4.4.4: Transformacio´n del nudo 61 despue´s de cuatro cambios de cruces.
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Como vemos, los elementos de la diagonal de la matriz P3, salvo el primero, son aproxi-
madamente diez veces ma´s pequen˜os que los de las matrices P1 y P2, dado que los autores
de [14] decidieron eliminar de sus conjuntos de proyecciones de nudos los movimientos de
Markov, excepto los del nudo trivial. Consecuentemente, las probabilidades de transicio´n
de un nudo a s´ı mismo se ven reducidas.
A pesar de las diferencias en los modelos utilizados, tanto en sus distintos algoritmos de
generacio´n como en el espacio de estados considerado, y las encontradas en las matrices de
transicio´n y en las distribuciones estacionarias, algunas de las probabilidades de transicio´n
para ciertos tipos de nudos son notablemente similares, tal y como ilustra el histograma de
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Figura 4.4.5: Comparacio´n de las probabilidades de transicio´n del nudo 61.
Como hemos dicho anteriormente, la matriz P1 ha sido calculada teniendo en cuenta
todos los posibles cambios de signo de todas las trenzas encontradas. Ahora bien, si
consideramos subconjuntos aleatorios de cardinal 1.000 o superior de los conjuntos BK
permitiendo repeticiones, las probabilidades de transicio´n solo var´ıan en el orden de las
mile´simas.
Si hubie´semos optado por generar subconjuntos de trenzas aleatorias de BK (sin de-
purar) de al menos cardinal 1.000 para cada clase de nudo, el proceso hubiese tomado
considerablemente ma´s tiempo dado que este tipo de generacio´n se tiene que llevar a cabo
creando vectores de nu´meros pseudoaleatorios y calcular el polinomio de Jones de dicha
trenza. Ahora bien, generar aleatoriamente trenzas cuyas clausuras sean nudos de clases
superiores a las del 5Y consume mucho tiempo, puesto que la gran mayor´ıa son nudos
triviales o tre´boles.
Aun as´ı, suponiendo que el tiempo de computacio´n fuese razonable, las trenzas gene-
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radas no seguir´ıan una distribucio´n uniforme y, por lo tanto, los resultados obtenidos se
desviar´ıan de los esperados. Por ejemplo, en el grupo de Artin de trenzas positivas con
n = 3, la trenza σ1σ2σ1σ2 tiene cuatro posibles representaciones y en cambio, la trenza σ
3
1
tiene una u´nica representacio´n. Para evitar la desviacio´n, tendr´ıa que tenerse en cuenta
el algoritmo explicado en el art´ıculo [11] para la generacio´n de trenzas positivas del grupo
de Artin con una distribucio´n uniforme.
En nuestro modelo, la generacio´n de diagramas aleatorios de nudos viene dada por la
de los elementos del grupo de Artin, que en nuestro caso podemos llegar a controlar. En
cambio, en los modelos de [10] y de [14], al basarse en algoritmos de Monte Carlo para
la generacio´n de los elementos de su espacio de estados, no pueden saber si los conjuntos
generados son o no independientes. Es por ello que generan listas de entre treinta mil y
sesenta mil proyecciones para cada clase de nudo, con la esperanza de que las desviaciones
que pueda tener el modelo se vean reducidas por estas enormes cantidades.
Hemos visto lo que pasa al considerar subconjuntos de BK para los distintos nu-
dos. Veamos que´ sucede cuando cambiamos el conjunto B. Consideremos solo las trenzas
β ∈ B con cma´x = 7. En este caso, el nu´mero total de elementos de B se ve reducido a
119.922 y el conjunto S1 se ve reducido a {01, . . . , 63}, puesto que el nu´mero de repre-
sentantes de los nudos compuestos que antes considera´bamos se ven muy reducidos. La
matriz de transicio´n correspondiente a este cambio se reduce en dimensio´n y las proba-
bilidades de transicio´n var´ıan en el orden de las cente´simas. Si restringimos ma´s el valor
de cma´x, observamos un cambio ma´s brusco en el orden de las diferencias. Probablemente,
un aumento de cma´x a 9 o valores superiores so´lo variar´ıa las probabilidades de transicio´n
en el orden de las mile´simas.
Es sabido que las topoisomerasas II desanudan de manera eficiente las cadenas de
ADN. Es por ello que se intenta modelizar su accio´n. Los resultados de la tabla 4.4.4
muestran que nuestra modelizacio´n es similar o incluso algo mejor que la de [14], puesto
que obtenemos resultados similares y adema´s controlamos mejor las clases de nudos que
podemos llegar a obtener.
No podemos comparar nuestra eficiencia de desanudamiento ni la de [14] con la de [10]
puesto que no sabemos que´ tanto por ciento de nudos de la distribucio´n inicial van fuera
del conjunto S2. Recordemos que en [10] se han obviado estas transiciones y por lo tanto
las filas de la matriz P2 suman 1.
El algoritmo de generacio´n de nudos en el caso del art´ıculo [14] dura unas cuantas
semanas. En nuestro caso solo ha durado apenas dos d´ıas. Ellos consideran nudos de
hasta clase 8Y ; aun as´ı hemos obtenido resultados muy similares, como puede verse en
las tablas 4.3.2 y 4.4.3. Mejorando nuestro algoritmo de generacio´n y/o considerando
una generacio´n aleatoria tambie´n podr´ıamos llegar hasta nudos de clase 8Y . Adema´s,
el algoritmo BFACF tiene una limitacio´n ba´sica llamada el efecto de volumen excluido.
Dicho efecto tiene que ver con el hecho de que el ret´ıculo simple de Z3 posee una rigidez
intr´ınseca [13].
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4.5. Posibles l´ıneas de investigacio´n futuras
Una vez creado el algoritmo que permite efectuar cambios de cruces en diagramas de
trenzas, se podr´ıan investigar otros problemas relacionados con nudos.
Para empezar, se puede definir una me´trica en las transiciones de nudos [8]:
Definicio´n 4.5.1. Sean K1 y K2 dos nudos. Definimos la distancia de cambios de cruces,
que denotamos como u(K1, K2), al mı´nimo nu´mero de cambios de cruces necesarios para
transformar K1 en K2, donde el mı´nimo se refiere a todos los posibles diagramas de ambos
nudos.
Esta distancia satisface todas las condiciones de una me´trica:
(i) u(K1, K2) = 0 si, y solo si, K1 = K2,
(ii) u(K1, K2) = u(K2, K1),
(iii) u(K1, K2) ≤ u(K1, K) + u(K,K2) para cualquier nudo K.
Para K2 = 01, la definicio´n de u(K1, K2) coincide con la definicio´n 1.4.2.
Mejorando nuestra base de datos de trenzas, el me´todo de clasificacio´n y usando al-
gunos resultados de [20] que acotan u(K1, K2), tal vez se podr´ıa llegar a determinar el
mı´nimo nu´mero de cambios de cruces para pasar de 41 a 51, el cual au´n no se sabe si es
2 o 3.
Esta me´trica es importante puesto que, si se conocen todos los nudos generados en un
experimento, entonces pueden seguirse las acciones que llevan a tales resultados. Es decir,
se pueden descubrir los mecanismos segu´n los cuales actu´an diversas enzimas.
Nosotros hemos estudiado la accio´n de las topoisomerasas II en cadenas de ADN.
Existen otras enzimas, las recombinasas, cuya accio´n consiste en cambiar no solo los
cruces y entre s´ı, sino que tambie´n tiene en cuenta )( y .
Veamos que´ pasa cuando cambiamos un cruce de tipo por )(. Sea β la trenza
σ31 ∈ B31 . Si cambiamos uno de sus cruces por )( obtenemos la trenza pura σ21 cuya
permutacio´n asociada es la identidad y, por lo tanto, su clausura no es un nudo. Es decir,
en este caso deber´ıamos considerar las transiciones entre nudos y enlaces y entre enlaces
y enlaces. Para ello, habr´ıa que eliminar el primer filtro efectuado en la base de datos
segu´n el cual solo considera´bamos trenzas cuyas permutaciones asociadas fueran ciclos sin
elementos fijos.
El hecho de eliminar este filtro incrementar´ıa considerablemente el nu´mero de trenzas
obtenido y como consecuencia deber´ıa considerarse el uso de ma´s filtros. Por ejemplo,
otras simetr´ıas podr´ıan haber depurado ma´s la lista de trenzas. Dada una trenza β ∈ Bn
podr´ıamos haber eliminado su inversa, o la trenza obtenida al cambiar σi por σn−i en
la palabra β, o composiciones de estas dos modificaciones de β. Estas tres operaciones
corresponden a giros de 180◦ de los tres ejes cartesianos. Agradecemos al professor Juan
Gonza´lez-Meneses sus indicaciones en este sentido.
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Una de las primeras suposiciones que hemos hecho ha sido considerar cadenas de ADN
relajadas. Tal consideracio´n nos ha permitido aproximar la estructura de ADN como una
u´nica cadena.
Una vez considerada la doble he´lice de ADN, se podr´ıa estudiar la accio´n de otras
enzimas. Por ejemplo, el papel principal de la condensina es incrementar las vueltas que
da la cadena de ADN sobre su propio eje, aumentando as´ı la torsio´n produciendo ADN
superenrollado, lo que permite un mejor almacenamiento dentro de la ce´lula. Este efecto
impone ciertas restricciones sobre la configuracio´n de la cadena, dadas por la fo´rmula de
White (ver [9]). Por lo tanto, la accio´n de las topoisomerasas II se ver´ıan sujetas a ciertas
condiciones, lo que implicar´ıa que ciertos cambios tendr´ıan menor probabilidad de suceder
que otros.
Finalmente, solo hemos considerado transiciones de nudos mediante cambios de cruces
simples. Existen otras enzimas que realizan otros tipos de cambios a cruces ma´s compli-
cados [22].
36 Cap. 4. Transiciones de nudos
Bibliograf´ıa
[1] C. C. Adams, “The Knot Book: an Elementary Introduction to the Mathematical
Theory of Knots”, Amer. Math. Soc., Providence (2004).
[2] J. Arsuaga, M. Vazquez, S. Trigueros, W. Sumners and J. Roca, “Knotting probabi-
lity of DNA molecules confined in restricted volumes”, Proc. Natl. Acad. Sci., 99(8):
5373–5377 (2002).
[3] R. Brasher, R. G. Scharein and M. Vazquez, “New biologically motivated knot table”,
Biochem. Soc. Trans., 41(2): 606–611 (2013).
[4] Z. Brzez´niak and T. Zastawniak, “Basic Stochastic Processes”, Springer Undergra-
duate Mathematics Series, Springer, London (2005).
[5] G. Burde and H. Zieschang, “Knots”, de Gruyter Studies in Mathematics 5, de
Gruyter, Berlin (1985).
[6] J. C. Cha and C. Livingston, “KnotInfo: Table of Knot Invariants”, http://www.
indiana.edu/~knotinfo (junio de 2015).
[7] P. Cromwell, “Knots and Links”, Cambridge University Press, Cambridge (2004).
[8] I. K. Darcy and D. Sumners, “Applications of topology to DNA”, Banach Center
Pub., 42: 65–75 (1998).
[9] M. H. Eggar, “On White’s formula”, J. Knot Theory Ramif., 9(5): 611–615 (2000).
[10] A. Flammini, A. Maritan and A. Stasiak, “Simulations of action of DNA topoiso-
merases to investigate boundaries and shapes of space knots”, Biophys. J. 87(5):
2968–2975 (2004).
[11] V. Gebhardt and J. Gonza´lez-Meneses, “Generating random braids”, J. Combin.
Theory Ser. A, 120(1): 111–128 (2013).
[12] G. Grimmett and D. Stirzaker, “Probability and Random Processes”, Oxford Univer-
sity Press, 3rd edition, Oxford (2001).




[14] X. Hua, D. Nguyen, B. Raghavan, J. Arsuaga and M. Vazquez, “Random state tran-
sitions of knots: a first step towards modeling unknotting by type II topoisomerases”,
Topology Appl., 154(7): 1381–1397 (2007).
[15] V. F. R. Jones, “A polynomial invariant for knots via von Neumann algebras”, Bull.
Amer. Math. Soc., 12(1): 103–111 (1985).
[16] L. Kauffman, “On Knots”, Princeton University Press, Princeton (1987).
[17] L. H. Kauffman, “State models and the Jones polynomial”, Topology, 26(3): 395–407
(1987).
[18] N. Madras and G. Slade, “The Self-Avoiding Walk”, Springer, London (1993).
[19] K. Millet, “Monte Carlo explorations of polygonal knot spaces”, Ser. Knots Every-
thing, 24: 306–334, World Scientific, Singapore (2000).
[20] H. Murakami, “Some metrics on classical knots”, Math. Ann., 270: 35–45 (1985).
[21] K. Murasugi and B. I. Kurmita, “A Study of Braids”, Springer, London (1999).
[22] K. Murasugi, “Knot Theory and Its Applications”, Springer, London (1996).
[23] P. Orenes, “Computing the mean writhe of knots using braids”, Trabajo de Fin de
Grado de F´ısica, Universitat de Barcelona (2015).
[24] J. Portillo, Y. Diao, R. Scharein, J. Arsuaga and M. Vazquez, “On the mean and
variance of the writhe of random polygons”, J. Phys. A: Math. Theor., 44(27): 275004
(2011).
[25] V. Rybenkov, C. Ullsperger, A. Vologodskii and N. Cozzarelli, “Simplifications
of DNA topology below equilibrium values by tye II topoisomerases”, Science
277(5326): 690–693 (1997).
[26] D. Sumners, “Lifting the curtain: Using topology to probe the hidden action of enzy-
mes”, AMS Notices, 42(5):528-537 (1995).
[27] “The Knot Atlas”, http://katlas.org (junio de 2015).
[28] R. Varela, K. Hinson, J. Arsuaga, and Y. Diao, “A fast ergodic algorithm for gene-
rating ensembles of equilateral random polygons”, J. Phys. A: Math. Theor., 42(9):
095204 (2008).
[29] J. H. Wilkinson, “The Algebraic Eigenvalue Problem”, Clarendon Press, Oxford
(1965).
