This paper presents an Acoustic Emission (AE) to detect pitting corrosion in stainless steel. The AE signals were analyzed to reveal the correlation between AE parameters and severity levels of pitting corrosion in austenitic stainless steel 304 (SS304). In this work, the corrosion severity is graded roughly into five levels based on the depth of corrosion. Relationships between a number of time-domain AE parameters and the corrosion severity were first studied and key parameters identified. The corrosion severity was also categorized into three stages: initial, propagation and final stages based on the source mechanisms of the AE signals. We identified these stages from the frequency-domain characteristic of the AE signal and the visual characteristic of the corroded pits in each level of corrosion severity. A number of measures were employed to quantify such characteristics and the source mechanisms hypothesized. To demonstrate the usefulness of such parameters, a feed-forward neural network was used to classify the corrosion severity. Preprocessing and verification techniques were provided to facilitate and to maintain the generalization capability of the network. The classification performance is excellent and demonstrates that the AE technique and a neural network can be efficiently used to detect and monitor the occurrence of corrosion as well as to classify the corrosion severity.
INTRODUCTION
Corrosion in a storage tank is one of the most important problems in several industries. It can bring about violently damages when it occurs in materials, equipments, or machines. It is therefore necessary to develop a technique to monitor corrosion occurrence and to identify its severity of damage.
Acoustic Emission (AE) is an extremely powerful approach that can be deployed in a wide range of applications of Non-Destructive Testing (NDT). Since this technique can inspect microstructure shifting, it is possible and suitable to apply the method to detect and evaluate the corrosion.
In previous researches, AE was used to detect corrosion occurrence [1] [2] [3] [4] [5] . The pitting corrosion was one of the corrosion types regularly selected as a subject of study. It was often found in a storage tank especially in the area with different electrical potentials in the liquid environment. In such environment, the liquid works as an electrolyte electrochemical process of the corrosion. Its source mechanism is much debatable; however, it is generally accepted that pitting process is caused by the breakage of passive film [2, 6] . To facilitate the study of corrosion behavior, the corrosion rate was normally accelerated on a variety of materials using various techniques, for instance, the application of strongly corrosive solution [1, 2, 7] and an electro-chemical method [3] [4] [5] .
In this paper, we used a method that applied a constant current to accelerate the corrosion rate in electro-chemical system with a proper solution as an electrolyte. The advantages of this method are the low cost of instruments, and easy setting and operating. In this method, it is important to adjust the chemicals and to stabilize electric current [8] . In addition, background noise must be eliminated from AE-signal. The test specimens are the stainless steel 304 (SS304), which is durable to the corrosion and widely used in the industry. The purposes of this paper are to confirm the ability of pitting corrosion detection in stainless steel, to analyze the relationship between the obtained AE signal and the corrosion, and to bring the artificial neural network for classifying the severity level of the corrosion. The ultimate goal of this work is to develop a novel corrosion monitoring technique that can be used in maintenance planning works.
CORROSION AND ACOUSTIC EMISSION
AE is produced by a fast release of elastic energy, fundamentally a local dislocation movement within or on the surface of a material. This local dislocation is the source of an elastic wave that propagates to all directions and can be detected by appropriate sensors. There are two basic types of AE signals: burst and continuous signals. The burst signal has the begin and end of signal deviate clearly from the background noise, but continuous signals never ends.
The AE signal testing is base on only a few bursts, which recorded for statistic evaluation. The most commonly used features are Counts, Amplitude, Rise Times, Duration Times and Energy [9] .
CORROSION AND ELECTRO-CHEMICAL
There are many types of the corrosion which are produced by the electro-chemical process. The product of Electrochemical process on stainless steel can be described as follows [6] . In neutral (or near-neutral) aerated media, the cathodic reaction involves the dissolved oxygen:
The anodic reaction is the dissolution of metallic ions through the passive film; the overall balance of this reaction is:
where m indicate the metal, s the solution and n the valency of the dissolved ions. In a chloride-containing medium, the metallic ions reaction is represented by
The chromium ions present in the stainless steel
Everything happens locally as if hydrochloric acid had been introduced to the corrosive medium, which locally becomes more aggressive than the surrounding solution. This leads to local acceleration of the corrosion, which in turn engenders more acidification. The propagation of these phenomena thus presents a self-sustaining character.
PITTING CORROSION AND SOURCE GENERATING MECHANISM OF AE
Since the electro-chemical of corrosion process produces the hydrogen which covers on the specimen's surface, the AE signal is produced from the breaking process of a film by chlorides ions. To explain this mechanism of AE, assuming that the surface tension coefficient of the solution of corrosion fluid is  and the radius of (a bubble-like) film is R, the extra pressure exerted by the film onto the surface of the specimen is as follows: [2, 10] 
The average force produced is
(when considering only a half sphere). The surface of the plate specimen produces very complicated motions by a pulse force. The passive film damaging brings about the initiation and propagation of pitting corrosion that produces AE signals.
ARTIFICIAL NEURAL NETWORK
Artificial Neural Networks (ANNs) are designed to mimic the characteristics of the biological neurons in human brain and nervous system [11] . There are several kinds of ANNs introduced to perform various functionalities and to deal with different limitations in data sets and computational resources. One of the most commonly used ANNs is a multiple-layer feedforward neural network. It is simple, versatile and very efficient in the testing phase. The network however requires a large number of data points in the training set and an appropriate training algorithm. The architecture of a multiplelayer feedforward neural network consists of an input layer, a number hidden layers and an output layer. An example of a single hidden-layer feedforward neural network is shown in Figure 1 . The network learns by adjusting the parameters of the interconnections between layers called weights. Learning typically occurs by iteratively presenting the training inputs to the network, calculating the overall error between the network outputs and desired outputs, and adjusting the weights to reduce the error. When the network is adequately trained, it is able to generalize relevant output for an unseen set of input data. Figure 1 is as follows. Given a network of n i , n h , and n o neurons in the input, hidden and output layers respectively, the weights representing the interconnections between all of the input-layer units to the hidden-layer unit j can be written compactly by a To train the network, a labeled training set is presented to the neural network and an effective error between the network outputs and output targets is calculated. This error is then used to adjust the weights and biases of the network. The process runs repeatedly until the error is minimized or some computational constraints are reached. The network can be trained by several optimization algorithms. In this work, an efficient algorithm called Lavenberg-Marquardt [12, 13] is employed. Since the algorithm requires gradient and curvature information of the effective error surface. A technique called backpropagation [12] is employed to generate such information. This method is however limited to multiple-layer networks with differentiable transfer functions. Details of the approach can be found in standard textbooks on the topic e.g. in [12] .
DATA PREPROCESSING
The neural network training can be made more efficient if certain preprocessing steps are performed on the network inputs and targets.
DATA SCALING
Before training, it is often useful to scale the inputs so that they always fall within a specified range. This is normally determined by the transfer functions used in the neural network. Since tan-sigmoid transfer functions were employed in this work, a simple linear scaling was applied to the input patterns so that they fell within the range of [-1, 1] . The linear scaling is min max min
where min , ,
x x x and max x are the normalize data, actual data, minimum data and maximum data, respectively and n is the number of input patterns.
ADAPTIVE MOVING AVERAGE
Moving average is a simple mathematical technique used primarily to eliminate aberration and to reveal the real trend in a collection of noisy data points before being fed into the neural network. In this work, an Adaptive Moving Average (AMA) is applied. The technique is primarily an average of the data set available at a time when the size of the data set is less than a preset window length and it is a moving average of the data of bigger size. Given that m is the size of data   The window length n controls the smoothness of the result. The larger the window length is, the smoother the average.
EXPERIMENTAL SETUP AND PROCEDURE

Figure 2. Schematic of experimental setup
An experiment was set to record the AE activities of the pitting corrosion in a piece of stainless steel. Corrosion rate can be expressed as [14] (a) the mass of metal turned into corrosion products per unit area of surface per unit of time (weight loss), or (b) an increase in corrosion depth per unit time (penetration rate). Figure 2 illustrates the arrangement of the equipment used. The specimen was a sheet of austenitic stainless steel (SS304) of size 4×6×0.05 cm 3 . The same material was used as the electrodes in the electro-chemical process. The materials were prepared by being polished using successive grades of wet emery paper up to mesh no.1200, They were subjected to passivation treatment at 60 C for 30 minute in 20%HNO 3 solution. They were then rinsed with de-ionized water, dried by hot air and left in desiccators for one night.
The test was done at room temperature in 3%NaC1 solution, with a pH of 2 controlled by HCl. An electric current density of 0.2 mA/cm 2 is applied to the specimens using a voltage to current converter. An AE sensor, type R15 from Physical Acoustic Corp. (PAC), was mounted at the specimen. The AE signal was amplified by a preamplifier set at 60 dB gain. The signal was then sent to AE data acquisition system (LOCAN320 from Physical Acoustic Corp.) to extract AE parameters in time domain. The data was also analyzed in frequency domain by a Spectrum Analyzer (HP89410A).
After setting and calibrating the equipment, a background noise level (including both mechanic and electric) was determined by the LOCAN320. Its threshold was set at the level of 50 dB above the background noise. In most cases, bursts with amplitudes less than three threshold crossing or with durations less than 3 s  can be regarded as unwanted signals [9] .
An experiment was conducted and attributes of the specimen was observed and recorded for every 30-minute interval until the corrosion broke through the thickness. The attributes include the AE parameters in both time and frequency domains, and the depth and characteristic of corroded pits. The AE parameters in time domain was extracted and stored by the LOCAN320. The spectrum analyzer was used to record the frequency-domain AE parameters: frequency response and amplitude. The depth of the corrosion in the specimen was measured by a depth gauge. This was to determine the severity level of the corrosion. The characteristic of the pits was also observed by optical microscopy and scanning electron microscope (SEM).
The acquired AE parameters were analyzed to explore the relationship with the corrosion. The features that expressed a good correlation with corrosion were then used to train a feedforward neural network, aiming to classify the corrosion severity.
RESULTS AND DISCUSSION
During the first five minutes of the test, the system was quiet. An example of the signal during the period is shown in Figure 3 . It can be assumed a background noise. After ten minutes passed, the specimen was corroding. A dark spot could be seen on the surface of the specimen. The time-domain signal during the period is shown in Figure 4 . The signal had higher amplitudes and distinct characteristics because of the force direction to plate specimen. This proved that the AE technique could be used to detect the initiation of pitting corrosion.
The pitted surface was observed by an SEM. The propagating and breaking-through-the-thickness stages of pitting corrosion are demonstrated in Figure 5 . In the Figure 6 , it is apparent that AE activity is related to the development of pitting corrosions. The depth of the pitting corrosion was measured by depth gauge until it broke through the thickness of the specimen. The relationship between the depth of the corrosion (y) and time (x) is shown in Figure 7 After that the level of corrosion severity was divided into five classes (Class 1 -Class 5) based on the depth of corrosion. Each interval is increased by 20% of specimens thickness. Therefore, we would determine overall specimens condition; good, intermediate, poor or very poor, from the pitting corrosion depth, in order to determine demonstrate of maintenance schedule, shown in Table 1 . 
Maintenance necessary
Give priority in maintenance schedule
Very poor
Give highest priority in maintenance schedule A demonstrate in Table 1 suggests the maintenance planning of specimen inspection, which can be used together with statistical data of the specimen.
AE signals obtained and processed from LOCAN320 were plotted as a scatter plot for analysis relation between AE parameters [15] and corrosion severity (Class 1-Class 5) as shown in Figures 8-12 . The scatter plots in Figures 8 -12 show the relationships between certain AE parameters and corrosion severity, which each correlation are difference characteristic. The energy (E) was tending to increase along corrosion severity, as well as, rise time (R) and duration time (D). Otherwise, count (C) has difference value in each class of corrosion severity, as well as amplitude (A). The reason we can selected all parameter for training network, but if used all parameter to train network, which would make network worked slowly and complicated, which network require necessary feature. Therefore, we must have a method for select AE feature that is Pearson correlation coefficient.
PEARSON CORRELATION COEFFICIENT
We present a Pearson correlation coefficient method used in selecting AE features for training a network. For example, in Figure 13 , we show correlation between energy and duration. A straight line can then be fitted to the set of paired scores. The gradient of the straight line in the above-mentioned graph provides a better estimate of the mean ratio between the part of energy and duration time. Then the relationship can be established using the Pearson correlation coefficient. In the Table 2 , the Pearson correlation coefficient between energy and duration time is almost unity or linearly correlated. Using both features does not provide much more information than using one; however, it can lead to further problems. One of the most important ones is 'the curse of dimensionality' [17] . A linear increase in the number of features requires an exponential increase in the size of data set. Energy was selected in this work to represent the two since it was calculated directly from main amplitude without threshold [15] , which differed from the other AE parameters and may provide additional information that may not exist in the other AE parameters. The Pearson correlation coefficients of other pairs of parameters were less than 0.8; consequently, the remaining parameters were also chosen. In summary, four AE parameters, Amplitude, Rise time, Count, and Energy were selected to use as input features of a neural network.
FREQUENCY ANALYSIS
The signals obtained were examined to reveal their frequency contents using a spectrum analyzer. A triggered threshold of the analyzer was set at 300 mV to capture AE transient signals. The signals obtained were amplified by a factor of 1000 so that they had amplitudes of at least 1 mV. Since, the sources of signals could be the corrosion propagation and other extraneous noises, an averaged set of frequency spectra was computed for each stage. (More particularly, the first 401 points of the signal above the trigger threshold were transformed. 18 show averaged frequency spectra of the signals from severity of pitting corrosion divided into 5 levels according to the depth of the corrosion. From these spectral characteristics, the frequency information may be classified into be three main stages: initial, propagation and final stages of pitting corrosion. In Figure 14 , Class 1 showed the averaged frequency spectra of the AE signal of the initial stage. The graph had a dominant peak at 125 kHz and a peak amplitude higher than Class 2, Class 3 and Class 4 but less than Class 5. This may be explained by the breaking process of a film by chlorides ions [2, 10] which generated high energy. Frequency characteristics of Class 2, Class 3 and Class 4 were similar. They displayed the propagation stage of pitting corrosion having dominant frequencies at 100 kHz and 300 kHz. This was due to growth of corroded pits and they were liable to grow if the local values of pH and/or the chloride contents were sufficient to inhibit all repassivation [6] . The spectrum of Class 5 had two dominant peaks at 150 kHz and 300 kHz which represented the final stage of the corrosion before pitting through wall depth. The characteristic may be accounted for the difference in source mechanism of AE signals during the period.
AE ENERGY
In the frequency domain, were obtained the strength of absolute value of a detected from AE signal called AE 
where i X is the amplitude of the signal at frequency point i.
In this research, the frequency range from 100 Hz to 500 kHz, the pass band of piezoelectric transducer was used to calculate the rms AE . Results of from five classes are illustrated in Figure 19 . In Figure 19 , it can be seen that the AE energy of Class 1 is high energy than Class 2. This may be explained by the breaking process of passive films. Class 2 has minimum energy because the material is in the beginning of its repassivation stage. Class 3 and Class 4 are the progression in the propagating stage and the energy of Class 5 is highest as it is in rapid corroding stage before breaking through specimen thickness.
CLASSIFICATION OF CORROSION SEVERITY BY A FEEDFORWARD NEURAL NETWORK
In this research, we used a single hidden-layer feedforward neural network for the classification of corrosion severity. The AE parameters, i.e., Amplitude, Rise time, Count and Energy from three experiments were used to train and verify the performance of the network. The procedures are as follows. First, each data point in the data set was labeled with one of the five classes. The data were then preprocessed by the data scaling and the AMA presented in Section 4. In each class, the data set was then divided randomly into three subsets. The first and second ones containing one half and one fourth of the original data set were used as the training and sets, respectively in the training phase. The remaining was used as the testing set to assess the performance of the network.
A tan-sigmoid transfer function [12] was used in each neuron in the hidden layer of the network as it contained high capacity in the range of the input features. The number of neurons in the hidden layer was determined empirically by a cross-validation method obtained from the network performance of the validation set [18] . Eight neurons were selected using the approach. A log-sigmoid transfer function [12] was employed in each neuron in the output layer. The network had five output neurons corresponding to the level of corrosion severity. Lavenberg-Marquardt algorithm [12, 13] was used as the optimization algorithm in this training phase.
The classification purpose is to identify the level of corrosion severity for the demonstrates of maintenance schedule. Table 3 and 4 show the confusion matrices [17] on the training and test sets of the network. Tables 3 and 4 , it is apparent that the network performed effectively on both validation and testing sets. This can indicate the generalization capability of the network. The confusion matrices also show that the misclassification errors occur in adjacent classes. Therefore, if other performance measures which include costs of misclassification such as in Bayesian classifier [19] are used, the performance of the network is improved.
CONCLUSIONS
In this work, the Acoustic Emission (AE) signals obtained from the pitting corrosion in stainless steel 304 were analyzed. The corrosion severity was divided into five classes based on the depth of corrosion. A maintenance schedule was provided according to the corrosion severity obtained. Relationships between a number of time-domain AE parameters and the corrosion severity were studied and key parameters identified. The corrosion severity was also categorized into three stages: initial, propagation and final stages based on the source mechanisms of AE signals. We identified these stages from the frequency-domain characteristic of the AE signal and the visual characteristic of the corroded pits in each level of corrosion severity. A number of measures were employed to quantify such characteristics and hypotheses sought.
To demonstrate the usefulness of such parameters, a feedforward neural network was used to classify the corrosion severity. Preprocessing and verification techniques were provided to facilitate and to maintain the generalization capability of the network. The classification performance is very good; however, can be improved.
Further work can be done in the area of generalizing the discovered to other material and in applying more suitable algorithms for the classification of corrosion severity.
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