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ABSTRACT 
For decades, the semiconductor industry has followed a trend known as Moore’s Law by 
doubling the number of transistors that can fit on a given area every two years.  Moore’s Law 
has been obeyed with remarkable reliability.  Now, however, the future of Moore’s Law is in 
doubt, as current methods of semiconductor manufacturing have reached their limits.  The 
widely-used manufacturing process of lithography currently makes use of 193nm light, which is 
approximately an order of magnitude greater than the smallest feature size, 22nm.  The use of 
193nm light to etch such small features is done with advanced techniques that come at a great 
cost of money and time.  Continued observance of Moore’s Law will only require this disparity 
to continue growing in the future, adding even more cost and difficulty to the semiconductor 
manufacturing process.  A new wavelength of light is necessary to avoid this problem. 
The use of 13.5nm Extreme Ultraviolet (EUV) light for lithography presents a solution.  
Switching to this wavelength would enable many of the expensive advanced techniques to be 
abandoned.  It would also allow for a smaller resolution without as much reduction in depth-of-
focus.  However, EUV cannot be produced by lasers.  Instead, it must be produced by highly-
ionized, energetic (20-30eV) plasmas.  Additionally, no materials are known to easily transmit 
EUV.  All EUV light must be collected by a collector optic mirror, which cannot be guarded by a 
window.  The plasmas used in EUV lithography sources expel high-energy ions and neutral 
particles, which degrade the quality of collector optics.  The mitigation of this debris is one of 
the main problems facing potential manufacturers of EUV sources.   
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The use of magnetic fields to deflect ionic debris has been proposed and is investigated 
here.  In this thesis, a detailed computational model of magnetic mitigation is presented, along 
with experimental results that confirm the correctness of the model.  For the first time, 
trajectories of ions under significant magnetic deflection are modeled and verified.  In a z-pinch 
gas discharge EUV source, measured ion energy distribution functions were used to predict 
deflection under the field of a 0.9T permanent magnet.  Experimentally, ions of 4.3keV were 
deflected by 35° into a detector with an entrance orifice covering 0.07°.  Ions of 2.2keV were 
deflected by 45° into the same detector.  This detector also measured no ions at 0° with the 
magnetic present.  The peak energies and distributions of experimentally-observed deflected 
ions were in agreement with the simulation.  The simulation is easily adaptable to any EUV 
source and any well-modeled magnet, regardless of source or magnet topology.  
  
 iv 
 
 
 
 
 
 
 
 
To my mother and father 
  
 v 
 
 
ACKNOWLEDGEMENTS 
 The path to this thesis has been an adventure that was made possible by the 
contributions of many amazing people.  The attempt to acknowledge them here is by no means 
comprehensive. 
 From the beginning, my mother and father have played an integral role in my 
intellectual development.  They have always encouraged and pushed me to broaden my 
horizons and learn as much as I could, while at the same time teaching core values and 
principles that have guided me throughout my life.  Without the benevolent “you-can-do-
anything” sense of life they instilled in me, I would not be where I am today. 
 I am also greatly indebted to my adviser, Prof. David Ruzic.  He is a man of brilliance who 
also shares that same sense of life, and he has been an excellent intellectual guide in my 
graduate studies.  He is incredibly skilled at both teaching and guiding research, and he also 
placed enough confidence in me to hire me as a researcher.  From him I have learned so much. 
 Thanks are also in order to certain other individuals in our lab who helped me with this 
project.  Fellow grad student JR Sporre has been a great mentor and resource who also happens 
to bring a lot of fun into life.  Dr. Davide Curreli, our postdoc, was instrumental in crafting the 
MATLAB simulation seen in this thesis, and I owe him a great deal for what he has taught me 
about computational modeling.  Finally, undergraduate Louis Chapdelaine very kindly lent his 
talents to experiments and data analysis. 
 vi 
 
 
 I would like to thank my research sponsor, KLA-Tencor, for funding this research; their 
generous support has made all of this possible.  Dr. Karl Umstadter, our liaison at KLA-Tencor, 
was also especially helpful in the development and guiding of this research.   
Additionally, thanks are in order to my undergraduate institution, Olin College, which 
helped me learn how to learn and did it for free.  Even before that, high school teacher John 
Taska was instrumental in kindling my love of physics.  Finally, I would like to give special thanks 
to Dr. Martin Neumann, who first hired me as an undergraduate intern at this lab; it was during 
that job that I discovered my love of plasmas. 
  
  
 vii 
 
 
TABLE OF CONTENTS 
CHAPTER 1: INTRODUCTION .......................................................................................................... 1 
CHAPTER 2: BACKGROUND  ........................................................................................................... 4 
2.1 Optical Lithography .............................................................................................................. 4 
2.1.1 Resolution ....................................................................................................................... 6 
2.1.2 Depth-of-Focus ............................................................................................................... 8 
2.1.3 Alternative Advanced Lithography Techniques ............................................................. 8 
2.2 EUV Lithography Overview ................................................................................................ 10 
2.3 EUV Fuels ............................................................................................................................ 15 
2.4 EUV Source Architectures and Optics ................................................................................ 18 
2.4.1 Z-Pinch Discharge-Produced Plasma ............................................................................ 18 
2.4.2 Current Sn-Based Laser-Assisted DPP Source and Grazing Incidence Collectors ........ 20 
2.4.3 Current Sn-Based Laser-Produced Plasma Source and Normal Incidence Collectors . 22 
2.5 Aim of Present Work .......................................................................................................... 24 
2.6 Previous Works ................................................................................................................... 26 
CHAPTER 3: EXPERIMENTAL APPARATUS ................................................................................... 29 
3.1 XTS 13-35 EUV Source ......................................................................................................... 29 
3.2 XCEED .................................................................................................................................. 30 
3.2.1 Angular Ports ................................................................................................................ 30 
3.2.2 Pumping, Gas Flow, and Pressure ................................................................................ 31 
3.2.3 Summary of Operating Conditions ............................................................................... 33 
3.3 Electrostatic Energy Analyzer ............................................................................................. 33 
3.3.1 ESA Alignment .............................................................................................................. 36 
3.3.2 ESA Energy Selection .................................................................................................... 37 
3.3.3 Determination of ΔE Factor .......................................................................................... 38 
3.3.4 Microchannel Plates and Hit Measurement ................................................................ 40 
3.3.5 Calibration .................................................................................................................... 41 
3.3.6 Final Equation for Ion Flux ............................................................................................ 45 
CHAPTER 4: MAGNETIC SYSTEM DESIGN .................................................................................... 48 
4.1 Basic Magnetic Mitigation Theory ..................................................................................... 48 
4.2 Preliminary Simulations and Magnet Design .................................................................... 49 
 viii 
 
 
4.3 Halbach Array ..................................................................................................................... 50 
4.3.1 Background and Cylindrical Halbach Array .................................................................. 50 
4.3.2 COMSOL Modeling ....................................................................................................... 52 
4.3.3 Mounting of the Magnet Inside XCEED ........................................................................ 56 
CHAPTER 5: ION FLIGHT SIMULATION ......................................................................................... 60 
5.1 Field Determination and Magnet Positioning ................................................................... 60 
5.2 Particle Integrator ............................................................................................................... 61 
5.2.1 Position Mover ............................................................................................................. 62 
5.2.2 Velocity Mover ............................................................................................................. 63 
5.3 Ion Drift Velocities and Simulation Modes ........................................................................ 64 
5.3.1 Aspects Common to Both Modes of Simulation .......................................................... 65 
5.3.2 Fixed Drift Velocity ....................................................................................................... 66 
5.3.3 Drift Velocity Derived from Ion Distribution Function ................................................. 67 
CHAPTER 6: EXEPERIMENTAL RESULTS ....................................................................................... 71 
6.1 35° Experiment ................................................................................................................... 71 
6.1.1 Initial IEDF and Simulation............................................................................................ 71 
6.1.2 Experimental Deflection to the 35° Port ...................................................................... 72 
6.2 Error Analysis and Pinch Variability ................................................................................... 78 
6.2.1 Quantified Error Bars .................................................................................................... 78 
6.2.2 Pinch Variability ............................................................................................................ 79 
6.2.3 Other Sources of Error .................................................................................................. 81 
6.3 45° Experiment ................................................................................................................... 82 
6.3.1 Initial IEDF ..................................................................................................................... 82 
6.3.2 Simulation of 45° Experiment ....................................................................................... 83 
6.3.3 Experimental Deflection to the 45° Port ...................................................................... 84 
6.4 Deflection Experiment at 0° ............................................................................................... 88 
CHAPTER 7: CONCLUSION ............................................................................................................ 89 
7.1 Summary ............................................................................................................................. 89 
7.2 Future Work ........................................................................................................................ 91 
REFERENCES .................................................................................................................................. 94 
 1 
 
CHAPTER 1 
INTRODUCTION 
One of the greatest marvels of modern technology is integrated circuit manufacturing.  
Using an optical technique called lithography, transistors are etched and connected on silicon 
wafers, forming large circuits that would be too large to easily replicate with macroscopic 
components.  The use of automated processes to create transistors on silicon wafers has 
revolutionized modern life.  First introduced in the second half of the 20th century, integrated 
circuits gave rise to such important events as the personal computer boom of the 1980s & 
1990s, and they continue to be at the heart of the mobile device boom of the 21st century, 
which has made devices such as cell phones, music players, and tablets ubiquitous in modern 
life. 
Such innovations were made possible (and future developments will be made possible) 
by the semiconductor industry’s adherence to a standard called Moore’s Law.  Originally stated 
by Intel co-founder Gordon Moore, this standard states that the number of transistors on a chip 
must double every two years [1].  As seen in Figure 1.1, the industry has held to that standard 
remarkably well.  This adherence has been made possible by advancements in lithographic 
techniques, which allow manufacturers to etch ever-smaller components.  Currently, the 
smallest feature that can be etched on a silicon wafer is 22 nm (in industry terms, 
manufacturing has reached the “22 nm half-pitch node”) [2].  However, the light used in 
semiconductor processing still has a wavelength of 193 nm, which is far larger than the desired 
half-pitch size.  Accordingly, advanced lithographic techniques are necessary in order to etch 
22n m features, and they are beginning to reach their limits. 
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Figure 1.1: Moore’s Law, along with actual data for transistors per chip, is shown on a logarithmic scale.  The fact that the 
experimental data are approximately parallel to the 1975 projection (after about 1979) indicates that the rate of increase has 
held steady to Moore’s prediction of doubling the number of transistors per die every two years.  Figure taken from [3]. 
 Due to the small size of the shrinking half-pitch compared to the 193nm wavelength, it 
is desirable to develop a new lithographic technology based around a smaller wavelength of 
light [4].  The most viable candidate for next-generation lithography uses 13.5nm light, which 
lies in the extreme ultraviolet (EUV) range and is produced by plasmas.  Unfortunately, EUV 
lithography must overcome a host of problems before reaching cost-effectiveness.  One key 
problem is collector optic contamination.   
Since EUV light (unlike 193nm light) cannot pass through a pellicle or lens without 
significant attenuation, it must be collected by a “collector optic” mirror, which is directly 
exposed to the EUV-producing plasma.  High-energy ions and neutral particles expelled by the 
EUV plasma impact the collector and cause a degradation in the reflectivity, requiring costly 
collector cleaning or replacement.  The science of directing these particles away from the 
collector is called debris mitigation. 
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This thesis investigates the design and modeling of a system that uses magnetic fields to 
mitigate ionic debris from an EUV source.  Background information about optical lithography 
and EUV lithography will be provided to give a sense of the processes and problems that 
necessitate the use of ionic debris mitigation.  The theory of magnetic mitigation and the 
development of a computational model for magnetic mitigation will be explained.  The design 
of the mitigation system, along with information about the setup used to carry out experiments 
and collect data, will be detailed.  Finally, data from mitigation experiments will be used to 
support the validity of the theory and model.  Due to the high cost of Xe (the original fuel of the 
EUV source used in experiments), the source was run with Ar, and experimental data was 
collected for an Ar-based system.  However, the model produced by this research and validated 
by the Ar data can be used to demonstrate the viability of deflection for a source using any 
material. 
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CHAPTER 2 
BACKGROUND 
In order to mass-produce computer chips, it is necessary to transfer an image from a 
mask and replicate it on wafers.  This process is typically performed by utilizing a technique 
known as optical lithography.  EUV lithography is one type of optical lithography.  In this 
chapter, the general basics of conventional optical lithography will be reviewed.  EUV 
lithography, and its differences from conventional optical lithography, will be discussed, serving 
as motivation for the research in this thesis. 
2.1 Optical Lithography 
 
In the manufacturing of integrated circuits, highly complex patterns must be etched into 
Si wafers.  The plasma and chemicals necessary to etch Si cannot simply be directed to etch 
these patterns directly.  Light, however, can be directed according to these patterns.  This is the 
key to optical lithography. 
 In optical lithography, a wafer is first coated with a type of photoresist. A photoresist is 
an organic material that is chemically altered when exposed to light [5].  After being exposed to 
patterned light, the photoresist is washed with chemicals which remove the portions that were 
weakened by the light.  In this manner, the pattern is transferred onto the photoresist, and the 
wafer is exposed only where the light touched the photoresist.  Plasma etching can then take 
place, with the unexposed photoresist serving to protect the rest of the wafer from the etchant.  
Typically, the etch rate of the wafer is much higher than that of the unexposed photoresist, 
causing the desired trench patterns to be etched into the wafer long before the unexposed 
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photoresist is etched away.  After plasma etching, the unexposed photoresist is removed with a 
different set of chemicals, in what is known as a piranha etch [5].  This chemical treatment does 
not affect the wafer.  In this manner, manufacturers are left simply with a wafer that has the 
desired patterns etched into it. 
 Though many lighting sources have been used in the past, the light used to expose the 
resist is typically produced by a 193nm ArF excimer laser in current commercial applications [6].  
The light is then focused by a condenser lens before passing through a patterned mask.  The 
mask contains the desired pattern to be transferred onto the wafer.  While part of the mask is 
transparent, the rest is opaque.  In this manner, the light passes through the mask according to 
the desired pattern. 
 After passing through the mask, the newly-patterned light is focused by a projection 
lens, which reduces the image size to that of a computer chip.  The wafer is exposed to this 
image, causing the pattern for one chip to be transferred to the photoresist.  Thus, a typical 
optical lithography system consists of five components (shown in Figure 2.1). 
After one computer chip image has been transferred to the photoresist, the wafer is moved and 
the process repeated, with the same pattern being placed at a different location on the wafer.  
In an attempt to minimize material costs, as many copies of this image as possible are placed on 
the wafer.  The wafer is then put through the previously-described process of developing the 
photoresist and etching the exposed sections of the wafer, transferring the pattern onto the 
wafer itself. 
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Figure 2.1: In a conventional optical lithography system, light is focused onto a transparent mask, which is patterned with an 
absorber that transfers the pattern to the beam of incident light.  This patterned light is then focused onto a wafer covered 
with photoresist.  Figure taken from [7]. 
 As will be seen shortly, the wavelength of the light is a limiting factor in the resolution, 
which determines the smallest feature size that can be transferred onto the photoresist.  This 
fact is what drives the desire to use EUV. 
2.1.1: Resolution 
 
 One of the two figures of merit and fundamental limits in any optical lithography system 
(conventional or EUV) is resolution.   Its principle is similar to that used in viewing an image via 
optical microscopy.  In a microscope, the resolution is the minimum length needed between 
objects in order for those objects to be resolved as separate features in an image.  Any attempt 
to view objects which are too close together will result in overlap and a fuzzy blur. 
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Similarly, in lithography, resolution determines the smallest feature size which can be 
printed.  Any attempt to print smaller features will result in overlap.  The resolution R is given 
by the equation 
    
 
  
 
 
(2.1) 
where k1 is a constant dependent on the photoresist, λ is the wavelength of light, and NA is a 
quantity called “Numerical Aperture” *8].  NA is defined below, where n is the refractive index 
and θ is half the angle formed by the focused light rays as they hit the wafer. 
          
 
(2.2) 
An illustration  of the half-angle θ is shown in Figure 2.2. 
 
Figure 2.2: The beam of light is focused by a projection lens onto the wafer surface.  The light focused onto the wafer can be 
described by a cone with angle 2θ.  Figure taken from [8]. 
It should be evident from Equation 2.1 that there are three ways to directly decrease R and 
print smaller features: (a) decrease k1, (b) decrease λ, and (c) Increase NA.  Decreasing k1 is a 
subject of photoresist research.  NA can be increased by making use of Equation 2.2 and passing 
the light through a material with a higher refractive index n.  This practice is known as 
immersion lithography and will be discussed later.  Unfortunately, increasing the numerical 
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aperture produces an unintended side-effect related to the lithography’s second figure of 
merit, depth-of-focus. 
2.1.2: Depth-of-Focus 
 If photoresists and integrated circuits were truly 2-dimensional, resolution would be the 
only figure of merit in optical lithography.  In reality, trenches are not 2D images; they are 3D 
shapes that have a non-negligible depth.  In fact, modern integrated circuit features often have 
large aspect ratios.  Accordingly, when using lithography to expose photoresist, photons must 
penetrate a non-negligible depth of photoresist and remain in focus throughout this depth.  The 
maximum depth that the photons can travel while remaining in focus is called the “depth-of-
focus” (DOF), given by Equation 2.3, where k2 is a process-dependent constant: 
      
 
     
 
 
(2.3) 
Like Equation 2.1 for resolution, Equation 2.3 for DOF contains λ in the numerator and NA in the 
denominator.  Unfortunately, while resolution must be made as small as possible, DOF must 
remain large enough to support the high aspect ratios of today’s integrated circuits.  Of the 
ways to increase resolution, increasing NA comes at a great cost when DOF is considered.  
Though decreasing λ will decrease the DOF, increasing NA will cause exponentially greater 
reductions in DOF.  This suggests the need for a smaller λ [9]. 
2.1.3: Alternative Advanced Lithography Techniques 
Though industry has begun the manufacturing of chips at the 22nm node, 193nm light is 
still used.  Clearly, EUV lithography is not the only technique that enables high resolution 
beyond the 193nm wavelength.  Two techniques, immersion lithography and double 
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patterning, have been widely discussed and are already in place for high-volume manufacturing 
(HVM) of integrated circuits [10,11].   
Immersion lithography, mentioned earlier, consists of placing high-n materials (such as 
water) between the projection lens and the wafer, causing NA to rise and feature size to 
decrease.  However, as previously mentioned, raising NA causes severe reductions in DOF.  
Furthermore, fluids with very high n often absorb much of the light they are attempting to 
transmit [12]. 
Double patterning involves splitting the lithographic process into multiple steps, each 
with its own mask.  A desired pattern is split up over two masks, with each mask conforming to 
the resolution limit set by Equation 2.1.  In one common method of double patterning, 
lithography transfers the pattern from one mask onto photoresist; following this, the 
underlying wafer is etched.  Subsequently, the same wafer is put through the lithography and 
etching process again, this time with the second mask.  When the patterns from the two masks 
are combined in this fashion, the final result on the wafer is a pattern that exceeds the 
theoretical resolution limit of a single exposure.  Aside from requiring more time for multiple 
exposures, the drawbacks of double patterning include the fact that the process is incredibly 
sensitive to pattern overlay and mechanical tolerances.  The wafer must be positioned in 
exactly the correct fashion in regard to both masks in order for the patterns to transfer 
correctly and avoid overlap.  Additionally, complicated algorithms are necessary to determine 
how best to split a pattern between two masks.  In a world without EUV, as feature sizes grow 
even smaller, multiple patterning (triple, quadruple, etc.) would become necessary.  These 
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would magnify the problems of double patterning (time, tolerances, and algorithm 
development) [10, 13, 14]. 
Besides immersion lithography and multiple patterning, other lithographic techniques 
have been discussed, such as electron beam lithography and nanoimprint.  In e-beam 
lithography, magnetic fields are used to focus a beam of electrons, with impacts a special 
electron-sensitive photoresist [15].  The beam is scanned across the wafer, creating a pattern 
without requiring a mask.  The viability of e-beam lithography is limited by the fact that the 
beam cannot expose an entire wafer at once and must be scanned over time.  In nanoimprint 
lithography, a mold containing the desired pattern is pressed into photoresist, creating a 
pattern in the resist.  Unfortunately, nanoimprint is extremely subject to mask defects and is 
further hindered by the fact that the mask tends to stick to the resist.  In the end, it is too slow 
[16].  E-beam and nanoimprint, as well as a myriad of other advanced lithographic techniques, 
are not considered viable for HVM because they cannot reach the speeds necessary to produce 
the desired wafer throughput. 
In conclusion, immersion lithography and multiple patterning are the non-EUV 
processes that are generally considered viable for HVM.  Both present their own problems that 
only grow as the feature size shrinks.  This points the way to a new wavelength of light: EUV 
[17,18].   
2.2 EUV Lithography Overview 
EUV lithography consists of using 13.5nm light, rather than 193nm light, as the 
wavelength of interest in lithography.  The advantages of this order-of-magnitude reduction in 
wavelength are great.  Equation 2.3 shows that, by lowering λ rather than raising NA, feature 
 11 
 
size can be decreased while only decreasing DOF by the factor of the reduction in λ.  This is 
preferable toincreasing the numerical aperture via immersion lithography, which would 
decrease DOF by a factor of the square of the resolution improvement.  Additionally, expensive 
and complicated uses of multiple patterning and immersion lithography to extend the limits of 
193nm lithography would be avoided.  Currently, Intel predicts that it will need to use 
quadruple or quintuple patterning to reach the 11nm node with 193nm immersion lithography 
[20, 21].  As this node is only 2.5nm below the size of an EUV wavelength, such a node could 
easily be reached by EUV with simple immersion and no multiple patterning.  There is no 
theoretical limit to the throughput or power of an EUV source, which means that EUV, unlike 
some other advanced lithography techniques, has the eventual capability to reach the HVM 
goalpost of 100 wafers per hour.  As feature size shrinks and the cost of extending 193nm 
lithography rises, economic considerations will force manufacturers into using EUV.   The cost-
effectiveness of using an EUV HVM source is shown below. 
 
Figure 2.3: As feature size grows smaller, cost-of-ownership rises steeply for extensions of 193nm lithography.  At 100 wafers 
per hour, the cost of EUV lithography is much lower than the cost of 193nm immersion lithography with multiple patterning.  
Figure taken from [21]. 
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Even at 100 wafers per hour, half the throughput of a multiple-patterning system, the cost of 
EUV is shown to be far less than the cost of 193nm extensions.  The difference in cost-of-
ownership only grows as the feature size grows smaller.  The giant increase in cost-of-
ownership for a 193nm extension system between the 32nm node and the 22nm node is of 
particular interest.  In 2009, when Figure 2.3 was made, the International Technology Roadmap 
for Semiconductors (ITRS) predicted that the 22nm node would require triple patterning 
(referred to as “TP” in Figure 2.3).  This increase from double to triple patterning appears to be 
responsible for adding a great deal of cost.  Currently, Intel is producing chips at the 22nm node 
without having to rely on triple patterning.  However, the jump in cost seen in Figure 2.3 for 
adding even one extra layer of patterning should raise a great deal of concern if, as predicted, 
quadruple or quintuple patterning become necessary at future nodes.  Such techniques would 
not be necessary with EUV lithography, and this creates an economic imperative to develop an 
EUV system capable of delivering 100 wafers per hour [22]. 
 Unfortunately, this is where the problems begin.  When Figure 2.3 was made in 2009, it 
was thought that EUV might be a viable candidate for the 22nm node.  However, the industry is 
at the 22nm node today, and EUV is not used.  In fact, the prediction of EUV availability, 
followed by delay, is an all-too-familiar narrative [21, 23].  The reason for this is that current 
EUV systems suffer from low throughput.  EUV will become cost-effective for HVM if it can 
reach 100 wafers per hour; however, it is still quite far from that benchmark. 
 The problems that hinder EUV’s march to 100 wafers per hour derive mainly from 2 key 
differences between EUV and 193nm light.  These differences are the method of EUV 
production and the transmittance of EUV. 
 13 
 
At 13.5nm, an EUV photon carries approximately 92eV of energy.  This is well above the 
first ionization threshold of all atoms.  Accordingly, EUV photons cannot be produced by using 
neutral excitation, which is the principle employed in 193 nm lasers.  A 92 eV difference 
between states only occurs once certain atoms are highly ionized.  This means that EUV must 
be produced by a plasma.  The choice of plasma material and the method of ionization affect 
the conversion efficiency, which is the ratio of EUV power to input power.   
Furthermore, since the energy of an EUV photon is greater than every atom’s first 
ionization energy, EUV photons take part in the photoelectric effect whenever they come in 
contact with any material.  Materials absorb the photons and emit electrons.  Because of this 
fact, there are no lenses or windows that can transmit EUV.  Special mirrors that reflect EUV do 
exist and will be discussed later.  All the optics in an EUV system must be made with these 
specialized mirrors, and EUV lithography must be done under vacuum (since optically-
transparent gases will still absorb EUV).  The mirrors must be made with the highest reflectivity 
possible in order to minimize the loss of EUV light, since the target throughput of 100 wafers 
per hour can only be achieved if enough EUV light is delivered to the photoresist in a short 
enough time. 
At the intersection of these two issues (EUV plasma and EUV optics) lies a problem that 
is critical to this thesis.  Since EUV cannot be transmitted through windows, the first mirror in 
the chain of EUV optics is exposed directly to the plasma.  This mirror is called the “collector 
optic”, so named because its job is to collect as much of the EUV light as possible and send it to 
the next point of interest (the intermediate focus, or IF).  Unfortunately, the plasma produces 
high-energy ions and neutral atoms, which can have kinetic energies on the order of 1-10 keV 
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[24].  This high-energy debris impacts the collector optic, coating it and possibly damaging it.  
Both coating and damage cause the mirror to be less reflective, resulting in a reduction in the 
EUV power delivered to the rest of the optics (and, ultimately, the wafer).  The reduction of 
power causes a lowering of throughput, which is one of the reasons EUV is not yet economically 
viable.  Additionally, cleaning a collector optic requires a system shut-down, vent, and re-pump, 
which takes valuable time.  Even with cleaning, the collector will eventually be damaged 
beyond repair and need to be replaced, which adds another large cost. 
As a visual aid, a general concept diagram of an EUV system is presented in Figure 2.4. 
 
Figure 2.4. In an EUV lithography system, EUV is created by a plasma and focused by a series of reflective mirrors.  The 
pattern that is projected onto the wafer is provided by the reflective mask, which is patterned with an EUV absorber.  A 
normal-incidence collector (discussed in detail later) is seen near the plasma at right.  The rest of the system employs a 
variety of normal-incidence and grazing-incidence mirrors. Figure taken from [26]. 
The light, once produced by the plasma and collected by the collector, is sent to a train 
of optics that reflect and focus it onto the reflective mask.  This mask is patterned with an EUV 
absorber, which removes some of the light.  The remaining light is reflected in the pattern of 
the mask, focused by more optics, and projected onto the wafer. 
 15 
 
The next few sections will focus on certain aspects of this system.  An overview of EUV 
fuels, sources, and optics will be provided, leading to the motivation for and aim of this work.   
2.3 EUV Fuels 
Over the course of time, three fuels have been considered for EUV production: Xe, Li, 
and Sn.  The EUV emission spectra of the three fuels are seen below in Figure 2.5. 
 
Figure 2.5. EUV-range emission spectra of Sn, Li, and Xe.  Due to the relative lack of ionization states in low-Z atoms, Li 
produces a sharp, monoenergetic peak.  Xe and Sn produce broader spectra with more out-of-band radiation.  The “11 
mirrors” line refers to a theoretical Sn spectrum after reflecting off of 11 mirrors.  Figure taken from [26]. 
Early EUV experiments (late 90s to early 2000s) were run with Xe as the fuel [27].  Of the three 
fuels, only Xe is a gas at room temperature.  This proved very convenient for early EUV source 
development, since most typical non-EUV plasma devices utilize a gas discharge.  Common 
previously-developed plasma concepts such as the hollow cathode and the z-pinch were 
capable of creating Xe gas discharges.  Additionally, Xe is not just a gas; it is a noble gas.  This 
makes Xe non-reactive and unlikely to stick to collector optics [27]. 
Unfortunately, Xe is a very expensive material.  Constantly running Xe sources at levels needed 
for high-volume manufacturing (HVM) would be very expensive by the nature of the fuel gas 
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alone.  On top of this, Xe atoms are rather heavy; as such, though they are not incredibly prone 
to sticking to or chemically reacting with collector optics, Xe ions and neutrals are quite capable 
of sputtering away optical surfaces.  Sputtering roughens the surface and introduces physical 
defects that cannot be removed by simple cleaning. 
The final problem with Xe involves conversion efficiency (CE).  Most Xe EUV emission is 
due only to the 4d-5p transition of Xe+10 [28, 29].  Even after many years of research and 
development, typical Xe CEs were around 0.5%, with the best topping out at about 1% [30, 31].  
Such low CEs could not make Xe an economically viable EUV fuel.  Though Xe is out of the 
running as a lithography fuel, it is still a possible fuel candidate for actinic metrology sources.  
So-called “actinic metrology sources” or “actinic inspection tools” will be used not to produce 
EUV power for lithography but to produce a beam of EUV light that can be scanned across a 
mask to check for defects.  This beam of EUV is necessary in order to see defects that are on the 
order of the smallest feature size.  Actinic inspection tools do not need to transfer power to 
photoresist; they simply need to produce enough EUV to be focused into a beam that can be 
reflected off of a mask and detected.  As such, the low conversion efficiency of Xe does not 
necessarily preclude Xe from being a fuel for actinic metrology sources. 
One possible improvement upon Xe is Li.  Li was not initially investigated because of its 
solid nature, which precludes its use in a traditional gas discharge source.  However, laser-
based source architectures which forego the gas discharge topology and allow for the creation 
of Li plasma have been developed.  Various source architectures will be discussed later. 
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At first, Li seems very tempting.  Li is much cheaper than Xe, and the reported CEs are 
higher, ranging from about 1% to 2% [31, 32, 33].  Additionally, Li emits a very “clean” 
spectrum.  The relative simplicity of the Li atom leads to an emission spectrum with few 
spectral lines; accordingly, these lines do not crowd together and are visible as discrete 
elements [34, 35].  When doubly-ionized Li relaxes its single electron from the 2p to the 1s 
state, EUV is emitted.  However, no other Li transitions emit light immediately adjacent to the 
13.5nm line, and the 13.5nm line is definitely the strongest line in this region. Thus, the 
spectrum of Li does not require much filtering to eliminate the effects of out-of-band radiation.  
Finally, since Li is a very low-mass element, Li atoms do not pose much danger of physical 
sputtering. 
Unfortunately, Li is very reactive.  While physical sputtering may not be a problem, the 
same cannot be said of adhesion and chemical reactions.  Energetic Li debris will happily stick to 
collector optics.  Even worse, Li has been shown to crack optics [33].  Collectors that are 
cracked by Li cannot simply be cleaned; they have suffered irreversible damage and must be 
replaced.  In addition, though the Li CE is greater than that of Xe, it is still relatively low. 
The third EUV fuel, and the one used in modern EUV lithography sources, is Sn.  Like Li, 
Sn is a solid, but source laser-based architectures (discussed later in Section 2.4) have been 
designed to produce Sn plasma.  Sn stands out as the strongest fuel in the area of conversion 
efficiency.  Unlike the previous two fuels, Sn emits in-band EUV from multiple ionization states.  
CEs of 4-6% have been observed, making Sn more than twice as efficient as Li and four times as 
efficient as Xe [31, 33].  The largest weakness of Sn, is its dirty spectrum, shown in Figure 2.5.  
Out-of-band radiation can obscure EUV and create secondary plasmas that harm optics.  The 
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filtering of this radiation is more difficult for Sn than Li, but this is not enough to harm Sn’s 
chances compared to its competitors. 
Furthermore, while Sn coats optics, it is not highly reactive and does not chemically 
destroy optics [33].  Additionally, though Sn is heavier than Li, it is much lighter than Xe, and 
physical sputtering poses much less of a threat.  Accordingly, the main danger that Sn presents 
to optics is adhesion.  This means that, in a Sn system, the collector will still require costly 
cleaning but will not require as consistent replacement as in a Xe or Li system.  An effective 
debris mitigation system capable of deflecting most energetic debris away from the collector 
has the potential to lower the required frequency of cleaning and increase the cost-
effectiveness of EUV lithography.  This thesis represents one step towards such a system. 
2.4 EUV Source Architectures and Optics 
2.4.1: Z-Pinch Discharge-Produced Plasma 
The earliest EUV sources were gas discharge sources that used Xe as the fuel.  On the 
most fundamental level, the concept behind a discharge-produced plasma (DPP) is as simple as 
applying a voltage across a gas and breaking down the gas.  Of course, the actual design of DPP 
sources capable of producing the high ionization states needed for EUV production becomes 
more in-depth, but the basic concept is still at work.  In the days of Xe-based sources, the 
common source architecture was based around what is called a z-pinch, which allows the 
plasma to reach a very high density and high ionization states.  The z-pinch will be investigated 
in depth here because it is the topology of the XTS 13-35 source used for the experiments in 
this thesis. 
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In a z-pinch, gas is first made conductive by a “preionization” that creates a low-energy 
plasma.  A very large current is then driven through the plasma.  This current produces a 
magnetic field, which confines charged particles [36].  Hence, the z-pinch was originally known 
as a “magnetically self-focusing stream” *37].  As the large current runs through the gas, it 
deposits more energy and strips away more electrons.  Additionally, the magnetic confinement 
keeps the increasingly dense plasma from expanding and causes the energetic electrons to 
continue ionizing atoms in the plasma by means of collisions.  As long as the thermal pressure 
of the plasma is below the magnetic pressure, the plasma will be compressed, leading to 
further ionization and higher temperatures.  The magnetic pressure, thermal pressure, and 
magnetic field are related by the equations: 
   
  
   
 
 
(2.4) 
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(2.5) 
      
 
(2.6) 
where B is the magnetic field, µ0 is the permeability of free space, Z is the degree of ionization, 
ni is the ion density, k is Boltzmann’s constant, and T is the temperature in Joules. 
Since the magnetic pressure is proportional to the square of the field, greater fields 
(induced by greater currents) will lead to the ability to create higher-temperature plasmas.  At 
electron temperatures of around 20-30eV, Xe begins to produce EUV [38].  In order to create 
the large currents (approximately 20kA peak current) necessary to produce an EUV plasma, it is 
necessary for this to be a pulsed, rather than continuous, plasma.  After the EUV is produced, 
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the current dies away, the confinement is removed, and the energetic debris is released.  The 
stages of z-pinch operation are diagrammed in Figure 2.6. 
 
Figure 2.6: Z-pinch device.  A) The gas is pre-ionized, making it conductive.  B) A large current is run through the conductive 
gas, producing a dense plasma and a magnetic field that confines the plasma, allowing it to heat up and ionize further.  C) 
EUV radiation is released from the plasma. D) After the current dies away, the plasma is no longer confined, and energetic 
ions and neutrals are released.  Figure taken from [38]. 
2.4.2: Current Sn-Based Laser-Assisted DPP Source and Grazing Incidence Collectors 
 All sources currently being manufactured for EUV lithography use Sn, not Xe, as the fuel.  
Since Sn at room temperature is a solid, not a gas, a z-pinch gas discharge is not an option for 
creating a Sn plasma.  Different ignition topologies must be used.  Currently, there are two 
prevailing topologies.  The first utilizes a modification to the gas discharge principle and is 
known as a laser-assisted discharge-produced plasma.   
The laser-assisted DPP consists of two rotating electrodes with their bottoms immersed 
in liquid Sn baths.  Rotating enables the electrodes to be constantly coated in Sn.  A laser pulse 
irradiates the Sn coating one electrode, vaporizing it and creating a Sn gas between the 
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electrodes.  A capacitor bank is then discharged across the electrodes, making a Sn discharge 
plasma out of the Sn vapor cloud [39].  An illustration of this is shown in Figure 2.7.  It should be 
noted that this design, while ingenious, is vulnerable to power scaling; attempting to raise the 
EUV power increasing the current flow could ablate and destroy the electrodes. 
 
Figure 2.7: A laser ablates tin from rotating electrodes, which ignite a plasma across the Sn cloud created by the ablation. 
Figure taken from [40]. 
Gas discharges (both laser-assisted DPPs and traditional DPPs, such as z-pinches) typically make 
use of a grazing incidence collector optic.  In a grazing incidence collector, a series of mirrors 
are placed between the plasma and the intermediate focus.  The mirrors are arranged so that 
almost 180° angles to the incident EUV light.  An illustration of a grazing-incidence collector is 
provided in Figure 2.8. 
 
Figure 2.8: A grazing-incidence mirror, placed between the plasma and the intermediate focus, collects the EUV light and 
focuses it to the IF.  The device with rotating Sn wheels, though not shown, would be located at the position labeled 
“plasma”.  Figure taken from [38]. 
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Grazing-incidence mirrors are typically made of a material that is both very reflective and tough 
to oxidize, such as Ru [41].  At such high angles, EUV can be reflected, rather than absorbed.  It 
should be noted that the individual mirrors obscure the path for some of the light to reach the 
IF; only light emitted at certain angles will be reflected and pass through the grazing-incidence 
collector unimpeded. 
2.4.3: Current Sn-Based Laser-Produced Plasma Source and Normal Incidence Collectors 
 The other Sn source topology does away with all vestiges of the gas discharge and uses a 
laser to dump energy into Sn and make a plasma.   Hence, this kind of source is referred to as a 
laser-produced plasma (LPP) source. 
 In an LPP, Sn is melted into a liquid.  Droplets of liquid Sn are then released from a 
dropper.  As a droplet falls, it is shot twice by a laser.  The first laser pulse serves as pre-
ionization.  As the drop absorbs the laser energy, it heats up and expands, becoming optically 
thinner to EUV.  As the droplet continues on its trajectory, it is shot again by the laser.  This 
main pulse delivers a large amount of energy to the droplet.  Since it was already pre-ionized, it 
is now easier to reach the desired states of EUV-producing ionization.  Additionally, since the 
pre-ionized drop is optically thinner to EUV, it re-absorbs less of its own EUV radiation.  Pre-
ionization has been shown to be one of the key factors in raising the CE of Sn-based sources to 
the 4-6% range [42].  An illustration of an LPP system is provided in Figure 2.9.  This topology 
was also proposed for Li when Li was still viewed as a viable fuel. 
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Figure 2.9: In an LPP source, liquid Sn droplets are irradiated by a laser, which ionizes them and causes the droplets to emit 
EUV.  LPP sources typically make use of a normal-incidence mirror, shown to the left of the plasma.  Figure taken from [43]. 
By eliminating electrodes and the need for a physical device at the location of plasma 
production, LPP sources eliminate the possibility of ablating or melting electrodes and 
introducing electrode material into the plasma.  Thus, power scaling is largely limited by the 
laser power, not by electrode current.  This design also allows for a collector to be positioned 
behind the plasma, since there is no longer a device there.  This enables the use of a normal-
incidence collector, such as the one shown in Figure 2.9.  Except for a hole for the laser (not 
drawn to scale in Figure 2.9; in reality, it is much smaller), normal-incidence collectors are 
continuous, rather than being made up of discrete mirrors.  Additionally, they do not block any 
light from reaching the IF.  Normal-incidence mirrors, therefore, can collect more light than 
grazing-incidence mirrors [9]. 
Normal-incidence mirrors must employ Bragg refraction and are made with alternating 
layers of Mo and Si.  The materials have low EUV absorbance, and the layers are placed 6.9nm 
apart because this spacing, which is approximately half of an EUV wavelength, maximizes Bragg 
refraction [44].  This means that, while normal-incidence mirrors can provide better collection 
than grazing-incidence mirrors, they are still incredibly delicate.  To protect the multilayers, 
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especially from oxidation, a protective capping layer is grown on top of the mirror.  This capping 
layer is typically made of Ru, due to its high reflectivity and its low reactivity with Mo, Si, and O 
[45].  This layer is typically about 2nm; beyond this thickness, Ru begins to significantly absorb 
EUV at normal incidence [46]. 
Because of the normal-incidence collectors and power-scaling issues, the LPP 
architecture seems to hold the most promise as an EUV lithography source, although DPP 
sources are still viable candidates for metrology sources.  Additionally, the LPP architecture still 
has its vulnerabilities, such as the timing and alignment difficulties involved in successfully 
hitting every falling Sn drop with a laser twice.  Both architectures, meanwhile, are still 
vulnerable to energetic ions and neutrals degrading collector reflectivity.  It is the universal 
problem of ion impact that this thesis attempts to solve. 
2.5 Aim of Present Work 
To try and minimize the impact of high-energy plasma products, methods of “debris 
mitigation” have been developed.  Two common methods are foil traps and buffer gas.  A foil 
trap is a device placed between the EUV plasma and the collector optic.  It consists of closely-
spaced layers of foil; if debris hits the foil trap, it is prevented from reaching the collector optic.  
The technique of buffer gas involves injecting a jet of gas between the plasma and the collector.  
The flow of buffer gas is perpendicular to the line-of-sight from the plasma to the collector 
optic.  If debris particles collide with the buffer gas, they can be knocked off-course and away 
from the collector. 
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Unfortunately, both of these debris mitigation techniques are inadequate.  Both rely on 
random collisions to decrease the ion and neutral fluxes at the collector optic, and this means 
that a great deal of the debris goes unmitigated.  Even a great deal of debris that undergoes 
collisions will still be deflected onto trajectories that impact the collector, since the direction of 
trajectories from random collisions cannot be completely controlled.  Furthermore, since all 
materials, including gases, absorb EUV, placing either a foil trap or buffer gas between the 
plasma and the collector will cause a drop in EUV flux to the collector. 
Though neutrals are not easily manipulated with non-collisional techniques, it is 
theoretically possible to apply well-known and deterministic forces on ions.  One such force is 
the Lorentz force exerted by a magnetic field on a moving charged particle.  By using magnetic 
fields of high enough strength, it should be possible to deflect the vast majority of energetic 
ions away from the collector.  This technique has the potential to mitigate virtually all ionic 
debris.  Additionally, since the Lorentz force is a distance force that does not rely on collisions 
with physical objects, magnetic mitigation need not reduce the EUV flux seen by the collector 
optic.  Furthermore, unlike the random collision-based mitigation techniques, magnetic 
mitigation should be predictable.  The trajectories of deflected ions can be predicted, allowing 
for the design of a system where the predicted trajectories will avoid the collector. 
The aim of this thesis is to present the design, simulation, and testing of such a magnetic 
mitigation system.  A magnet topology will be chosen and modeled.  Using data from the 
magnetic model and experimental measurements of the ionic output of an EUV source, 
trajectories of particles emitted by the source and subject to the magnet will be simulated.  The 
simulated trajectories of ions of varying energies will be confirmed with experimental results. 
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2.6 Previous Works 
 The work detailed in this thesis is meant to prove the concept of ionic debris mitigation 
with magnetic fields.  This is one of the many contributions made to EUV research, which has 
been ongoing for more than a decade.  The Center for Plasma-Material Interactions has been 
involved in many areas of EUV research, including collector optic cleaning, mask cleaning, mask 
defect analysis, and characterization of EUV source debris.  The research presented in this 
thesis marks the first time that anyone has modeled and verified the trajectories of particles 
under significant magnetic deflection.  Research performed by other groups has shown that 
magnetic fields can cause significant drops in ion flux at a given point [47, 48, 49].  Such results 
are shown in Figures 2.10 and 2.11.  In Figure 2.10, a Faraday cup is used to measure ion 
current at a certain point in an EUV source.  A strong ion signal is seen when magnetic 
mitigation is absent.  When a 1T field (of physical dimensions unspecified by the researchers) is 
applied, the ion signal drops below the noise threshold of the Faraday cup.  Though it is hard to 
distinguish from the gridlines, the gray line at 0V is the experimental measurement for the 1T 
case.  This indicates that ions are deflected away from this point.  The angles of deflection and 
energy distributions of deflected ions are not provided in the figure or the research. 
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Figure 2.10: A Faraday cup is used to detect ions at a certain point.  The flux appears to decrease to the instrumental noise 
floor when a 1T field is applied.  This is shown by the gray line at 0V, though this line is at first difficult to distinguish from a 
gridline of the graph.  Figure taken from [48]. 
In Figure 2.11, the effect of different magnetic field strengths is shown.  Again, ion current was 
measured with a Faraday cup.  Other than the base case of 0T, the tested fields are 0.3T and 
0.6T.  Figure 2.11 shows that larger fields cause ion fluxes to decrease at 4 different angles.  The 
ion energies and ion deflection paths are not measured.  As in the research for Figure 2.10, the 
magnetic field shape is not provided. 
 
Figure 2.11: At various points, a Faraday cup is used to measure ion flux.  When stronger magnetic fields are used, the 
measured fluxes decrease.  Along with Figure 2.10, this demonstrates the principle of magnetic deflection at individual 
points.  However, it does not provide information about where the deflected ions go.  Deflection paths and energy-
dependent angular distributions are not measured.  Figure taken from [49]. 
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Essentially, others have shown that, at certain individual points, the ion flux disappears.  
However, nobody has previously predicted or shown the locations to which that flux actually 
goes.  The work in this thesis will demonstrate the validity of a model that can predict the 
energy distributions of deflected ions seen at different angles from an EUV source.  Thus, aside 
from showing that magnetic mitigation is indeed viable, this research provides a way of 
knowing, with a reasonable degree of confidence, whether or not ions of various energies will 
impact a collector in a given system.  Along similar lines, this research could be used to design a 
magnetic mitigation system that ensures virtually all ions of a given energy will avoid a collector 
optic. 
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CHAPTER 3 
EXPERIMENTAL APPARATUS 
In order to understand both the workings of the experiment and the method of 
obtaining results, one must be familiar with the experimental setup.  This section is meant to 
provide an understanding of the language of the magnetic mitigation experiments.  First, the 
EUV source and chamber will be described.  Then, a diagram of the entire system (EUV source, 
EUV chamber, and ion detection tool) will be presented to give the reader a feel for how it all 
fits together.  Following that, the physics of the diagnostic tool used to measure ion flux will be 
detailed.  This will build the base system knowledge necessary before inserting the final system 
component, the magnet, which will have its own chapter. 
3.1 XTS 13-35 EUV Source 
 The Center for Plasma-Material Interactions has been home to an XTREME Technologies 
XTS 13-35 machine since 2004.  It is a DPP source originally built to use Xe as fuel.  The source 
consists of a capacitor bank with electrodes arranged in a z-pinch configuration.  Therefore, it 
operates in accordance with the principles outlined in Section 2.4.1.  This tool was originally 
designed to produce 35 W of EUV power in 2π steradians with an operating frequency of 1kHz 
[50].  For the experiments in this thesis, the source was pulsed at 20 Hz for an acquisition time 
of 2 minutes for each data point.  The hole through which the pinch gas flows is only 3 mm in 
diameter, allowing it to be approximated as a point source.  The capacitor bank can be charged 
up to 2.5 kV; in this thesis, it was charged to 1.9 kV.  When the capacitor bank discharges, a 30 
eV pinch plasma is formed.  A picture of the XTS 13-35 coupled to the vacuum chamber XCEED 
is shown in Figure 3.1.  XCEED will be the next system component to be detailed. 
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Figure 3.1: The XTS 13-35 EUV source is shown at right, along with the XCEED chamber on the left.  The XTS 13-35 is a DPP 
source originally designed to produce 35W of EUV in 2π steradians using Xe as the fuel at an operating frequency of 1kHz and 
capacitor voltage of 2.5kV. 
3.2 XCEED 
The XTS 13-35 is attached to a 304L stainless steel vacuum chamber called XCEED, which stands 
for Xtreme Commercial EUV Exposure Diagnostic.  The chamber was built in 2004 by Kurt J. 
Lesker Co. to a custom design [51].  It is attached to the XTS 13-35 source by an ISO250 flange. 
3.2.1: Angular Ports 
Of particular interest is a series of ports located on the front of the chamber.  The ports are 
shown in a head-on CAD drawing in Figure 3.2a) and in a top-down diagram in Figure 3.2b). 
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Figure 3.2: A) In the CAD drawing showing the front of the XCEED chamber, the angular ports of interest are in the black box.  
B) In the top-down diagram, the ports are shown to be placed at precise angles, each with a line-of-sight to the pinch.  Each 
port terminus is 71.12 cm from the pinch. 
These angular ports are at the same vertical height as the pinch.  Each port has a direct line-of-
sight to the pinch, and each is extruded from the chamber such that the terminals of all ports 
lie along a circle centered at the pinch with radius 71 cm.  Various devices, such as the 
electrostatic energy analyzer (ESA) that will be used to measure the ion output of the source, 
can be attached to these ports.  The ESA will be explained in detail later in this chapter. 
3.2.2: Pumping, Gas Flow, and Pressure 
The chamber is pumped by two Osaka TG-M magnetically-levitated turbomolecular 
pumps, positioned near the top of the chamber and attached by ISO250 flanges.  The turbo 
pumps are backed by an Ebara Model 80X25 UERRGM blower and Dryvac dry pump [52].  The 
Dryvac pump first pumps the chamber to 25 Torr, at which point the blower is turned on, 
further lowering the pressure to less than 50 mTorr.  At this point, the turbomolecular pumps 
are turned on, lowering the chamber base pressure to approximately 2x10-6 Torr. 
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Gas flow can come from two sources: the pinch inlet and the buffer gas inlets.  The 
pinch inlet serves as the input to the z-pinch.  The buffer gas inlets allow a gas (typically Ar) to 
flow into the chamber perpendicular to the lines-of-sight from the pinch to the angular ports.  
Buffer gas functions as a type of random collision-based debris mitigation (described in Section 
2.5).  Since this thesis is concerned with predicting the trajectories of ions expelled by the 
pinch, buffer gas was not used and the buffer gas inlets were closed.  This was done to reduce a 
source of random variability and to reduce collisions that could disrupt the ion flight paths. 
Gas flow to the pinch is regulated by an MKS mass-flow controller (MFC).  The MFC 
accepts input voltages between 0-5 V and is calibrated for 5 V to correspond to a flow rate of 
1000 sccm of N2.  This gives a calibration factor of .005V per sccm of N2.  For other gases, such 
as Xe or Ar, different calibration factors must be used. 
In the experiments in this thesis, Ar, rather than Xe, was used as the pinch gas.  This 
thesis is concerned not with the actual production of EUV, but with the flight paths of ions 
produced by a source operating at the same conditions used to produce EUV.  Though an Ar 
pinch will not produce a significant amount of 13.5nm photons, the z-pinch will create a plasma 
of temperature and density similar to one made with Xe in the same source; thus, the ionic 
output will be similar to the output created by using Xe in the same source.  The use of Ar is far 
more economical than the use of Xe, and for these experiments, Ar is sufficient for proof-of-
concept research. 
The Ar calibration factor is 0.0036V per sccm.  The MFC was set at 1.57 V, or 
approximately 436 sccm, causing the operating pressure in the chamber to be 3 mTorr.  The 
same pressure was used for all experiments. 
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3.2.3: Summary of Operating Conditions 
The table below summarizes the operating conditions used in all experiments in this thesis. 
Pinch Gas Ar 
MFC Voltage 1.57 V 
Flow Rate 436 sccm 
Base Pressure 2x10-6 Torr 
Operating Pressure 3 mTorr 
Pulse Frequency 20 Hz 
Acquisition Time 2 min 
 
Table 3.1: The conditions above were kept uniform throughout the experiments in this thesis. 
3.3 Electrostatic Energy Analyzer 
The ion energy distribution function (IEDF) is measured by an electrostatic energy analyzer 
(ESA), which can be attached to any line-of-sight port on XCEED.  The ESA is a Comstock AC-
902B housed in a small custom-designed Kurt J. Lesker vacuum chamber.  Below is a diagram of 
XCEED with the ESA chamber attached on the 0° port.  Typically, a differential pumping gasket 
with a 2 mm orifice is placed between XCEED and the nipple leading to the ESA chamber. 
 
Figure 3.3: The ESA is attached to the 0° port, enabling it to detect ions that fly straight out from the pinch along the z-axis. 
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On a basic level, the ESA functions as an energy-selective particle counter.  Electric fields 
are used to select an energy-to-charge ratio, and only particles of that ratio are detected.  By 
the time the ionic debris from the XTS 13-35 reaches the ESA, almost all of it is singly ionized 
[53]; hence, the ability to select an energy-to-charge ratio effectively becomes an ability to 
select ions of a desired energy.  For a given energy, ion hits are measured as a function of time 
by an Agilent Infiniium oscilloscope, which bins the hits into a histogram.  An example of this is 
seen below. 
 
Figure 3.4: The oscilloscope records the output signal of the ESA (yellow), constructing a histogram of hits vs. time (blue).  
The tall blue peak under the yellow tick is Ar. 
For a given energy, atoms of different masses will reach the ESA at different times, according to 
Equation 3.1: 
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(3.1) 
where E is the energy, l is the path length from pinch to ESA, and t is the time-of-flight.  Since E 
is set, l can be measured, and t is recorded by the oscilloscope, Equation 3.1 can be used to find 
the masses corresponding to each histogram peak.  In Figure 3.4, the tall peak at 15 μs (0 μs is 
at the left boundary, and division size is 5 μs) is Ar+.  The three smaller peaks to the left are 
(from left to right): contaminants C+ (from chamber dirt), N+ (from the atmosphere), and O+ 
(from water vapor and the atmosphere).  The large peak at far left is due to noise caused by the 
discharge of the XTS 13-35 capacitors.  The energy for this particular reading was 2.8 keV. 
 The source is pulsed at 20Hz for an acquisition time of two minutes, and hits are 
counted and binned into a histogram.  Once mass is determined and hits are counted for each 
mass, the measured hits must be converted into ion flux.  This is done by multiplying the hits by 
geometrical factors, dividing by the number of pulses, and multiplying by an calibration factor. 
 The next few sections detail how the ESA is aligned, the ESA energy selector principle-of-
operation, how hits are detected, the method of obtaining the geometrical factor, and how the 
calibration factor is obtained.  The end goals are an understanding of the ESA and an arrival at 
the following equation for ion flux, Γ, at each energy [54]: 
     
        
        
 
 
(3.2) 
where N is the number of hits, C is the calibration factor, A is the area of the ESA entrance 
orifice, p is the number of pulses recorded, and ΔE is a geometrical factor relating to the range 
of energies actually captured by the ESA when a certain energy is selected. 
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3.3.1: ESA Alignment 
In order to properly measure the source output, the ESA must have a line-of-sight 
directly to the pinch.  This line-of-sight can be obtained when the ESA chamber is attached to 
any of the angular ports on XCEED.  For a better understanding of the alignment, the ESA 
chamber is illustrated below.  This chamber corresponds to the box labeled “ESA” in Figure 
3.2b. 
 
Figure 3.5: The ESA chamber is shown with the ESA inside and held in place by the ESA brackets.  This chamber corresponds 
to the box labeled “ESA” in Figure 3.2b.  The laser at the back of the chamber is used to ensure a line-of-sight to the pinch.  
Figure taken from [53]. 
The alignment is ensured by means of a laser-based alignment system and is obtained in 
the following manner. 
 First, the ESA is removed from the ESA chamber, and the chamber is attached to XCEED.  
The laser is turned on.  Second, the laser is moved via positioning screws until the laser dot is 
ESA 
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seen to travel through the differential pumping gasket orifice and into the cathode of the EUV 
source.  Third, the ESA s placed back into the chamber.  The ion entrance orifice of the ESA is 
2mm in diameter and serves as the system’s limiting orifice.  An additional hole exists directly 
behind the entrance orifice in the back wall of the ESA.  The ESA is carefully positioned so that 
the laser beam can travel into the back hole, through the ESA, and out the ESA entrance orifice, 
continuing onwards to the XTS 13-35 cathode. 
 Once the ESA has been positioned such that this line-of-sight is uninterrupted, the ESA 
brackets are used to clamp it into place on the floor of the chamber. 
3.3.2: ESA Energy Selection 
 The ESA uses biased spherical sectors to isolate a given energy-to-charge ratio.  The 
principle of a spherical-sector ESA was first detailed in 1951 by Browne, Craig, and Williamson 
[55].   
 Inside, the ESA consists of two concentric spherical sectors.  Assuming proper alignment, 
ions will fly straight into the entrance orifice of the ESA.  In that case, ions will enter the ESA 
parallel to its walls.  If a voltage is applied across the plates of the ESA, an electric field, E, will 
be set up.  If an ion enters with velocity v, there will be a certain v for which the Coulomb force 
equals the centripetal force corresponding to the circular motion necessary to reach the 
detector: 
   
   
 
 
 
(3.3) 
where E is the electric field, q is the charge on the ion, m is the ion mass, and r is the radius of 
curvature.  One such case is seen in Figure 3.6.  The ion path is represented by the dotted line. 
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Figure 3.6: An ion with the correct velocity enters the ESA.  The voltage difference between the spherical sectors creates an 
electric field, which deflects the ion to the detector.  The ion path is represented by the dotted line. 
The easily-measurable parameters are voltage and the radii of the spherical sectors.  In terms of 
these parameters, the selected energy-to-charge ratio is given by [55]: 
 
 
 
  
  
  
 
  
  
 
 
(3.4) 
where r1 is the inner radius, r2 is the outer radius, ΔV is the applied voltage difference 
(produced by two Spellman SL300 power supplies), q is the ion charge, and E is the ion energy 
(not the electric field).  For singly-ionized atoms, then, an energy may be selected simply by 
tuning the voltage to the correct number.  Ions of greater energies will overcome the field and 
hit the outer spherical sector, while ions of lesser energies will be deflected too much by the 
field and hit the inner spherical sector.  Only ions of the selected energy will follow the path 
necessary to reach the detector. 
3.3.3: Determination of ΔE Factor 
 Of course, the distance between the spherical sectors (r2-r1) is not infinitesimally small; 
it is a finite number.  Therefore, a certain range of energies very close to the selected energy 
will be able to reach the detector.  Ions of these energies will not travel in a true circle, but their 
deflection from a true circle will be so small that they will still reach the detector without 
 39 
 
crashing into the spherical sectors.  In essence, the ESA is limited by an energy resolution.  This 
energy resolution is given by the following equation, provided by the ESA manufacturer: 
   
  
               
 
 
(3.5) 
E is the selected energy, and all the previously-undefined variables are simply geometrical 
constants.  R is the mean sphere radius, φ is the angle through which the ion travels, δ is the 
thickness of the detector, and ω is the diameter of the ESA orifice.  The geometrical values are 
given in Table 3.2. 
r1 4.88cm 
r2 6.02 cm 
R 5.47 cm 
Ω 2 mm 
Φ 160° 
Δ 1.07 cm 
 
Table 3.2: The geometrical constants of the ESA are provided above. 
Referring back to Equation 3.2, the value for ΔE has now been obtained.  Additionally, the 
orifice area A is given simply by 
    
 
 
       
 
(3.6) 
and the number of pulses per data point is given by 
                                                  
 
(3.7) 
All that is left is to determine the energy-dependent calibration factor, C.  To do this, it is 
necessary to first have an understanding of how the ESA detector measures hits and produces a 
signal. 
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3.3.4: Microchannel Plates and Hit Measurement 
 The detector at the end of the ESA consists of a pair of Burle Corporation microchannel 
plates (MCPs) powered by a Spellman SL300 power supply.  The MCPs contain a series of tiny 
holes that function as electron multipliers.  When a particle is incident on the first MCP, a 
cascade of electrons is created within one of the pores.  This cascade is accelerated by 
approximately a 1kV voltage to the second MCPs, where it induces more cascades.  These 
electrons are then accelerated by another 1kV potential drop and passed through a capacitor, 
which creates the output signal.  The electron multiplication factor is on the order of 107.  The 
signal is then fed into an Ortec Model 9326 fast pre-amplifier, which amplifies the output signal.   
It is this signal that is sent to the Agilent Infiniium oscilloscope.  The histogram threshold 
is set as -50 mV; when the oscilloscope sees a signal that exceeds this, it records it as a “hit” 
which is binned into the histogram.  
The oscilloscope is triggered by the signal from the discharge of the XTS 13-35 
capacitors, which it sets to occur at time t=0.  Therefore, the oscilloscope, which has a 2 GHz 
resolution, can pinpoint the temporal coordinate of a signal and bin signals into .5 ns histogram 
bins.  This is actually beyond the resolution of the signal itself, which is typically 5-10 ns wide.  
Therefore, the oscilloscope can be trusted when recording ion times-of-flight. 
As seen in Figure 3.4, the oscilloscope screen is divided into 10 time divisions and 8 
voltage divisions.  For the experiments in this thesis, the settings were such that each time 
division was 5 μs and each voltage division was 200 mV.  As previously stated, the histogram 
threshold (the “By” line in Figure 3.4) was set to -50 mV.  In order to ensure experimental 
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consistency and correct calibration, the oscilloscope settings must not be changed between 
experiments. 
3.3.5: Calibration 
 Calibration, then, must account for both the oscilloscope settings and the MCP 
sensitivity.  It is very likely that multiple ions hit the MCPs at the same time, so it is necessary to 
find how many ions one “hit” corresponds to at any given energy.  This calibration is performed 
by firing an ion gun at a Faraday cup, measuring the current, and then firing the same ion gun at 
the ESA and measuring the ESA response. 
 
Figure 3.7: A SPECS IQE 11/35 ion gun fires Xe ions, which travel through the ESA orifice, out the alignment hole in the back 
of the ESA, and into a Faraday cup, where the current is measured.  The ESA is then turned on and used to measure the 
energy distribution of the ions.  The ESA measurements are compared to the total current measured by the Faraday cup. 
The ion gun is a SPECS IQE 11/35 which uses Xe as the fuel gas.  The ion gun was set to create 
3500eV ions at a pressure of approximately 8x10-4 Torr.  After aligning the ESA to the ion gun, 
the alignment laser is replaced with a Faraday cup.  The distance from the ESA entrance orifice 
to the Faraday cup is the same as the arc length from the ESA entrance orifice to the MCPs.  
Thus, an ion must travel the exact same length to reach the Faraday cup as to reach the MCPs. 
 With the ESA plates grounded, the ion gun fires ions into the ESA orifice.  Since the 
system is properly aligned and the plates are grounded, the ions travel straight out the 
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alignment hole of the ESA and into the Faraday cup.  The total current on the Faraday cup is 
measured with a picoammeter.  Since the ion gun produces singly-ionized ions, the current can 
easily be converted into the rate of ion detection by dividing the current by the elementary 
charge.  Because the path length to the Faraday cup is exactly the same as the path length to 
the MCPs, this is equivalent to the rate of ions hitting the MCPs when the ESA is on. 
 The ESA is turned on and tuned to select 3500eV ions.  For proper calibration, the 
oscilloscope settings are the same as those used in ESA experiments.  The ESA is pulsed with a 
10kHz square wave and set to measure hits during the on-time of the square wave.  This 
corresponds to 50μs, the time width of the oscilloscope screen.  The ESA counts the total hits 
over a period of 2 minutes.  The hits/time value can then be compared to the ions/time value 
calculated from the Faraday cup current [56]. 
Not all ions produced by the ion gun are exactly 3500eV, however.  The Faraday cup 
cannot differentiate between ions of different energies, so the current value read by the 
Faraday cup corresponds to the total number of ions per second, regardless of ion energy.  
Meanwhile, tuning the ESA to 3500eV only collects 3500eV ions.  Thus, the ESA must count hits 
at other energies in order to count hits from all ions. 
For the calibration in this thesis, the ESA was tuned to energies between 0 and 12keV.  
The energy increment was 0.25 keV between 2 keV and 5 keV.  Outside of this range, the 
energy increment was 0.5 keV.  For each reading, the ESA was pulsed with the 10 kHz square 
wave for 2 minutes, and the hits were counted.  Between ESA readings, the picoammeter on 
the Faraday cup was monitored, and the ion gun and pumping valve were adjusted to keep the 
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Faraday cup current and the gun pressure approximately constant at 6.15 nA and 8x10-4 Torr.  
The number of hits at various energies is seen in Figure 3.8. 
 
Figure 3.8: The hits counted at each energy are shown.  Predictably, setting the ion gun to 3500eV causes the number of hits 
at 3500eV to be comparatively large. 
It is then necessary to compensate for a quantity called detector efficiency, or DE.  The DE value 
is a quantification of how reliably the MCPs detect ions of different energies.  For instance, a DE 
value of 0.0838 at 500 eV means that the MCPs detect 500 eV ions only 8.38% of the time.  A 
graph of detector efficiency, provided by the MCP manufacturer, is seen in Figure 3.9. 
 
Figure 3.9: The detector efficiency DE is shown as a function of energy.  This is a measure of how reliably the MCPs detect an 
ion of a given energy. 
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It is evident from Figure 3.9 that the MCPs are more efficient at detecting high-energy ions than 
low-energy ions.  The hit measurements from Figure 3.8 are modified by dividing by the DE 
value for the corresponding energies.  This process creates a graph of adjusted intensity, seen 
in Figure 3.10. 
 
Figure 3.10: The adjusted intensity, found by dividing the hits by the detector efficiency, is seen above. 
At this point, it is necessary to recall that the ESA has an energy resolution, ΔE, which is 
different for each energy.  For 3500eV, ΔE=63.775eV.  It is of interest to find the percentage of 
the area under the curve in Figure 3.10 which lies between the energy bounds of 3563.775eV 
and 3436.225eV+ΔE.  The area between these bounds is calculated to be 3.32% of the total 
area under the curve.  This area is known as “%ΔE”. 
 The data can now be used to find a “base calibration” value based on how much current 
was measured, how well the MCPs detect ions at the 3500 eV, the measured ESA hits at 3500 
eV, and the percentage of the ions that actually fall within the 3500 eV bin (the %ΔE value).  
The equation for base calibration is then given by the following equation: 
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(3.8) 
The first fraction consists of the Faraday cup current, I, multiplied by the collection time, t, and 
divided by the elementary charge, qe.  This fraction provides the total number of ions collected 
in one minute.  The second fraction consists of the detector efficiency (DE) at 3500eV divided 
by the number of hits measured by the ESA at 3500eV.  The final term, %ΔE, as discussed on 
the previous page, is the percentage of the area under the adjusted hits curve that lies within 
the 3500eV bin. 
 All that is necessary to find calibration values for all energies is to divide the base 
calibration by the detector efficiency at each energy.  Therefore, the final calibration factor is 
     
                
     
 
 
(3.9) 
3.3.6: Final Equation for Ion Flux 
The quantity of interest in this thesis is the ion flux measured as a function of energy.  
The ion flux is defined as the number of ions per area per pulse per electron-volt.  The number 
of ions is found by multiplying the number of hits at a given energy by the calibration value at 
that energy. 
In order to convert number of ions to ion flux, the number of ions must first be divided 
by the limiting area: the area of the ESA orifice.  This area was found in Equation 12.  
Furthermore, since a single data point is obtained by pulsing the source many times and 
counting all the hits, it is necessary to divide by the number of pulses.  Finally, to account for 
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the energy resolution of the ESA, it is necessary to divide by the width of the energy bin.  This is 
twice the energy resolution ΔE, where ΔE is found via Equation 3.5. 
The result is that the final equation for flux is Equation 3.2, reprinted here as Equation 
3.10: 
     
        
        
 
 
(3.10) 
where N(E) is the number of hits recorded at a given energy, C(E) is the calibration value of that 
energy, A is the area of the ESA orifice, p is the number of pulses, and 2ΔE(E) is the width of the 
energy bin at the given energy. 
 The error inherent in this calculation may be determined from the error in each of the 
quantities on the right-hand side of Equation 3.10.  Error will be discussed in greater detail in 
Chapter 6.  A quick synopsis is provided here.  Due to precision machining, the error in A is 
assumed to be negligible, as is the error in ΔE (since ΔE is calculated in Equation 3.5 by using 
only quantities provided to high precision by the ESA manufacturer).  Using standard 
propagation-of-error analysis, the error equation then is given by 
 
   √ 
  
  
       
  
  
       
  
  
      
(3.11) 
where Δ indicates the error in a quantity.  The statistical error in the measured count number, 
ΔN, is given by √ .  The error in the number of pulses per 2-minute interval, Δp, is assumed to 
be 10 (out of an ideal 2400 pulses).  The error in the calibration, ΔC, is due to the error in the 
detector itself and in the individual calibration measurements.  In previous research, this error 
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has been shown to be approximately 9% of the calibration value; that value will be used in this 
thesis as well [56].  In most cases, this calibration error is the dominant factor in the total flux 
error. 
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CHAPTER 4 
MAGNETIC SYSTEM DESIGN 
 Having developed an understanding of the experimental apparatus and diagnostic tool, 
it is now necessary to detail the selection and characteristics of the final component of the 
experimental system: the magnet used to deflect the ions. 
4.1 Basic Magnetic Mitigation Theory 
The theoretical concept behind magnetic mitigation is a simple one: the use of the 
Lorentz force to deflect moving charged particles.  The three relevant equations are provided 
below. 
  √
  
 
 ̂ 
 
(4.1) 
       
 
(4.2) 
     
 
(4.3) 
A particle with initial energy E will move at a velocity v in the  ̂ direction.  In a magnetic field, 
this particle will experience a force that is dependent on the angle between its velocity and the 
magnetic field.  This force gives the particle an acceleration, which alters its motion.  The 
acceleration can be used to calculate the particle’s trajectory. 
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4.2 Preliminary Simulations and Magnet Design 
To obtain a rough estimate of the field needed for substantial deflection, a simple 
MATLAB simulation was created based on the forward-Euler method.  Ions subject to a uniform 
field of radius 10 cm were created at a point source positioned at the edge of the field.  In this 
2D simulation, one ion was ejected per degree from 90°to -90°.  After the simulation traced the 
ion paths through the field and beyond, the simulation detected whether or not any ions 
intercepted a hypothetical collector optic.  It was found that, for Ar ions of 10 keV, greater than 
0.5 T would be necessary to successfully deflect the ions from the mirror.  10 keV was chosen as 
a flux near the bound of what would be expected from the XTS 13-35. 
With this in mind, a preliminary feasibility study of a Helmholtz coil was undertaken to 
find if such a coil could produce a comparable field.  An ideal Helmholtz coil is actually two 
identical coils of wire separated by a space equal to the radius of each coil.  Such a device will 
produce an approximately uniform magnetic field between the two coils, given by [57]: 
 
  
    
  
 
  
 
 
 
 
 
(4.4) 
where n is the number of turns in one coil, I is the current, μ0 is the permeability of free space, 
and r is the radius of the coils.  It is of note that the value of μ0 is 4πx10
-7 m*kg/s2.  This means 
that, in order to achieve reasonably high values of B, the nI product must be very large.  Since 
continuous current is limited to 30A by 10-gauge wire (and, beyond that, limited by power 
supply capabilities), this effectively means that there must be a great deal of turns. 
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 In reality, a large number of turns causes the coils to either bulge outward horizontally 
or extend upward and downward vertically.  These non-idealities are not accounted for in 
Equation 4.4, which loses its validity.  Preliminary COMSOL modeling of a coil designed to 
produce 0.5T with 30 A using Equation 4.4 revealed that, in reality, the non-idealities of the coil 
resulted in a field that was only 0.125 T at maximum.  Further modeling revealed that the 
largest Helmholtz coil which could fit inside XCEED without greatly obstructing the EUV source 
field of view could only produce a field of 0.25 T, assuming that coil winding was done in the 
most efficient manner.  This suggested the need for a strong permanent magnet, such as a 
Halbach Array. 
4.3 Halbach Array 
4.3.1: Background and Cylindrical Halbach Array 
A Halbach Array is an arrangement of permanent magnets such that the magnetic fields 
of each individual magnet sum to create a large field in a desired location while maintaining a 
comparably low field outside of that region [58].  Halbach Arrays come in many different 
arrangements and topologies.  Linear Halbach Arrays have been used for everything from 
levitating stages in lithography [59] to levitating high-speed trains [60].  The primary advantages 
of a Halbach Array over an electromagnet are that a Halbach Array is comparatively small in size 
and does not require electricity to operate [58].  With the preliminary electromagnet modeling 
in mind, the ability to produce large fields with a small device is especially important. 
Of particular interest to this thesis is the cylindrical Halbach topology, which is 
sometimes used in medical applications based on nuclear magnetic resonance [61].  In the 
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cylindrical topology, magnetic wedges are arranged in a shape that looks similar to a pie with a 
hole in the center.  The magnetization vectors of each wedge are arranged such that the field in 
the center bore is very large and relatively uniform.  Proceeding clockwise, the angle of each 
wedge’s magnetization vector is 
 
                                             
          
    
  
 
 
(4.5) 
A diagram of a cylindrical Halbach topology is shown below. 
 
Figure 4.1: In a cylindrical Halbach Array, the magnetization vectors of the wedges are aligned so the fields sum 
constructively in the center bore to create a strong magnetic field.  Outside the center bore, they sum destructively to 
produce a field that quickly drops off to 0.  In this diagram, the field in the center points downward.  Figure taken from [62]. 
A commercially-available Halbach Array was obtained from Gaussboys.com.  This 
Halbach Array, rated to produce a field of approximately 0.9 T in the center bore, had an outer 
radius of 4.31 cm, an inner radius of 1.27 cm, and a thickness of 2.54 cm.  The Halbach Array 
used in this thesis is shown in Figure 4.2.  The field magnitude in the center was confirmed with 
a Gaussmeter to be approximately 1 T. 
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Figure 4.2: The Halbach Array at from Gaussboys.com at CPMI.  This Halbach Array consists of 12 wedges, all producing fields 
that collectively sum to approximately 1 T in the center bore.  The dimensions are 4.31 cm OD x 1.27 cm ID x 2.54 cm 
thickness.  In this picture, the bore field points upward. 
4.3.2: COMSOL Modeling 
In order to truly predict particle trajectories, it is necessary to know more about the 
magnetic field than that it is approximately 1 T inside the bore.  A model was developed in 
COMSOL to determine the field values on a grid of points in space.  The COMSOL model was 
developed by creating 12 wedges and assigning them the appropriate magnetization vectors 
according to the cylindrical Halbach topology.  All magnetization vectors were given the same 
magnitude, which was chosen such that the field in the center of the bore at (0,0,0) is 0.9 T.  
The COMSOL model is shown with field lines in Figure 4.3 and with a color plot in Figure 4.4.  In 
this model, the x-direction is horizontal, the y-direction is vertical, and the z-direction points out 
of the page. 
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Figure 4.3: Magnetic field streamlines are shown on the Halbach Array model.  These lines are very straight in the center 
bore, indicating a vertical field with little x-variation.  The high density of field lines in the bore indicates a very strong field, 
while the relative sparseness of field lines outside the magnet perimeter indicates a weak field outside the outer diameter. 
 
Figure 4.4: A color plot on the xy plane at z=0 reveals a field that has only small variation in x and y.  Though the black 
printing on the color scale is hard to read against the dark blue background, it indicated that the blue-green color in the bore 
corresponds to approximately 0.9T.  The darkest red spots (inside the magnet) correspond to approximately 2.9 T, while the 
dark blue outside the perimeter corresponds to approximately 10
-9
 T. 
 The field lines shown in Figure 4.3 confirm that the model accurately captures the 
Halbach topology.  The field in the bore is strong and points in the vertical direction, while the 
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field outside the magnet perimeter is comparatively weak.  Figure 4.4, a color plot taken in the 
z=0 plane further corroborates the evidence that the field in the bore is very strong compared 
to the field outside the magnet.  The blue-green color in the bore in Figure 4.4 indicates a field 
of approximately 1 T, and the lack of color variation inside the bore indicates that the bore field 
is relatively uniform in x and y. 
 A grid of data was taken from the COMSOL model.  The x, y, and z components of the 
magnetic field were recorded at each grid point.   The dimensions of the grid, centered around 
the center of the bore at (0,0,0), were 20 cm x 4 cm x 20 cm in the x, y, and z-dimensions, 
respectively.  The relatively small y-length of the grid was chosen because 4cm is significantly 
greater than the diameter of the bore and because all XCEED angular ports are in the same y-
plane as the z-pinch; therefore, the ions measured in the real experiment will be those that do 
not travel significantly in y.  The spacing between grid points was 2 mm in x, 1 mm in y, and 2 
mm in z.  To provide a clearer picture of the magnetic field of the Halbach Array, two fields 
graphs at selected grid points are provided.   
In the first graph, Figure 4.5, the field magnitude is examined along the x-axis starting 
from (0,0,0).  Tracing this line out from the center involves passing through the bore and then 
passing through one of the magnet wedges before exiting the magnet.  The field stays relatively 
uniform near 0.9T inside the bore and quickly drops to 0T outside the magnet.  The field inside 
the magnet wedge is irrelevant, since no ions will ever fly through the physical boundaries of 
the magnet.  In the second graph, Figure 4.6, the field magnitude is examined along the z-axis 
starting from (0,0,0).  Tracing this line involves simply starting from the center of the bore and 
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heading outwards.  Along this line, it can be seen that the field decreases as a function of z.  
This non-uniform field along the z-axis highlights one reason that COMSOL modeling, rather 
than simply assuming a constant field, is necessary. 
 
Figure 4.5: Along the x-axis, the field stays relatively constant inside the bore.  Outside of the magnet boundary, it quickly 
decreases to 0. 
 
Figure 4.6: The field decreases along the z-axis coming out of the bore. 
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4.3.3: Mounting of the Magnet Inside XCEED 
 If the Halbach Array is placed such that its z-axis is the same as the axis of the z-pinch, 
the bore of the Halbach Array provides a region where photons are unimpeded but ions are 
subject to a strong magnetic field.  Such a region that allows photon transmission but deflects 
ions is necessary for successfully mitigating debris without damaging source throughput.  
Placing the Halbach Array far from the source would result in this region subtending a small 
solid angle, cutting into the field of view from the source to the collector.  Placing the Halbach 
Array too close to the z-pinch, however, could result in the Halbach field interfering with the 
magnetics of the z-pinch. 
 Looking at Figure 4.6, it is clear that, only 5 cm in the z-direction from the center of the 
bore, the Halbach field has decreased to less than 0.05 T.  If the Halbach Array is placed 5cm 
from the z-pinch, the pinch will be located 6.27 cm from the far edge of the magnet (since the 
half-thickness of the Halbach Array is 1.27 cm).  By trigonometry, this means that there will be 
an 11.45° half-angle of view from the source, as seen in Figure 4.7.  Such an angle was 
considered acceptable, especially if one considers an application to actinic metrology sources.  
As mentioned in Chapter 2, such sources do not require as large of an angle-of-view as 
lithography sources. 
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Figure 4.7: Diagram of the desired positioning of the Halbach Array relative to the z-pinch.  The Halbach Array is seen from 
the side.  The positive z-axis points to the left. 
 A mounting system capable of positioning the magnet in such a manner was 
constructed out of angle iron bars obtained from McMaster-Carr.  Pictures of this system are 
seen in Figures 4.8, 4.9, 4.10, and 4.11.  Figure 4.8 shows the front of the XTS 13-35 without the 
mounting system attached.  The small gray piece with a hole in the center is the XTS 13-35 
cathode.  Figure 4.9 shows the mounting system without the Halbach Array.  Figure 4.10 shows 
the mounting system with the Halbach Array in place.  Figure 4.11 shows the mounting system 
with a steel dummy placed where the edge of the Halbach Array is in Figure 4.10.  For 
experiments without deflection, the dummy was used to simulate the limiting orifice of the 
Halbach Array and create the 11.45° half-angle of view without magnetically deflecting the 
ions. 
 It should be noted that the dirt seen on the chamber in Figures 4.8, 4.9, and 4.10 was 
cleaned before running experiments.  Additionally, the Halbach Array is shown in Figure 4.10 
covered with a layer of copper tape over a layer of fiberglass tape.  This provided a Faraday 
shield that was electrically isolated from the magnet and capable of protecting the magnet 
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from the time-varying magnetic fields created by the pulsing of the z-pinch.  The Halbach Array 
was mounted with the magnetic field pointing downward.  By the right-hand rule, this would 
cause ions ejected from the pinch to be deflected in the x-direction towards the right sides of 
the pictures below. 
 
Figure 4.8: The source is shown without the mounting system attached.  The small piece with a hole in the center is the XTS 
13-35 cathode.  The nearby surfaces were cleaned and the wire at right was removed before experiments were performed. 
 
Figure 4.9: The mounting system is shown without the magnet or dummy inside. 
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Figure 4.10: The mounting bracket is shown with the Halbach Array positioned inside.  The z-axis of the Halbach Array is 
coincident with the axis of the z-pinch.  The magnet is protected by a Faraday shield of copper tape, which is separated from 
the metal magnet by a layer of fiberglass tape.  The field points down, causing ions coming out-of-the page to be deflected to 
the right. 
 
Figure 4.11: A steel dummy is mounted in place of the Halbach Array.  This setup is used in experiments where deflection is 
undesired.  In such experiments, the dummy provided the 11.45° angle of view and simulated the magnet shape without 
providing the field. 
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CHAPTER 5 
ION FLIGHT SIMULATION 
Having obtained from COMSOL a measure of the magnetic field magnitude and 
direction at many points in space, it was possible to write a MATLAB program to simulate ion 
flights through this field. 
In the MATLAB simulation, the z-pinch was modeled as a point source of ions.  On the 
most fundamental level, the ion mass, charge, and velocity were left variable, to allow for 
maximum flexibility in applications beyond this thesis.  For the research presented in this thesis, 
q was always set to be the imaginary charge, and ions were created at the source with masses 
and initial velocities determined through a method which will be described later. The simulation 
was written to provide a numerical solution for the three-dimensional Lorentz equation, 
Equation 18, reproduced here with slightly different notion as Equation 5.1: 
  ̈   
  
  
   ̇      
(5.1) 
where  ̈ is acceleration, q is the ion charge, M is the ion mass,  ̇ is velocity, i is the particular ion 
under consideration, and B is the magnetic field.   
5.1 Field Determination and Magnet Positioning 
 The COMSOL data were imported to provide a grid of B field values.  The grid was 
positioned such that the center of the grid, which corresponded to the center of the Halbach 
bore, was located at (0,0,0).  The z-pinch point source was positioned on the z-axis at a variable 
distance d behind the origin.  For this thesis, d was set to be 5cm, in accordance with the 
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magnet setup described in Chapter 4.  Each time an ion was stepped forward in time, a check 
with three possible results was performed on the spatial coordinates of the ion.  If the ion was 
outside the range of the COMSOL grid, B was set to 0.  If the ion was at a location that would 
corresponded to the inside of the magnet, a flag was raised to tell the program the ion had hit 
the magnet and its trajectory would be stopped.  If the ion position was inside the COMSOL grid 
but not inside the physical boundary of the magnet, the location of a nearby grid point was 
determined by dividing the ion’s coordinates by the grid spacing dimensions and executing a 
floor function.  The x, y, and z components of the B field corresponding to this grid point were 
applied to the ion and fed into the particle integrator, which altered the trajectory of the ion. 
5.2 Particle Integrator 
 Equation 5.1 is a second-order ordinary differential equation (ODE) for the motion of a 
particle.  Numerically solving such an equation lends itself to a particle-in-cell (PIC) approach.  
Many methods of numerically solving second-order ODEs in PIC problems exist.  All involve 
evaluating  the position and velocity at discrete points in time separated by a time step, Δt. 
One easily-applicable but inefficient method is to use the built-in MATLAB ODE solver, 
ode45.  Unfortunately, while ode45 provides the user with the benefit of not having to write 
the numerical solver, this benefit is obtained at the cost of speed.  For numbers of particles on 
the order of 105 or 106, ode45 is not satisfactory in terms of computation speed.  It often 
attempts to provide a higher degree of accuracy than necessary, and it causes MATLAB to 
execute many internal functions that cost CPU time.  In the very first iteration of this 
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simulation, ode45 was used as the particle integrator.  However, it quickly became clear that a 
faster integrator was needed. 
 Of the multiple alternatives to ode45, one alternative was to code a custom Runge-
Kutta solver, which would typically be fourth-order [63].  However, such a solver, though very 
accurate, would take more time than necessary [64].  A much simpler and quicker method is 
the first-order Euler method, but the Euler method produces very inaccurate results [65].  It 
was decided to implement a Boris-Buneman solver, which is a second-order solver that 
provides greater accuracy than the Euler method without compromising much on speed [64].  
The Boris-Buneman method contains a velocity mover and a position mover, which are offset 
by half of a time step.  The position mover is, by far, the less complicated of the two.  It uses the 
current velocity to find the future position, which is then used in finding the future velocity.  At 
this point the cycle repeats and the particle continues to step through time [66]. 
5.2.1: Position Mover 
 Let n be the number of time steps taken so far by ion i.  Since the ion has already 
traveled through n time steps, it is assumed that vi
n, the velocity of the ion at temporal point n, 
is known.  This can be traced back to the idea that, at n=0, the initial velocity vi
0 must already be 
known before starting the Boris-Buneman solver (as mentioned earlier, this initial velocity is 
determined through a method which will be described later).  Since the position and velocity 
are offset by half of a time step, vi
n is used to find Pi
n+1/2, where P is the position of the particle.  
It is also assumed that Pi
n-1/2 is known, either from previous iterations or, ultimately, from an 
initial condition whereby, at n=0, the position Pi
-1/2 is set at the point source.  Calculating the 
 63 
 
next position Pi
n+1/2 is done by simply recalling that velocity is the time derivative of position, 
multiplying the current velocity by the time step, and adding the result to the previous position.  
Mathematically, this statement means that Pi
n+1/2 may be found by the equation 
 
  
  
 
    
  
 
      
  
(5.2) 
where Δt is the size of the finite time step used in the simulation.  It should be noted that P and 
v are vectors.  Hence, in the simulation, Equation 5.2 is carried out by three equations: one for 
the x-direction, one for the y-direction, and one for the z-direction. 
Once the new position is found, the ion is “moved” to this position (hence “position mover”).  
For example, if this is the first use of the position mover to move the particle beyond its initial 
position Pi
-1/2, use of Equation 5.2 leads to a value of Pi
+1/2.  However, in order to know Pi
3/2, it is 
first necessary to know vi
1 before using Equation 5.2 again.  In more general terms, in order to 
know the trajectory of the particle beyond a given point, n must be incremented to provide 
more values of Pi.  Equation 5.2 implies that, if n is to be incremented, it is necessary to know 
the next velocity, vi
n+1, before finding the next position.  At this point, it becomes necessary to 
make use of the more-complicated velocity mover. 
5.2.2: Velocity Mover 
The velocity at the next time step, vi
n+1, can be found through a series of equations.  
First, let a be defined as 
   
  
  
   (5.3) 
 64 
 
where qi, mi, and Δt are all defined previously in this chapter.  Additionally, let the vector w be 
defined as 
 
  
 
 
    
 
  
(5.4) 
Note that Bn+1/2 is the field at previously-calculated position Pn+1/2.  This position was calculated 
in Section 5.2.1, and the field at this position is found via the method detailed in Section 5.1. 
 vi
n+1 can now be found by the following equation [67], which uses the quantities defined 
in Equations 5.3 and 5.4. 
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(5.5) 
 At this point, the numerical integrator must simply be iterated.  The time-step number n 
is incremented, the value found in Equation 5.5 is plugged into Equation 5.2 as vi
n, and the 
process repeats until the ion has traveled through a specified number of time-steps or a flag is 
raised (such as the flag raised when an ion hits the Halbach Array). 
5.3 Ion Drift Velocities and Simulation Modes 
 The method of particle integration described in Section 5.2 can be used to quickly trace 
many trajectories, allowing for upwards of a million trajectories to be traced in a reasonable 
time.  However, in order to begin the trajectories, ions must be given initial velocities.  Two 
different methods, leading to two different modes of simulation operation, have been used.  
The first method, which is simpler, provides a qualitative picture of the traces of ions of a given 
energy.  The second method, which mimics reality and is used to predict deflection ion energy 
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distributions, assigns velocities based on experimental data concerning the ion output of the 
EUV source. 
5.3.1: Aspects Common to Both Modes of Simulation 
Regardless of which method is used to determine the initial ion velocities, all initial velocities 
are made up of two components: drift velocity and thermal velocity.  Mathematically, this is 
expressed as  
                        (27) 
The drift velocity is the high-energy velocity that is directed along the z-axis, propelling a 
particle straight out of the source.  It is the method of determining drift velocity which leads to 
the different simulation modes.  The method of determining the thermal velocity remains the 
same in both modes.  The ion temperature, Ti, of the XTS 13-35 source is 30eV, which causes a 
slight spread of ions coming out of the pinch, rather than expelling all ions straight along the z-
axis.  Temperature is simply a measure of average energy.  Therefore, the thermal velocity in 
the simulation is determined by means of a Maxwellian distribution centered at Ti=30eV.  This 
velocity is added to the particle in a random direction.  In such a manner, the spread of ions 
from the actual EUV source is mimicked.  For applications to other EUV sources, Ti can be 
altered to reflect the ion temperature of those sources. 
 Once a thermal velocity is assigned to a particle, a drift velocity is assigned, and the 
particle is flown through the integrator.  The two methods of obtaining drift velocities are 
detailed in the following sections. 
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5.3.2: Fixed Drift Velocity 
 The simplest way of choosing a drift velocity is to manually fix it.  This method can 
provide a picture of how ions of a given energy will deflect under any magnetic field used by 
the simulation.  As such, this method could be used to discover whether or not a given 
combination of field geometry, field position, collector size, and collector position would be 
likely to deflect all ions of a given energy away from a collector.  An illustration of this mode of 
operation is shown in Figure 5.1 for Ar+ ions with an ion temperature of 20eV and a fixed drift 
velocity of 5keV.  The thermal velocity, derived from the 20eV ion temperature, is responsible 
for the slight spread of ions.  Figure 5.1a shows the ions under magnetic deflection.  Figure 5.1b 
provides a comparison to a case where the magnetic field is set to 0.  Each ion travels until a 
certain time value is reached or until it hits the magnet.  Since the simulated Halbach Array, like 
the real one, was positioned with the field pointing downward, deflection points to the left in 
the pinch frame-of-reference. 
 
Figure 5.1: A) 5keV Ar
+
 ions are expelled from a point source and subject to the magnetic field of the Halbach Array, which is 
centered 5cm in front of the point source.  Significant deflection is predicted by the simulation.  The spread of ions is due to 
the randomly-directed thermal velocity.  B) The field is set to 0, and the ion trajectories are traced again but without 
deflection.  This shows the difference a 0.9T field, even over a small volume, can make. 
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5.3.3: Drift Velocity Derived from Ion Energy Distribution Function 
While the situation in the previous section provides a convenient illustration of 
magnetic mitigation, it does not mimic reality.  A real EUV source expels ions of many different 
energies, and not every energy is equally represented.  To truly simulate the XTS 13-35, it is first 
necessary to characterize the ions being created by the source.  This is done by measuring the 
raw, undeflected ion energy distribution function (IEDF) of the source and using the results as a 
baseline for how to create ions in the simulation.  An example is explained below. 
Using the procedures and principles discussed in Chapter 3, the ESA is attached to the 0° 
port of XCEED, as shown in Figure 3.3.  Hits are measured at given intervals, and flux is 
calculated via Equation 3.10.  In this example, 0.5keV increments are used below 3keV, and 
1keV increments are used above 3keV.  To mimic the shape of the magnet without the field, the 
steel dummy described in Chapter 4 is mounted in place of the Halbach Array.  The measured 
IEDF is shown below. 
 
Figure 5.2: The undeflected IEDF, measure dat the 0 port with the dummy in place of the Halbach Array, is shown.  Ar
+
 peaks 
at approximately 2.5keV.  O
+
 and Mo
+
 are present as contaminants.  Oxygen is introduced through the atmosphere and 
through adsorbed water vapor, while molybdenum is an electrode material. 
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It should be noted that Ar+ flux shows a peak at 2.5keV, decreasing as energy grows 
beyond 2.5keV.  O+ and Mo+ are two other species measured by the ESA.  Contamination from 
the atmosphere and water vapor is responsible for the presence of oxygen.  Water vapor is a 
particularly strong source of oxygen, since it tends to adsorb to the chamber walls and resist 
vacuuming.  Water vapor is often removed by a process known as bakeout, which involves 
heating the chamber to 100°C to boil away the water vapor.  Unfortunately, the Curie 
Temperature of the Halbach Array is 80°C; above this temperature, it demagnetizes.  Hence, 
baking out is not an option.  Molybdenum is an electrode material ejected by the z-pinch. 
 Though all results in this thesis will be concerned solely with deflection of Ar+ ions, the 
O+ and Mo+ are shown to emphasize that the simulation can accept energy distributions that 
include any number of ion species.  Once the undeflected IEDF is measured, it is used to form a 
normalized cumulative distribution function, from which initial drift velocities are selected for 
all simulated ions.  In this manner, an array of initial drift velocities, influenced by the measured 
IEDF, is assembled for the simulated ions.  Figure 5.3 shows trajectories of 5x105 Ar+ ions, 5x105 
O+ ions, and 5x105 Mo+ ions created with drift velocities based on the IEDFs shown in Figure 5.2.  
The blue lines correspond to Ar+, the pink lines to Mo+, and the red lines to O+.  O+ lines are not 
easily seen because O+ ions are so light that most of them are deflected into the magnet.  The 
small circles represent the angular ports of XCEED, with the green line pointing at the 35° port. 
 69 
 
 
Figure 5.3: Trajectories of simulated Ar
+
, O
+
, and Mo
+
 ions are shown.  The ions were given initial drift velocities derived from 
the experimental IEDFs shown in Figure 5.3.  Ar
+
 ions are blue, Mo
+
 ions are pink, and O
+
 ions are red.  O
+
 ions are not easily 
seen because the light mass of O
+
 causes most O
+
 ions to be deflected into the magnet.  The small circles represent the 
angular ports of XCEED, with the green line pointing at the 35° port. 
 Since the goal of this mode of simulation is to mimic and predict the operation of the 
real XTS 13-35 source, it is useful to know which ions should be intercepted by the ESA.  A 
simulated ESA entrance orifice can be assigned to any port and be located at any radial distance 
from the point source.  After ion flights are complete, each individual trace is analyzed by 
MATLAB to determine if it passed through the ESA orifice.  In the following example, the 
simulated ESA orifice was located at an angle of 35° and a distance of 1.65m from the point 
source.  This distance is true to the distance from the z-pinch to the ESA orifice when the ESA 
chamber is attached to the 35° port for experiments that will be shown in Chapter 6.  The Ar+ 
IEDF from Figure 5.2 was used to assign drift velocities to 500,000 Ar+ ions.  These ions were 
then flown from the simulated point source, and the number and energy of the ions captured 
by the ESA were recorded.  The same ions were also flown with the field set to 0 and the 
simulated ESA located at the 0° port.  Again, the energy distribution of particles reaching the 
ESA orifice was recorded.  The results of this simulation are shown in Figure 5.4. 
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Figure 5.4: Given the measured Ar
+
 IEDF in Figure 33, 500,000 simulated particles are created and flown under magnetic 
deflection.  The IEDF expected at the 35° port is shown with black triangles.  The same simulated particles flown without 
deflection and captured at the 0° port are shown with gray squares. 0.07° is the two-dimensional angle from the z-pinch 
subtended by the ESA orifice. 
The simulated undeflected distribution at the 0° port, while it does not replicate every hill and 
valley of the original IEDF, does mimic the behavior whereby the flux at lower energies is orders 
of magnitude higher than at high energies.  The distribution deflected to the 35° port with the 
magnet in place, however, does not peak near 2.5keV.  The deflection is energy-dependent 
because the magnetic force from Equations 4.2 and 5.1 is velocity-dependent.  Instead of 
peaking near 2 or 2.5keV, it is predicted that the distribution seen at the 35° port under 
deflection will peak at approximately 4keV, with a small local peak at slightly lower energies.  As 
the next chapter will show, this is exactly what was experimentally observed. 
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CHAPTER 6 
EXPERIMENTAL RESULTS 
 Having developed a detailed simulation of magnetic mitigation, it was necessary to 
experimentally measure the distributions of ions under magnetic mitigation and validate the 
simulation.  The general procedure was as follows: 
1. Measure a 0° IEDF with the dummy in place of the magnet 
2. Use the simulation to predict the Ar+ distribution seen at a given port 
3. Move the ESA to that port and measure the experimental Ar+ distribution 
6.1 35° Experiment 
 The first experiment investigated the distribution of deflected ions seen at the 35° port 
of XCEED. 
6.1.1: Initial IEDF and Simulation 
 For the 35° experiment, the experimental 0° undeflected IEDF and the simulated 
deflected 35° distribution (made with 500,000 simulated particles) have already been shown in 
the previous chapter.  Since this chapter is concerned only with the deflection of the pinch gas 
(Ar+ ions), the undeflected IEDF of Ar+ alone is reprinted here for closer examination and with 
error bars.  The error bars shown in Figure 6.1 are calculated via a method that will be 
explained later. 
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Figure 6.1: With no field, Ar+ ions fly from the source to the 0 port of XCEED.  The energy distribution peaks at 2.5keV.  The 
method of calculating error bars will be explained later in this chapter. 
6.1.2: Experimental Deflection to the 35° Port 
To measure the actual deflected flux at the 35° port, the Halbach Array was mounted inside 
XCEED as discussed in Chapter 4.  The bore was centered around the z-axis (pinch axis), and the 
magnet center was located 5cm in front of the pinch.  The ESA was attached to XCEED in a 
method similar to that described in Chapter 3.  However, since the magnet was placed 5cm in 
front of the z-pinch, a slight adjustment was needed for proper ESA alignment.  Since the ions 
would appear to emanate from the magnet orifice rather than the pinch, the ESA needed to be 
rotated slightly so that it was aligned to the center of the magnet.  This was accomplished by 
adding a small bellows between the ESA and the 35° port, allowing for slight rotation of the ESA 
chamber in order to maximize the captured ions.  This setup is diagrammed in Figure 6.2.   
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Figure 6.2: The setup for measuring deflected ions at the 35 port is shown.  The bellows is necessary because a true line-of-
sight to the pinch would be broken by the magnet wall.  The bellows allows the ESA to rotate slightly on the 35° port so that 
it can face the center of the Halbach Array.  The path an undeflected ion would take to the 35° port in the absence of the 
magnet is shown as a solid line, while the path a deflected ion would take to the 35° port is shown as a dashed line. 
To more closely examine the predicted flux peak, the flux was measured at 100eV increments 
between 3.5keV and 5.5keV.  It was measured at 1keV increments outside of that range.  The 
data are shown in Figure 6.3.  Figure 6.3a shows a linear plot of the data, while Figure 6.3b 
shows a logarithmic plot. 
 
      (a)  
Figure 6.3 (continued on next page) 
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 (b) 
Figure 6.3 (continued from previous page): The 35° magnetic deflection experiment produced an Ar
+
 distribution which 
peaked at 4.3keV, close to the predicted peak of 4keV.  Figure 6.3(a) shows a linear view of the data, while Figure 6.3(b) 
shows a logarithmic view.  To zoom in on the area in question, fluxes were measured at 100eV increments between 3.5keV 
and 5.5keV; outside this range, fluxes were measured at 1keV increments.  The data show a clear peak at 4.3keV and a 
secondary peak at slightly lower energies, strongly agreeing with the simulation both peak location and peak shape.  Note 
that the flux at 1keV is 0; this data point is not shown in Figure 6.3b) because 0 cannot be plotted on a logarithmic graph. 
 The distribution shown in Figure 6.3 is very different from the undeflected IEDF in Figure 
6.1.  The peak has been shifted from 2keV to 4.3keV, which is very close to the predicted 
deflected peak of 4keV.  Furthermore, a secondary peak exists at slightly lower energies (3.6-
3.8keV).  This is in agreement with the peak shape predicted in Figure 5.4. 
To better compare the deflected data with the simulation, both are plotted together 
(with appropriate scaling) in Figure 6.4.  The scaling is necessary because the 500,000 ions used 
in the simulation are far eclipsed by the number of ions expelled by the EUV source.  With the 
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scaling in mind, it must be noted that the simulation captures only on the order of 100 ions per 
100eV intervals in the energy spectrum; the peak experimental flux is many orders of 
magnitude larger.  While experimental fluxes at energies outside of the range of interest (for 
example, 9keV) may be many orders of magnitude lower than the peak, there are only about 
two orders of magnitude between the peak of the simulation and 0.  Accordingly, while the 
simulation can predict little to no flux outside the region of interest, it cannot accurately predict 
what that flux will be, and it is not of use to compare the experimental data to the simulation 
outside of the range of interest.  Therefore, only the experimental data from 3.5-5.5keV are 
overlaid onto the simulation. 
 
Figure 6.4: The experimental data from 3.5-5.5keV are rescaled and overlaid on top of the simulation.  The experiment and 
simulation show a remarkable similarity in peak shape.  The peak locations are very close and are offset by only 0.3keV.  This 
offset may be explained by a slight difference between the simulated magnet strength and the actual magnet strength. 
When the experiment and simulation are compared side-by-side, they show a 
remarkable similarity.  Though slightly offset, the peaks are very close on the Energy axis.  The 
offset can be accounted for by the fact that the actual field strength at the center of the 
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magnet is slightly larger than the strength used in simulation.  Additionally, even the shape of 
the experimental peak mimics that of the simulated peak.  Both experiment and simulation 
feature a secondary peak at slightly lower energies and an even smaller peak at higher energies 
(near 5keV).  Though experimental data does decay steeply after passing the peak, the decay is 
not as steep as that predicted in the simulation.  This is partially due to the high degree of error 
inherent in the simulation once the captured flux reaches such low values.  It is also partially 
due to scattering.  The simulation does not take collisions into account; in the experiment, 
scattering collisions between gas particles can knock particles off of the path determined for 
them by the magnetic field.  This causes fluxes that are small, yet higher than simulated, to 
appear in the experimental data. 
The experimental deflected flux (“35 Magnet”) and experimental undeflected IEDF (“0 
Dummy) are shown in Figure 6.5. 
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Figure 6.5: The undeflected 0° flux (“0 Dummy”) and the deflected 35° flux (“35 Magnet”) from Figures 6.1 and 6.3, 
respectively, are presented together.  In keeping with the simulation, the deflected flux is low outside the energy range of 
interest, while it is approximately equal to the undeflected flux in the energy range of interest.  This indicates that ions in 
that energy range were deflected away from a straight 0 track and into the 35 port, as expected.   
When the two sets of experimental data are presented together, it is evident that the 
deflection follows the expected trend.  Near the deflected peak, the deflected flux is 
approximately equal to the undeflected flux, indicating that most of the ions in that energy 
range were deflected to the 35° port.  Outside of that energy range, the deflected flux is much 
lower than the undeflected flux, indicating that most ions outside that energy range were not 
deflected to the 35° port.  Though some differences between the undeflected and deflected 
case may look small, this appearance is due merely to the fact that the y-axis is logarithmic, not 
linear.  The presence of ions at the 35° port outside of the predicted deflection range may be 
attributed to elastic scattering and charge-exchange collisions between Ar ions and neutrals.  
The simulation does not take collisions into account.   Collisions have a greater effect at lower 
energies, where the cross-section is larger and the momentum transferred by collisions is a 
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larger fraction of the total initial momentum.  It must also be remembered that the flux at 1keV 
is 0, and is simply not shown because 0 cannot be displayed on a logarithmic plot. 
The fact that deflected flux seems to exceed undeflected flux at 4.3keV shows that the 
source produced a greater quantity of ions during the deflected experiment than during the 
undeflected experiment.  This is an example of pinch variability, one of the non-quantifiable 
sources of error.  Error, both quantified and un-quantified, is explained in the following section. 
6.2 Error Analysis and Pinch Variability 
6.2.1: Quantified Error Bars 
 The equation used to determine the ion flux from the number of hits seen on the ESA is 
Equation 3.10, reprinted here for convenience: 
 
  
   
        
 
(6.1) 
where Γ is the flux, N is the number of hits, C is the calibration factor, A is the area of the ESA 
orifice, p is the number of pulses per data point, and ΔE is a geometrical factor that determines 
the width of a given energy bin.  The statistical error is given by the standard deviation of the 
quantities in Equation 6.1.  Since the orifice is very small and (radius = 1mm) and precision-
machined, the contribution from error in A is assumed to be negligible.  The geometrical factor 
ΔE is derived from measurements supplied to high precision by the ESA manufacturer, so its 
contribution to the overall error is also assumed to be negligible. 
The equation for the error in Γ, then, is given by 
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(6.2) 
where the Δ symbol is now used to signify error. 
Since each data point is measured by running the source at 20 Hz for 2 minutes, there 
are p=2400 pulses for any given data point.  Due to human error in pressing “Run” and “Stop” 
on the oscilloscope, Δp was assumed to be 10 pulses.  The statistical error in the number of 
counts N is given by √ .  Based on previous research conducted at the Center for Plasma-
Material Interactions [56], the error in the calibration C was assumed to be 9% of the 
calibration value.  The resulting error bars are approximately ±9%, since the ΔC typically 
dominates ΔN and Δp.  An exception occurs when the initial number of hits N is small; at these 
points,    √  is a larger percentage of N, and it begins to add significantly to the calculated 
error.  This can be seen by observing the 14keV point on the 0 Dummy curve or the 10keV point 
on the 35 Magnet curve in Figure 6.5. 
6.2.2: Pinch Variability 
Equation 6.2, used to produce the error bars in figures throughout this report, assumes 
a “perfect” experimental setup and is based on quantifiable statistical uncertainty in Equation 
6.1.  This does not take into account the error inherent in the experimental setup, which is 
much less quantifiable.  The most important source of this error is pinch variability, which can 
account for discrepancies in numerical flux values. 
As previously mentioned, the 4.3keV deflected flux seen in Figure 6.5 is higher than the 
4.3keV undeflected flux in the same figure.  This is a consequence of experiment-to-experiment 
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ion/neutral emission variability.  Though the flux values are still approximately within a factor of 
2, pinch variability must still be remembered when observing quantitative flux values.  The z-
pinch is a complex nonlinear plasma source that is easily affected by contaminants.  Water and 
carbon are two common contaminants in XCEED.  Water, which adsorbs easily to the chamber 
walls, proves particularly problematic because the chamber cannot be baked out without 
demagnetizing the Halbach Array (as mentioned in Chapter 5).  Pinch variability can cause 
discrepancies in numerical flux values.  One way of accounting for this is to periodically 
measure a new undeflected 0° IEDF in order to keep an up-to-date flux baseline.  Measuring a 
new IEDF before every deflection experiment allows the simulation to predict trajectories using 
a recent IEDF that is likely to be similar to the one seen in the deflection experiment.  However, 
this does not actually eliminate pinch variability; it merely reduces the likelihood of the pinch 
changing on a grand scale without this change being known.  It is still possible, even with this 
precaution, for the flux to unexpectedly change by a factor of 2 or so. 
Though pinch variability may affect individual data points or may change the overall 
magnitude of the entire distribution, it rarely changes the shape in drastic ways.  Data from 
various times throughout the year, shown in Figure 6.6, show a pinch that consistently peaks at 
about 2-2.5keV. 
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Figure 6.6: Pinch variability is studied by plotting various undeflected 0° IEDFs taken throughout 2012.  Though the 
magnitude of the IEDF may change, the general shape does not.  Though pinch variability may occasionally create a single 
flux outlier or shift the magnitude of the distribution, the general shape of the IEDF is fairly constant.  This means that there 
is a high degree of confidence in the shapes of the deflected distributions as well; the shapes of those distributions are 
brought about by real deflection, not by pinch variability. 
The fact that the general IEDF shape does not change is important.  This fact indicates 
that, though occasional outliers may exist, the general distribution shapes we see for both 
undeflected and deflected data are reliable and are brought about by deflection, not pinch 
variability.  It is not the absolute magnitude of measured flux that matters most, but the 
magnitude relative to other measurements taken in the same set. 
6.2.3: Other Sources of Error 
 Two other main sources of non-quantified error exist.  One is ESA alignment.  As 
mentioned earlier, the ESA was aligned to the center of the magnet in order to capture ions, 
requiring a slight rotation from being aimed directly at the z-pinch.  While the necessary 
rotation is very slight, it can nonetheless introduce some error by causing the ESA to intercept 
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larger or smaller overall fluxes.  The ESA remained stationary throughout data collection for 
each deflection experiment, so any error from alignment should be uniform.   
The other source of error is collisions, which knock ions off their predicted paths.  As 
previously mentioned, collisions tend to have a greater effect on low-energy ions than on high-
energy ions.  The momentum transferred by a higher-energy ion in a collision will be less of a 
fraction of that ion momentum than the momentum transferred by a low-energy particle in a 
collision.  Additionally, the cross-section is larger at low energies.  Therefore, the trajectories of 
high-energy ions will be altered less by collisions.  However, as evidenced by the data seen in 
Section 6.1.2, collisions do not have enough of an effect at 3mTorr to significantly change the 
trajectories of most ions.  If sources are operated at higher pressures, the presence of more 
particles will, of course, lead to more collisions. 
6.3 45° EXPERIMENT 
 To further validate the MATLAB simulation, predictions and measurements at an 
additional XCEED port were necessary.  Since lower-energy ions experience greater deflection 
and the IEDF seen in Figure 6.1 indicated a peak ion output in the 2keV range, the next 
experiment was carried out on the 45° port. 
6.3.1: Initial IEDF 
 As with the 35° experiment, the first step was to measure the IEDF at 0 without 
magnetic mitigation.  Though such an IEDF had been measured for the 35° experiment, it was 
necessary to measure a new one to minimize the effects of pinch variability.  The new IEDF is 
 83 
 
shown in Figure 6.7.  To zoom in on the range of interest, 100eV increments were used 
between 1.5keV and 3.5keV, with additional measurements being made at 1keV, 5keV, and 
10keV to provide the shape of the distribution. 
 
Figure 6.7: A new undeflected 0° IEDF was measured.  Measurements were taken at 1keV, 5keV, and 10keV, as well as from 
1.5keV to 3.5keV in 100eV increments.  Similarly to previous IEDFs, the peak flux occurs at 2.2keV.  However, this IEDF shows 
the flux staying at high values up through 3.5keV.  This IEDF was input to the simulation in order to predict the distribution of 
deflected Ar
+
 ions seen at the 45° port. 
 The IEDF seen in Figure 6.7 provides a good example of why it is necessary to minimize 
characterize the pinch output before every deflection experiment.  The general shape remains 
true to the IEDF shape seen in Figure 6.1 by peaking near 2.5keV, but the flux remains nearly 
constant between 2keV and 3.5keV.  This can then be taken into account in the simulation and 
analysis of the 45° experiment. 
6.3.2: Simulation of 45° Experiment 
Using the IEDF seen in Figure 6.7 as input, the simulation was run once more.  1 million ions 
were used.  The angle selector was set to 45° in order to detect ions deflected to the 45° port. 
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Figure 6.8: The simulation was run for 1 million ions with the IEDF from Figure 6.7 as the input.  The simulated undeflected 
IEDF is shown as clear squares, while the simulated deflected flux at the 45° port is shown as black triangles.  The deflection 
simulation shows a peak at 2.4keV. 
The simulation shows an expected peak at 2.4keV for the flux deflected to the 45° port.  Rather 
than staying nearly constant up to 3.5keV, as the undeflected IEDF does, the deflected flux is 
predicted to decrease as the energy moves away from the peak value. 
6.3.3: Experimental Deflection to the 45° Port. 
In a manner similar to that described in Section 6.1.2, the magnet was inserted and the 
deflected flux at the 45° port was measured.  Measurement occurred at the same energies as 
for the undeflected IEDF: 100eV increments between 1.5keV and 3.5keV, with additional points 
at 1keV, 5keV, and 10keV.  The results are seen in Figure 6.9. 
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Figure 6.9: The Ar+ flux was measured at the 45° port with the magnet in place.  The deflection produced a distribution that 
peaked at 2.2keV and decreased by orders of magnitude outside the approximate 2-3keV range.  Unlike in Figure 6.3, there is 
no easily-discernible secondary peak.  The shape and peak location seen above conform to the predictions of the simulation. 
The distribution seen in Figure 44 shows a peak at 2.2keV, only 0.2keV away from the location 
predicted by the simulation.   Outside the 2-3keV range, the deflected distribution drops 
quickly.  For further comparison, the experimental data from 1.5keV-3.5keV are overlaid on top 
of the simulation in Figure 6.10. 
 
Figure 6.10: The experimental data are overlaid on top of the simulation.  Note that the simulation data has been rescaled to 
fit the same y-axis as the experimental data.  The peak locations (2.4keV for the simulation, 2.2keV for the experiment) are 
very close and are offset by only 0.2keV.  Outside the peak range, both fluxes decay, but the simulation fluxes decay faster 
due to discretization error and the lack of scattering in the simulation. 
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In general, the Ar+ ions deflected to the 45° port follow the predicted pattern.  The peak 
occurs at 2.2keV; the energy difference from the predicted peak of 2.4keV is negligible.  Unlike 
the undeflected IEDF, the deflected flux drops off outside of the range surrounding 2-3keV.  
However, though the fluxes below 1.6keV and above 3keV are very small, the fluxes between 
those values do not drop off quite as quickly as expected.  Though the deflected data follow a 
wider distribution than predicted, this may be explained by scattering and pinch variability.  As 
previously mentioned, the simulation did not account for scattering, which causes ions to 
deviate from their expected courses and spread out.  Due to the energies of the ions, this entire 
distribution is more vulnerable to scattering than the 35° distribution seen in Figure 6.4.  This 
vulnerability to scattering is largely responsible for the amount of spread in the experimental 
flux compared to the spread in the simulated flux.  
The outlier point at 2.8keV seems to be a product of pinch variability; it is more than a 
factor of 2 greater than the points surrounding it.  Without this point, the decay would appear 
much steeper on the high-energy side of the peak. 
The deflected data are compared against the undeflected 0° IEDF in Figure 6.11. 
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Figure 6.11: The 45° deflection data (45 Magnet) are shown next to the Ar+ data from the most recent undeflected 0° IEDF (0 
Dummy).  The deflected peak flux is a factor of 2 below the 0° IEDF flux.  Outside the 2-3keV range, the deflected flux seen at 
the 45° port is orders of magnitude below the undeflected flux seen at the 0° port.  This seems to indicate that magnetic 
deflection is working as expected. 
Figure 6.11 clearly shows deflection.  Rather than re-producing the shape of the 
undeflected IEDF, the deflected distribution experiences a rapid decrease in flux at energies 
above the outlier point of 2.8keV.  A rapid decrease also occurs at energies less than 1.6keV.  
These decreased fluxes are orders of magnitude less than those seen in the undeflected IEDF, 
while the peak deflected flux is only a factor of 2 below the undeflected IEDF.  Though the 
deflected distribution does not decay as quickly as the simulation, it is important to remember 
that the simulation data only span a couple orders of magnitude (see the y-axis in Figure 6.8).  
As the simulated flux decays, it enters a region where only less than 10 simulated ions are 
captured, greatly reducing the reliability of the simulation in this region.  The experimental data 
do show a drop of an order of magnitude between 2.4keV and 3.5keV, and they drop down 
more orders of magnitude at higher energies. 
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6.4 Deflection Experiment at 0°. 
 As a check, the ESA was used to record ion fluxes at 0° with the magnet present.  No hits 
were seen above the noise floor of the instrument.  This result, by itself, is not as significant as 
the rest of the research presented in this thesis.  It does not indicate where the ions have gone; 
instead, it indicates solely that the ions are no longer traveling straight within a .07° cone of 
sight. However, it serves as a useful check to show that at least some mitigation is occurring 
and, as expected from Chapter 4, no ions produced by the source are so energetic that they can 
pass through a 0.9T field virtually undeflected. 
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CHAPTER 7 
CONCLUSION 
7.1 Summary 
As semiconductor companies attempt to uphold Moore’s Law, EUV lithography holds 
strong promise as a radiation source for producing the ever-smaller components of tomorrow’s 
integrated circuits.  Unfortunately, practical economic use is currently precluded by low cost-
efficiency for high volume manufacturing.  A variety of factors are responsible for the high cost 
of EUV lithography.  Among these factors is the fact that an EUV source expels high-energy 
debris, which degrades the quality of the collector optic.  This optic, responsible for collecting 
and focusing the EUV light, is exposed to a 20-30eV plasma which releases high-energy ions and 
neutrals on the order of keV. 
The solution to this problem is to implement a debris mitigation scheme, which deflects 
energetic debris away from the collector optic.  Unfortunately, most debris mitigation schemes 
developed so far are incomplete.  Though the common debris mitigation techniques of foil 
traps and buffer gas may deflect many particles, they are based on random collisions between 
debris and other particles or surfaces.  Even if a collision occurs, there is no guarantee that the 
resulting deflection will point an energetic ion or neutral away from the collector optic.  
Additionally, buffer gas and foil traps absorb EUV, which reduces the amount of EUV power at 
the intermediate focus. 
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 A complete debris mitigation system should be capable of reliably deflecting most 
debris away from a collector optic with minimal reduction in EUV throughput.  Though a 
magnetic component does not take care of neutrals, it at least fits the bill perfectly for ions.   
Magnetic fields deflect ions by means of a predictable and deterministic force that can be 
applied over a distance without lowering EUV transmittance. 
A magnetic mitigation system based on the use of a Halbach Array has been designed, 
simulated, and tested inside an XTS 13-35 EUV source.  The Halbach Array is a strong 
permanent magnet that requires only a small physical space yet can provide fields nearing 1T.  
While previous research has shown that magnetic fields cause a lowering of total ion current at 
individual points in space, that research does not show where the ions have gone.  Thus, it does 
not guarantee that the ions avoid the entire collector optic.  This thesis represents the first time 
that deflected energy distributions have been simulated and measured.  Knowledge of the ion 
flight paths is critical to building an effective mitigation system.  Only by knowing where the 
ions go can source manufacturers be sure the ions will avoid the collector optic.  Additionally, 
knowledge of the energy distributions can provide source manufacturers with greater degrees 
of confidence that certain energies of ions will be totally deflected.  In this thesis, ions of 
energies near 4.3keV were deflected by 35° and captured by an electrostatic energy analyzer 
with an entrance orifice covering a 0.07° angle.  Ions of energies near 2.2keV were deflected by 
45° and captured by the same detector.  Ion energy distribution shapes and peak locations 
agreed with those predicted by simulation.  The simulation written for this research predict ion 
trajectories based on measured ionic output of any EUV source.  Thus, it has a wide range of 
applicability for future research with different EUV sources. 
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7.2 Future Work 
This thesis presents a modeled and verified magnetic mitigation system.  From this 
point, much future work can be done, both with magnetic mitigation and debris mitigation in 
general. 
One logical next step would be to test the simulation in a completely different system.  
This could be done either with a Halbach Array similar to the one used in this thesis or with a 
completely different magnet.  Theoretically, the simulation presented here should accurately 
predict magnetic mitigation for any properly-modeled magnet topology, any magnetic 
positioning, and any EUV source than can be modeled as a point source with a measurable ionic 
output.  However, the simulation has not been tested in any system other than the one 
presented here.  Thus, to confirm its generality, it could be tested in a different system.  As a 
precursor to this, the XTS 13-35 could be used with Xe, rather than Ar, as the pinch gas.  While 
the source and magnet would remain unchanged, the mass difference between Xe and Ar 
would cause differences in deflection.  Such an experiment would also provide the value of 
observing the effectiveness of the Halbach Array in mitigating ions from a real EUV fuel. 
The particular system developed in this thesis has especial significance for actinic 
metrology sources.  As mentioned in Chapter 2, so-called actinic inspection tools will be used to 
scan a beam of EUV light across a mask and check for defects.  This light will not be used to etch 
patterns into photoresist and carry out lithography.  As such, actinic EUV metrology sources will 
have lower power requirements than lithography sources; these power requirements can 
potentially be satisfied by Xe-based DPP sources.  Additionally, actinic metrology sources will 
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only need to collect EUV from a narrow cone of view.  The cone of view allowed by the Halbach 
Array in this thesis has a 6.5° half-angle.  This angle, along with the DPP source topology of the 
XTS 13-35, makes the system presented in this thesis ideal for use in an actinic inspection 
source.  As such, testing this system and simulation on an actual actinic inspection source could 
prove useful and possibly lead to its inclusion in a commercial EUV metrology tool. 
Returning to possible applications for all EUV sources, another logical step would be to 
carry out multiple mitigation techniques at once.  As mentioned previously, buffer gas mitigates 
both ions and neutrals by knocking particles off of their current paths.  However, this could 
undo some of the effects of magnetic mitigation on the ions.  Experiments exploring the effects 
of combining magnetic mitigation with foil traps, buffer gas, or both would be useful.  Such 
experiments would also be well-served by simulations written to take chamber pressure and 
random collisions into account. 
Looking at the problem of ion mitigation in a broader sense, it is possible to imagine the 
deflection being accomplished through the use of electric fields, either instead of or in addition 
to magnetic fields.  One possible electrical mitigation design would include two parallel plates 
and would involve charging one of them to a very high voltage, thus creating a strong electric 
field.  Such a design would need to guard against being screened out by the secondary plasma 
created by the source.  It would also need to guard against the possibility of the applied voltage 
breaking down a new plasma.  As such, this system would likely need to be pulsed.  Building 
such a system would require fast high-voltage transformers and experiments to characterize 
the breakdown times of pulsed plasmas at various voltages. 
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Finally, regardless of the technique used to mitigate ionic debris, the problem of neutral 
debris must also be solved.  Research has shown that ions may often be less than 1% of the 
debris emitted by an EUV source [48].  Developing a method to successfully mitigate the effect 
of neutral debris will require much research and many novel ideas.  It is possible that the 
problem of neutral debris mitigation will never be fully solved.  In such a case, it would be 
necessary to develop an efficient, cheap, reliable, and preferably in-situ method of cleaning 
collector optics to remove the neutral debris deposited by the EUV source. 
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