The critical points analysis of electron density, i.e. (x), from ab initio calculations is used in combination with the catastrophe theory to show a correlation between (x) topology and the appearance of instability that may lead to transformations of crystal structures, as a function of pressure/ temperature. In particular, this study focuses on the evolution of coalescing non-degenerate critical points, i.e. such that r(x c ) = 0 and 1 , 2 , 3 6 ¼ 0 [ being the eigenvalues of the Hessian of (x) at x c ], towards degenerate critical points, i.e. r(x c ) = 0 and at least one equal to zero. The catastrophe theory formalism provides a mathematical tool to model (x) in the neighbourhood of x c and allows one to rationalize the occurrence of instability in terms of electrondensity topology and Gibbs energy. The phase/state transitions that TiO 2 (rutile structure), MgO (periclase structure) and Al 2 O 3 (corundum structure) undergo because of pressure and/or temperature are here discussed. An agreement of 3-5% is observed between the theoretical model and experimental pressure/ temperature of transformation.
Introduction
Impressive advances have been achieved in reconstructing the electron density, (x), of periodic solids at non-ambient conditions from experimental data. Macchi & Casati (2011 ), Fabbiani et al. (2011 and Yamanaka et al. (2009) have pioneered high-pressure electron-density determination by diffraction experiments, using multipolar analysis or the maximum entropy method. Casati et al. (2016 Casati et al. ( , 2017 have definitely proved the possibility of reconstructing experimental electron density even at high pressure, by exploiting a combination of techniques [multipolar analysis, ELMOs (energy-localized molecular orbitals), XC-ELMO-VB (X-ray constrained ELMO valence bond)] and opening a new perspective upon the role (x) may play in shedding light on transformations at non-ambient conditions. Dittrich (2017) and Macchi (2017) critically discuss the potential role electron-density topology may have in future to disclose novel paths for interpretation and/or prediction of a variety of phenomenologies in molecules and periodic solids. André s et al. (2015) stress the role of electron-density topology in obtaining insight into reaction mechanisms, which imply a loss of equilibrium for a transformation to take place. Tse et al. (2006) , Contreras-García, Martin Pendá s, Silvi et al. (2008) and Contreras-García, Martin Pendá s & Recio (2008) point out how external perturbation, like pressure, change electron density in such a way as to induce important modifications of the physical properties of a crystal. In keeping with the DFT (density functional theory) formulation, all this underlines the paramount part that (x) topology plays in relation to periodic solid behaviour in non-ambient regimes. Therefore, it becomes natural to focus one's attention on the correlations between electron-density properties and the occurrence of instability in a periodic phase as a function of pressure (P) and/or temperature (T).
In general, tokens of instability are crucial to steer research aimed at exploration of the transformations crystals undergo at non-ambient conditions. In the case of minerals, although it is possible, nowadays, to achieve extreme conditions in the laboratory mimicking planetary interiors (Miletich, 2005; Hemley, 1998) , the measurements are still carried out far from thermodynamic equilibrium and with relevant experimental difficulties, which are a serious hindrance to getting insights into details of the investigated phases and understanding the driving mechanisms. The occurrence of intermediate metastable phases in certain crystal solid-state transitions and the intrinsic complexity of the phenomena involved (Boldyreva & Dera, 2009 ) require rigorous theoretical support, particularly with regard to those mechanisms that make instability rise (Catti, 2002 (Catti, , 2005 .
Being able to detect the appearance of signals that portend instability and thereby lead to possible subsequent transformations of crystals provides a valuable auxiliary tool to nonambient conditions studies (Ghose et al., 2012) . From a microscopic point of view, soft modes have long been used to predict changes in crystal phases (Fleury, 1976; Scott, 1974) .
Electron density, in turn, is a natural candidate to forecast the approach of a transition/transformation that implies bonding and structure rearrangements (Bader, 1990) in crystals. Any transformation that requires a structure change of the parent phase must be preceded by the appearance of instability, which can be considered a prologue to a catastrophe then leading to a new disposition of atoms so as to achieve a stable configuration at given conditions. All this points to a growing attention on electron density as an observable that can in principle provide signals related to transformation of a crystal structure to a more stable configuration.
A contribution to achieving such a goal may be provided by combining electron-density topology analysis with theoretical techniques developed by the 'catastrophe theory' (Thom, 1975) . The latter is a theoretical tool of applied mathematics, originally developed to predict the behaviour of dynamic systems, in which small variations of some parameters of theirs can cause abrupt changes in terms of equilibrium. Pioneering works that couple Bader's topological analysis and Thom's catastrophe theory of inorganic crystal structures are found in Luañ a et al. (1997 , Merli et al. (2011 ), Parisi et al. (2012 and Merli & Sciascia (2013) .
In the present work we aim (i) to shed light on the theoretical links between crystal electron-density topology at critical points, energetics, catastrophe theory formalism and the appearance of instability in periodic solids; (ii) to discuss some case studies in which we practically use the notions from (i) and compare the occurrence of instability signals, which allows us to predict the collapse of the erstwhile crystal structure, with experimentally determined pressure/temperature values of transition. In particular, we pay attention to the high-temperature melting of TiO 2 (rutile structure), highpressure phase transition of Al 2 O 3 (corundum structure), high-temperature melting of MgO (periclase structure), highpressure and high-temperature phase transition of MgO (periclase). The electron density is determined by static quantum mechanical calculations and then rendered dynamic to account for atomic thermal motion.
Theoretical background 2.1. Critical points
Let (x) X be the electron density of a crystal at a given X value of an intensive thermodynamic variable, such as pressure or temperature. x 0 locates a critical point, i.e. r x (x 0 ) X = 0. If one expands (x) X around x 0 , then
where Áx i = x i À x 0i and H ji (x 0 ) X = ð@ 2 Þ=ð@x j @x i Þ 0;X , i.e. the Hessian matrix of (x) X at x 0 . x 0 , in turn, is a function of X.
Given that H ji (x 0 ) X = H ij (x 0 ) X , then it has real eigenvalues, (X) j , and can be turned into a diagonal matrix by a linear change of coordinates. For the sake of simplicity, let us assume that the x coordinates already are those that diagonalize the Hessian matrix, so that equation (1) changes into
If det[H(x 0 ) X ] 6 ¼ 0, then j (X) 6 ¼ 0 for j = 1-3, and x 0 is called a non-degenerate critical point. Each critical point, hereafter CP, has associated a symbol, i.e. (!, ), where ! and are rank and signature of H(x 0 ), respectively. The former represents the number of eigenvalues other than zero; the latter is the result of the algebraic sum of the eigenvalues' signs. If det[H(x 0 ) Xc ] = 0 for a given Xc value of X, then at least one eigenvalue is null, i.e. ker[H(x 0 ) Xc ] does not coincide with the null vector, and x 0 is a degenerate critical point. Degenerate CPs of a generic function F are the key to developing any application of Thom's catastrophe theory, as they can be the origin of local abrupt changes of F, this all leading to instability conditions. Let us assume, for the sake of simplicity, that 1 (Xc) = 0 and 1 (Xc AE X) 6 ¼ 0. In such a case, equation (2) is then expandable at X = Xc around x 0 as
È(Áx 1 ) Xc is a function that can be described by the splitting theorem of Thom, so that
where CG and Pert are 'Catastrophe Germ' and 'Perturbation', respectively. In particular
where {} is a set of parameters, known as 'control parameters' (Arnol'd, 1986) , with k+1 6 ¼ 0 and k ! 2 (Gilmore, 1993) . The combination of equations (4a) and (4b) gives the 'unfolding catastrophe function'. For the sake of completeness, there exists a smooth change of coordinates, i.e. Áx 1 !y, which turns CG + Pert into y k+1 , i.e. a 'Germ'-like function that bears the very 'essence' of the catastrophe expansion. È(Áx 1 ) Xc is the origin of anomalies, given that even very small changes of its control parameters can deeply affect the nature of the function and of the (x)'s local topology along the Hessian eigenvector " " " 1 as a consequence. For instance, structure fluctuations due to thermal agitation or distortions due to pressure cause, at degenerate CPs, a topological change which corresponds to a re-arrangement of bonding (Bader, 1990; Matta & Boyd, 2007) and heralds a possible readjustment of atoms towards a more stable configuration.
This aspect can be understood analysing the behaviour of a generic function depending on x and on a set of control parameters, i.e. Ä(x,{}), and such that rÄ(
, then x c is expressible as a linear combination of { c }, i.e. a CP smoothly changes its position as a function of the control parameters and x c is univocally determined. A failure of 'unicity' of the x c 's solution as a function of { c } changes portends, in our case, an anomaly that can be associated with an incipient transformation (Gilmore, 1993; Sanns, 2009) . For instance, a multi-furcation of CPs may take place, leading to possible degeneracy of CP, as discussed in x2.3 below.
Gibbs energy and critical points
The possible topological anomaly at CPs of electron density depends upon a solid's Gibbs energy, which is a functional of (x) X , i.e. G[(x) X ]. We split the functional integration over a three-dimensional region into two ranges: one is a sphere of radius r around x 0 , i.e. ; the other is the complementary volume other than , i.e. V À . In so doing, we can write
In the following we focus on the second term of the equation above, i.e. G X, , which is the one significant to our purpose. Choosing r small enough and taking into account that 1 (Xc) = 0 at X = Xc, the expression reported below holds:
In the neighbourhood of x 0 we split electron density as (x) = (x 0 ) + (x), i.e. a modulation around a reference value.
Taking into account equation (3), a few algebraic manipulations lead to the following expansion:
where
One splits equation (5a) into
G Xc,,reg represents the 'regular' contribution to the Gibbs energy, governed by the eigenvalues other than zero, whereas G Xc,,cat is the term depending on the catastrophe function and associated with the -Hessian eigenvalue that becomes null. Given that
as the integration over of an odd function like Áx 1 2n+1 is null, only even terms in Áx 1 contribute to equation (5d). In the light of this, È, i.e. the catastrophe part of the electron density as defined in the previous section, can be split into two contributions:
where the subscripts 'e' and 'o' indicate the even and odd components of È, respectively, and the former only influences G Xc,,cat .
The mechanism of instability induced by G Xc,,cat is apparent if one expands the È e (Áx 1 ) Xc function up to the sixth order. From equation (6), one has
and the related catastrophe manifold, i.e. (r,U,V), is defined by @G X;;cat @r ¼ 0; @ 2 G X;;cat @r 2 ¼ 0:
In so doing, we trivially obtain the following parametrization fulfilling the constraints above:
In Fig. 1 we show the U-V catastrophe manifold parametrized as a function of r 0 ('integration critical radius') such that if r = r 0 then the catastrophe conditions occur. Small changes of U-V around the catastrophe manifold can cause large variations of G Xc,,cat . The condition producing a physical r 0 value is that V > 0 and U < 0. If such a condition fails to occur, then higherorder expansions should be used in place of (7a), so as to bring to light the connection between Gibbs energy, catastrophe occurrence and degeneracy of a CP. In practical cases, U and V may correlate with one another and with the other coefficients. This makes it difficult to determine precisely their signs, which may possibly exchange. In the light of this, it is preferable to use their ratio, i.e. ÀV/U, to determine r 0 , and hence the condition to be met in applications is ÀV/U > 0.
Coalescing CPs
The appearance of a degenerate CP is often associated with CP coalescence. Let us assume a and b to be CPs at x a and x b that tend to be near one another, as a function of X that approaches Xc. Note that det[H(x a ) X ] = 1,a (X) 2,a (X) 3,a (X) and det[H(x b ) X ] = 1,b (X) 2,b (X) 3,b (X). Let us also suppose that a and b coalesce at some Xc resulting in a CP, c, whose signature, at X = Xc + X, is other than at least one of the coalescing points. In general, we observe that det[H(x k ) X ] behaves as a continuous function of X, owing to the continuity of the Hessian matrix terms. From this viewpoint, let us take, for instance, det[H(x a ) XcÀX ] > 0 and det[H(x c ) Xc+X ] < 0. As a regularly converges onto c and we can assume continuity of
This implies that at least one eigenvalue at X = Xc of c/a must be equal to zero. Therefore, once a coalescing pair has been detected, one has to pay attention to the signature of the resulting CP and follow the evolution of the CP changing its signature. This is a practical and easy way to monitor the rise of instability conditions, expressed by annihilation of at least one eigenvalue and associated with coalescence between CPs. A similar reasoning implies that even an eigenvalue of b must become null at Xc.
Another case of interest is given by two CPs that have different signatures and coalesce into a non-critical point, i.e. a 'wandering point'. For a and b we assume reasonably that
A similar argument can be used to state that lim X!XcÀ r(x a ) X = lim X!XcÀ r(x b ) X = 0. Altogether, for X tending to Xc, a and b coalesce into a degenerate CP, which then disappears into a wandering point, for X = Xc + X.
Computational details and dynamic electron density
We have carried out static calculations and structure relaxations at given nominal pressure using the program HF/ DFT-CRYSTAL14 (Dovesi et al., 2009) , which implements 'Ab initio Linear-Combination-of-Atomic Orbitals' in the case of periodic systems. A Hamiltonian based on the WC1LYP functional (Scanavino et al., 2012; Wu & Cohen, 2006) has been used in the present work, with a HF/DFT (HF = Hartree-Fock) hybridization ratio of 16%. The following values have been adopted for the tolerances governing the accuracy of the integrals of the self-consistent field (SCF) cycles: 10 À9 for Coulomb overlap, 10 À9 for Coulomb penetration, 10 À9 for exchange overlap, 10 À9 for exchange pseudooverlap in direct space and 10 À18 for exchange pseudo-overlap in reciprocal space, 10 À10 a.u. (atomic units) threshold for SCF cycle convergence, shrinking factor of reciprocal space = 12 (Monkhorst net), shrinking factor of secondary reciprocalspace net = 24 (Gilat net). The Mg basis set from Causà et al. (1986) has been extended by the addition of diffuse sp and d shells (85-11G* contraction). The O basis set (6-31d1) of Gatti et al. (1994) has been used in the high-pressure simulations for all the investigated cases. The triple-zeta valence basis set augmented by one set of polarization functions (pob-TZVP; Peintinger et al., 2013) has been chosen to model oxygen at high-temperature conditions for both periclase and rutile. The 86-411(d31)G basis set from Bredow et al. (2004) has been used for Ti. Al, in corundum, has been modelled by the 86-21G* basis set from Montanari et al. (2006) . Further details on the ab initio computational setup can be found in Merli et al. (2011) .
Atomic thermal motion and lattice parameter expansion at high-temperature conditions have been modelled using the following strategy. The structure has first been equilibrated at room pressure to determine a reference volume, i.e. V(T 0 ). Then, using experimental thermal expansion, , the volume has been changed to the values predicted accordingly, i.e. V(T), and the structure has successively been relaxed at that fixed volume. If high pressure is also involved, we have equilibrated the structure at given P, neglecting the thermal contribution to the atomic relaxation. The effects of the atomic vibrations have been taken into account by rendering (x) static dynamic. This has been accomplished by introducing anisotropic atomic displacement parameters (ADPs), determined at T, and thereby reconstructing (x) dynamic by means of its dynamic Fourier coefficients, F(T) hkl . F(T) hkl 's, in turn, have been determined as the Fourier coefficients of the folding between the static electron density and the atomic probability distribution function (Merli et al., 2002) . The atomic displacement parameters have been estimated in two ways: (i) in the case of state transitions involving high temperature only, we have used extrapolations of experimental ADPs from experiments at comparable thermal conditions; (ii) in the case of transformations occurring in the regime of high pressure, we have calculated ADPs by lattice dynamics. Such a strategy is motivated by the fact that harmonic approximation gives largely underestimated ADPs, upon approaching a transition of state in the regime of high temperature and room pressure. By means of F(T) hkl 's, determined up to jHj ' 18 Å À1 , we have reconstructed (x) dynamic following two techniques: (i) inverse Fourier series and (ii) the maximum entropy method (MEM) (Merli et al., 2002 (Merli et al., , 2009 Merli & Pavese, 2006) . MEM calculations have been carried out by use of the code BayMEM (Van Smaalen et al., 2003) .
Extrapolation of experimental ADPs to a given temperature is a particularly delicate aspect. A B change of the ADPs (here, for simplicity of notation, we assume an overall B factor) affects the resulting dynamic electron density in terms of
where S H and F H are the Fourier coefficients of the atomic probability distribution function and the static electron density, respectively. The expression above allows one to readily evaluate /T, which is proportional to the ADPs' first derivatives versus temperature. We have used such an equation to check the sensitivity of (x) upon changing ADPs, paying special attention to verify that small B variations ascribable to experimental uncertainties do not alter the CP topology. Reverse Fourier and MEM reconstruction have provided fully consistent results, save that the former has failed in the case of TiO 2 to yield an electron density fulfilling the Hopf-Poincaré relation, i.e. n (3,3) À n (3,À1) + n (3,+1) À n (3,À3) = 0 (n X means number of X-type CPs in the elementary cell). We think this is reflective of a numerical noise still present, notwithstanding a very large number of Fourier terms, which makes it difficult to discriminate low-electron-density CPs from fake CPs due to ripples. Yet, both methods have proven able to correctly recognize those CPs that are involved in the present study. In the light of the discussion above, we have chosen to use the results from the MEM filter. Pixels have been used to discretize each elementary cell, so as to fulfil the Nyquist-Shannon sampling condition and provide a resolution of $0.01 Å . 
Results and discussion
We have investigated some phase/state transitions involving crystal structures of wide interest to many disciplines, to correlate the occurrence of instability to the (x)-CP behaviour, in the light of the discussion in the previous section. In Table 1 we summarize our results. The theoretical electron densities have been obtained from the wavefunctions calculated by CRYSTAL14 for each structure, and the Bader's topological analysis has been performed by means of the module TOPOND (Gatti & Casassa, 2014) implemented therein.
MgO periclase melting at room pressure
MgO periclase has NaCl-type structure with Mg in octahedral coordination (space group Fm " 3 3m; Hazen, 1976) . Dubrovinsky & Saxena (1997) found the MgO melting point at room pressure and 3098(AE42) K. We have simulated the MgO periclase structure in a range from 300 up to 4000 K, using lattice parameters extrapolated from the experimental data of Reeber et al. (1995) . Atomic thermal motion has been modelled by extrapolating the ADPs of Hazen (1976) . The topological analysis of the static electron density of periclase reveals, in the asymmetric unit, the presence of a 'bonding CP' Fig. 2 the temperature effect on (x) is shown, comparing the electrondensity profiles along [110] , at 300 and 3100 K. Fig. 3 displays as a function of T the degenerating eigenvalue of BCP, and we predict that at T ' 3100 K 2 becomes practically 0. Coalescence takes place through a closing in on the BCP at ( 1 4 , 1 4 , 0) of the symmetry-equivalent RCPs that are related to the (3,+1) CP at (x, x, 0). In the end, a single RCP resulting from coalescence of BCP and RCPs occurs at ( 1 4 , 1 4 , 0), as shown in Fig. 4 . The agreement between model and observation, in terms of temperature of the transformation of state, is ' 3%. By way of example, we also calculated the integration critical radius, i.e. r 0 . Given that it is difficult to determine È(Áx 2 ) Xc , we have obtained it as a limit, i.e. lim X!Xc
and D = (0,Áx 2 ,0). A series of X values has been sampled so as to have a monotonically decreasing 2 (X) trend. For every X value, we have analysed the related È(Áx 2 ) X in terms of sixthorder polynomial expansions in Áx 2 . È(Áx 2 ) Xc , resulting from an extrapolation to Xc of the È(Áx 2 ) X functions' coefficients, has allowed one to determine r 0 . In so doing, we have calculated an r 0 as large as about 0.10 Å . Altogether, the melting of MgO at room pressure can be classified as a transformation of state compatible with an elementary Thom catastrophe of the cusp type, i.e. such that it converts a CP of a given parity (in our case the RCP) into two CPs and vice versa, one of the same parity (RCP) and the other of opposite parity (BCP).
MgO B1-B2 phase transition at high P/T conditions
A MgO B1-B2 phase transition at high pressure and high temperature occurs above 400 GPa and $9000 K (Coppari et al., 2013; McWilliams et al., 2012) . To investigate such a case, we have to resort to the dynamic (x) obtained by ADPs from lattice dynamics. In so doing, we observe an O-O BCP at ( 1 4 , 1 4 , 0), comparatively close to an RCP at (x, x, 0), x ' 0.22. Following a mechanism similar to that discussed in the previous section for periclase melting, the BCP coalesces with RCPs. The resulting topology is locally characterized by a single RCP, at (x, x, 0), with x = 1/4 ( Fig. 5) . A BCP's eigenvalue tends to 0 upon T approaching a value that we have estimated of about 8650 K, at nominally 500 GPa. This behaviour is consistent with an elementary cusp-type catastrophe, i.e. similar to the case of MgO periclase melting, at room pressure. The agreement between prediction and experimental observation of the B1-B2 transition temperature is approximately ' 4%. A precise determination of r 0 is difficult and time consuming; therefore, we limit our analysis to observe that ÀV/U > 0, for electron-density functions determined along the degenerating eigenvector of the BCP upon approaching the transition temperature.
TiO 2 rutile melting at room pressure
TiO 2 rutile is tetragonal (space group P4 2 /mnm, Z = 2; Burdett et al., 1987) with a Ti atom octahedrally coordinated by six O atoms, and melts at room pressure and ' 2143 K (Guisbiers et al., 2008) . We have used the lattice parameters extrapolated from the data of Meagher & Lager (1979) to model the rutile elementary cell at high temperature. Leaving aside any coherence between rutile stability as a periodic solid and high temperature, we have formally extrapolated experimental data even above 4000 K. The static electron density of rutile yields in the elementary cell six 'nuclear CPs' [i.e. (3,À3); hereafter 'NCP'], 16 BCPs, 26 RCPs and 16 CCPs, over the interval 300 < T < 4000 K. BCPs, RCPs and CCPs decrease to 12, 14 and 8, respectively, at higher temperatures. At '4000 K a BCP, sited at (0, 1 2 , 0), becomes quasi-degenerate, exhibiting a 1 = À0.0008 e Å À5 . Such a BCP is close to an RCP at (0.0091, 0.48467, 0), being ' 0.086 Å apart. At T ' 4500 K, a BCP and RCP have coalesced into a quasi-degenerate RCP ( 1 = À0.00005 e Å À5 ). All this points to a transformation that is coherent with a cusp-type catastrophe. In the range 4000 < T < 4500 K (' 4200 K by interpolation, modelling T in 100 K intervals from 4000 to 4500 K) a negative eigenvalue of the BCP changes into a positive one, passing through a value of zero. In Fig. 6 the rutile structures and their CPs are shown, at 4000 and 4500 K, by way of example. Altogether, this proves that catastrophe-type conditions have occurred, but at temperatures far higher than the actual rutile melting point. In such a case, we have to resort to the dynamic electron density, obtained using an extrapolation of the ADPs from Meagher & Lager (1979) . While modelling the topology of the static map yields an estimate of the melting temperature affected by an error of ' 94%, the analysis of the dynamic electron density leads to a prediction in agreement with observation of ' 5%. In Fig. 7 , rutile structures and their CPs at T = 2000 K and T = 2100 K are displayed. Two CPs [BCP at (0, 1 2 , 0) and an RCP at (0.0292, 0.5509, 0)] are very close to one another at 2000 K, whereas they have coalesced into one RCP at 2100 K. On the basis of simulations at 2020-2040-2060-2080 K, we predict a transition temperature ' 2050 K, in keeping with ÀV/U > 0, determined for (x) calculated along the direction of the eigenvector related to the degenerating BCP's eigenvalue. Note that both static and dynamic (x)'s are able to predict conditions of instability and such loss of equilibrium can be ascribed to the same mechanism, but at quite different temperatures owing to the atomic thermal motion effects. tion. Upon increasing pressure, corundum changes into a Rh 2 O 3 (II)-type structure, with space group Pbcn (Marton & Cohen, 1994; Thomson et al., 1996; Funamori, 1997; Mashimo et al., 2000; Lin et al., 2004; Kato et al., 2013) . Some theoretical studies also predict that Al 2 O 3 can further pass into a perovskite-like structure, with space group Pbnm, at P > 200 GPa (Thomson et al., 1996; Duan et al., 1998) . Oganov & Ono (2005) report CaIrO 3 -structure Al 2 O 3 (post-perovskite structure) with space group Cmcm; such a phase is more stable at high pressures than perovskite structure (Caracas & Cohen, 2005; Tsuchiya et al., 2004) . Our simulations of corundum and Rh 2 O 3 (II)-structure Al 2 O 3 phases in static approximation show that the latter is stable up to 100 GPa, as can be seen in the enthalpy difference plot of Fig. 8 . This result is in agreement with the estimate of the transition pressure obtained by means of the analysis of the electron-density CPs. In corundum, static electron density yields 30 NCPs, 90 BCPs, 108 RCPs and 48 CCPs, in the range 0 < P < 95 GPa. Looking at Fig. 9 , it can be seen that at 95 GPa an RCP at (0, 1 2 , 0) with 1 = 0.009 e Å À5 occurs, while at 100 GPa such a CP disappears and is replaced by a BCP, with 1 = À0.001 e Å À5 , surrounded by two RCPs, 0.21 Å away from it. This phenomenon is consistent with an elementary catastrophe of the cusp type. Using dynamic electron density (Fig. 10) , obtained by ADPs from lattice dynamics, at P = 105 GPa and 1000 < T < 1900 K, we have found the same CP behaviour as that observed in the static case. In particular, at 1000 K an RCP at ( 1 2 , 0, 0) with 1 = 0.12 e Å À5 occurs, while at 1900 K it is substituted by a BCP, 1 = À0.45 e Å À5 , surrounded by two RCPs about 0.23 Å away from it. The RCP-to-BCP conversion leads to an electron density that shows ÀV/U > 0 along the degenerating eigenvector. Interpolation of data calculated over the range 1000-1900 K and 90-110 GPa allows an estimate of the transition temperature of ' 1900 K and ' 105 GPa, which is in good agreement, some 1-2%, with the laser-heated diamond anvil cell experiments by Kato et al. (2013) .
Earlier investigations: SiO 2 and Mg 2 Si 2 O 6
Merli & Sciascia (2013) and Merli et al. (2011) correlate the appearance of degenerate CPs to the occurrence of phase transitions at high pressure, for SiO 2 -quartz!coesite, and at high temperature, for Mg 2 Si 2 O 6 Pbca (enstatite)!Pbcn (enstatite). In both cases, fold-type catastrophes take place, i.e. two CPs of different signatures coalesce into a non-critical point, a 'wandering point' as stated above. In particular, an RCP and BCP are involved for both SiO 2 and Mg 2 Si 2 O 6 . In the case of SiO 2 , the predicted pressure is about 4 GPa, some 25% larger than the observed one. It is possible for such a discrepancy to be ascribable to the comparatively low pressure of transition, which is highly sensitive to temperature, as shown by Bose & Ganguly (1995) , and for its P value of occurrence to change accordingly. The Mg 2 Si 2 O 6 transition is located between 1300 and 1400 K, in good agreement with its observed occurrence at some 1360 K. In such a case, Merli et al. (2011) did not resort to the use of dynamic electron density. This might be ascribed to the Pbca ! Pbcn transition being a low-energy transition involving breaking of an O-O bond, and it does not imply such large cation vibrations as those that conversely occur in transformations of state from solid to melt. 
Conclusions
The impressive advances achieved in reconstructing electron density from diffraction experiments at non-ambient conditions motivate us to pay special attention to (x) as an observable parameter whose topology can carry information about stability/instability of a crystal phase. The combination of electron-density critical points analysis and catastrophe theory provides a way to predict instability occurrence triggered, in the cases explored here, by pressure and/or temperature. In particular, the annihilation of one eigenvalue of the Hessian matrix at a CP, i.e. occurrence of degeneracy, hints at possible phase/state transformations. All this is viewed in the light of the Thom catastrophe theory, on the one hand, and it is energetically accounted for through the notion of 'integration critical radius', r 0 , that is introduced here. On the other hand, r 0 represents the size of the integration region around a degenerate CP at given P-T, such that the Gibbs energy of the related periodic solid is an expansion in r 0 with features that in the catastrophe formalism are associated with a rise in instability [see equation (7a)]. Coalescing of CPs into a CP of different signature, or into a 'wandering point', implies occurrence of degeneracy. We have determined electron density by enthalpy minimization at non-ambient conditions using a hybrid HF-DFT approach, which exploits linear combination of atomic orbitals. A difficulty arises from the fact that static (x) may be insufficient to bring to light instability, or leads to large errors in predicting P-T values of transformation (see Table 1 ), in particular at room pressure and very high temperature regimes. Dynamic electron density is to be used in place of the static one to overcome such problems. Making (x) dynamic is here performed via introduction of atomic displacement parameters. ADPs, in turn, are determined either by lattice dynamics or by an extrapolation to high temperature of experimental values. This second course has been followed in the case of room-pressure and high-temperature transformations. Dynamic (x) is then retrieved through the maximum entropy method, using dynamic Fourier coefficients up to jHj ' 18 Å À1 . We have studied the phase/state transitions in the case of three simple oxides: MgO periclase, TiO 2 rutile and Al 2 O 3 corundum. The agreement between predicted transition/transformation pressure/temperature and the observed one ranges between 3 and 5%. Notwithstanding the satisfactory agreement between observations and forecasts, we are more interested in the general transferability of the theoretical approach to periodic solid transformations, than to the precision of the present results, which anyway seem to positively point to a methodological validity. From such a viewpoint, one may expect advances and enhancements in the future with regard to the ability to account for and introduce thermal dependence in the static electron density. Moreover, other sources of uncertainty are zero-point contribution and thermal contribution to P, which have been neglected here in estimating pressure.
Altogether, we believe the electron-density CP degeneration may be related to instability occurrence in crystals, at high-pressure/temperature conditions. Although such a general principle holds for the case studies discussed here, the practical use of (x) CPs to unearth and predict transformations is still in need of enhancements to overcome the difficulties mentioned above, and more investigations are required to shed light on the univocal relation between 'CP degeneration' and loss of stability. 
