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Introduction
Contexte de l’e´tude
Le pre´sent rapport de´veloppe l’e´tude d’un proble`me de me´canique spatiale.
Plus pre´cise´ment, nous e´tudions le transfert d’un satellite d’une orbite a` une autre,
en nous restreignant aux trajectoires elliptiques autour de la Terre. Le proble`me
de transfert orbital nous a e´te´ soumis par le Centre National d’ ´Etudes Spatiales
(CNES) de Toulouse. En plus des e´tudes re´alise´es par le CNES lui-meˆme [8, 36, 38]
et de nombreux travaux exte´rieurs [7, 24, 49, 53, 54, 68] montrant l’inte´reˆt scienti-
fique d’un tel proble`me, le transfert orbital a e´te´ a` l’origine de plusieurs contrats
triennaux passe´s par le CNES avec l’e´quipe Algorithmes Paralle`les et Optimisa-
tion et de nombreux rapports, articles et the`ses ont e´te´ publie´s. En particulier, deux
the`ses [26, 47] ont permis une e´tude tre`s pousse´e du proble`me de transfert orbi-
tal en temps minimal aussi bien the´oriquement que nume´riquement. Deux autres
the`ses [41, 50] ont par la suite traite´ le proble`me en consommation minimale en
tirant parti de la puissance des me´thodes homotopiques [5, 67].
Comme dans les e´tudes pre´ce´dents, notre e´tude met a` profit la the´orie du con-
troˆle optimal [32, 48] et son fameux principe du maximum de PONTRYAGIN [56].
Nous nous consacrerons plus particulie`rement a` l’utilisation des outils ge´ome´tri-
ques applique´s a` la the´orie du controˆle [1, 23, 43, 46].
Nos travaux s’inscrivent ainsi dans l’e´tude des conditions d’optimalite´, avec
par exemple les principes du maximum d’ordre supe´rieur [25, 45] ou l’analyse de
formes quadratiques [3,58,63]. Suite aux nombreuses e´tudes effectue´es sur le trans-
fert orbital, nous avons choisi de nous attacher a` une configuration particulie`re : le
transfert dit mono-entre´e. Dans une telle configuration, la pousse´e est uniquement
dirige´e selon la vitesse instantane´e du satellite. De manie`re ge´ne´rale, l’e´tude d’un
syste`me de controˆle mono-entre´e requiert une attention particulie`re ainsi que le
montrent les e´tudes de Hector SUSSMANN dans le plan [65, 66] puis les e´tudes
re´alise´es en dimension trois [2, 10, 60]. En effet, les controˆles optimaux peuvent
eˆtre “ bang-bang ” et il faut alors formuler d’autres re´sultats et d’autres conditions
(cf. [2, 61] dans R3 et [4, 59, 64] dans le cas ge´ne´ral). Notons que le proble`me de
transfert orbital est, comme nous le verrons plus tard, un proble`me en dimension
quatre au moins.
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Ce rapport est divise´ en trois parties :
1. La premie`re partie intitule´e Mode`le et conditions d’optimalite´ contient
trois chapitres :
– le Chapitre 1 pre´sente le proble`me de transfert orbital dans son ensemble ;
– le Chapitre 2 rappelle et de´veloppe les conditions d’optimalite´ au pre-
mier et au second ordre dans le cadre ge´ne´ral d’un proble`me de controˆle
quelconque ;
– le Chapitre 3 revient sur le proble`me de transfert orbital vu comme pro-
ble`me de controˆle optimal et applique les re´sultats du chapitre pre´ce´dent.
2. La seconde partie intitule´e Moyennation de´veloppe la technique de moyen-
nation (introduite pour le cas particulier du transfert orbital dans [37]) et
contient deux chapitres :
– le Chapitre 4 pre´sente le proble`me de minimisation de l’e´nergie du trans-
fert orbital qui sera plonge´ dans un contexte sous-Riemannien [22], ge´ne´-
ralisation du cadre Riemannien ;
– le Chapitre 5 pre´sente les simulations nume´riques re´alise´es.
3. La troisie`me et dernie`re partie intitule´e Homotopies lisses de´veloppe les
re´gularisations du proble`me mono-entre´e par l’outil homotopique [5] et con-
tient deux chapitres :
– le Chapitre 6 pre´sente les processus re´gularisants utilise´s et analyse leur
pertinence ;
– le Chapitre 7 utilise les processus introduits dans le chapitre pre´ce´dent et
e´tudie les re´sultats obtenus.
Enfin, l’Annexe A pre´sente une me´thode constructive de ge´ne´ration de transferts
sous-optimaux a` partir de [31].
Contributions
Le transfert mono-entre´e est un proble`me nouveau et n’avait pas encore e´te´
e´tudie´ auparavant. Ce proble`me est lie´ a` l’e´tude de la contrainte de coˆne [41] dont
il est le cas limite. Le transfert mono-entre´e est physiquement inte´ressant a` de
nombreux titres. La re´duction des degre´s de liberte´ de la pousse´e n’affecte en rien
les proprie´te´s de controˆlabilite´ du transfert et les re´sultats obtenus montrent que
l’on observe une faible de´gradation du temps de transfert par rapport au transfert
coplanaire bi-entre´es.
Le controˆle optimal est discontinu ou “ bang-bang ”, ce qui constitue une
diffe´rence majeure avec les e´tudes pre´ce´dentes sur le temps minimal sans contrainte
sur la direction de pousse´e. Cela nous ame`ne a` conside´rer des approximations
lisses du transfert mono-entre´e. Une approximation Riemannienne est obtenue en
conside´rant le transfert moyenne´ avec minimisation de l’e´nergie (i.e. norme L2 du
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7controˆle) ou` la contrainte sur le controˆle est relaxe´e. Nous connectons e´galement
le transfert mono-entre´e avec des transferts bi-entre´es connus : la contrainte de
controˆle reste, mais les controˆles obtenus dans de tels cas sont lisses.
Pour chacune de ces approximations, une analyse fine de l’optimalite´ est re´ali-
se´e. L’e´tude de la me´trique Riemannienne du transfert moyenne´ est faite et met
en e´vidence le caracte`re plat des transferts vers les orbites circulaires (dont les
orbites ge´ostationnaires sont des exemples) : dans des coordonne´es adapte´es, les
trajectoires minimisantes sont des droites. On e´tudie e´galement les conditions du
deuxie`me ordre de type point conjugue´ sur les homotopies lisses.
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Premie`re partie
Mode`le et conditions d’optimalite´
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Chapitre 1
Le proble`me de transfert orbital
1.1 Mode`le
Soit (I, J, K) un repe`re Galile´en dont l’origine O est le centre de la Terre et
(I, J) est le plan e´quatorial. Le satellite est assimile´ a` un point mate´riel de masse
variable m(t) dont la position est note´e q = (q1, q2, q3). La notation F(t) de´signe la
pousse´e dont l’amplitude est borne´e, ‖F(t)‖ ≤ Fmax, et on suppose que la direction
de pousse´e est laisse´e libre. Si µ est la constante de gravitation terrestre, le syste`me
s’e´crit :
q¨ =−µ q‖q‖3 +
F
m
, (1.1)
m˙ =−F
ve
, (1.2)
ou` ve est la vitesse d’e´jection des gaz. Le mode`le donne´ par le syste`me d’e´quations
(1.1) est un syste`me de KEPLER controˆle´. Pour l’e´tude ge´ome´trique du proble`me,
on ne´glige la variation de masse (1.2) et le mode`le est dit a` masse constante. Dans
le cadre de la pousse´e faible, l’action du controˆle F/m est petite devant le terme de
gravitation −µ q/‖q‖3. En ne´gligeant la variation de masse, on obtient un syste`me
de la forme :
x˙(t) = F0(x(t))+ ε
3
∑
i=1
ui(t)Fi(x(t))
ou` x = (q, q˙) est l’e´tat, ε est un petit parame`tre et les ui(t) sont les trois com-
posantes du controˆle u(t) repre´sentant la de´composition de la pousse´e selon les
directions Fi = ∂/∂ q˙i, i = 1, 2, 3 et ‖u‖ ≤ 1.
1.2 Proble`mes de transfert orbital
Le proble`me pratique du cahier des charges du CNES est de transfe´rer le syste`me
d’une orbite basse et fortement elliptique a` l’orbite ge´ostationnaire. En pousse´e
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faible, le temps de transfert est long et on observe une de´formation lente des pa-
rame`tres orbitaux de´crivant les ellipses osculatrices.
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FIG. 1.1 – Orbites initiales et finales du transfert vers une orbite ge´ostationnaire
La pousse´e est continue, mais de faible amplitude et donc ε est un petit pa-
rame`tre d’ou` l’ide´e introduite dans [38] d’utiliser des techniques de moyennation.
1.3 Les deux proble`mes physiques
Les deux crite`res physiques de couˆt sont :
Temps minimal Min
u(·)
∫ T
0
1dt ou` T est libre.
Maximisation de la masse finale Min
u(·)
∫ T
0
‖u(t)‖dt ou` T est fixe´.
Dans le second cas, une approximation peut consister a` remplacer la norme L1
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du controˆle par la norme L2 :
Min
u(·)
∫ T
0
‖u(t)‖2 dt
et a` relaxer le controˆle ‖u‖ ≤ 1 en choissisant a posteriori un temps de trans-
fert T suffisamment grand pour que le controˆle optimal ve´rifie naturellement la
contrainte. On a donc un proble`me de minimisation de l’e´nergie, pour un syste`me
non line´aire.
Le lien avec la me´thode de continuation se fait a` deux niveaux. On peut com-
mencer par effectuer une continuation sur le parame`tre de pousse´e ε [26] car pour
une pousse´e forte, la loi optimale est plus simple. Puis pour une valeur de ε donne´e,
on re´alise une homotopie du crite`re L2 au crite`re L1 [40–42, 50], par exemple se-
lon :
Min
u(·)
∫ T
0
{
(1−λ )‖u(t)‖2 +λ‖u(t)‖} dt.
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Chapitre 2
Les conditions ne´cessaires
d’optimalite´ via le principe du
maximum
2.1 Me´thode indirecte
Dans un contexte ge´ome´trique, le proble`me de controˆle optimal est analyse´
par la me´thode dite indirecte : on utilise les conditions ne´cessaires du principe du
maximum [32,48,56] pour se´lectionner les trajectoires optimales parmi une famille
de trajectoires extre´males, solutions d’un syste`me Hamiltonien.
2.1.1 Formulation du principe du maximum
On conside`re un syste`me suppose´ lisse1de la forme :
x˙(t) = f (x(t), u(t))
avec x ∈ Rn et u(t) ∈U domaine de controˆle ainsi qu’un crite`re a` minimiser de la
forme :
Min
u(·)
∫ T
0
f 0(x(t), u(t))dt
et des conditions aux limites x(0) ∈M0, x(T ) ∈M1 ou` M0 est la varie´te´ des condi-
tions initiales et M1 est la varie´te´ cible.
On introduit le pseudo-Hamiltonien :
H(x, p, u) = 〈p , f (x, u)〉+ p0 f 0(x, u)
ou` p ∈ Rn est le vecteur adjoint et p0 une constante ne´gative qui est la variable
duale du couˆt. Si (x(·), u(·)) est optimal sur [0, T ], il existe (p(·), p0) 6= 0 tel que
1lisse au sens C ∞
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les e´quations (2.1-2.2) et la condition dite de maximisation (2.3) soient ve´rifie´es
presque partout sur [0, T ] :
x˙(t) =
∂H
∂ p
(x(t), p(t), u(t)) (2.1)
p˙(t) =−∂H
∂x
(x(t), p(t), u(t)) (2.2)
H(x(t), p(t), u(t)) = Max
v∈U
H(x(t), p(t), v) (2.3)
De plus M(x(t), p(t)) = Maxv∈U H(x(t), p(t), v) est constant et cette constante est
nulle si le temps de transfert est libre.
Enfin le syste`me ve´rifie les conditions de transversalite´ : a` l’instant initial,
p(0) est perpendiculaire a` l’espace tangent de M0 en x(0) et a` l’instant final, p(T )
est perpendiculaire a` l’espace tangent de M1 en x(T ).
De´finition 2.1 (Extre´male). On appelle extre´male (respectivement BC-extre´male)
un triplet (x(·), p(·), u(·)) solution des e´quations pre´ce´dentes (respectivement des
e´quations pre´ce´dentes et des conditions de transversalite´).
2.1.2 Mise en œuvre pratique : la me´thode de tir
Le calcul de la loi optimale en utilisant le principe du maximum est fonde´ sur
le principe suivant :
´Etape 1 En un point (x(t), p(t)) de la trajectoire, on calcule le controˆle avec la
condition de maximisation. Ce controˆle s’exprime comme un feedback dynamique
(fonction en ge´ne´ral multi-value´e) u(t) = uˆ(x(t), p(t)).
´Etape 2 Dans le cas ou` la condition de maximisation conduit a` un controˆle unique
uˆ(x, p), on de´finit un vrai Hamiltonien ˆH(x, p) = H(x, p, uˆ(x, p)) qui de´finit par
inte´gration les trajectoires optimales. On applique une me´thode de tir, pour calculer
le vecteur adjoint initial p0 = p(0), qui doit ve´rifier les conditions de transversa-
lite´. Pour le calcul de p0, on doit donc re´soudre une e´quation de tir (non line´aire)
S(p0) = 0. Le proble`me est bien pose´ car le nombre d’e´quations de tir coı¨ncide
avec le nombre d’inconnues.
2.1.3 Lien avec la me´thode de continuation
Si l’on veut converger vers la solution, la re´solution de l’e´quation par une
me´thode de type NEWTON ne´cessite d’avoir une bonne approximation du vec-
teur p(0) initial. Pratiquement, on effectue souvent le calcul en immergeant le
proble`me dans une famille de proble`mes a` un parame`tre λ ou` l’e´quation de tir
s’e´crit Sλ (p0) = 0, par exemple λ = ε , module de la pousse´e, ou en prenant un
couˆt
∫ T
0 {(1−λ )‖u(t)‖2 +λ‖u(t)‖}dt, λ ∈ [0, 1] pour le transfert orbital.
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2.2 Application du principe du maximum : calcul des ex-
tre´males en transfert orbital
2.2.1 Temps minimal
Afin de simplifier les calculs, on suppose que la masse est constante. Le syste`me
est de la forme :
x˙(t) = F0(x(t))+
m
∑
i=1
ui(t)Fi(x(t))
et ∑mi=1 u2i ≤ 1. On note Pi les Hamiltoniens Pi(x, p) = 〈p ,Fi(x)〉 et le pseudo-
Hamiltonien est :
H(x, p, u) = P0(x, p)+
m
∑
i=1
uiPi(x, p)+ p0 ·1
avec ‖u‖ ≤ 1. On note Σ la surface de commutation de´finie par :
Σ = {(x, p) |∀ i ∈ J1, mK, Pi(x, p) = 0}.
En dehors de Σ, la condition de maximisation donne clairement :
∀ i ∈ J1, mK, uˆi(x, p) = Pi√
m
∑
i=1
P2i
et les trajectoires extre´males associe´es sont des solutions du syste`me Hamiltonien
de´fini par le Hamiltonien ˆH ou` :
ˆH(x, p) = P0 +
√
m
∑
i=1
P2i .
est le Hamiltonien re´duit propre au temps minimal.
Ces extre´males sont donc lisses. Pour avoir toutes les extre´males, il faut aussi
e´tudier celles contenues dans Σ et les jonctions possibles entre les trajectoires de ˆH
en passant par Σ.
On utilise ici le principe du maximum pour re´aliser la stratification des trajec-
toires extre´males.
2.2.2 Minimisation de l’e´nergie
On suppose ici que la masse est constante. Le pseudo-Hamiltonien associe´ est :
H(x, p, u) = P0 +
m
∑
i=1
uiPi + p0
m
∑
i=1
u2i .
On a deux cas :
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– le cas normal ou` p0 < 0 et par homoge´ne´ite´, on peut utiliser la normalisation
p0 =−1/2 ;
– le cas anormal ou` p0 = 0.
Dans le cas normal, la condition de maximisation de H en u avec u ∈ U = Rm
donne ∂H/∂u = 0, et ∂H/∂ui = 0 implique ui = Pi. On obtient donc dans ce cas
le vrai Hamiltonien :
ˆH(x, p) = P0 +
1
2
m
∑
i=1
P2i . (2.4)
2.2.3 Cas de maximisation de la masse
Remarque 2.1. Bien que le principe du maximum soit formule´ page 17 pour un
syste`me lisse, seule la continuite´ par rapport au controˆle est effectivement requise,
ce qui est le cas ici.
Dans ce cas, il faut prendre en compte l’e´quation de la variation de la masse
(1.2) page 13 et la condition de maximisation est plus complexe et conduit a` une po-
litique de controˆle dont la caracte´ristique est d’avoir une concate´nation de controˆles
ou` la pousse´e est maximale ou nulle, ceci donnant donc, meˆme ge´ne´riquement,
un controˆle optimal discontinu, ce qui affecte nume´riquement la me´thode de tir.
Les calculs sont extraits de [41] et sont les suivants. Le syste`me est de´compose´ en :
q˙ = v
v˙ =−µ q‖q‖3 +u
ε
m
, ‖u‖ ≤ 1
m˙ =−βε‖u‖
et le crite`re est f0 =
∫ T
0 ‖u(t)‖dt. Le Hamiltonien se de´compose en :
H = p0‖u‖−βε‖u‖pm + vpq + ε
m
〈u , pv〉− µ‖q‖3 〈q , pv〉.
Conside´rons le cas normal ou` p0 6= 0. En renormalisant p0 = −1, on doit donc
calculer pour ‖u‖ ≤ 1 le maximum de la fonction −‖u‖−βε‖u‖pm + ε〈u , pv〉/m.
Regardons pour simplifier le cas scalaire avec pv 6= 0. On a donc a` maximiser
une fonction du type f (u) = −|u|+ au ou` on peut supposer a > 0. L’examen du
graphe (voir FIG. 2.1) montre que si a−1 > 0, le maximum est atteint pour u = 1
et si a−1 < 0, le maximum est atteint pour u = 0.
Dans le cas ge´ne´ral, on pose χ =−1−βε pm + ε‖pv‖/m et on a :
– si χ > 0, le maximum est atteint pour u = pv/‖pv‖, la pousse´e e´tant maxi-
male ;
– si χ < 0, le maximum est atteint pour u = 0 et c’est donc une pousse´e nulle.
2.2.3.1 Preuve heuristique du principe du maximum de PONTRYAGIN
Pour comprendre le principe du maximum, on peut esquisser la preuve dans le
cas suivant dit faible.
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−1 1
u
f (u)
(a) a−1 < 0
−1 1
u
f (u)
(b) a−1 > 0
FIG. 2.1 – Graphe de la fonction u 7→ −|u|+au sur [−1, 1]
Hypothe`se. Le domaine de commande U est tel que si u(·) est un controˆle alors
u(·)+δu(·) est admissible, ou` la variation δu(·) est petite dans L∞([0, T ], Rm).
C’est le cas en transfert orbital ou` U = R3 pour le proble`me de minimisation
de l’e´nergie et pour le proble`me de minimisation du temps ou` u∈U = S2 (on passe
en coordonne´es locales).
Esquisse de la preuve. On conside`re :
x˙ = f (x, u), u ∈U , Min
∫ T
0
f 0(x(t), u(t))dt
On introduit le syste`me augmente´ dont l’e´tat est xˆ = (x, x0) avec ˙x0 = f 0(x, u)
et x0(0) = 0 que l’on e´crit ˙xˆ = ˆf (xˆ, u) et l’ensemble des controˆles admissibles
U est l’ensemble des applications mesurables borne´es a` valeurs dans U . On note
xˆ(t, xˆ0, u) la re´ponse et
ˆA (xˆ0, T ) =
⋃
u(·)∈U
xˆ(T, xˆ0, u)
l’ensemble des e´tats accessibles a` temps T du syste`me augmente´.
Si la trajectoire x(·) est optimale, alors le point xˆ(T ) final du syste`me aug-
mente´ appartient a` la frontie`re de ˆA (xˆ(0), T ). Fixons xˆ(0) = xˆ0 et T et introduisons
l’application extre´mite´ du syste`me augmente´, ˆE : u(·) 7→ xˆ(T, xˆ0, u), de sorte que
ˆE(U ) soit exactement ˆA (xˆ(0), T ). Dans le cas ou` ˆf est lisse, d’apre`s le the´ore`me
de l’application ouverte, ˆE est de´rivable. De plus si la trajectoire associe´e a` u(·) est
optimale, alors elle est extre´male dans le sens rang ˆE ′u < n+ 1 et ˆE ′ est la de´rive´e
de FRE´CHET calcule´e pour la norme du sup.
Le calcul de la derive´e s’effectue comme suit. Pour alle´ger les notations, on
remplacera xˆ par x (on notera n la dimension de x) et ˆf par f . Ainsi x(·) est la
re´ponse a` u(·) et on note x(·)+δx(·) la re´ponse a` u(·)+δu(·) :
x˙+ ˙δx = f (x+δx, u+δu).
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En identifiant les termes jusqu’au premier ordre, on obtient :
x˙ = f (x, u),
˙δx =
∂ f
∂x
(x, u)δx+
∂ f
∂u
(x, u)δu,
ou` la seconde e´quation est l’e´quation aux variations du syste`me controˆle´. On a
δx(0) = 0 car x(0) = (x+δx)(0) = x0 et la solution s’e´crit en t = T :
δx(T ) = Φ(T )
∫ T
0
Φ(s)−1B(s)δu(·)ds
ou` Φ est la solution de l’e´quation ˙Φ(t) = A(t)Φ(t) telle que Φ(0) = Id et :
A(t) =
∂ f
∂x
(x(t), u(t)), B(t) =
∂ f
∂u
(x(t), u(t)).
Dans le cas extre´mal, on a dim{Φ(T )∫ T0 Φ(s)−1B(s)δu(·)ds} < n et il existe
un vecteur (ligne) non nul p ∈ (Rn)∗ orthogonal a` l’image de E ′u i.e. :
pΦ(T )
∫ T
0
Φ(s)−1B(s)δu(·)ds = 0
ce qui e´quivaut a` :
pΦ(T )Φ(s)−1B(s) = 0 presque partout.
On introduit la fonction vectorielle (ligne) p : t 7→ p(t) = pΦ(T )Φ(t)−1. En no-
tant H(x, p, u) = 〈p , f (x, u)〉, on obtient le principe du maximum dans sa version
faible :
x˙(t) = f (x(t), u(t)) = ∂H
∂ p
(x(t), p(t), u(t))
p˙(t) =−p(t)A(t) =−∂H
∂x
(x(t), p(t), u(t))
0 = p(t)B(t) = ∂H
∂u
(x(t), p(t), u(t)).
Remarque 2.2. On obtient ici l’interpre´tation ge´ome´trique de p(t). En notant E ′u|[0, t]
la de´rive´e ou` u est restreint a` [0, t] avec t ≤ T , le vecteur p(t) est orthogonal a`
l’image de cette de´rive´e (voir FIG. 2.2).
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x(0)
x(t)
A (x(0), t) = E|[0, t](U )
ImE ′u|[0, t]
p(t)
FIG. 2.2 – Caracte´risation ge´ome´trique de p(t).
2.3 Conditions du second ordre. ´Equation de JACOBI
On peut observer que meˆme dans le cas ou` le domaine de commande U est ou-
vert, la condition de maximisation de H conduit a` ∂H/∂u = 0 de la version faible,
mais de plus on obtient une condition du second ordre qui est la condition de LE-
GENDRE : ∂ 2H/∂u2 ≤ 0. Cette condition est en ge´ne´ral insuffisante pour conclure
sur l’optimalite´, lorsque le temps de transfert T est grand. On doit alors comme
dans le calcul des variations classiques introduire un concept de point conjugue´.
C’est une notion qui s’introduit avec la variation seconde de l’application extreˆmite´
mais qui a aussi une interpre´tation ge´ome´trique en utilisant le flot extre´mal. Pour
simplifier la pre´sentation, on se limite ici au proble`me du temps minimal, avec des
hypothe`ses restrictives (l’extre´male de re´fe´rence e´tant injective).
2.3.1 Hypothe`ses
On conside`re un syste`me lisse de Rn : x˙ = f (x, u), u ∈U et on suppose que le
domaine de commande U est ouvert.
D’apre`s l’analyse faite plus haut, dans le cas du temps minimal, si A(x0, T )
est l’ensemble des e´tats accessibles en temps T du syste`me, une trajectoire t 7→
(x(t), u(t)), t ∈ [0, T ] minimale en temps est telle que pour 0 < t ≤ T , x(t) appar-
tient a` la frontie`re de A(x0, t). De plus, u|[t0, t1] est une singularite´ de l’application
extreˆmite´ avec 0 < t0 < t1 ≤ T calcule´e avec x0 = x(t0) a` l’instant t1− t0. On note
k(t0, t1) la codimension de la singularite´. La premie`re hypothe`se est :
Hypothe`se 2.1. Le proble`me est fortement re´gulier, c’est-a`-dire que k(t0, t1) = 1
pour 0 < t0 < t1 ≤ T .
La seconde hypothe`se consiste a` renforcer la condition de LEGENDRE :
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Hypothe`se 2.2. Avec H(x, p, u) = p0 ·1+〈p , f (x, u)〉, la condition de LEGENDRE
forte le long de (x(·), u(·)) est ve´rifie´e :
∂ 2H/∂u2 < 0.
On peut alors re´soudre ∂H/∂u = 0 avec le the´ore`me des fonctions implicites et
calculer localement un controˆle extre´mal comme un feedback dynamique uˆ(x, p)
et on note ˆH(x, p) = H(x, p, uˆ(x, p)). Cette re´solution est locale et on doit aussi
imposer que uˆ est un maximum global de H.
Hypothe`se 2.3. On est dans le cas normal, i.e. p0 6= 0.
2.3.2 De´finitions
Sous les hypothe`ses pre´ce´dentes, on introduit la de´finition suivante :
De´finition 2.2 (De´rive´e seconde intrinse`que). Soit Ex0, t est l’application extre-
mite´ a` l’instant 0 < t ≤ T . On appelle E ′′t la de´rive´e seconde intrinse`que la restric-
tion de la variation seconde au noyau de E ′x0, t(u) (ou` u est le controˆle extre´mal de
re´fe´rence) et projete´e sur {ImE ′x0, t(u)}⊥.
Son calcul explicite est aise´ avec l’e´valuation de la variation seconde et
{ImE ′x0, t(u)}⊥ est un espace vectoriel de dimension un donne´ par Rp(t) d’apre`s
l’interpre´tation ge´ome´trique du vecteur adjoint (Remarque 2.2 page 22). On peut
donner une premie`re de´finition de la notion de point conjugue´.
De´finition 2.3 (Point conjugue´). On appelle temps conjugue´ le long de l’extre´male
de re´fe´rence un instant 0 < tc ≤ T ou` la de´rive´e seconde intrinse`que, vue en tant
que forme quadratique, admet une valeur propre nulle. Le point x(tc) s’appelle un
point conjugue´ a` x0 = x(0).
On pre´sente maintenant la caracte´risation ge´ome´trique.
De´finition 2.4 (Point conjugue´ ge´ome´trique). Soit H(x, p) un Hamiltonien lisse
et z(·) = (x(·), p(·)) une trajectoire de −→H de´finie sur [0, T ]. On appelle e´quation
de JACOBI le long de z(·) l’e´quation aux variations
˙δ z(t) = d−→H (z(t)) ·δ z(t).
Un champ de JACOBI est une solution non-triviale J(·) de cette e´quation. En
notant J(·) = (δx(·), δ p(·)), on dit que J est vertical a` l’instant t si δx(t) = 0.
Le temps tc et le point correspondant x(tc) sont dits ge´ome´triquement conjugue´s
a` 0 et x(0) respectivement s’il existe un champ de JACOBI vertical aux instants t = 0
et t = tc.
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x(0) x(tc)
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expx(0)(P, ti)
expx(0)(P, tc)
champ central
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x(0)
x(tc)
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FIG. 2.3 – Point conjugue´ et champ central
De´finition 2.5 (Application exponentielle). Soit H(x, p) un Hamiltonien lisse. On
note expx0 : (p, t) 7→ x(t, x0, p0) l’application exponentielle de´finie sur un ouvert
de T ∗x0X ×R ou` z(t, x0, p0) = (x(t, x0, p0), p(t, x0, p0)) est la trajectoire de
−→H de
condition initiale (x0, p0). Son image s’appelle un champ central (voir FIG. 2.3).
On adopte la convention suivante. Le Hamiltonien du temps minimal qui s’e´crit
H(x, p, u) = 〈p , f (x,u)〉+ p0 est identiquement nul car le temps de transfert est
libre. Avec nos hypothe`ses on peut choisir p0 = −1 et le vecteur p est donc nor-
malise´ par la condition 〈p , f (x,u)〉 = 1, ce qui restreint, pour tout temps t, le do-
maine de expx0(·, t) et les variations δ p(0) a` une hypersurface de Rn\{0}. Les trois
concepts pre´cite´s sont alors relie´s via le re´sultat suivant :
Proposition 2.6. Sous les hypothe`ses pre´ce´dentes, la trajectoire x(t) est C 0-opti-
male sur [0, T ] si une des conditions suivantes est ve´rifie´e :
(i) Il n’existe pas de point conjugue´ sur [0, T ].
(ii) Il n’existe pas de point conjugue´ ge´ome´trique sur [0, T ].
Contribution a` l’e´tude du controˆle optimal des transferts orbitaux mono-entre´e
26 Premie`re partie. Mode`le et conditions d’optimalite´
(iii) L’application expx0 est une immersion.
De plus, si t > t1c ou` t1c est le premier temps conjugue´, la trajectoire x(·) n’est pas
minimale en temps pour la topologie L∞ sur l’espace des controˆles.
La justification de ce re´sultat technique se trouve dans [20]. Nous pre´sentons
ici l’algorithme pour calculer les points conjugue´s.
2.3.3 Algorithme
On choisit une base (ei)i de l’espace de dimension n−1 des champs verticaux
en x0. Soit Ji(·) = (δxi(·), δ pi(·)) les champs de JACOBI associe´s a` δ pi(0) = ei.
En dehors d’un point conjugue´, le rang de (δx1(t), . . . , δxn−1(t)) est n− 1 et en
un point conjugue´, il est infe´rieur ou e´gal a` n−2 : ce qui permet en particulier de
calculer le premier point conjugue´ le long de notre extre´male de re´fe´rence.
2.3.4 Champ central et fonction de tir
Un point important est que, sous les hypothe`ses pre´ce´dentes, en immergeant
la trajectoire extre´male de re´fe´rence dans un champ central issu de x0, on obtient
l’optimalite´ au sens C 0, mais aussi un estime´ du tube T ou` cette optimalite´ est
vraie. Sur ce domaine, l’e´quation de tir S(p0) = x1 admet une solution unique,
calcule´e avec le the´ore`me des fonctions implicites car le rang de S est maximum et
le vecteur adjoint initial p(0) est une fonction lisse de x1.
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ge´ome´triques
On va pre´senter les e´le´ments fondamentaux du syste`me de´crivant le transfert
orbital en pousse´e faible.
3.1 ´Equation de KEPLER et coordonne´es orbitales
Le syste`me libre est de´crit par l’e´quation
q¨ =−µ q‖q‖3
et posse`de trois inte´grales premie`res classiques :
– le moment cine´tique c = q∧ q˙ ;
– l’inte´grale de LAPLACE L =−µ q‖q‖ + q˙∧ c ;
– l’e´nergie H(q, q˙) = 1
2
q˙2− µ‖q‖ .
On de´finit le vecteur excentricite´ −→e par la relation L = µ−→e .
Proposition 3.1 (Proprie´te´s du syste`me).
(i) On a 〈L ,c〉= 0. Si c 6= 0, L est contenu dans le plan du mouvement.
(ii) On a L2 = µ2 +2Hc2.
(iii) Le cas c = 0 correspond a` une collision. Si c 6= 0 :
– soit L = 0 et le mouvement est circulaire uniforme ;
– soit L 6= 0 et H < 0, la trajectoire est une ellipse donne´e par :
|q|= c
2
µ+‖L‖cos(θ −θ0) ,
avec θ0 argument du pe´rige´e.
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On introduit le domaine elliptique Σe de´fini par c 6= 0 et H < 0. En fixant (c, L)
on obtient une unique orbite oriente´e. On a donc un syste`me de coordonne´es pour
repre´senter les ellipses en utilisant (c, L). En utilisant l’angle polaire, on repe`re le
point sur l’ellipse.
En pousse´e faible, on a donc :
– les coordonne´es (c, L) qui de´crivent les parame`tres de l’ellipse et qui vont
e´voluer lentement ;
– la variable angulaire qui repre´sente la variable rapide.
Parame`tres orbitaux On a une repre´sentation plus de´taille´e [68] en introduisant
(voir FIG. 3.1) :
– l’inclinaison i du plan orbital par rapport au plan e´quatorial ;
– l’angle Ω entre I (premier axe du repe`re Galile´en ge´ocentrique, cf. page 13)
et le nœud ascendant ;
– la longitude l qui est l’angle entre le nœud ascendant et q position du satel-
lite ;
– l’anomalie vraie v qui est l’angle entre −→e et q (note´ w dans la figure) ;
– l’angle ω entre la ligne des nœuds et −→e .
L’ellipse est caracte´rise´e ge´ome´triquement par :
– le demi-grand axe a ;
– son excentricite´ e.
Z
Y
X
satellite
plan équatorial
orbite
périgée
v
Ω
ω
i
FIG. 3.1 – ´Elements orbitaux
Le syste`me de coordonne´es est singulier dans deux cas :
– le mouvement est dans le plan e´quatorial (I, J) : le transfert est dit coplanaire
et i = 0 ;
– le mouvement est circulaire : e = 0.
Dans tous les cas, on peut s’affranchir de ces singularite´s :
– dans le cas i = 0, on introduit le vecteur inclinaison h = (hx, hy) de´fini par :
hx = tan
(
i
2
)
cosΩ, hy = tan
(
i
2
)
sinΩ
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– dans le cas e = 0, on introduit le vecteur excentricite´−→e = (ex, ey) de´fini par :
ex = ecos(ω+Ω), ey = esin(ω+Ω)
3.2 Le proble`me de controˆle
En dehors d’une collision ou` c = q∧ q˙ = 0, on peut de´composer la pousse´e
dans un repe`re mobile, des choix standards e´tant le repe`re tangentiel-normal ou
le repe`re radial-orthoradial. Dans le premier cas, on e´crit F = utFt + unFn + ucFc
avec (voir FIG. 3.2) :
– la direction tangentielle Ft =
q˙
‖q˙‖
∂
∂ q˙
;
– la direction normale Fn = Fc∧Ft dans le plan osculateur ;
– la direction hors-plan Fc =
q∧ q˙
‖q∧ q˙‖ , c’est-a`-dire perpendiculaire au plan os-
culateur.
q
Ft
Fn
Fc
FIG. 3.2 – Repe`re tangentiel-normal
Le repe`re (Fn, Ft , Fc) est orthonorme´ direct et la contrainte sur le module de la
pousse´e se traduit par (u2t + u2n + u2c)1/2 ≤ Fmax. La construction du repe`re radial-
orthoradial est similaire avec Fr = (q/‖q‖)∂/∂q oriente´ selon le rayon vecteur
(O, q) (voir FIG. 3.3).
Cas coplanaire Le cas coplanaire (ou 2D) est le cas ou` la composante uc est
nulle et le satellite est astreint au plan osculateur fixe (q, q˙). On a donc un syste`me
dans R4 avec x = (q, q˙) ∈ R2×R2 et on peut identifier le plan au plan e´quatorial
(I, J). La longitude l devient l’angle polaire, mesure´ par rapport a` I.
En choisissant des coordonne´es orbitales et une de´composition du controˆle
dans le repe`re tangentiel-normal ou radial-orthoradial, on obtient aise´ment les e´qua-
tions du syste`me. Nous e´tudierons plus particulie`rement l’action du controˆle li-
mite´e a` la direction tangentielle F = utFt +unFn avec un = 0, qui correspond au cas
mono-entre´e. Dans ce cas, en utilisant le mouvement moyen n =
√
µ/a3 au lieu du
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O
q
For Fr
Fc
FIG. 3.3 – Repe`re radial-orthoradial
demi-grand axe a, les e´quations prennent la forme suivante [19, 37] :
n˙ =−3n
2/3
µ1/3
√
1+2ecosv+ e2
1− e2 ut ,
e˙ =
2(e+ cosv)
(µn)1/3
√
1− e2
1+2ecosv+ e2
ut ,
ω˙ =
2sinv
(µn)1/3e
√
1− e2
1+2ecosv+ e2
ut ,
˙l = n(1+ ecosv)
2
(1− e2)3/2 .
ou` v = l−ω est la longitude vraie. La singularite´ e = 1 correspond aux trajectoires
paraboliques, qui forment le bord du domaine elliptique Σe. La singularite´ e = 0
est lie´e au choix des coordonne´es et correspond aux trajectoires circulaires.
3.2.1 Forme ge´ne´rale du syste`me
Le syste`me associe´ au transfert orbital est de la forme :
x˙ = uF(x, l),
˙l = g0(x, l),
ou` u = ut , x = (n, e, ω) ∈ X et l’angle l ∈ S1.
Dans le domaine elliptique, la vitesse angulaire g0 ne s’annule pas et on peut
parame´trer les courbes par la longitude cumule´e :
dx
dl = u
F(x, l)
g0(x, l)
, x ∈ X
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ou` F et g0 sont des fonctions lisses et 2pi-pe´riodiques. De fac¸on plus ge´ne´rale,
par exemple si un 6= 0, le syste`me prend la forme d’un syste`me multi-entre´es 2pi-
pe´riodiques de la forme :
dx
dl =
m
∑
i=1
uiGi(x, l), (x, l) ∈ X×S1.
3.2.2 Le proble`me de controˆlabilite´
Avant d’analyser le proble`me optimal, on peut e´tudier le proble`me de controˆla-
bilite´ du syste`me restreint au domaine elliptique Σe ou` toutes les trajectoires du
syste`me libre (i.e. sans intervention de la commande) sont pe´riodiques. Reprenons
l’e´tude du cas mono-entre´e ou` le controˆle est uniquement oriente´ selon Ft : on a
donc un syste`me de la forme x˙ = F0(x)+utFt(x), |ut | ≤ Fmax.
Si F et G sont deux champs de vecteurs lisses, on de´finit le crochet de LIE
[F ,G](x) = ∂F∂x (x)G(x)− ∂G∂x (x)F(x). Pour e´tudier la controˆlabilite´ du syste`me, on
peut supposer que le controˆle est constant par morceaux et prend les valeurs−Fmax
ou Fmax : de tels controˆles sont dits bang-bang. Par un re´sultat classique [43],
comme les trajectoires de F0 sont toutes pe´riodiques et F0 et Ft sont analytiques
sur Σe, on a le re´sultat suivant.
Proposition 3.2 (Caracte´risation de la controˆlabilite´). Le syste`me est controˆlable
avec des controˆles constants par morceaux a` valeurs dans {−Fmax, Fmax} si et
seulement si la dimension de l’alge`bre de LIE engendre´e par {F0, Ft} est de di-
mension quatre.
Remarque. Rappelons que nous nous plac¸ons dans un cadre strictement Ke´plerien.
Si l’on prend en compte les phe´nome`nes perturbateurs comme l’influence de l’apla-
tissement des poˆles terrestres (terme en “ J2 ”) ou encore l’influence de la Lune
ou du Soleil, alors ces perturbations introduisent un de´calage de l’inclinaison de
l’orbite. Lors d’une absence de composante hors-plan de la pousse´e (uc) comme
c’est le cas pour les transferts bi-entre´e coplanaire et mono-entre´e, il est alors
impossible de corriger le de´calage d’inclinaison et la proprie´te´ de controˆlabilite´
n’est plus valable.
Par un calcul simple, on montre que la condition est ve´rifie´e. Plus pre´cise´ment,
les champs F0, Ft , [F0 ,Ft ] et [F0 , [F0 ,Ft ]] sont inde´pendants et forment un repe`re,
en tout point x du domaine elliptique.
Ge´ome´triquement, cela signifie que l’on peut joindre deux points quelconques
du domaine elliptique avec une concate´nation d’arcs issus des deux champs F0 +
utFt ou` ut =±Fmax parcourus en des temps positifs ; ce qui assure a fortiori la pos-
sibilite´ de re´aliser le transfert d’orbite ou` l’on ne controˆle pas la longitude finale.
Ce re´sultat sugge`re donc une e´tude ge´ome´trique non triviale inte´ressante physique-
ment, car en appliquant ut = −Fmax qui s’oppose a` la vitesse on dissipe l’e´nergie
du syste`me, au contraire du controˆle ut =+Fmax.
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Remarque 3.1. Ce re´sultat et son application sont ge´ne´raux mais ne sont pas cons-
tructifs. Dans le cas tre`s particulier du transfert d’orbite, il est possible de de´velop-
per une me´thode de ge´ne´ration de transferts d’orbites : ils sont e´videmment sous-
optimaux, mais leur performance reste acceptable. Cette me´thode est pre´sente´e
dans l’Annexe A page 79.
Les techniques ge´ome´triques permettent d’analyser en de´tail la structure de
l’ensemble des e´tats accessibles en temps petit, cette e´tude e´tant lie´e au proble`me
du temps minimal. Cette e´tude est aise´e dans le cas qui nous inte´resse, lorsque
la pousse´e est uniquement oriente´e le long de Ft . En effet, le calcul montre que
[Ft , [F0 ,Ft ]] appartient a` l’espace engendre´ par F0, Ft et [F0 ,Ft ], ce qui permet de
montrer le re´sultat suivant [20] :
Proposition 3.3. Chaque trajectoire temps-minimale du syste`me x˙ = F0 + utFt ,
ut ≤ Fmax est bang-bang.
Esquisse de l’analyse des extre´males. On de´finit la fonction de commutation Φ
par Φ : t 7→ 〈p(t),Ft(x(t)). Une extre´male est dite singulie`re si la condition de
maximisation ne permet de retrouver la commande optimale : donc notre cas, cela
revient a` la nullite´ de Φ le long de ladite extre´male. Une extre´male re´gulie`re admet
presque partout uˆ = signΦ comme commande optimale.
En utilisant la classification introduite dans [20], on montre que les extre´males
singulie`res sont d’ordre minimal et elliptiques. Donc elles sont maximisantes en
temps.
L’analyse de la structure de l’alge`bre de LIE montre que les extre´males re´gu-
lie`res d’ordre deux1 sont ne´cessairement paraboliques ou elliptiques. Dans le cas
d’extre´males paraboliques, il y a au plus deux commutations localement (voir par
exemple FIG. 3.7 page 37). Dans le cas elliptique, le nombre de commutations
n’est pas borne´ a priori.
En utilisant [46], on montre qu’il n’y a pas de phe´nome`me de FULLER (i.e.
pas d’accumulation des points de commutations) et que les extre´males sont bang-
bang.
On peut aussi conclure sur l’existence d’une trajectoire temps-minimale joi-
gnant deux e´tats (x0, l0) et (x1, l1) du domaine elliptique. En effet, d’apre`s le
re´sultat de controˆlabilite´, il existe un controˆle constant par morceaux joignant ces
deux e´tats, en restant dans le domaine. Cette trajectoire e´vite la collision : il existe
r0 > 0 tel que ‖q‖ ≥ r0 et on peut appliquer le the´ore`me d’existence de FILIPOV en
imposant la contrainte ‖q‖ ≥ r0 sur les trajectoires pour obtenir que les trajectoires
sont uniforme´ment borne´es.
On a donc un algorithme simple pour calculer des extre´males pour le proble`me
du temps minimal lorsque le controˆle est uniquement oriente´ le long de Ft .
1La classification des extre´males re´gulie`res se fait selon l’ordre de contact avec la surface de
commutation.
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3.2.3 Quelques re´sultats nume´riques
Avant de passer a` la pre´sentation de la technique de moyennation, nous pre´sen-
tons quelques premiers re´sultats nume´riques obtenus pour le proble`me du temps
minimal a` l’aide de la me´thode de tir. Les extre´males sont calcule´es pour le proble`-
me a` masse variable ainsi que pour le proble`me a` masse constante.
3.2.3.1 Conditions de simulation
Comme cela a e´te´ brie`vement e´voque´ auparavant, nous re´alisons une conti-
nuation sur la pousse´e maximale Fmax en prenant comme point de de´part une
pousse´e dite forte (60 Newtons). En cela nous reprenons la me´thodologie utilise´e
dans [26, 30] et en particulier le re´sultat suivant (tire´ de [30]) :
Proposition 3.4. Sous l’hypothe`se que les trajectoires restent dans un compact
fixe, le temps minimum T est une fonction continue a` droite de la borne de la
pousse´e Fmax.
Afin d’acce´lerer la continuation et de diminuer le nombre d’e´tapes, on peut
tirer partie de l’heuristique T ·Fmax ' cste [26, 30] dont on constate qu’elle reste
vraie en mono-entre´e (voir FIG. 3.4 page 35).
La valeur physique de la constante de gravitation terrestre est
µ = 5165,8620912 Mm3.h−2, le coefficient d’e´jection des gaz est
β = 0,0142 Mm−1.h pour le proble`me a` masse variable. Les conditions extreˆmales
sont donne´es dans la table 3.1.
Conditions initiales Conditions finales
P(0) 11,625 Mm P(T ) 42,165 Mm
ex(0) 0,75 ex(T ) 0,00
ey(0) 0,00 ey(T ) 0,00
hx(0) 0,0612 rad hx(T ) 0,00 rad
hy(0) 0,00 rad hy(T ) 0,00 rad
l(0) pi rad l(T )
m(0) 1500 kg m(T )
TAB. 3.1 – Conditions initiales et finales
Les valeurs de l(T ) et m(T ) sont usuellement laisse´es libres, sauf mention ex-
plicite du contraire.
3.2.3.2 Re´sultats
On donne les re´sultats obtenus dans les tables 3.2(a)-(b). Les simulations ont
e´te´ re´alise´es a` l’aide du logiciel COTCOT [21] issu de TfMin [29] sur un ordina-
teur de bureau avec un processeur cadence´ a` 2,8 GHz. L’inte´grateur utilise´ dans
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COTCOT pour inte´grer le syste`me Hamiltonien (et donc e´valuer la fonction de
tir) est l’inte´grateur RKF45 [62] (modification de FEHLBERG [35] d’ordre 5 de
la me´thode de RUNGE-KUTTA d’ordre 4), le second membre du syste`me e´tant cal-
cule´ par diffe´rentiation automatique avec AdiFOR [9]. Le solveur d’e´quations non
line´aires utilise´ pour re´soudre l’e´quation de tir est le solveur HYBRD (modification
hybride de POWELL [57] de la me´thode de NEWTON).
Dans les tables 3.2(a)-(b), T est le temps de transfert obtenu et ‖S(T, p(0))‖
est la norme de la fonction de tir2. Une valeur de la colonne texec est la somme
(si des e´tapes interme´diaires sont ne´cessaires) des temps d’e´xecution a` partir de la
solution de l’e´quation de tir de la pousse´e pre´ce´dente.
Ainsi par exemple, dans le mode`le a` masse constante, en utilisant la valeur de
(T, p(0)) solution de la fonction de tir pour Fmax = 30 Newtons, il a fallu 2,41
secondes pour converger vers le re´sultat pour Fmax = 24 Newtons.
Fmax T (h) ‖S(T, p0)‖ texec
60,0 N 18,75 5,30E−09 0,09 s
30,0 N 34,51 9,50E−09 2,30 s
24,0 N 44,82 3,49E−08 2,41 s
12,0 N 92,70 5,96E−08 5,12 s
10,0 N 110,40 2,93E−07 2,62 s
9,0 N 119,07 1,16E−07 15,81 s
7,5 N 141,65 3,63E−08 2,38 s
6,0 N 176,14 8,45E−08 5,63 s
5,0 N 211,49 1,11E−07 5,63 s
4,5 N 235,34 5,77E−08 3,62 s
4,0 N 264,92 1,16E−07 13,42 s
3,5 N 302,87 1,35E−07 22,47 s
3,0 N 354,07 9,02E−07 27,23 s
2,5 N 424,38 2,05E−07 29,53 s
2,0 N 531,04 1,15E−07 21,39 s
1,5 N 713,71 3,93E−07 55,00 s
1,0 N 1065,65 4,44E−06 46,56 s
(a) Masse constante
Fmax T (h) ‖S(T, p0)‖ texec
60,0 N 16,74 3,38E−08 0,09 s
30,0 N 32,31 6,80E−08 2,18 s
24,0 N 40,76 3,20E−08 1,06 s
12,0 N 85,44 3,68E−08 4,61 s
10,0 N 101,02 7,76E−08 6,81 s
9,0 N 109,67 7,86E−08 3,15 s
7,5 N 131,67 2,78E−07 8,41 s
6,0 N 165,32 5,59E−08 10,08 s
5,0 N 198,98 5,24E−07 12,10 s
4,5 N 220,81 7,42E−08 4,29 s
4,0 N 248,15 3,91E−08 7,98 s
3,5 N 286,43 7,56E−06 12,40 s
3,0 N 331,93 1,56E−08 6,56 s
2,5 N 400,47 6,26E−07 23,05 s
2,0 N 500,07 1,32E−07 16,46 s
1,5 N 663,96 5,92E−07 66,95 s
1,0 N 997,09 2,41E−07 178,51 s
(b) Masse variable
TAB. 3.2 – Extre´males pour le temps minimum
L’approximation du mode`le a` masse variable par le mode`le a` masse constante
introduit une diminution du temps total de calcul (4 min 20 s pour le mode`le a`
masse constante contre 6 min 05 s pour le mode`le a` masse variable) pour une
augmentation du temps de transfert T raisonnable (entre 6% et 9% en moyenne).
La figure 3.4 pre´sente l’e´volution du temps minimum T en fonction de 1/Fmax
afin de ve´rifier a posteriori l’heuristique.
2Le temps final T e´tant libre dans le cas du proble`me du temps minimum, il devient une inconnue
supple´mentaire dans la formulation de l’e´quation de tir : l’e´quation supple´mentaire associe´e vient
des conditions de transversalite´ et porte sur la valeur de l’Hamiltonien.
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FIG. 3.4 – ´Evolution du temps minimum T en fonction de 1/Fmax
3.2.3.3 Analyse des extre´males
Localisation des plages de commande Nous pre´sentons dans les figures 3.5(a)-
(b) et 3.6 l’extre´male obtenue pour Fmax = 6 Newtons. La nature bang-bang du
controˆle est clairement visible. Tout en constatant que les plages de de´ce´le´ration
(ut =−Fmax) sont de plus en plus larges, on observe e´galement une forte re´gularite´
dans les commutations.
Cette re´gularite´ peut s’expliquer en observant plus en de´tail la figure 3.6 :
on peut constater que la pousse´e produit une acce´le´ration (plages de pousse´es in-
dique´es par des croix) autour de l’apoge´e. L’apocentre est le point le plus e´loigne´
de la Terre et est donc le point ou` l’effet de la gravitation y est le plus faible,
c’est-a`-dire la` ou` l’acce´le´ration produite sera la plus efficace. De la meˆme fac¸on,
la pousse´e produit une de´ce´le´ration (plages de pousse´es indique´es par des ronds)
autour du pe´rige´e, point le plus proche de la Terre, la` ou` la gravitation est la plus
forte et donc la` ou` la de´ce´le´ration produite sera la plus efficace.
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FIG. 3.5 – Extre´male pour Fmax = 6 Newtons
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FIG. 3.6 – Trajectoire pour Fmax = 6 Newtons. Les croix correspondent a` des
acce´le´rations (ut =+Fmax) et les ronds a` des de´ce´lerations (ut =−Fmax).
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(a) Fonction de commutation Φ = 〈p,Ft〉 et controˆle (en pointille´s)
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(b) Extre´males voisines autour de la premie`re commutation
FIG. 3.7 – Commutations pour Fmax = 6 Newtons. L’extre´male pre´sente´e ici est
re´gulie`re en vertu des re´sultats pre´ce´dents et tous les contacts avec la surface de
commutation sont d’ordre un. En conside´rant les extre´males re´gulie`res voisines (en
pointille´s dans la deuxie`me figure), on peut observer que le point de commutation
est au voisinage d’un point de contact d’ordre deux de type parabolique.
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Deuxie`me partie
Moyennation
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Chapitre 4
Le proble`me de minimisation de
l’e´nergie et la moyennation en
transfert orbital
4.1 Le cadre sous-Riemannien
On conside`re sur une varie´te´ X le proble`me optimal suivant :
x˙(t) =
m
∑
i=1
uiFi(x(t)) , Min
u(·)
∫ T
0
√
m
∑
i=1
ui(t)2 dt
ou` les Fi sont m champs lisses inde´pendants. Le couˆt est la longueur de la courbe
t 7→ x(t) tangente a` la distribution D= {F1, . . . , Fm} et, par construction, les champs
F1, . . . , Fm sont orthonorme´s pour la me´trique. Ce type de proble`me ge´ne´ralise le
cas ou` m = n = dim X , qui est le cadre Riemannien. Pour ce type de proble`me, on
a des proprie´te´s inte´ressantes, en supposant que la dimension de l’alge`bre de LIE
engendre´e par les champs est n en tout point, voir [12].
En supposant X connexe, on de´finit une distance sur X , dont la topologie
coı¨ncide avec la topologie initiale en de´finissant d(x0, x1) comme la plus petite
longueur parmi les courbes x(·) joignant x0 a` x1 et tangentes a` D.
Par ailleurs, localement le the´ore`me d’existence est valide et chaque couple de
points (x0, x1) assez voisins peut eˆtre joint par une solution minimisante, qui ve´rifie
la condition d’extre´malite´ du principe du maximum.
On peut montrer que le proble`me de minimisation de la longueur e´quivaut au
proble`me de minimisation de l’e´nergie
∫ T
0 ∑mi=1 u2i (t)dt ou` T est fixe´, de meˆme
que minimiser le temps de transfert sous la contrainte supple´mentaire ∑mi=1 u2i ≤ 1.
Donc, dans le cadre sous-Riemannien, les trois proble`mes associe´s au transfert
orbital : minimisation L1, minimisation L2 ou temps minimal sont e´quivalents.
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En utilisant l’e´nergie, le pseudo-Hamiltonien est :
H(x, p, u) =
m
∑
i=1
uiPi + p0
m
∑
i=1
u2i (4.1)
avec Pi = 〈p ,Fi(x)〉. Dans le cas normal, p0 est normalise´ a` −1/2 et p0 = 0 est le
cas anormal.
En re´solvant ∂H/∂u = 0 dans le cas normal, on obtient ui = Pi et le vrai Hamil-
tonien est ˆH(x, p) = (1/2)∑mi=1 P2i et les trajectoires parame´tre´es par la longueur
sont sur le niveau ˆH = 1/2. On de´signe par expx0 l’application exponentielle dans
le cas normal. On note S(x0, r) la sphe`re de centre x0 forme´e des points a` distance
r de x0. Dans le cas normal, un instant tc est dit conjugue´ si expx0(·, tc) n’est pas
une immersion. Le point conjugue´ est alors la valeur critique correspondante. Le
lieu conjugue´ C(x0) est l’ensemble des premiers points conjugue´s en conside´rant
toutes les extre´males issues de x0. Le premier point ou` une extre´male cesse d’eˆtre
minimisante s’appelle le point de coupure1, et l’ensemble des points forment le
lieu de coupure2.
Dans le cas Riemannien, contrairement au cas sous-Riemannien, il n’y a que
des extre´males normales. De plus, localement l’application exponentielle est une
bijection, la sphe`re de petit rayon e´tant lisse et construite comme image de l’ap-
plication exponentielle pour des temps assez petits. Dans le cas sous-Riemannien,
la sphe`re de petit rayon n’est pas lisse et les points conjugue´s s’accumulent en x0.
Ces proprie´tes sont cruciales dans notre e´tude du transfert orbital moyenne´.
4.2 La technique de moyennation dans le proble`me de mi-
nimisation de l’e´nergie
On conside`re un syste`me de la forme :
x˙ =
m
∑
i=1
uiFi(x, l)
˙l = g0(x, l) , (x, l) ∈ X×S1
ou` les Fi et g0 sont lisses, g0 > 0 et le proble`me est de minimiser l’e´nergie∫ T
0 ∑mi=1 u2i (t)dt, le controˆle ve´rifiant la contrainte ‖u‖ ≤ ε .
En introduisant la variable couˆt, on adjoint l’e´quation c˙(t) = ∑mi=1 u2i (t)dt. En
1cut point
2cut locus
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remplac¸ant u par εu on obtient un syste`me e´tendu avec c = εx0 de la forme :
dx
dl = ε
m
∑
i=1
uiFi(x, l)
g0(x, l)
dx0
dl = ε
m
∑
i=1
u2i
g0(x, l)
ou` ‖u‖ ≤ 1.
Apre`s relaxation de la contrainte sur le controˆle, le pseudo-Hamiltonien associe´
est :
H(x, p, l) = ε
g0(x, l)
(
p0
m
∑
i=1
u2i +uiPi
)
ou` Pi = 〈p ,Fi(x, l)〉. La variable p0 est la variable duale de x0. Si la longitude est
libre, on est dans le cas normal. On peut donc poser p0 = −1/2 et les trajectoires
extre´males sont les solutions du vrai Hamiltonien :
ˆH(x, p, l) = ε
m
∑
i=1
P2i (x, p, l)
2g0(x, l)
.
Le Hamiltonien ainsi de´fini est pe´riodique en la variable angulaire l et on pose :
De´finition 4.1 (Hamiltonien moyenne´). On appelle Hamiltonien moyenne´ le Ha-
miltonien
H(x, p) =
1
2pi
∫ 2pi
0
ˆH(x, p, l)dl.
Il s’agit de moyennation par rapport a` une seule variable angulaire des champs
de vecteurs Hamiltoniens. Les trajectoires respectives sont relie´es par les the´ore`mes
issus de [6]. Notons z = (x, p) la trajectoire de H issue de z(0) et x0 le couˆt (renor-
malise´) associe´ et z = (x, p) la trajectoire de H issue du meˆme point z(0) et x0 la
moyenne de x0, nous avons alors :
Proposition 4.2. On a ‖z−z‖≤ ε et |x0−x0| ≤ ε uniforme´ment pour une longueur
de l’ordre O(1/ε).
Donc H est une bonne approximation de ˆH pour la topologie de la convergence
uniforme et x0 une bonne approximation du couˆt, ce qui justifie le remplacement
de ˆH par H, en particulier dans les me´thodes de tir. Le controˆle extre´mal u(x, p, l)
est une fonction 2pi-pe´riodique en l pouvant eˆtre modifie´ en pratique en remplac¸ant
(x, p) par (x, p). L’effet de la moyennation est d’e´liminer la variable angulaire et
son e´volution : d’ou` l’inte´reˆt d’introduire un proble`me de controˆle optimal inverse
comme on va le voir dans la suite.
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FIG. 4.1 – Moyennation
4.3 Proble`me sous-Riemannien associe´ au moyenne´
Par construction ˆH est une forme quadratique positive en p et de rang constant
m. On dit que le moyenne´ H est re´gulier si son rang en p est constant et e´gal a`
k (k ≥ m ne´cessairement, cf. [13]). En utilisant le the´ore`me de GAUSS, on peut
alors e´crire H = (1/2)∑ki=1 P2i avec Pi = 〈p ,F i〉 (cette dernie`re e´galite´ de´finissant
de nouveaux champs de vecteurs F i de la seule variable x) et H est le Hamiltonien
associe´ au proble`me sous-Riemannien :
x˙ =
k
∑
i=1
uiF i(x) , Min
∫ T
0
m
∑
i=1
u2i dt.
En particulier si k = n = dimX , H est le Hamiltonien d’un proble`me Riemannien.
Les controˆles ui ne sont pas relie´s ici aux controˆles initiaux, mais le proble`me sous-
Riemannien est lui une bonne approximation du proble`me initial.
4.4 Calcul du moyenne´ associe´ au transfert orbital et ana-
lyse du proble`me optimal associe´
4.4.1 Calculs
Donnons le de´tail des calculs dans le cas mono-entre´e, c’est-a`-dire lorsque la
pousse´e est oriente´e dans la direction tangentielle. On e´crit ˆH = (1/2) tpA(v, x)p ou`
v = l−ω est la longitude vraie et A est la matrice syme´trique dont les coefficients
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sont [19] :
Ann = 9n1/3(1− e2)1/2 1+2ecosv+ e
2
(1+ ecosv)2
,
Aee =
4(1− e2)5/2
n5/3
1
1+2ecosv+ e2
(
e+ cosv
1+ ecosv
)2
,
Aωω =
4(1− e2)5/2
n5/3e2
1
1+2ecosv+ e2
(
sinv
1+ ecosv
)2
,
Ane =−6(1− e
2)3/2
n2/3
e+ cosv
(1+ ecosv)2
,
Anω =−6(1− e
2)3/2
n2/3e
sinv
(1+ ecosv)2
,
Aeω =
4(1− e2)5/2
n5/3e
1
1+2ecosv+ e2
(e+ cosv)sinv
(1+ ecosv)2
.
Alors H = (1/2) tpA(x)p ou` l’on obtient A en moyennant les six coefficients de A.
Le calcul, bien que long, est beaucoup simplifie´ en remplac¸ant la moyennation
relativement a` l par la moyennation par rapport a` v. Les inte´grandes sont de la forme
Q(cosv, sinv) ou` Q est une fraction rationnelle : ils sont alors e´value´s a` partir des
re´sidus de fractions rationnelles en les poˆles associe´s aux de´nominateurs 1+ecosv
et 1+2ecosv+ e2, c’est-a`-dire z = (−1+√1− e2)/e et z =−e respectivement.
Le choix des coordonne´es (n, e, ω) est remarquable car, comme dans le cas
bi-entre´es [13], il conduit a` une matrice A diagonale dont les coefficients sont :
Ann = 9n1/3,
Aee =
1
n5/3
4(1− e2)3/2
1+
√
1− e2 ,
Aωω =
1
n5/3
4(1− e2)
e2(1+
√
1− e2) .
Le Hamiltonien moyenne´ est donc :
H =
1
2n5/3
[
9n2 p2n +
4(1− e2)3/2
1+
√
1− e2 p
2
e +
4(1− e2)
1+
√
1− e2
p2ω
e2
]
(4.2)
qui se re´ecrit sous la forme
H =
1
2
3
∑
i=1
〈p ,F i(x)〉2
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avec
F1 =
3n
n5/6
∂
∂n
,
F2 =
2
n5/6
(1− e2)3/4
(1+
√
1− e2)1/2
∂
∂e
,
F3 =
2
n5/6
(1− e2)3/4
e(1+
√
1− e2)1/2
∂
∂ω
.
On en de´duit :
Proposition 4.3. Le Hamiltonien moyenne´ H est associe´ a` la me´trique :
g =
dn2
9n1/3
+
n5/3
4
1+
√
1− e2
(1− e2)3/2 de
2 +
n5/3
4
1+
√
1− e2
1− e2 e
2dω2
pour laquelle les coordonne´es (n, e, ω) sont orthogonales.
Cas du transfert coplanaire Comparons ce re´sultat avec la moyennation as-
socie´e au transfert coplanaire, i.e. avec un controˆle bi-entre´es. La me´trique associe´e
est dans ce cas [14] :
g =
dn2
9n1/3
+2
n5/3
5−5e2 de
2 +2
n5/3
5−4e2 e
2dω2.
Dans ce calcul, il faut tenir compte du controˆle agissant dans la direction tangen-
tielle Ft mais e´galement du controˆle agissant dans la direction normale Fn et le
calcul est plus complexe.
Malgre´ l’analogie entre les deux me´triques [15], les proprie´te´s initiales du
syste`me sont tre`s diffe´rentes. En effet, dans le cas coplanaire bi-entre´es, les cro-
chets de LIE de longueur un sont suffisants pour ge´ne´rer l’alge`bre de LIE, alors
que les crochets de longueur deux sont ne´cessaires dans le cas mono-entre´e. Donc
malgre´ l’analogie structurelle [15] des deux me´triques, une diffe´rence est notable
pour l’analyse du moyenne´ (cf. [14] pour le cas bi-entre´es coplanaire et [19] pour
le cas mono-entre´e).
Pour terminer, analysons les extre´males anormales.
Lemme 4.4. Il n’existe pas d’extre´male anormale pour le proble`me de minimisa-
tion de l’e´nergie a` longitude finale fixe´e et temps final libre.
De´monstration. Conside´rons le proble`me de minimisation de l’e´nergie lorsque
la variable duale du couˆt est nulle. L’Hamiltonien s’e´crit : H = p0u2t + 〈p ,F0〉+
ut〈p ,Ft〉 avec p0 = 0. La condition de maximisation donne 〈p ,Ft〉= 0.
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Dans le proble`me de transfert orbital, la condition de transversalite´ donne a`
l’instant final H = 0 quand le temps final est libre. En de´rivant la condition de
maximisation, on obtient les relations :
〈p ,Ft〉= 0
〈p , [F0 ,Ft ]〉= 0.
Dans le cas mono-entre´e, c’est-a`-dire lorsque la pousse´e est uniquement oriente´e
selon Ft , on obtient en de´rivant une nouvelle fois la condition de maximisation les
relations suivantes :
〈p ,Ft〉= 0
〈p , [Ft ,F0]〉= 0
〈p , [[Ft ,F0] ,F0]〉+ut〈p , [[Ft ,F0] ,Ft ]〉= 0
〈p ,F0〉= 0 a` l’instant final.
A l’instant final, avec la structure de l’alge`bre de LIE, il vient que le coefficient de
ut est nul car [[Ft ,F0] ,Ft ] est coline´aire a` F0 : donc 〈p , [[Ft ,F0] ,F0]〉 = 0. Comme
F0, Ft , [Ft ,F0] et [[Ft ,F0] ,F0] forment une base, on a ne´cessairement p = 0 a` l’ins-
tant final : l’existence d’extre´males anormales est exclue.
4.4.2 Mise sous forme normale
On observe que la me´trique fait apparaıˆtre deux me´triques en dimension deux :
g1 =
dn2
9n1/3
+n5/3G1(e)de2
g2 = n5/3
[
G1(e)de2 +G2(e)dω2
]
.
La mise sous forme normale est essentiellement le calcul de coordonne´es plates
pour la premie`re me´trique (i.e. dont la courbure de GAUSS est nulle). On proce`de
comme suit.
On pose ρ = (2/5)n5/6 et g1 = dρ2 +ρ2dθ 2 ou` θ est de´fini par :
dθ 2 =
[
5
4
(1+
√
1− e2)1/2
(1− e2)3/4 de
]2
.
On obtient par inte´gration :
θ = (5/4)arcsin(1−2
√
1− e2). (4.3)
La me´trique g1 = dρ2 +ρ2dθ 2 est sous forme polaire ce qui permet d’aboutir
a` la me´trique plate g1 = dx2 +dy2 en posant x = ρ cosθ et y = ρ sinθ .
L’e´tude de la me´trique g2 et sa mise sous forme de LIOUVILLE (voir [19] pour
plus de de´tails) permet d’e´tablir le the´ore`me suivant :
The´ore`me 4.5. Le flot extre´mal de´fini par le Hamiltonien moyenne´ H est comple`te-
ment inte´grable.
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4.4.2.1 ´Etude de la restriction a` pω ≡ 0
Nous e´tudions ici plus en de´tail la me´trique g1 et le domaine obtenu par le chan-
gement de variable (n, e) 7→ (ρ, θ). Rappelons que le domaine initial est Σe,0 =
{n > 0, e ∈]−1, 1[}.
Le changement de variable est bien de´fini pour e ∈]−1, 0[ ou e ∈]0, 1[ et dans
chaque cas, le domaine obtenu est le meˆme et vaut E = {ρ > 0, θ ∈]− θc, θc[}
avec θc = 5pi/8 — la re´ciproque de (4.3) est en effet multiforme —.
Donc Σe,0 est compose´ de deux copies de E (une pour e < 0 et une pour e > 0)
accole´es selon e = 0 (i.e. θ = −θc = −5pi/8). On note dans la suite Σ−e,0 = Σe,0∩
{e < 0} et Σ+e,0 = Σe,0 ∩{e > 0} chacune de ces copies. On peut alors pre´ciser le
comportement des extre´males au contact de e = 0.
Proposition 4.6 (Contacts avec e= 0). Les contacts avec e= 0 sont soit des points
stationnaires soit des re´flexions dans les coordonne´es plates (de Σ−e,0 vers Σ+e,0 ou
re´ciproquement).
De´monstration. Comme le Hamiltonien moyenne´ est une forme quadratique par
rapport a` l’e´tat adjoint, e = cste et pe = 0 sont des points stationnaires du syste`me.
´Ecrivons les e´quations de e et pe de´rive´es du Hamiltonien moyenne´ (4.2) page 45 :
e˙ =
4(1− e2)3/2
1+
√
1− e2 pe
p˙e =
4e
√
1− e2(3+2√1− e2)
(1+
√
1− e2)2 p
2
e .
On a donc e˙ 6= 0 hors du domaine pe = 0 : soit le contact est un point stationnaire,
soit le signe change d’une copie a` l’autre. Dans ce cas, comme θ =(5/4)arcsin(1−
2
√
1− e2), ˙θ a des limites a` gauche et a` droite oppose´es au moment ou` e vaut 0.
Plus pre´cise´ment :
˙θ|e=0+ =− ˙θ|e=0− =
5
√
2
4
e˙|e=0 6= 0.
En revenant dans les coordonne´es plates, on peut e´crire en complexes :
ξ = x+ iy =ρeiθ
˙ξ = x˙+ iy˙ =(ρ˙+ iρ ˙θ)eiθ
de sorte que l’on a | ˙ξ|e=0+ |= | ˙ξ|e=0− | et :
˙ξ|e=0+− ˙ξ|e=0− = 2i ˙θ|e=0+ξ ,
ce qui de´finit une re´flexion au contact avec e = 0 (voir FIG. 4.2).
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ξ
2i ˙θ|e=0+ξ
ξ|e=0−
ξ|e=0+
−−−→
θ|e=0 =−
5pi
8
ξ
ξ|e=0−
ξ|e=0+
FIG. 4.2 – Contact avec e = 0 (cas non-stationnaire)
Remarque 4.1. On a une singularite´ des extre´males dans les coordonne´es plates
(x, y) autour de e = 0 car :
e =±
√
1−
(
1− sin(4θ/5)
2
)2
mais dans les coordonne´es (n, e) l’extre´male se prolonge de fac¸on lisse en attei-
gnant e = 0 (voir FIG. 4.3), le radical introduisant une complexite´ supple´men-
taire par rapport au cas bi-entre´e.
Remarque 4.2. Comme θc > pi/2, E n’est pas convexe et l’existence de solution
optimale n’est donc pas assure´e sur tout le domaine.
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(b) Dans les coordonne´es orbitales (e, n)
FIG. 4.3 – Extre´males du proble`me moyenne´ avec (e(0), n(0)) = (0.75, 0.5)
Proposition 4.7. Soit ξ0 = (ρ0, θ0) ∈ Σ−e,0.
(i) Si θ0≥ θ ′c = pi−θc, il n’existe des extre´males que vers les points ξ = (ρ, θ)
de Σ−e,0 tels que θ > θ0−pi .
(ii) Si |θ0|< θ ′c, il existe des extre´males vers tout point de Σ−e,0 mais il n’existe
des extre´males que vers les points ξ = (ρ, θ) de Σ+e,0 tels que θ < pi−2θc−
θ0.
(iii) Si θ0 ≤ −θ ′c, il n’existe des extre´males que vers les points ξ = (ρ, θ)
de Σ−e,0 tels que θ < pi + θ0 et vers les points ξ = (ρ, θ) de Σ
+
e,0 tels que
θ < pi−2θc−θ0.
Et syme´triquement pour ξ ∈ Σ+e,0.
Les re´sultats sont re´sume´s dans les figures 4.4(i)-(iii).
Contribution a` l’e´tude du controˆle optimal des transferts orbitaux mono-entre´e
Chapitre 4. Le proble`me de minimisation de l’e´nergie 51
(i) θ0 ≥ θ ′c = pi−θc
x
y
θc
e =−1
e = 0
ξ0
θ0
Σ−e,0
θ0−pi
x
y
θc
e =+1
e = 0
Σ+e,0
(ii) |θ0|< θ ′c
x
y
θc
e =−1
e = 0
ξ0
θ0
Σ−e,0
x
y
θc
e =+1
e = 0 pi−2θc−θ0
Σ+e,0
(iii) θ0 ≤−θ ′c
x
y
θc
e = 0
ξ0
θ0
Σ−e,0
θ0 +pi
x
y
θc
e =+1
e = 0
pi−2θc−θ0
Σ+e,0
FIG. 4.4 – Domaines d’existence de solution optimale. En blanc, les points pou-
vant eˆtre atteints depuis ξ0 ∈ Σ−e,0 par une solution optimale ; en gris, les points du
domaine elliptique ne le pouvant pas ; en noir, on est dehors du domaine elliptique.
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Chapitre 5
Mise en œuvre pratique et
simulation
5.1 Les restrictions
Pour l’utilisation pratique des re´sultats en transfert orbital, certains e´le´ments
sont a` prendre en compte.
5.1.1 La collision
Pratiquement, on doit imposer ‖q‖ ≥ rT ou` rT est le rayon de la Terre. En
conside´rant l’e´quation de KEPLER controˆle´e q¨ =−q/‖q‖3 + γ avec ‖q‖ ≥ r1, on a
donc la limitation de l’acce´le´ration ‖q¨‖ ≤ 1/r21 +‖γ‖ et donc :
‖q˙− q˙(0)‖ ≤ T
r21
+
∫ T
0
‖γ(t)‖dt
ce qui assure une majoration de la norme L∞ de (q, q˙) par une fonction de la norme
L1 de γ . Ce type de majoration est ne´cessaire pour assurer les the´ore`mes d’exis-
tence avec des conditions de convexite´ sur la fonction couˆt.
5.1.2 Le bord du domaine elliptique
A priori pour les the´ore`mes d’existence classiques, il n’est pas ne´cessaire de
contraindre la trajectoire au domaine elliptique. Par contre pour avoir une bonne
approximation par le moyenne´, il faut e´viter d’atteindre le bord du domaine para-
bolique : en effet sur ce bord, la vitesse angulaire g0 tend vers ze´ro.
Dans la pratique, cela revient a` contraindre les trajectoires a` un compact isole´
du bord, ceci pour avoir une bonne correspondance entre les trajectoires moyenne´es
et non moyenne´es.
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5.2 La me´thode de continuation
5.2.1 Pre´sentation
On peut, avec les restrictions pre´ce´dentes, bien imple´menter nume´riquement
la continuation entre le moyenne´ et le non-moyenne´. Le point le plus inte´ressant
de notre e´tude porte sur le transfert vers une orbite ge´ostationnaire. On peut en
effet, dans le cas ou` l’orbite finale est circulaire, re´aliser le transfert en maintenant
l’angle ω du pe´rige´e fixe, ce qui correspond a` pω = 0 et les trajectoires associe´es
sont celles de la me´trique plate dont les coordonne´es line´arisantes sont explicites.
Le vecteur adjoint (constant) repre´sente alors simplement la pente de la droite.
Notre e´tude trivialise donc l’initialisation du vecteur adjoint pour la me´thode
de continuation pour un transfert vers une orbite ge´ostationnaire.
5.2.2 Re´alisation
L’extre´male exprime´e dans les coordonne´es line´arisantes ξ = (x, y) ve´rifie que
l’e´tat adjoint pξ = (px, py) associe´ est constant et ξ (l) = ξ (0)+ pξ l.
Ainsi la donne´e de deux points extre´maux ξ (0) et ξ (L) et de la longitude finale
L fournit imme´diatement la valeur de pξ = (ξ (L)− ξ (0))/L et donc l’expression
de ξ sur [0, L]. Rappelons que cette valeur de pξ est solution de l’e´quation de tir
pour le proble`me moyenne´ et c’est cette valeur qui est utilise´e pour l’initialisation
de la me´thode de tir dans le cas non-moyenne´ pour ε suffisamment petit.
Dans la figure 5.1, on pre´sente une extre´male moyenne´e partant de (n(0), e(0))=
(0.75, 0.5) ainsi que les extre´males non moyenne´es associe´es aux parame`tres ε =
1e− 2, 5e− 2 et 1e− 3. Si on analyse les trajectoires obtenues dans les coor-
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FIG. 5.1 – Extre´males moyenne´e et non moyenne´es
donne´es carte´siennes ge´ocentriques, on observe que l’extre´male moyenne´e est une
suite d’ellipses osculatrices a` la trajectoire non-moyenne´e (voir FIG. 5.2).
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FIG. 5.2 – Trajectoires moyenne´e et non moyenne´e avec (e(0), n(0)) = (0.75, 0.5)
et (e(L), n(L)) = (0.05, 0.3). La trajectoire non-moyenne´e est associe´e au pa-
rame`tre ε = 1e−2.
5.2.3 Calcul des points conjugue´s
Les figures 5.3 et 5.4 pre´sentent deux jeux d’extre´males avec les calculs de
points conjugue´s associe´s. Chaque jeu comporte l’extre´male moyenne´e et trois
extre´males non-moyenne´es pour ε = 5e− 2, 1e− 2, 5e− 3. Les points conjugue´s
ont e´te´ recherche´s jusqu’a` huit fois le temps final.
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(b) Calcul des champs de JACOBI
FIG. 5.3 – (e0, n0) = (0.5, 0.2), (e f , n f ) = (0.75, 0.5)
L’analyse des solutions du proble`me non-moyenne´ montre qu’il n’y a pas de
point conjugue´ dans cet intervalle de recherche.
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FIG. 5.4 – (e0, n0) = (0.5, 2.2), (e f , n f ) = (0.75, 0.5)
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Homotopies lisses
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Chapitre 6
Les me´thodes de continuation
Remarque. Dans toute la partie, on conside`re le proble`me de transfert orbital en
temps minimum et on utilise le repe`re mobile tangentiel-normal (cf. section 3.2
page 29 et FIG. 3.2 page 29) pour repre´senter le controˆle.
Motivation
D’apre`s la Proprie´te´ 3.3 page 32, la commande optimale pour le proble`me de
temps minimum dans le cas mono-entre´e est bang-bang, c’est-a`-dire qu’elle est
discontinue. Le vrai Hamiltonien ˆH(x, p) = H(x, p, uˆ(x, p)) est donc non-lisse.
Les conditions suffisantes pre´sente´es au Chapitre 2 requie`rent que le Hamil-
tonien soit lisse et ne peuvent donc eˆtre utilise´es directement ici. On propose donc
une approche base´e sur une re´gularisation lisse du proble`me. Il serait e´galement
possible de faire appel aux conditions du deuxie`me ordre dans le cas bang-bang [2]
ainsi qu’aux me´thodes nume´riques associe´es [51].
Il s’agit dans cette partie d’approcher le transfert mono-entre´e par des trans-
ferts bi-entre´es lisses, qu’ils soient coplanaires ou non. Ce choix est justifie´ par,
d’une part, le fait que nous re´alisons une connection a` des re´sultats connus sur les
transferts coplanaires [26, 47], d’autre part le fait que ces approximations lisses
nous permettent d’utiliser le calcul de point conjugue´ disponible dans le cas lisse
et imple´mente´s dans COTCOT [21].
6.1 Principe
Plus pre´cise´ment, conside´rons le proble`me en temps minimum avec extreˆmite´s
fixes x0 et x f . Un proble`me important pour assurer la convergence vers la solution
de l’e´quation de tir S(T, p0) = 0 est d’avoir un bon point de de´part initial pour p0 ;
pour cela une me´thode puissante est la me´thode de continuation [5]. On plonge
le proble`me de transfert mono-entre´e note´ (P1) dans une famille a` un parame`tre
(Pλ ) de proble`mes ou` λ parcourt [0, 1]. Ce principe a e´te´ exploite´ dans le cas du
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proble`me du temps minimum avec la continuation sur la pousse´e maximale Fmax
dans [26], mais e´galement dans [41, 50].
Une proprie´te´ fondamentale pour de telles me´thodes de continuation est la
re´gularite´ du chemin homotopique.
6.2 Continuations utilise´es
Dans les deux homotopies que nous allons pre´senter, il s’agit de lisser le pro-
ble`me en relaxant une des deux composantes du controˆle (normale un ou hors-plan
uc) : les deux proble`mes (P0) seront ainsi des proble`mes de transfert bi-entre´es ou`
seule une des trois composantes du controˆle sera nulle.
6.2.1 Continuation sur le domaine de controˆle
Soit (P0) le proble`me de transfert coplanaire (uc = 0) avec u = utFt +unFn. On
relie le transfert mono-entre´e a` un proble`me avec un controˆle bi-entre´es.
L’homotopie entre (P0) et (P1) peut alors eˆtre de´finie comme suit. Le proble`me
(Pλ ) est un transfert orbital avec le domaine de controˆle Uλ , ou` Uλ est l’ellipse
(voir FIG. 6.1) :
– de centre 0R2 ;
– de demi-grand axe de longueur Fmax dirige´ selon la direction tangentielle Ft ;
– de demi-petit axe de longueur (1−λ )Fmax dirige´ selon la direction normale
Fn.
λ = 0
0 < λ < 1
λ = 1
Ft
Fn
FIG. 6.1 – Continuation sur le domaine de controˆle.
La contrainte de norme de la pousse´e s’e´crit alors :√
u2t +
(
un
1−λ
)2
≤ Fmax
Contribution a` l’e´tude du controˆle optimal des transferts orbitaux mono-entre´e
Chapitre 6. Les me´thodes de continuation 61
Sauf en des singularite´s isole´es [26], le proble`me Pλ est lisse pour λ ∈ [0, 1[ et il
est associe´ avec le vrai Hamiltonien (lisse lui aussi) :
ˆHλ = H0 +
Fmax
m(t)
√
H2t +(1−λ )H2n
ou` H0 = 〈p ,F0〉, Ht = 〈p ,Ft〉 et Hn = 〈p ,Fn〉.
Notons que lorsque λ tend vers 1, ˆHλ converge vers H0+(Fmax/m)|Ht |, qui est
le vrai Hamiltonien ˆH1 de (P1).
De plus, on a le re´sultat suivant [18] :
Proposition 6.1 (Re´gularite´ de la fonction valeur). Si les trajectoires admissibles
restent dans un compact fixe ne de´pendant pas de λ , alors le temps minimum T :
λ → T (λ ) est une fonction continue en λ = 1.
De´monstration. Telle qu’elle est de´finie, la suite des domaines de controˆle (Uλ )λ
est de´croissante au sens de l’inclusion. Soit (λk)k une suite d’e´le´ments de [0, 1]
convergeant vers 1. L’hypothe`se de compacite´ et la convexite´ de la dynamique as-
surent l’existence d’une solution (Tk, xk, uk) pour tout k et la suite (Tk)k est majore´e
par la valeur T (1) du proble`me (P1). On peut donc trouver une sous-suite (Tk)k (on
reprend la meˆme indexation pour la sous-suite) qui converge vers τ ≤ T (1). On
peut e´galement supposer que la famille (xk)k borne´e et e´quicontinue converge uni-
forme´ment. Soit x cette limite.
On a x˙k ∈ f (t, xk,Uλk) ⊂ f (t, xk,U0) presque partout par de´croissance de la
suite (Uλ )λ avec f (t, x, u) = F0(x)+utFt(x)+unFn(x). Or f (t, x,U0) est convexe
donc x˙ ∈ f (t, x,U0) (cf. [48], Chapitre 4, the´ore`me 4). Comme U0 est compact, on
peut choisir un controˆle u mesurable tel que x˙ = f (t, x, u) et la suite uk converge
pour la topologie duale faible de L∞ et le principe de la borne uniforme donne
‖u‖∞ ≤ liminfk ‖uk‖. En particulier, cette relation est valable pour chaque com-
posante du controˆle et on obtient alors un = 0 et ‖ut‖∞ ≤ Fmax a` la limite. Donc
(τ, x, u) est admissible pour (P1) et ne´cessairement optimal, puisque τ ≤ T (1).
Donc τ = T (1).
6.2.2 Continuation sur l’inclinaison initiale
Contrairement a` l’orbite finale qui se trouve dans le plan e´quatorial, on conside`re
que l’orbite initiale n’est pas coplanaire a` l’orbite finale et qu’elle n’est notamment
pas dans le plan e´quatorial. On re´alise alors une homotopie convexe sur l’inclinai-
son de l’orbite initiale (c’est-a`-dire sur la condition initiale) de´finie par le vecteur
h (cf. section 3.1 page 28). L’homotopie est de´finie comme suit (voir FIG. 6.2) :
hx,λ (0) = (1−λ )η
ou` η = hx,0(0) 6= 0 est l’inclinaison initiale du proble`me (P0).
En effet, le transfert mono-entre´e est un transfert coplanaire et on utilise le
re´sultat suivant [26].
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λ = 0
0 < λ < 1
λ = 1
η (1−λ )η
FIG. 6.2 – Continuation sur l’inclinaison.
Lemme 6.2. Toute extre´male pour le transfert coplanaire est e´galement une extre´-
male pour le transfert non-coplanaire, sous re´serve que l’inclinaison initiale et
l’inclinaison finale soient e´gales.
On de´finit alors (P0) en fixant un = 0, i.e. u = utFt + ucFc,
√
u2t +u2c ≤ Fmax.
On relie le proble`me de transfert mono-entre´e a` un proble`me avec un controˆle bi-
entre´es, incluant une pousse´e non-coplanaire uc dans ce cas.
6.3 Re´gularite´ du chemin de continuation
`A partir des re´sultats obtenus dans le Chapitre 2, on a le re´sultat suivant :
Proposition 6.3. S’il n’y a pas de point conjugue´ le long du chemin de conti-
nuation, l’application λ 7→ (T (λ ), p0(λ )) associe´e a` n’importe laquelle des deux
continuations pre´sente´es ci-avant est lisse pour 0≤ λ < 1.
De´monstration. Conside´rons pour λ fixe´ l’e´quation de tir Sλ (T, p0) = 0. S’il n’y
a pas de point conjugue´, Sλ est de rang maximum (voir De´finition 2.3 page 24).
λ 7→ Sλ (T, p0) e´tant lisse par construction, l’e´quation peut eˆtre re´solue de manie`re
lisse en invoquant le the´ore`me des fonctions implicites.
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7.1 Algorithme de continuation
Dans toute la suite, on conside`re le proble`me a` masse variable.
Dans le cas du proble`me de maximisation de la masse, le proble`me a e´te´ traite´
avec des techniques de continuation incorporant une gestion automatique du pa-
rame`tre homotopique : homotopie diffe´rentielle pour [41] et homotopie simpliciale
pour [50]. Comme on va le voir, une continuation discre`te faisant appel a` une
suite de´termine´e heuristiquement de parame`tres homotopiques suffit ici a` obtenir
la convergence de chacune des deux homotopies (cf. e´galement la table 7.1).
Les homotopies pre´sente´es dans le Chapitre 6 relient deux types de transfert
diffe´rents mais pour la meˆme valeur de la borne Fmax de la pousse´e. Pour chacune
des deux continuations conside´re´es, l’homotopie est parame´tre´e par λ parcourant le
segment [0, 1]. La valeur λ = 0 est alors associe´ a` un des deux transferts bi-entre´es
pre´sente´s dans le chapitre pre´ce´dent (c’est-a`-dire coplanaire ou non-coplanaire se-
lon le cas) et la valeur λ = 1 est associe´ a` notre proble`me cible, c’est-a`-dire au
transfert mono-entre´e.
Dans la table 7.1 page suivante, nous pre´sentons l’algorithme utilise´ pour ef-
fectuer la continuation dans les deux cas.
7.2 Re´sultats
7.2.1 Re´solution des proble`mes initiaux (P0)
Avant de re´aliser le suivi homotopique, nous devons tout d’abord re´soudre
l’e´quation de tir pour les deux proble`mes (P0) qui constituent le point de de´part
(et le point de passage oblige´) de chaque homotopie : transferts bi-entre´es copla-
naire et non-coplanaire. Afin d’avoir des e´le´ments de comparaison par rapport a` la
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Soit une valeur de Fmax pour laquelle le proble`me (P0) est re´solu.
0. On se donne :
– une valeur cible λ ∗ ∈ [0, 1] du parame`tre homotopique ;
– un pas initial de progression λ 0step ∈]0, 1] ;
– un coefficient d’adaptation de pas α ∈]0, 1[ ;
– et un pas minimum de progression λminstep ∈]0, 1] au-dela` duquel on arreˆte
l’algorithme.
1. λ1← 0
λstep← λ 0step.
2. SI la me´thode de tir converge pour le proble`me (Pλn), ALORS
λn+1← λn +λstep
On revient en 2 avec n+1 a` la place de n.
SINON
λn← λn−1 +αλstep
λstep← αλstep
On revient en 2.
3. L’algorithme s’arreˆte :
– si λn = λ ∗ : l’algorithme re´ussit ;
– si λstep < λminstep : l’algorithme e´choue.
TAB. 7.1 – Algorithme de continuation
re´solution faite pour le transfert mono-entre´e, on re´alisera les simulations, c’est-
a`-dire aussi bien la re´solution de l’e´quation de tir initiale que la continuation elle-
meˆme, pour les meˆmes valeurs de la pousse´e maximale Fmax que celles qui ont e´te´
choisies pour le transfert mono-entre´e (cf. table 3.2 page 34).
Les calculs sont re´alise´s dans les meˆmes conditions que pre´ce´demment (or-
dinateur de bureau avec un processeur cadence´ a` 2.8 GHz). Les re´sultats sont
donne´es dans les tables 7.2(a)-(b) page 71. On observe sans surprise que la conver-
gence et les temps d’exe´cution sont meilleurs que dans le cas mono-entre´e, car
ces proble`mes be´ne´ficient d’un Hamiltonien lisse (principalement parce que la
commande est bi-entre´es). Notons pour eˆtre plus pre´cis que la convergence est
meilleure en termes de norme de fonction de tir et de temps d’e´xecution dans le
cas coplanaire que dans le cas non-coplanaire.
Remarquons par ailleurs que les temps de transfert obtenus pour le transfert
mono-entre´e (cf. 3.2 page 34) ne sont supe´rieurs que de 20% environ par rapport
aux temps de transfert obtenus pour le transfert bi-entre´es coplanaire. On souligne
ainsi la bonne performance d’un transfert mono-entre´e par rapport a` un transfert
bi-entre´es coplanaire.
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7.2.2 Suivi homotopique
Une fois que les proble`mes initiaux (P0) ont e´te´ re´solus, nous appliquons l’al-
gorithme de suivi homotopique pre´sente´ dans la table 7.1 page ci-contre. Les va-
leurs nume´riques utilise´es dans l’algorithme sont :
– λ ∗ = 0,9999 = 1−1e−4 ;
– λ 0step ∈ {1e−1, 1e−2, 1e−3} ;
– α = 1e−1 ;
– λminstep = 1e−6.
7.2.2.1 Qualite´ du suivi
Dans les tables 7.3 page 72 et 7.4 page 73, nous donnons en fonction de la
pousse´e maximale Fmax et du pas initial de progression λ 0step :
– le nombre d’e´tapes N ne´cessaires ;
– la valeur λN du parame`tre homotopique atteint lorsque l’algorithme s’arreˆte
au bout de ces N e´tapes ;
– le temps d’e´xe´cution de ces N e´tapes1 ;
– la valeur de la norme de la fonction de tir ‖SλN (T, p0)‖ lorsque le suivi a
re´ussi (c’est-a`-dire lorsque λN est suffisamment proche de λ ∗) ; dans le cas
contraire, la mention SNC (pour suivi non convergeant) est pre´sente.
La premie`re diffe´rence marquante entre les deux homotopies que l’on peut
constater est que le suivi est conside´rablement plus aise´ dans le cas de l’homotopie
sur l’inclinaison, notamment pour λ 0step = 0,1 et pour les pousse´es en-dessous de 6
Newtons. Toutefois, pour les valeurs de Fmax ou` les deux homotopies convergent,
on observe un temps de calcul moindre pour l’homotopie sur le domaine de controˆle.
Les chiffres nous montrent pour les deux homotopies (lorsqu’elles convergent),
deux comportements logiques et attendus :
– plus λ 0step est petit, plus le nombre N d’e´tapes et le temps de calcul sont
e´leve´s : cela vient directement de la nature de l’algorithme ;
– plus la pousse´e Fmax est faible, plus le temps de transfert est grand, donc plus
le calcul de la fonction de tir est long : ainsi pour un meˆme nombre d’e´tapes,
le temps d’exe´cution pour une pousse´e moins importante est plus grand. De
plus, compte tenu de la difficulte´ nume´rique grandissante au fur et a` mesure
que Fmax diminue. On observe une perte de pre´cision dans la re´solution de
l’e´quation de tir.
7.2.2.2 Qualite´ des re´sultats (temps finaux)
Nous pre´sentons dans la table 7.5 page 74 les temps finaux T des extre´males
obtenues pour λ = λN lorsque le suivi s’est bien passe´ (i.e. pas de mention SNC
dans les cases correspondantes des tables 7.3 ou 7.4 ; dans le cas contraire, on re-
porte encore la mention SNC). Les valeurs obtenues directement par la me´thode de
1Ce temps ne comprend pas le calcul des points conjugue´s (voir plus loin).
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tir (cf. table 3.2 page 34) sont e´galement rappele´es pour faciliter la comparaison.
La figure 7.1 de la pre´sente page donne le graphe de l’e´volution du temps de trans-
fert en fonction de la pousse´e maximale Fmax pour les trois cas (tir sans homotopie,
homotopie sur le domaine de controˆle et homotopie sur l’inclinaison finale).
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Homotopie sur l’inclinaison finale
Tir sans homotopie
FIG. 7.1 – ´Evolution du temps de transfert T en fonction de Fmax
Excepte´ pour Fmax = 60 Newtons et Fmax = 6 Newtons, les deux homotopies es-
timent en ge´ne´ral le temps de transfert par exce`s. Cette observation valide la bonne
qualite´ du tir sans homotopie effectue´ dans le Chapitre 3, bien que le nombre de
commutations soit e´leve´.
7.2.2.3 ´Evolution de la pousse´e le long du chemin
Les figures 7.2 page ci-contre et 7.3 page 68 montrent l’e´volution du controˆle
optimal le long du chemin homotopique pour Fmax = 6 Newtons.
En e´tudiant plus particulie`rement l’e´volution de la composante tangentielle ut ,
nous pouvons observer que le controˆle optimal obtenu pour λ = 0 est une premie`re
approximation du controˆle optimal obtenu en λ = 1. Dans le cas de l’homoto-
pie sur l’inclination, on peut meˆme dire qu’il s’agit une excellente approximation.
Cela veut donc dire que meˆme si les commutations n’existent pas encore, on peut
de´ja` deviner leurs emplacements (avec plus ou moins de pre´cision selon l’homo-
topie utilise´e) en analysant le controˆle optimal du proble`me (P0). `A noter que des
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FIG. 7.2 – ´Evolution du controˆle optimal (homotopie sur le domaine de controˆle)
constatations du meˆme ordre ont pu eˆtre faites en ce qui concerne les solutions du
proble`me de minimisation de l’e´nergie par rapport au proble`me de maximisation
de la masse finale [40, 41].
Quelle homotopie ?
`A beaucoup d’e´gards, la continuation sur l’inclinaison finale est plus inte´res-
sante que celle sur le domaine de controˆle. Bien que le calcul des extre´males du
proble`me (P0) soit le´ge`rement plus lente, la re´solution du proble`me bi-entre´es non-
coplanaire fournit une excellente approximation de la solution du proble`me mono-
entre´e comme le montrent les temps de transfert obtenus en premie`re analyse. Cette
constatation est renforce´e par la comparaison des pousse´es optimales tre`s proche.
On ve´rifie en fait que, dans le cas de l’homotopie sur l’inclinaison, la structure
finale des commutations est quasiment observable de`s la premie`re ite´ration.
Physiquement, ce re´sultat s’explique en e´tudiant la structure du syste`me diffe´-
rentiel du proble`me. En effet, la composante hors-plan uc est naturellement de´cou-
ple´e des deux autres composantes. Quand les composantes tangentielle ut et nor-
male un interviennent toutes deux sur la forme de l’orbite (P,−→e ), la composante
hors-plan uc n’agit que sur l’inclinaison de l’orbite
−→h .
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FIG. 7.3 – ´Evolution du controˆle optimal (homotopie sur l’inclinaison initiale)
L’introduction d’une composante hors-plan uc pour l’homotopie sur l’inclinai-
son initiale modifie donc peu la forme de l’orbite par rapport au cas coplanaire, ce
qui explique la proximite´ des solutions en λ = 0 et λ = 1 pour cette homotopie.
7.2.3 Points conjugue´s
Le cadre naturel du calcul de points conjugue´s e´tant l’extre´male a` extreˆmite´s
fixe´es, on s’inte´resse en pratique a` des proble`mes a` longitude finale fixe´e (cette
longitude finale e´tant d’autant plus grande que Fmax est petit).
Comme nous l’avons vu dans la section 2.3.3 page 26, les points conjugue´s
peuvent eˆtre de´termine´s en de´tectant une perte de rang : ici c’est le premier point
conjugue´ qui nous inte´resse plus particulie`rement, car c’est celui-ci qui est crucial
pour e´tablir l’optimalite´ locale. Deux me´thodes sont possibles et imple´mente´es
dans COTCOT [21] :
– la matrice dont le rang est a` e´tudier est de taille n−1 par n, on peut alors y
adjoindre un nouveau vecteur inde´pendant afin d’obtenir une matrice carre´e
d’ordre n et la perte de rang devient l’annulation du de´terminant de cette
nouvelle matrice ;
– on peut e´galement calculer la plus petite (i.e. la n− 1e`me) valeur singulie`re
et la perte de rang devient l’annulation de cette valeur singulie`re.
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Nous pre´sentons dans les figures 7.4 de la pre´sente page et 7.5 page suivante
l’e´volution de la plus petite valeur singulie`re le long du chemin homotopique pour
Fmax = 6 Newtons avec une longitude finale l(T ) fixe´e a` 62 radians. Chaque
extre´male a e´te´ prolonge´e jusqu’a` quatre fois son temps de transfert.
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FIG. 7.4 – ´Evolution de la dernie`re valeur singulie`re (homotopie sur le domaine de
controˆle, l(T ) = 62 rad)
Une analyse fine des graphes montrent que les premiers points conjugue´s ap-
paraissent autour de trois fois et demi le temps de transfert, ce qui nous permet
de conclure sur l’optimalite´ locale. Ces temps conjugue´s semblent converger dans
les deux cas vers une valeur autour de tc = 545,08 h (rappelons que le temps de
transfert trouve´ est T = 165,32 h, soit un rapport de 3,3 environ).
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Fmax T (h) ‖S0(T, p0)‖ texec
60,0 N 14,73 7,84E−14 0,08 s
30,0 N 31,45 4,03E−13 0,50 s
24,0 N 36,34 1,95E−13 0,64 s
12,0 N 69,29 2,53E−13 1,15 s
10,0 N 83,53 2,13E−13 0,80 s
9,0 N 93,19 3,20E−13 1,04 s
7,5 N 111,64 4,53E−13 7,56 s
6,0 N 139,38 3,68E−13 1,73 s
5,0 N 166,33 4,53E−13 6,43 s
4,5 N 186,05 1,07E−12 5,22 s
4,0 N 208,43 9,32E−13 1,70 s
3,5 N 240,35 6,03E−13 5,54 s
3,0 N 277,91 5,04E−13 2,10 s
2,5 N 335,92 1,78E−12 7,13 s
2,0 N 418,39 1,24E−12 7,46 s
1,5 N 560,10 1,14E−11 8,90 s
1,0 N 838,12 6,14E−11 15,44 s
(a) Cas coplanaire
Fmax T (h) ‖S0(T, p0)‖ texec
60,0 N 17,24 5,15E−14 0,38 s
30,0 N 32,54 7,70E−13 2,28 s
24,0 N 41,12 5,34E−13 2,13 s
12,0 N 94,78 8,99E−13 7,06 s
10,0 N 105,77 6,63E−13 3,16 s
9,0 N 122,20 5,80E−13 2,78 s
7,5 N 135,32 1,45E−12 5,21 s
6,0 N 166,86 1,28E−12 5,94 s
5,0 N 203,18 3,02E−13 8,01 s
4,5 N 226,17 4,12E−12 5,85 s
4,0 N 258,93 3,32E−12 15,75 s
3,5 N 289,77 2,04E−12 12,36 s
3,0 N 343,46 1,94E−11 6,60 s
2,5 N 418,86 1,31E−12 6,60 s
2,0 N 516,68 2,02E−11 28,66 s
1,5 N 676,48 1,16E−11 20,28 s
1,0 N 1032,47 1,47E−10 61,07 s
(b) Cas non-coplanaire
TAB. 7.2 – Re´solution de l’e´quation de tir pour les transferts bi-entre´es
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Fmax
λ 0step = 1e−1 λ 0step = 1e−2 λ 0step = 1e−3
N λN texec ‖SλN (T, p0)‖ N λN texec ‖SλN (T, p0)‖ N λN texec ‖SλN (T, p0)‖
60,0 N 46 0,9999 13,28 s 4,32E−13 117 0,9998 23,95 s 7,79E−13 1008 0,9998 177,26 s 8,27E−13
30,0 N 37 0,9999 12,64 s 1,02E−08 117 0,9998 38,91 s 1,68E−11 1008 0,9998 316,44 s 2,87E−11
24,0 N 20 0,430029 223,17 s SNC 52 0,430025 79,21 s SNC 439 0,430025 208,77 s SNC
12,0 N 37 0,9999 24,25 s 2,43E−12 117 0,9998 62,18 s 4,06E−13 1008 0,9998 543,34 s 1,98E−13
10,0 N 5 0,4000 5,77 s SNC 117 0,9998 82,56 s 1,19E−12 1008 0,9998 698,96 s 5,25E−12
9,0 N 74 0,542174 75,71 s SNC 117 0,9998 90,86 s 1,56E−12 1008 0,9998 714,77 s 7,08E−13
7,5 N 37 0,9999 42,10 s 7,56E−12 117 0,9998 110,40 s 1,97E−12 1008 0,9998 829,93 s 4,93E−12
6,0 N 699903 0,999899 685339,89 s 4,38E−08 117 0,9998 138,36 s 1,47E−09 1008 0,9998 1482,62 s 1,43E−10
5,0 N 63 0,549255 1232,80 s SNC 61 0,456017 106,87 s SNC 466 0,456017 691,76 s SNC
4,5 N 40 0,536594 96,46 s SNC 85 0,536594 170,67 s SNC 555 0,536594 944,85 s SNC
4,0 N 2 0,1000 7,72 s SNC 42 0,18324 203,39 s SNC 216 0,18324 641,92 s SNC
3,5 N 28 0,565290 105,59 s SNC 81 0,565284 189,40 s SNC 585 0,565284 1093,62 s SNC
3,0 N 95 0,463397 214,79 s SNC 53 0,414016 191,17 s SNC 421 0,414015 1112,78 s SNC
2,5 N 37 0,9999 194,66 s 4,73E−09 68 0,496372 552,51 s SNC 482 0,464347 1253,82 s SNC
2,0 N 27 0,170738 133,03 s SNC 103 0,775301 3344,83 s SNC 788 0,775300 3313,92 s SNC
1,5 N 77 0,058863 438,32 s SNC 30 0,072491 382,74 s SNC 92 0,072491 676,16 s SNC
1,0 N 31039 0,410343 179395,65 s SNC 61 0,168688 788,77 s SNC 451 0,431564 3739,82 s SNC
TAB. 7.3 – Suivi homotopique pour la continuation sur le domaine du controˆle
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Fmax
λ 0step = 1e−1 λ 0step = 1e−2 λ 0step = 1e−3
N λN texec ‖SλN (T, p0)‖ N λN texec ‖SλN (T, p0)‖ N λN texec ‖SλN (T, p0)‖
60,0 N 37 0,9999 27,65 s 4,32E−13 117 0,9998 62,06 s 6,55E−13 1008 0,9998 528,05 s 7,53E−13
30,0 N 37 0,9999 29,19 s 1,14E−12 117 0,9998 79,30 s 6,87E−13 1008 0,9998 481,54 s 8,24E−13
24,0 N 37 0,9999 39,00 s 6,69E−13 117 0,9998 89,78 s 1,87E−13 1008 0,9998 595,55 s 2,23E−13
12,0 N 37 0,9999 128,79 s 9,01E−13 117 0,9998 270,68 s 1,24E−12 1008 0,9998 1897,33 s 1,82E−12
10,0 N 37 0,9999 124,66 s 2,54E−13 117 0,9998 248,74 s 2,09E−12 1008 0,9998 1869,86 s 6,41E−13
9,0 N 37 0,9999 146,77 s 4,87E−12 117 0,9998 290,71 s 3,31E−13 1008 0,9998 2087,42 s 9,82E−13
7,5 N 37 0,9999 139,44 s 3,62E−13 117 0,9998 322,08 s 1,76E−12 1008 0,9998 2216,86 s 1,01E−12
6,0 N 37 0,9999 178,48 s 4,55E−12 117 0,9998 426,12 s 9,74E−13 1008 0,9998 2611,87 s 6,37E−13
5,0 N 37 0,9999 139,42 s 7,47E−12 117 0,9998 445,63 s 1,00E−11 1684 0,9999 5071,17 s 8,57E−08
4,5 N 37 0,9999 224,11 s 3,00E−11 117 0,9998 498,35 s 6,24E−13 1575 0,999821 5238,32 s 1,56E−07
4,0 N 63 0,999899 367,55 s 4,90E−07 123 0,999409 525,97 s 5,57E−07 1008 0,9998 2929,52 s 1,23E−11
3,5 N 144 0,999899 833,92 s 1,84E−07 219 0,999874 1104,14 s 3,06E−08 1019 0,999531 3356,14 s 6,79E−07
3,0 N 1178 0,999891 6253,88 s 2,51E−07 342 0,999875 1887,81 s 7,34E−08 1045 0,9999 3795,15 s 6,12E−08
2,5 N 141 0,999824 1038,40 s 8,57E−08 812 0,999808 5007,81 s 4,28E−08 1019 0,999791 4263,79 s 7,34E−08
2,0 N 1020 0,999695 9362,70 s 1,60E−07 749 0,999206 5490,82 s 2,43E−07 1347 0,999619 8358,03 s 6,52E−08
1,5 N 5511 0,998344 49897,20 s 1,59E−07 145 0,999522 1624,88 s 9,22E−08 1214 0,999243 9942,05 s 9,30E−08
1,0 N 69 0,999138 2155,93 s 1,96E−07 7615 0,991984 109460,98 s 1,41E−07 Temps de calcul trop long
TAB. 7.4 – Suivi homotopique pour la continuation sur l’inclinaison initiale
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Fmax H1 [λ 0step] H2 [λ 0step] Tir
60,0N 16,75 h [0,1] 16,75 h [0,1] 16,74 h
30,0N 35,90 h [0,1] 32,31 h [0,1] 32,31 h
24,0N SNC 40,77 h [0,1] 40,76 h
12,0N 82,44 h [0,1] 94,50 h [0,1] 85,44 h
10,0N 98,51 h [0,01] 105,21 h [0,1] 101,02 h
9,0N 129,36 h [0,001] 121,62 h [0,1] 109,67 h
7,5N 154,76 h [0,1] 134,20 h [0,1] 131,67 h
6,0N 165,32 h [0,1] 165,32 h [0,1] 165,32 h
5,0N SNC 201,08 h [0,1] 198,98 h
4,5N SNC 223,77 h [0,1] 220,81 h
4,0N SNC 255,30 h [0,1] 248,15 h
3,5N SNC 286,33 h [0,1] 286,43 h
3,0N SNC 338,52 h [0,001] 331,93 h
2,5N 401,11 h [0,1] 412,16 h [0,1] 400,47 h
2,0N SNC 509,68 h [0,1] 500,07 h
1,5N SNC 669,21 h [0,01] 663,96 h
1,0N SNC 1024,82 h [0,1] 997,09 h
La valeur de λ 0step choisie est donne´e entre crochets.
H1 : Homotopie sur le domaine de controˆle
H2 : Homotopie sur l’inclinaison finale
Tir : Me´thode de tir sans homotopie
TAB. 7.5 – Comparaison des temps de transfert obtenus
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Conclusion
Bilan
L’e´tude du transfert orbital mono-entre´e et en particulier le proble`me en temps
minimum nous a permis de confirmer la spe´cificite´ de ce type de transfert, bien que
s’inscrivant logiquement dans la famille des transferts orbitaux.
Comme pour le transfert bi-entre´e coplanaire, l’application des the´ore`mes clas-
siques de controˆlabilite´ a permis d’e´tablir que le transfert coplanaire mono-entre´e
reste controˆlable, en de´pit de la re´duction des degre´s de liberte´ de la pousse´e.
De plus, les valeurs des temps de transfert sont peu de´grade´es par rapport au
transfert coplanaire : on observe une augmentation de vingt pour cent seulement
environ.
Contrairement aux transferts e´tudie´s auparavant, nous avons e´galement pu e´ta-
blir que le controˆle mono-entre´e e´tait discontinu. L’e´tude des approximations lisses
de´veloppe´es pour reme´dier a` ce constat a permis de mettre en e´vidence de nou-
veaux re´sultats.
Ainsi l’utilisation du proble`me de minimisation de l’e´nergie avec relaxation
de la contrainte de controˆle comme approximation Riemannienne inte´grable lisse
du transfert mono-entre´e nous a permis d’e´tablir avec pre´cision la structure des
transferts vers des orbites circulaires. Outre la mise en e´vidence de la platitude
(inconnue jusqu’alors) du syste`me dans le cas des transferts vers des orbites cir-
culaires, des restrictions sur l’existence de solution du proble`me moyenne´ ont e´te´
e´tablies, qui traduisent la non-convexite´ inhe´rente a` l’approximation re´alise´e.
De meˆme l’utilisation de deux types de transferts bi-entre´es (coplanaire et
non-coplanaire) comme approximations lisses a permis une e´tude approfondie des
conditions du second ordre sur ces approximations et a e´galement valide´ la me´thode
du tir simple pour le transfert mono-entre´e qui s’ave`re au final tre`s efficace, malgre´
les nombreuses commutations du controˆle (autour de quatre-vingt-dix pour Fmax =
1 Newton).
Perspectives
Dans le cadre de l’approximation Riemannienne, l’e´tude exhaustive de la me´tri-
que Riemannienne doit eˆtre comple´te´e avec l’analyse de la me´trique comple`te en
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dimension trois. Enfin, la continuation entre l’approximation Riemannienne de la
minimisation de l’e´nergie et le proble`me cible du temps minimum est en cours de
re´alisation.
Afin de re´aliser une analyse pertinente de nos re´sultats avec les me´thodes de
continuation, nous devons les comparer aux re´centes implantations des conditions
du second-ordre dans le cas bang-bang [51]. Les re´sultats de convergence sont a`
affiner, notamment pour les controˆles extre´maux obtenus les longs des diffe´rentes
homotopies traite´es. La re´gularite´ des points conjugue´s par rapport au parame`tre
homotopique est e´galement a` pre´ciser.
Dans un second temps, il faudra e´galement mettre en place des outils nume´ri-
ques plus adapte´s. Ainsi, les me´thodes variationnelles ou a` base de diffe´rentiation
interne fournissent de meilleurs re´sultats qu’un simple inte´grateur de type RKF45 ;
dans le cas d’e´quations diffe´rentielles a` second membre discontinu, la de´tection
pre´alable des instants de commutations s’est re´vele´e tre`s efficace.
Le suivi homotopique peut eˆtre affine´, notamment dans le cas de l’homotopie
sur le domaine de controˆle, en utilisant des me´canismes de suivi de type pre´dicteur-
correcteur [5] de´veloppe´s par exemple dans le cas du transfert 3D pour le proble`me
de minimisation de la masse [41].
Enfin, le proble`me de minimisation de la masse peut eˆtre e´tudie´ dans le cas
mono-entre´e en utilisant par exemple les e´tudes faites ces dernie`res anne´es [41,50].
Le proble`me de transfert mono-entre´e, comme ses grands fre`res, est donc une
source renouvele´e de travaux passionnants. Affaire a` suivre. . .
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Annexe A
Construction de transferts
d’orbites sous-optimaux
Motivation
Dans cet annexe, nous proposons une me´thode analytique — c’est-a`-dire qui
fournit une expression mathe´matique exacte — de construction d’un transfert. Le
transfert ainsi obtenu est exprime´ avec des fonctions usuelles simples (polynoˆmes
de degre´ deux et fonctions trigonome´triques). De plus, la me´thode de construction
permet une reparame´trisation du transfert a` chaque pe´rige´e.
Nous traitons uniquement le transfert coplanaire et nous de´composons la pous-
se´e dans le repe`re radial-orthoradial (cf. page 30). La pousse´e u s’e´crit donc u =
urFr +uorFor.
A.1 Construction des formes implicites
A.1.1 Pre´liminaires
Notations ´Etant donne´s les parame`tres orbitaux P, ex, ey et l, on de´finit les vec-
teurs −→τ = (cos l, sin l) et −→e = (ex, ey) ainsi que :
−→η = (ηx, ηy) =−→e +−→τ = (ex + cos l, ey + sin l)
W = ηx cos l +ηy sin l = 1+ ex cos l + ey sin l > 0
(
car
√
e2x + e
2
y < 1
)
D = ηx sin l−ηy cos l = ex sin l− ey cos l.
Caracte´risation des pe´rige´es et des apoge´es Il est possible de caracte´riser les
pe´rige´es a` l’aide des quantite´s D et W :
Proposition A.1. x est un pe´rige´e (respectivement un apoge´e) si et seulement si
D = 0 et W ≥ 1 (respectivement D = 0 et W ≤ 1).
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De´monstration. Ge´ome´triquement, on est au pe´rige´e lorsque la longitude l coı¨ncide
avec l’argument du pe´rige´e, c’est-a`-dire lorsque le vecteur excentricite´ −→e et le
vecteur −→τ sont coline´aires et dans le meˆme sens. Cela s’e´crit det(−→η ,−→τ ) = 0 et
(−→e |−→τ )≥ 0, i.e. D = 0 et W ≥ 1.
On se situe a` l’apoge´e lorsque les vecteurs −→e et −→τ sont coline´aires et de sens
oppose´s. Alors on a det(−→η ,−→τ ) = 0 et (−→e |−→τ ) ≤ 0, c’est-a`-dire D = 0 et W ≤
1.
Reformulation de la dynamique Dans le cadre ainsi de´fini, le syste`me de trans-
fert orbital s’e´crit :
x˙ = F0(x)+
ur
m
Fr(x)+
uor
m
For(x) ,
√
u2r +u2or ≤ Fmax
= F0(x)+ γrFr(x)+ γorFor(x)
ou` l’on note γ = u/m, x = (P, ex, ey, l) et :
F0(x) =
√
µ
P

0
0
0
W/P
 , Fr(x) =
√
P
µ

2P/W
cos l +ηx/W
sin l +ηy/W
0
 , For(x) =
√
P
µ

0
sin l
−cos l
0
 .
Donc ˙l =
√
µW 2/P3/2 > 0 ne de´pend ni du temps ni du controˆle1 et on peut
donc reformuler la dynamique en prenant la longitude l comme nouvelle variable
inde´pendante a` la place du temps. On note encore x = (P, ex, ey) et on a le syste`me :
dx
dl (l) = γr(l)
˜Fr(l, x(l))+ γor(l) ˜For(l, x(l)) , ∀ l (A.1)
avec :
˜Fr(l, x) =
1
˙l
Fr(x, l) =
P2
µW 2
 2P/Wcos l +ηx/W
sin l +ηy/W

˜For(l, x) =
1
˙l
For(x, l) =
P2
µW 2
 0sin l
−cos l
 .
A.1.2 Formes implicites
L’ide´e principale de la me´thode pre´sente´e dans cet annexe est d’exhiber des
conditions d’admissibilite´ pour un transfert ou` seules les composantes de l’e´tat
x apparaissent, c’est-a`-dire ou` le controˆle u n’intervient pas. De telles e´quations
seront appele´es formes implicites.
Nous pouvons formuler la premie`re forme implicite dans la proposition sui-
vante :
1Ce qui n’est pas le cas pour le transfert ge´ne´ral 3D, ou` ˙l de´pend de la composante hors-plan uc
de la pousse´e
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Proposition A.2 (Premie`re forme implicite). La trajectoire x est admissible si et
seulement si :
d
dl
(
1
P
)
+
d
dl
(ex
P
)
cos l + ddl
(ey
P
)
sin l = 0 , ∀ l. (A.2)
De´monstration. La trajectoire x : l 7→ x(l) est simplement admissible
⇐⇒ ∀ l, dxdl (l) ∈ Im
˜F(l, x(l)). avec ˜F(l, x(l)) =
[
˜Fr(l, x(l)) ˜For(l, x(l))
]
Le sous-espace vectoriel Im ˜F(l, x(l)) de R3 ve´rifie par de´finition :
Im ˜F(l, x(l)) = Vect{ ˜Fr(l, x(l)), ˜For(l, x(l))}
et les deux vecteurs forment une base par hypothe`se. Donc (Im ˜F(l, x(l)))⊥ est de
dimension 1 et est engendre´ par le vecteur ˜Fc(l, x(l)) = ˜Fr(l, x(l))∧ ˜For(l, x(l)).
Tous calculs faits, on a ˜Fc(l, x(l)) =
2P5
µ2W 5
−W/Pcos l
sin l

. d’ou` la condition :
−W
P
dP
dl +(cos l)
dex
dl +(sin l)
dey
dl = 0.
On de´veloppe W = 1+ ex cos l + ey sin l et on divise cette e´quation par P. On fait
alors apparaıˆtre les de´rive´es des quotients 1/P, ex/P et ey/P pour obtenir la relation
(A.2).
Cette relation permet de de´river de nombreuses autres formes implicites parmi
lesquelles l’une des plus concises :
Corollaire A.3. La trajectoire x est admissible si et seulement si(
d
dl
(−→η
P
)∣∣∣∣−→τ )= 0.
On obtient e´galement :
Corollaire A.4. La trajectoire x est admissible si et seulement si :
d
dl
(
W
P
)
=−D
P
. (A.3)
Ce corollaire nous permet de de´duire la forme suivante :
Proposition A.5 (Deuxie`me forme implicite). La trajectoire x est admissible si
et seulement si
d
dl
(
ln P
W
)
=
D
W
. (A.4)
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De´monstration. De´composons d’abord ddl
(
ln P
W
)
:
d
dl
(
ln P
W
)
=
d
dl (P/W )
P/W
=
W
P
d
dl
(
1
W/P
)
=
W
P
·− 1
(W/P)2
d
dl
(
W
P
)
=− P
W
d
dl
(
W
P
)
.
Donc x est admissible
⇐⇒ ddl
(
W
P
)
=−D
P
(cf. Corollaire A.4)
⇐⇒ ddl
(
ln P
W
)
=− P
W
·−D
P
⇐⇒ ddl
(
ln P
W
)
=
D
W
.
De nombreuses autres formes peuvent eˆtre de´rive´es, voir [31].
A.2 Reconstruction de l’e´tat a` partir des formes implicites
A.2.1 De´termination d’un ensemble suffisant de fonctions
Proposition A.6. La premie`re forme implicite s’inte`gre a` l’aide de deux fonctions
κ1 et κ2 de´finies comme suit :
κ1 =
d
dl
(ex
P
)
, κ2 =
d
dl
(ey
P
)
est un noyau de la forme implicite (A.2).
De´monstration. Le processus de reconstruction de x est le suivant :
1. on inte`gre κ1 et κ2 :
Φ1(l) =
ex(l)
P(l) =
ex(0)
P(0) +
∫ l
0
κ1(λ )dλ (A.5)
Φ2(l) =
ey(l)
P(l) =
ey(0)
P(0) +
∫ l
0
κ2(λ )dλ (A.6)
2. on obtient ϕ3 =
d
dl
(
1
P
)
a` l’aide de la forme implicite :
ϕ3(l) =−κ1(l)cos l−κ2(l)sin l (A.7)
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3. on inte`gre ϕ3 :
Φ3(l) =
1
P(l) =
1
P(0) +
∫ l
0
ϕ3(λ )dλ (A.8)
4. on en de´duit alors l’e´tat x :
P(l) = 1
Φ3(l)
, ex(l) =
Φ1(l)
Φ3(l)
, ey(l) =
Φ2(l)
Φ3(l)
(A.9)
5. en e´crivant
κ1 =
1
P
dex
dl + ex
d
dl
(
1
P
)
, κ2 =
1
P
dey
dl + ey
d
dl
(
1
P
)
on en de´duit d−→e /dl :
dex
dl (l) = P(l)
(
κ1(l)− ex(l)ϕ3(l)
) (A.10)
dey
dl (l) = P(l)
(
κ1(l)− ey(l)ϕ3(l)
)
. (A.11)
Proposition A.7. La deuxie`me forme implicite s’inte`gre a` l’aide de deux fonctions
κ3 et κ4 de´finies comme suit :
κ3 = ‖−→e ‖=
√
e2x + e
2
y , κ4 =
D
W
est un noyau de la forme implicite (A.4).
De´monstration. Le processus de reconstruction de x est le suivant :
1. en remarquant que D = ‖−→e ‖cos(l−ω) et que W = 1+‖−→e ‖sin(l−ω) avec
ω argument du pe´rige´e, il vient :
κ4(l) =
κ3(l)cos[l−ω(l)]
1+κ3(l)sin[l−ω(l)]
et on tire ϕ1(l) = ω(l) = arg−→e (l).
2. on peut alors calculer ex et ey et leurs de´rive´es :
ex(l) = κ3(l)cosϕ1(l) , ey(l) = κ3(l)sinϕ1(l)
dex
dl (l) =
dκ3
dl (l)cosϕ1(l)−κ3(l)
dϕ1
dl (l)sinϕ1(l)
dey
dl (l) =
dκ3
dl (l)sinϕ1(l)+κ3(l)
dϕ1
dl (l)cosϕ1(l)
3. on en de´duit ϕ2(l) =W (l) = 1+ ex(l)cos l + ey(l)sin l.
4. la forme implicite (A.4) s’e´crit e´galement ddl (lnP/W ) = κ4, ce qui permet
d’obtenir P :
P(l) = ϕ2(l)
P(0)
1+ ex(0)
exp
(∫ l
0
κ4(λ )dλ
)
.
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A.2.2 Construction des fonctions
Maintenant que nous avons identifie´ les e´le´ments permettant de retrouver l’e´tat
et le controˆle, nous allons pre´senter une me´thode pour les ge´ne´rer.
A.2.2.1 Premie`re forme implicite
Nous conside´rons l’e´tude d’une re´volution : autrement dit, la longitude l par-
court l’intervalle [0, 2pi] et nous nous fixons x(0) et x(2pi). Si nous reprenons le
processus de reconstruction de la premie`re forme implicite, nous pouvons e´crire
(cf. e´tapes 1. et 3.) :
Φ1(2pi) =
ex(2pi)
P(2pi)
=
ex(0)
P(0) +
∫ 2pi
0
κ1(λ )dλ
Φ2(2pi) =
ey(2pi)
P(2pi)
=
ey(0)
P(0) +
∫ 2pi
0
κ2(λ )dλ
Φ3(2pi) =
1
P(2pi)
=
1
P(0) +
∫ 2pi
0
ϕ3(λ )dλ
Les valeurs initiale et finale de ey pour le transfert complet (i.e. sur plusieurs
re´volutions) que nous conside´rons sont nulles. Donc les valeurs sur chaque re´volu-
tion ey(0) et ey(2pi) le seront e´galement. De plus, on choisit κ2 ≡ 0, ce qui revient
notamment a` ey ≡ 0 : donc D = ex cos l et les pe´rige´es se situent en l ≡ 0 [2pi] (cf.
Proposition A.1), ce qui justifie le choix de l’intervalle [0, 2pi] pour la longitude l.
Enfin, on contraint le support de κ1 a` eˆtre inclus dans [δ/2, 2pi − δ/2] ou`
δ ∈ R∗+ est un parame`tre arbitraire2.
On obtient alors les relations suivantes pour κ1 :∫ 2pi
0
κ1(λ )dλ =
ex(2pi)
P(2pi)
− ex(0)
P(0)∫ 2pi
0
κ1(λ )cos(λ )dλ =
1
P(0) −
1
P(2pi)
.
De plus les relations (A.8) et (A.10) nous permettent d’e´crire dex/dl = P(1 +
ex cos l)κ1 = PWκ1. Autrement dit, ‖dex/dl‖∞ est domine´e par ‖κ1‖∞ — car PW
est domine´ par ‖x‖∞(1+2‖x‖∞) —. Or ‖γ‖∞ est clairement domine´e par ‖dex/dl‖∞.
Ainsi on peut controˆler ‖γ‖∞ par le biais de ‖κ1‖∞.
Il s’agit donc de choisir κ1 avec une valeur de ‖κ1‖∞ aussi faible que possible.
Une possibilite´ est alors de re´soudre le proble`me (P) d’optimisation suivant :
(P)

Min‖κ1‖∞ ∫ 2pi
0
κ1(λ )dλ =
ex(2pi)
P(2pi)
− ex(0)
P(0)∫ 2pi
0
κ1(λ )cos(λ )dλ =
1
P(0) −
1
P(2pi)
.
2L’introduction de ce parame`tre a e´te´ motive´e par des valeurs e´leve´es de la commande autour de
l ≡ 0 [2pi] (c’est-a`-dire les pe´rige´es), diminuant conside´rablement l’efficacite´ de la me´thode.
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Malheureusement, la norme ‖ · ‖∞ n’est pas suffisamment re´gulie`re pour permettre
une re´solution aise´e. Il nous faut trouver une norme hilbertienne plus fine que ‖·‖∞.
Les contraintes sur κ1 s’expriment naturellement en terme de produits scalaires sur
l’espace de HILBERT L2([0, 2pi], R) : mais la norme induite ‖ · ‖L2 n’est pas plus
fine que la norme ‖ · ‖∞.
En vertu du lemme de POINCARE´ et des contraintes sur le support de κ1, l’es-
pace cherche´ est :
H1δ = H
1
0([0, 2pi], R)∩
{
f ∈ L2([0, 2pi], R)
∣∣∣∣ supp f ⊂ [δ2 , 2pi− δ2
]}
ou` H10([0, 2pi], R) est l’espace de SOBOLEV :
H10([0, 2pi], R) =
{ f ∈ L2([0, 2pi], R) | f ′ ∈ L2([0, 2pi], R)∧ f (0) = f (2pi) = 0}.
H1δ est un sous-espace hilbertien de H
1
0([0, 2pi], R) muni du produit scalaire induit :
( f |g)H1δ =
∫ 2pi
0
f ′(t)g′(t)dt =
∫ 2pi−δ/2
δ/2
f ′(t)g′(t)dt.
Nous conside´rons alors le proble`me d’optimisation suivant :
(Pδ )

Min
κ1∈H1δ
‖κ1‖H1δ
(κ1 |1)L2 =
ex(2pi)
P(2pi)
− ex(0)
P(0)
(κ1 | cos)L2 =
1
P(0) −
1
P(2pi)
.
On re´e´crit les produits scalaires sur L2([0, 2pi], R) comme des produits scalaires
sur H1δ :
(κ1 |1)L2 = (κ1 |h1)H1δ avec h1 : l 7→
1
2
l(2pi− l)− 1
2
δ
2
(
2pi− δ
2
)
(κ1 | cos)L2 = (κ1 |h2)H1δ avec h2 : l 7→ cos l− cos
(
δ
2
)
.
avec h1 et h2 deux e´le´ments de H1δ , i.e. qui sont nulles en dehors de [δ/2, 2pi−δ/2].
Le proble`me (Pδ ) devient :
(Pδ )

Min
κ1∈H1δ
‖κ1‖H1δ
(κ1 |h1)H1δ = b1 =
ex(2pi)
P(2pi)
− ex(0)
P(0)
(κ1 |h2)H1δ = b2 =
1
P(0) −
1
P(2pi)
.
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qui n’est rien d’autre qu’un proble`me de projection hilbertienne de l’e´le´ment 0H1δ
sur une varie´te´ line´aire V de direction {h1, h2}⊥. Le projete´ κ1 ∈V ve´rifie la condi-
tion κ1−0 ∈V⊥ = Vect{h1, h2} : κ1 ∈V ∩V⊥.
On peut donc e´crire κ1 = α1h1 +α2h2 et la condition κ1 ∈V s’e´crit :
α1(h1 |h1)H1δ +α2(h2 |h1)H1δ = b1
α1(h1 |h2)H1δ +α2(h1 |h2)H1δ = b2
et α = (α1, α2) est donc la solution d’un syste`me line´aire de dimension deux.
Proce´dure de construction de κ1 Nous re´sumons la me´thode de construction de
κ1.
1. On se donne x(0) et x(2pi) et on calcule le vecteur b = (b1, b2).
2. On choisit une valeur δ et on calcule la matrice de GRAM du couple (h1, h2) :
Gδ =
(
(h1 |h1)H1δ (h2 |h1)H1δ
(h1 |h2)H1δ (h1 |h2)H1δ
)
3. On obtient alors α = (α1, α2) = G−1δ b, puis κ1 = α1h1 +α2h2.
Une fois κ1 construit (rappelons que κ2 ≡ 0), on peut alors obtenir l’e´tat x et la
commande γ comme vu auparavant.
Remarquons que κ1 est une combinaison affine de polynoˆmes de degre´ deux et
de fonctions trigonome´triques, ce qui rend les calculs ulte´rieurs de reconstruction
tre`s simples.
A.2.2.2 Deuxie`me forme implicite
Si on cherche a` analyser la stabilite´ au moins nume´rique du proce´de´ que nous
venons d’introduire, on observe que la condition κ2 ≡ 0, i.e. ey ≡ 0 est tre`s contrai-
gnante : en effet, une erreur sur ey ne pourra pas eˆtre de´tecte´e et encore moins
corrige´e. Il nous faut donc nous affranchir de cette contrainte et relaxer les condi-
tions sur ey.
Comme pour la premie`re forme, on travaille par re´volution, de pe´rige´e a` perige´e.
Cependant, comme ey n’est plus nul a` priori, l’intervalle d’e´volution de l n’est plus
exactement [0, 2pi] et de´pend explicitement de la valeur de l’e´tat aux bornes (i.e.
aux pe´rige´es). En effet, la relation D(l) = 0 est e´quivalente a` l ≡ ω(l) [2pi].
Plus pre´cise´ment, e´tant donne´s deux e´tats x0 et x1 correspondant a` des pe´rige´es,
on connait alors les valeurs des arguments ω0 = arg(−→e 0) et ω1 = arg(−→e 1). Alors
la longitude l parcourt l’intervalle [l0, l1] avec l0 ≡ ω0 [2pi] et l1 ≡ ω1 [2pi]3.
3On ne peut pas se contenter d’une e´galite´ simple du type l = ω car la largeur de l’intervalle doit
approcher 2pi (le satellite doit faire un vrai tour !), ce qui ne serait pas toujours le cas avec une e´galite´
directe.
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Pour les meˆmes raisons que dans le cas de la premie`re forme, on contraint le
support de la commande γ . Plus pre´cise´ment, on se donne un parame`tre σ ∈R∗+ et
on impose :
suppγ ⊂ [linf, lsup] =
[
l1/2−
σ
2
, l1/2 +
σ
2
]
avec l1/2 =
l0 + l1
2
.
Dans la zone ou` γ ≡ 0, le syste`me est un syste`me de KEPLER libre et les pa-
rame`tres orbitaux sont constants, c’est-a`-dire que l’on a x(l)= x0 pour l ∈ [l0, linf] et
x(l) = x1 pour l ∈ [lsup, l1]. Notamment κ3 = ‖−→e ‖ et κ4 = D/W sont inte´gralement
connues sur [l0, linf]∪ [lsup, l1].
Reste donc a` de´finir κ3 et κ4 sur [linf, lsup]. On proce`de comme suit :
1. On de´finit κ3 comme une fonction affine par morceaux, plus pre´cise´ment :
κ3(l) = ‖−→e (l)‖=

‖−→e 0‖ si l ∈ [l0, linf]
‖−→e 0‖+(‖−→e 1‖−‖−→e 0‖) l− linflsup− linf si l ∈ [linf, lsup]
‖−→e 1‖ si l ∈ [lsup, l1]
ce qui permet un calcul simple de d−→e /dl.
2. Rappelons que d(lnP/W )/dl = κ4. P/W est e´galement connu sur [l0, linf]∪
[lsup, l1] et on de´finit lnP/W entre linf et lsup comme un polynoˆme de degre´
cinq en utilisant la me´thode de HERMITE, c’est-a`-dire que les valeurs de
lnP/W et de κ4 = d(lnP/W )/dl coı¨ncident a` gauche et a` droite en linf et
lsup4. Les coefficients dudit polynoˆme sont solutions d’un syste`me line´aire
de dimension six et l’on de´duit e´galement κ4.
On peut donc ainsi retrouver l’e´tat x et la commande γ .
A.3 Mise en œuvre pratique et simulations
A.3.1 Algorithme ge´ne´ral de construction
Dans le cas ge´ne´ral, on se donne deux e´tats quelconques x0 et x f entre les-
quels on veut effectuer un transfert avec une contrainte impose´e sur la commande :
‖γ‖≤ Γmax. Comme nous l’avons vu auparavant, nous allons subdiviser le segment
[x0, x f ] en plusieurs segments correspondant chacun a` une re´volution de la trajec-
toire globale finale. Sur chacune de ces re´volutions, nous appliquons les proce´dures
que nous venons de pre´senter.
Comme on ne connaıˆt pas a priori le nombre de re´volutions ne´cessaires pour
satisfaire la contrainte, il faut augmenter le nombre de re´volutions jusqu’a` trouver
le nombre minimum de re´volutions, ce qui est explicite´ dans l’algorithme pre´sente´
dans la table A.1.
4On assure ainsi que lnP/W est de classe C 1 sur [l0, l1] et donc que κ4 est de classe C 0 sur [l0, l1]
par recollement.
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0. On se donne :
– un e´tat initial x0 et un e´tat final cible x f ;
– une borne de commande Γmax ;
– un nombre maximal de re´volutions Nmax au-dela` duquel on arreˆte l’algo-
rithme.
1. N← 1
2. On subdivise le segment [x0, x f ] en N sous-segments [xi, xi+1], i ∈ J0, N−1K
avec xN = x f .
3. Sur le segment nume´ro i ∈ J0, N − 1K, on utilise une des proce´dures
pre´ce´dentes :
(a) On calcule l’intervalle [li, li+1] d’e´volution de la longitude.
(b) On construit le noyauK sur [li, li+1].
(c) On calcule l’e´tat sur l’intervalle avec xi comme condition initiale et
xi+1 comme condition finale.
(d) On en de´duit l’expression de la commande γi sur [li, li+1].
4. SI sur tous les segments de la subdivision, la contrainte ‖γi‖∞ ≤ Γmax,
ALORS
On construit la trajectoire finale en concate´nant les trajectoires obte-
nues sur les N segments.
L’algorithme s’arreˆte : il re´ussit.
SINON
N← N +1
On revient en 2.
5. L’algorithme s’arreˆte :
– si la commande ve´rifie la contrainte (cf. plus haut) : l’algorithme re´ussit ;
– si N atteint Nmax : l’algorithme e´choue.
TAB. A.1 – Algorithme ge´ne´ral de construction
A.3.2 Re´sultats
A.3.2.1 Premie`re forme implicite
Subdivisions uniforme et non uniforme Le choix de la subdivision uniforme
sur le segment [x0, x f ] est naturel :
xi = x0 +
i
N
(x f − x0) , i ∈ J0, N−1K.
Ne´anmoins, l’analyse des trajectoires optimales a permis de d’observer que le pa-
rame`tre P augmentait de plus en plus vite au cours des re´volutions. Il a donc paru
inte´ressant de construire une subdivision non uniforme telle que les longueurs des
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intervalles successifs [xi, xi+1] soit une suite ge´ome´trique de raison Rx > 15 :
xi+1− xi = Rx(xi− xi−1) , i ∈ J1, N−1K.
Re´sultats Nous pre´sentons dans la table A.2 les re´sultats obtenus. On reprend les
conditions initiales et finales de la table 3.1 page 33. N est le nombre de re´volutions
obtenues, T est le temps de transfert (obtenu par inte´gration de l’e´quation dt/dl =
1/˙l), cT est le quotient du temps T par le temps minimum de transfert pour la
meˆme pousse´e Fmax, m(T ) est la masse finale en fin de transfert et Feff = ‖u‖∞.
Il se peut en effet que la contrainte ne soit jamais sature´e pendant le transfert. La
mention N/C indique que l’on ne disposait pas de la valeur du temps minimum
pour la pousse´e correspondante.
Fmax (N) N T (h) cT m(T ) (kg) Feff (N)
60,0 4 65,07 4,40 1366,31 56,05
30,0 8 129,34 4,64 1366,32 27,03
10,0 22 355,05 4,16 1366,33 9,65
7,5 29 467,97 4,05 1366,33 4,92
4,0 53 855,15 3,99 1366,33 3,99
3,0 80 1290,76 4,55 1366,33 2,64
2,5 85 1371,43 4,05 1366,33 2,488
2,0 106 1710,24 3,94 1366,33 1,995
1,0 212 3420,46 3,83 1366,33 0,997
0,9 235 3791,54 3,85 1366,33 0,899
0,8 265 4275,57 4,01 1366,33 0,798
0,7 302 4872,53 4,02 1366,33 0,700
0,6 353 5695,38 4,02 1366,33 0,599
0,5 423 6824,76 4,01 1366,33 0,500
0,4 529 8534,99 4,02 1366,33 0,400
0,3 705 11374,60 4,01 1366,33 0,300
0,2 1057 17053,83 4,01 1366,33 0,200
0,1 2114 34107,66 4,01 1366,33 0,100
0,075 2818 45466,13 N/C 1366,33 0,075
TAB. A.2 – Premie`re forme implicite : re´sultats avec la subdivision uniforme
`A titre de comparaison, on rappelle que la masse finale obtenue dans le cas d’un
transfert en temps minimum se situe autour de 1343 kg, et que la masse minimale
pour des temps e´quivalents6 se situe autour de 1389 kg. Autrement dit, les transferts
obtenus ici fournissent une valeur de la masse finale a` mi-chemin et constituent
donc un compromis tout a` fait inte´ressant entre consommation et temps de transfert.
5Si Rx = 1, on retrouve la subdivision uniforme.
6Le proble`me de maximisation de la masse a` temps final libre n’a pas de sens pour des pousse´es
continues.
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Cas de la subdivision non uniforme Quelques simulations nous ont permis
d’obtenir de meilleurs temps de transfert7 pour des subdivisions non uniformes
(gain d’environ 25%, cf. table A.3).
Fmax (N) Rx N cT
60 1,675 3 3,09
30 1,327 6 3,19
TAB. A.3 – Premie`re forme implicite : quelques re´sultats avec la subdivision non
uniforme
Nous pre´sentons dans les figures A.1 et A.2 des trajectoires obtenues pour les
deux types de subdivisions. Les vecteurs de pousse´e est repre´sente´s sur les trajec-
toires. La courbe d’erreur A.1(b) est obtenue en comparant l’e´tat calcule´ par notre
me´thode et l’e´tat obtenu par inte´gration nume´rique de la dynamique en y injectant
la commande obtenue.
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FIG. A.1 – Trajectoire pour Fmax = 30 Newtons, subdivision uniforme
A.3.2.2 Deuxie`me forme implicite
Dans ce cas, nous cherchons ici a` nous rapprocher du transfert obtenu pour
le proble`me de consommation minimale. Ainsi, nous utilisons la connaissance a
priori de ce transfert et nous en tirons les e´le´ments de la subdivision et les largeurs
σ des zones de pousse´es (la figure A.3 montre la trajectoire et la pousse´e obtenue
pour le proble`me de consommation minimale pour Fmax = 10 Newtons).
7mais pas de meilleures masses finales, celles-ci ayant e´te´ obtenues avec une subdivision uni-
forme
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FIG. A.2 – Trajectoire pour Fmax = 60 Newtons, subdivision non uniforme (Rx =
1,4)
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FIG. A.3 – Transfert a` consommation minimale pour Fmax = 10 Newtons
Nous essayons donc ici de reproduire la trajectoire. Le re´sultat est encoura-
geant, mais malheureusement pas tout a` fait concluant a` cause de difficulte´s a` sa-
tisfaire la contrainte de module maximum sur les dernie`res re´volutions (la dernie`re
notamment).
Conclusion
Ces approches constructives donnent des re´sultats inte´ressants et constituent
des me´thodes tre`s flexibles. En effet, si on change la cible x f en cours de transfert,
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FIG. A.4 – Trajectoire pour Fmax = 60 Newtons, subdivision non uniforme (Rx =
1,4)
quelques calculs simples peuvent remettre a` jour les e´le´ments de la subdivision.
Le me´canisme de ge´ne´ration de ces transferts a e´galement permis de pre´ciser
(a` de´faut de la prouver) la nature de l’heuristique T ·Fmax ' cste :
Proposition A.8. Sous des hypothe`ses convenables (cf. [31]), le produit T ·Fmax
est minore´ et majore´.
La de´monstration se trouve e´galement dans [31].
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Contribution a` l’e´tude du controˆle optimal des transferts orbitaux mono-entre´e
Re´sume´ Nous pre´sentons ici l’e´tude d’un proble`me de me´canique spatiale, le
transfert en temps minimal vers une orbite ge´ostationnaire. Plus pre´cise´ment, nous
nous inte´ressons a` un cas particulier : le transfert mono-entre´e. Reprenant les me´-
thodes et les re´sultats des e´tudes pre´ce´dentes, le transfert mono-entre´e optimal
est calcule´ et montre des performances excellentes compte tenu des contraintes
supple´mentaires introduites sur la direction de la pousse´e. Le controˆle optimal
e´tant discontinu, nous introduisons deux approximations lisses. Nous conside´rons
tout d’abord une approximation Riemannienne avec la moyennation du transfert
en minimium d’e´nergie avec relaxation de la contrainte sur le controˆle : l’e´tude de
la me´trique Riemannienne associe´e montre que, dans des coordonne´es adapte´es,
les trajectoires optimales vers les orbites circulaires sont des droites. Nous re-
lions ensuite le transfert mono-entre´e a` des transferts bi-entre´es contraints mais
lisses et utilisons les conditions lisses du deuxie`me ordre sur ces approximations :
cette proce´dure nous permet notamment de valider l’efficacite´ de la me´thode du tir
simple sur le transfert mono-entre´e.
Mots-cle´s transfert d’orbite mono-entre´e, controˆle en temps minimal, points con-
jugue´s, moyennation, continuation
ClassificationAMS (MSC2000) 49K15, 70Q05
Abstract We deal with a problem from celestial mechanics, namely the minimum-
time orbit transfer towards a geostationary orbit. More precisely, we are concer-
ned with the particular case of single-input transfer. Using results and methods
from previous studies, the optimal single-input transfer is computed and we ob-
serve excellent results given the additional constraints on the thrust direction in
this case. Since the optimal control is discontinuous, we introduce two smooth ap-
proximations. First, we consider a Riemannian approximation relying on the ave-
raged minimum-energy transfer without constraint on the control : the analysis of
the underlying metric shows that, in suitable coordinates, optimal trajectories to-
wards circular orbits are straight lines. Then we connect the single-input transfer
to constrained and yet smooth double-input transfers and we apply smooth second-
order optimality conditions to these approximations : this process validates the
efficiency of the single-shooting method on the single-input transfer.
Keywords single-input orbit transfer, minimum-time control, conjugate points,
averaging, continuation
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