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Abstract—A standard screening procedure involves video endoscopy (VE) of the Gastrointestinal (GI) tract. It is a less
invasive method which is practiced for early diagnosis of gastric
diseases. Manual inspection of a large number of gastric frames
is an exhaustive, time-consuming task, and requires expertise.
Conversely, several computer-aided diagnosis (CADx) systems
have been proposed by researchers to cope with the dilemma
of manual inspection of the massive volume of frames. This
article gives an overview of different available alternatives for
automated inspection, detection, and classification of various GI
abnormalities. Also, this work elaborates techniques associated
with content-based image retrieval and automated systems for
summarizing endoscopic procedures. In this survey, we perform
a comprehensive review of feature extraction techniques and deep
learning methods which were specifically developed for automatic
analysis of endoscopic videos. In addition, we categorize features
extraction techniques according to image processing domains and
further we classify them based on their visual descriptions. Also
we review hybrid feature extraction techniques which are developed by the fusion of different kind of basic descriptors. Moreover, this survey covers various endoscopy data-sets available for
the bench-marking of vision based algorithms. On the basis of
literature, we explain emerging trends in computerized analysis
of endoscopy. We also survey important issues, challenges, and
future research directions to the development of computerassisted systems for detection of maladies and interactive surgery
in the GI tract.
Index Terms—convolutional neural network (CNN), deep
learning, feature extraction, gastrointestinal tract, gastric cancer,
video endoscopy, classification.

I. I NTRODUCTION
The gastric burden is increasing with the fact of growing
population and due to the formation of cancer in the gastrointestinal tract (GI) around the world. Every year nearly
0.7 million cases of specifically gastric cancer are reported
[1]. It is estimated that cancer cases in both sexes are 24,590
deaths are estimated in 2015 and 10,720 in the United States
alone. The worst conditions can be observed in developing
countries (e.g. the Middle East and the Asian countries) [2],
[3]. The normal clinical practice includes the intestinal biopsy
(tissues sample of the mucosa is taken) of GI tract. Which are
then analyzed by experts (under microscope), to see if there
are any cancerous or abnormal cells exist. This is an invasive
method for detection of gastric abnormalities and it requires

high-level of expertise [4]. On the other hand, endoscopy is a
less invasive method for screening GI tract [5]. An endoscope
is a flexible tube with a mounted camera, light source, and an
accessory channel [6]. Moreover, an accessory channel can be
used for cleansing of GI tract or inserting medical instruments.
Therefore, the endoscope can also be used for the intestinal
biopsy [7].
The GI tract can be categorized into several parts, starting
from upper stomach parts GI tract have esophagus, stomach
in middle, and duodenum as ending of stomach (upper GI
tract), the jejunum, ileum (small-bowel), ending at the colon,
and rectum [8], [9]. Therefore, the endoscopy procedures
refer to different names according to the target area of GI
tract1 e.g., for esophagus referred (esophagoscopy), area of
stomach and duodenum (gastroscopy), rectum and sigmoid
colon (proctoscopy), sigmoid colon (sigmoidoscopy), colon
(colonoscopy) for whole GI tract (laparoscopy).
The endoscopic procedure helps the physician for the detection of gastric abnormalities in their early stages. Timely
detection of chronic diseases can be cured with proper treatments. Thus, the screening process can be very useful for a
substantial reduction in both, death-rate as well as the cost
of treatment. Specifically, the deaths occur due to different
gastrointestinal cancers, which can be cured if cancer was
detected in its pre-malignant stage [10]. Still, video endoscopy
is a painful procedure, it also requires both time and expertise
[11].
In contrast with the wired endoscopy, the wireless capsule
endoscopy (WCE) is a painless tool than traditionally used
white light video endoscopy (VE) for examining the internal
cavity of the human body [12], [13]. Normally, a VE composed
of a light source, a charged couple camera (CCD), and a video
monitor (which is used to view the output of the endoscope).
A. Abnormalities in Gastrointestinal Tract
The GI tract is a crucial part of human body, it refers to
stomach, small intestine and whole digestive system. The GI
tract can be divided into an esophagus, stomach, small bowel
1 http://www.cancer.net/navigating-cancer-care/diagnosing-cancer/tests-andprocedu res/types-endoscopy
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TABLE I: Anatomy of the Gastrointestinal Tract
Disease
Esophagus

Stomach

Small-bowel

Colon

Description
When we eat food, the chewed food goes into the
esophagus. The esophagus is a tube-like organ that
used to carry food to the stomach [14]. The entry
point of food into the stomach is called gastroesophageal (GE) junction, which is located under the
lungs [15].
The stomach is a towel-like organ that holds food
[16]. After the food arrived from esophageal the
special enzymes are produced to digest the food into
that stomach [17], [18].
Secretion of stomach juices and the food are mixed.
Then, the food goes into the entrance of smallintestine called duodenum [19]. The small-intestine
is like a narrow tube of approximately 6 meters in
length. Due to complexity and length of small intestine, the screening is a difficult and time-consuming
task [20].
The last portion of GI tract, and the most prone
area for having tumors and polyps. The colon cancer
is the third most common disease found in the
Western countries [21], [22]. The colon is consisting
of several parts, ascending colon, transverse colon,
descending colon and rectum [23].

and colon [21]. Furthermore, the stomach has its own parts as
the upper stomach, middle stomach and lower stomach [24].
A brief introduction of the parts of a GI tract has given in
Table I.
There are many clinical conditions, including basic symptoms and mature diseases found in the GI tract. Some of these
abnormalities of the digestive system are listed below. Moreover, some of them can be easily detected through a normal
endoscopic procedure. However, there are some diseases in
GI tract (e.g., cancer, polyps and ulcers) that do not exhibit
visible signs until it approaches an advance stage [25].
1) Cancer: There are many types of cancer (e.g., adenocarcinoma [26]–[29], lymphoma [30], [31], GIST [32], carcinoid
tumor [33], squamous cell carcinoma [19], [34], and small
cell carcinoma[33], [35]). However, most of the cancers are
started from an unusual growth of cells. The older cells do not
die and unusual growth of cells forms cancer. Some common
symptoms of gastric cancer include early satiety, abdominal
pain, nausea, vomiting, bloating, weight-loss, and anorexia
[17]. It is worth mentioning here, that cancer can start in any
area of the GI tract.
2) Polyps: Polyps are similar to cancer, it is also an unusual
mucosal growth and typically these are benign [36]. On the
other hand, there could be diminutive colorectal polyps, which
are very dangerous if left untreated. Polyps can grow in any
area of GI tract similar to cancer. However, mostly found in
the colon and small-bowel [37].
3) Ulcer: The ulcer is also referred to a disease caused by
the acid that is produced by the stomach itself. In peptic ulcer,
the gastric cells are damaged with gastric juices. Normally
ulcer appears in the duodenum, small intestine or in gastric
lining [38]–[40].
4) Helicobacter pylori: Helicobacter pylori (H. pylori)
bacterium can be found in many areas of GI tract. The H.
pylori causes inflammation in the mucosal wall. Therefore,

an infection caused by this bacterium leads to various chronic
abnormalities (e.g., cancer, ulcer and inflammation) [26], [41],
[42].
5) Inflammation: Inflammation refers to the condition of
gastric abnormalities, involving dyspepsia, chronic gastritis
and acid reflex, are normally associated with the inflammation
of gastric lining. However, the main causes of inflammation
of the GI tract are H. Pylori and hookworms [43]–[45].
6) Celiac Disease: Celiac disease is one of the most
difficult to diagnose because of its large number of symptoms.
This is an autoimmune disorder in the small intestine, the
intolerance of gluten found in wheat[46]–[48].
7) Crohn's Disease: Crohn's disease is caused due to
inflammation of the lining of the gut. This is an intestinal
inflammatory disease, it may also cause a severe abdominal
pain. In some cases ileum (part of small intestine) is effected
from this disease [6], [49].
8) Bleeding: Bleeding is another abnormality that is normally found in GI tract while screening. It may be caused by
different other pathological conditions such as cancer, Crohn’s
disease, hepatitis c or ulcer [40], [50], [51].
9) Barrett’s esophagus : Barrett's esophagus is a disease,
specifically, associated with the esophagus. In Barrett's esophagus, the mucosal wall is damaged due to acid reflux disease, also known as Gastroesophageal reflux disease (GERD).
However, many CADx supportive systems are designed for the
diagnoses of Barrett's esophagus [52], [53].
B. Motivation: The Need of Computer-Aided Diagnosis
(CADx) Systems
The endoscopy has several benefits, Although, it comes
along with certain trade-offs such as a huge number of frames
are generated (video recordings) from the screening procedure
of GI tract. If we consider the endoscopy of an individual,
it can take up to 45 minutes to 8 hours to complete the
screening procedure and approximately more than 10 thousand
endoscopy frames are produced, depending on the target GI
area. The time taken by the endoscopic process depends on
the target GI area and skills of the gastroenterologist. A point
to note here is that all endoscopic frames are not useful to the
gastroenterologist because most of the frames are redundant,
and only a small number of images may have some abnormal
tissues [54]. Therefore, rest of images that not contain any
abnormality can be discarded by observing each frame [55].
Besides, it is a difficult and lengthy process for doctors
to observe each frame separately. Then, the abnormal frames
can be easily overlooked by the medical experts. Therefore,
the clinical practitioners demand such systems, that can automatically discover potential malignancies by analyzing the
endoscopic frames.
Computer-aided diagnosing (CADx) systems are machinevision based systems used for helping doctors in the analysis of
endoscopic imaging data. In a typical CADx system, a decision
is made on every frame based upon various characteristics
(features), which were extracted from the frame. However,
some systems are only a sub-part of a whole CADx system,
the output of these systems is an image instead of decision
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(e.g., image enhancement and image compression) [56]–[58].
Only for the purpose of the abnormality detection, a CADx
system takes an image as input and returns a decision based
on its characteristics, whether the image has a normal mucosal
structure or some deformation, like (e.g., ulcer, blood, cancer,
and polyps) [59].
The task of decision making in CADx involves many
intermediate steps, by starting from the acquisition of images,
and applying several pre-processing procedures (e.g., feature
extraction, image segmentation, etc). There are several benefits
of developing CADx systems for GI diseases. Ultimately, the
patients, clinical practitioners, and medical students will gain
assistance as follows.
• The endoscopic inspection time will be reduced for the
gastroenterologist.
• Low cost of treatment, because of detection of cancer in
its early stages.
• An increase in accuracy of a physician in predicting the
stage of the gastric malignancies.
• CADx system can also be used for training the clinical
staff and medical student without a need of an expert.
C. Comparison with the Existing Surveys
There are already existing surveys on different aspects of
gastroenterology disease detection and there brief summarizes are presented in Table III. Cho et al. in [60] have
discussed various advancements in the optical technology of
video endoscopy. Especially variation in NBI and CLE and
provides heir trade-offs. The bestowed work by [61] gives a
brief description of various imaging modalities. In [62], also
provides a good overview of the options that are available for
the gastric endoscopy. Moreover, their work describes, how
various endoscopy advancements can be useful in the detection
different types of malignancies, and how these malignancies
can be distinguished from the other pathological conditions
? A similar work had done by [63], where characteristics of
various endoscopy technologies were compared and described
in a great detail.
Liedlgruber and Uhl in [64] provide statistics about the
quantity of the work that has been done in the field of automated detection of gastrointestinal diseases using computer
vision techniques. Their work provides only a brief overview
of feature extraction techniques. They have the divided the
endoscopic techniques on the basis of the level of mucosal
intervention. In the same way, [65] offers a review of quantitative measures of different pathological conditions and how
they are helping in quantifying different clinical procedures.
Moreover, a survey of numerous CADx developed for GI
tract was presented. Their work provides a good overview of
different aspects of GI tract (e.g., cleansing and pH level of GI
tract). Also, they reviewed different diseases and abnormalities
found in the GI tract. Furthermore, their work also provides a
comparison of CADx on different parameters of descriptors,
classifiers and data-sets used for testing CADx. Their work
also describes the methods to measure the abnormalities, such
as polyp, ulcer, inflammation, and cancer. Different types of
CADx system are reviewed in [66], with respect to their

application in the investigation of GI tract with different
gastrointestinal pathology. However, their work lacks a comparative view of different features extraction techniques. In
above-mentioned surveys, there no single survey has tendency
specifically toward feature extraction. In our work, we focus
on the features extraction techniques that have been used in
CADx systems which are specially developed for detection of
gastric abnormalities.

D. Contributions of this Article
The most significant task involved in the decision making of
a CADx is the selection of an appropriate features extraction
technique. As, these features later used for the segmentation,
classification, and retrieval of the images. However, other subtasks such as image preprocessing [68] and image segmentation also have an important role in the extraction of image
descriptors. The main contributions of this paper listed as
follows:
– In this paper, we review various endoscopy options available for screening of GI tract.
– We review and discuss various types of CADx with
potential applications.
– We present a meticulous survey on feature extraction
methods and classify them accordingly to their visual
description and domain.
– We discuss strengths and limitations of different features
extraction techniques specific various pathological conditions.
– We surveyed deep learning based representation learning
techniques.
– This study also highlights the trends, open issues, and
emerging challenges. Moreover, we review different publicly available endoscopy data-sets for testing visionbased CADx systems.

E. Organization of the Paper
The rest of the article is organized as follows: Section
II gives the introduction to CADx and describes its various applications. An overview of advancements in imaging
modalities is given in Section II. Moreover, this section also
includes a brief overview of the anatomy of GI tract and
different abnormalities found in the endoscopic images of GI
tract. Then, it highlights the validation and accuracy measures
used to asses the performance of CADx systems. Furthermore,
the existing features extraction techniques in are reviewed in
Section III, IV, and V combined with the methods have been
developed for the automated diagnosis abnormalities in GI
tract via endoscopy videos. Feature extraction techniques developed in the spatial domain are discussed in Section III then
Section IV describes features extraction methods developed in
the frequency domain of image processing. The automated
features learning methods are reviewed in Section V. Section
VI discusses the diverse range of endoscopic images data-sets
that are publicly available, challenges and trends. Finally, this
paper is concluded in section VII.
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TABLE II: List of Abbreviations and Acronyms
Acronyms

Definition

3C

Color Curvelet Covariance

ACWE

Active Without Edges Model

ANN

Artificial Neural Network

BEEMD

Bi-dimensional Ensemble Empirical Mode Decomposition

BOF

Bag of Features

CADx

Computer-aided Diagnosis system

CBIR

Content-based Image Retrieval

CCD

Charge-Coupled Device

CD

Celiac Disease

CH

Chromoendoscopy

CLE

Confocal Laser Endoscopy

CMOS

Complementary Metal-Oxide Semiconductor

CNN

Convolutional Neural Network

DFTs

Discrete Fourier Transform

DT-DWT

Dual Tree- Discrete Wavelet Transform

DWFT

Discrete Wavelet Frame Transform

ELM

Extreme Learning Machine

EM

Endomicroscopy

GE

Gastroesophageal

GERD

Gastroesophageal Reflux Disease

GF-LBP

Gaussian Filtered- Local Binary Patterns

GIST

Gastrointestinal Stromal Tumors

GI tract

Gastrointestinal-tract

GLCM

Gray Level Co-occurrence Matrices

H.Pylori

Helicobacter Pylori

HDVE

High-definition Video Endoscopy

HSV

Hue Saturation Value

VLAD

Vector of Locally Aggregated Descriptors

IMF

Intrinsic Mode Functions

JLDCP

Jumping Local Difference Count Pattern

LBP

Local Binary Patterns

ME

Zoom/ Magnifying Endoscopy

SDMD

Symmetric Dense Micro-block Difference

NBI

Narrow Band Imaging

OC-LBP

Opponent Color-Local Binary Pattern

OCT

Optical Coherence Tomography

PHOG

Pyramidal Histogram oriented gradient

PNN

Probabilistic Neural Network

RGB

Red Green Blue

ROI

Region of Interest

RCLPB

Refined Completed LBP

SIFT

Scale Invariant Features Transform

SVM

Support Vector Machine

U-LBP

Uniform Local Binary Patterns

VE

Video Endoscopy

WCC

Wavelet Cross Co-occurrence

WCE

Wireless Capsule Endoscopy

II. C OMPUTER -A IDED D IAGNOSIS (CAD X ) S YSTEM FOR
GI TRACT : A N OVERVIEW
CADx systems are developed for the automatic detection of
gastric abnormalities from the endoscopy of the GI tract. In

recent years, a number of CADx systems have been developed.
However, every CADx system has its own limitations and
advantages.
A. Basic Architecture of a CADx System and Possible Outputs
A number of sub-tasks are involved in a basic CADx system.
The architecture of a CADx system with different applications
is depicted in Figure 1.
1) Preprocessing of Endoscopy frames: In context of gastric diseases, first endoscopy frames are pre-processed by
different image processing methods. Images acquired from
endoscopy normally suffer from different kinds of noises and
variations such as, e.g., lens distortions, illumination invariance, scale invariance, rotation invariance, and specular highlights [69]–[72]. Moreover, some other conditions like poor
cleansing, bubbles, food presence, and instrument inclusion
makes the automatic detection of lesions more challenging
[73]. However, some of these issues can be treated with
image pre-processing techniques. Therefore, the endoscopy
frames were pre-processed by different technique according
to the nature of the acquisition environment and noise. On
the contrary, image pre-processing is also an important step
in CADx of gastric diseases. The pre-processing step may
involve frames normalization [74], contrast enhancement [61],
image compression [56], image scaling, image rotation, and
color space transformation [75]. The image pre-processing
is a crucial task, prior to features extraction, sometimes it
includes the division of images into sub-images or removal
of unnecessary frame's area [76].
After the image pre-processing, a compressed form of information has extracted, that are called features or descriptors.
Then, the pixels of each image are represented by a feature
vector [77]. However, in some cases, after pre-processing,
the region of interest (ROI) is selected and features are
extracted from the segmented region (normally it is a lesion
area). Further, these images are analyzed based on these
extracted descriptors [78]. Even though, the lesions can also
be segmented based on extracted features as illustrated in [79].
Therefore, the lesion detection, retrieval, and classification of
gastroenterology frames, tasks are performed based on the
extracted features. In later sections, we have discussed the
segmentation, features extraction, classification in detail.
2) Importance of Features Extraction: As mentioned earlier, endoscopic videos contain a large number of frames.
However, these frames cannot be used directly for the task of
classification and recognition due to computational limitations
(curse of dimensionality) [80]. There is a need to represent
these images in a more compact form, while preserving their
discrimination power. Sometimes features are used to store
and retrieve images from database efficiently. Thus, features
extraction can be used for data compression purposes [81].
We have divided feature extraction techniques in three broad
categories, features extraction method in spatial domain and
frequency domain, these two categories are divided according
to [64]. However, the third category includes both spatial and
frequency domains methods, and requires multiple images to
learn feature automatically.
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TABLE III: Comparison with the Existing Surveys on Endoscopy and CADx. The Surveys Discussed (X) or not Included
(×) the aspect of Imaging Technologies (I), Segmentation (S), Feature Extraction Methods (F), Classification (C), Accuracy
Measures (A), and Data-sets (D)
Ref.
[60]

Year
2011

[61]

2014

[62]

2015

[63]

2016

[64]

2011

[65]

2015

[66]

2015

[67]

2015

Proposed Study

Description
Gives an overview of gastrointestinal screening modalities with their position, FOV and accuracy parameters. Provides a good
understanding of frames, their color and noise in endoscopic frames.
The summaries of options that are available for the early gastric cancer screening from traditional to image-enhanced endoscopy.
All modalities are elaborated with great details and with their use in visualizing the micro-vascular structures.
The available imaging modalities are compared on the basis of cost, difficulty in training and accuracy in lesion detection. With
future directions, their work also gives the scientific justification of using (or not using) certain imaging technologies for the
inspection of GI tract.
The evolution of technologies for the visualization of GI tract was discussed in a great detail. Moreover, this study provides a
great insight into the selection of imaging technology, which particularly best perform for detection of certain abnormalities.
Gives a brief overview of the endoscopic technologies and CADx systems. Specifically, they do not discuss features extraction
techniques in a great detail. Also, their work do not described the segmentation and feature selection related to CADx.
The quantitative measures used in different GI-tract scenarios and occurrence of events in WCE are discussed in details. Moreover,
an overview of CADx systems based on WCE and non-visual WCE is provided.
Offers an overview of profthe computer-based abnormality detection systems by employing capsule endoscopy. Also, it gives the
advantages and disadvantage of using of WCE.
They have summarized different computer vision-based techniques exist specifically developed for detection of the CD. Moreover,
they discuss the prominent imaging modalities used for screening of the GI tract.
Our work will discuss all aspects used in various CADx systems for GI tract screening. Moreover, the features extraction, feature
learning, segmentation, data-sets, and classification techniques that have been used in CADx.
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Fig. 1: The architecture of a computer aided diagnostic system
Computer-aided
Diagnosis Systems

Content
Based Image
Retrieval

Image
Classification

Disease
Detection

Summary of
Endoscopic
Procedure

Image
Segmentation

Fig. 2: Types of CADx systems based on their outputs.

B. Potential Outputs of A CADx System for GI tract
A number of systems have been developed for detection of
abnormalities in the GI tract. We have categories them into
three types, based on their respective outputs as described in
Figure 2.
1) Content-based Image Retrieval (CBIR): In a contentbased image retrieval system, a query image is matched with
the images in a database, comparison is based of descriptors
of images. Then, a image or set of images with a similar
characteristic are fetched from the database. Moreover, the

images’ database is contracted by extracted features corresponding to all images [82]. However, it seems to be a
simple image retrieval system, however, it can be used for
helping the gastroenterologist by finding images with the same
pathological conditions from a whole endoscopy sequence. A
medical expert need to select one or two abnormal images
from whole sequence of frames. After that, all frames from
the video recording of an endoscopic procedure with a similar
pathological conditions can be retrieved.
The similarity of images is a generic term, conversely, if
we talk more specifically in the context of gastrointestinal
diseases, can be images with similar pathological conditions
(e.g., bleeding, ulcer, and inflammation) or endoscopic images
from the same area of GI tract [83]. Therefore, we can refer a
CBIR system as a CADx, instead of calling it as a component
[81]. The working of CADx typical CADx has shown in Figure
1. The CADx with CBIR system takes a query image as input
and search for its match, nonetheless, the output may contains
a single image or set of images.
2) Disease Detection: Classification and segmentation are
two basic machine learning problems. In context of disease
detection, a system classifies or segments the lesion areas and
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it refers to a CADx system. However, some CADx systems
only segment the diseased area in endoscopy images, but not
classify them into several stages or disease (for example see
[84]). Moreover, the frames or lesions can be categorized by
training models based on extracted features as describes below
in detail.
a) Image Classification: Many CADx systems have been
developed for the classification of the endoscopic images.
These CADx systems only decide, whether an endoscopy
frame belongs to abnormal or normal class. However, it can be
a multi-level classification, where if a CADx system detects
an image as abnormal further, it classifies the input image to
grade or severity-level of disease [85].
Therefore, some classification systems can distinguish between multiple types of abnormalities [86]. Most of the
classification systems are trained through extracting features
from images and these images are labeled with their respective
classes (also known as supervised learning). Different types of
descriptors (described in sections III, IV, and V) are extracted
from endoscopy images in form of numeric values and used
to train the classifiers. After completion of the training phase,
the trained models are used to predict the images class without
providing the respective class label. The CADx automatically
assigns label to these images or video frames as shown
in Figure 1 according to their respective class. Although,
the classification system could have real-time constraints for
finding abnormal frames in a live video [87].
b) Image Segmentation: Image segmentation is an important and also a difficult process, specifically the in case
of gastroenterology images. Because the dynamic imaging
environment of the GI tract possess various challenges, as
described in earlier sections. Image segmentation (also known
as ROI selection or perceptual grouping of pixels) refers to
a process of extracting a sub-image or set of pixels with
similar characteristics from an image. In the context of CADx,
these pixels represent the diseased area in a frame [88].
CADx are developed for the classification and segmentation
of gastric images share some essential steps or components.
They take images as input, perform pre-processing on these
images, however some CADx use images without the preprocessing step. Although, this is a problem specific decision
to pre-process the gastric images or not. After the image preprocessing, segmentation is performed for the selection of the
abnormal area from endoscopic images [89]. However, many
systems that only segment the abnormal areas in the images
also provide annotations on these images [90].
The segmentation of different irregularities with a CADx
is a challenging job. There exist CADx for detection of other
abnormalities such as e.g., polyps, bubbles, and blood, which
can be found in GI tract discussed in later sections. The
segmentation could be a real-time task or it can be done on
a recorded video [91]. Figure 1 shows the architecture of a
typical CADx.
The performance of these types of CADx is measured
using parameters given in Table IV. These accuracy measures
are used to measure the effectiveness of a system that has
developed for classification or segmentation of gastric lesions
in endoscopic frames.

3) Systems Output Summary of Endoscopic Procedures:
There is also a third form of CADx that output not in form
of a decision, neither an image. It gives the summary of
an endoscopic procedure in form of a text document. The
summary of GI tract is mostly used for WCE, due to a
large amount of images and no control over the endoscopy
movement [93]. The system takes the images or set of frames
in case of endoscopy video, and returns the summary with
respect to another dimension which is time [94]. A summary
contains temporal information, along with that, on which
frame-interval contains a specific area of the GI-tract [95]
or location of a diseased (abnormal) frame in the GI-tract.
Information extracted by such systems could be crucial for the
gastroenterologist in decision making for surgery or biopsy.

C. Summary and Insights
In this section, an overview of CADx systems is given.
CADx system are developed specifically for detection of
diseases in GI tract. Also, a brief introduction of these components belongs to a typical CADx system is given. Various
pre-processing tasks and the problems in exploration of GI
environment are mentioned in a great detail. The CADx system
are divided into three categories with respect to their respective
outputs. Additionally, these invariants of CADx systems are
explained. It is clear from our survey, that a small number
of CADx systems exist for the image retrieval application. A
large amount of work has been done on frames classification
and segmentation. However, the segmentation of gastric lesion
still needs much attention of researchers. The CADx systems
that provide summaries of endoscopic procedures are also
very rare in literature. Since development of such system is
very complex in nature. Therefore, to develop these kinds
of systems, one must have to consider various aspects and
challenges in machine-vision.

D. Video Endoscopy (VE)
The major categories of endoscopy include wired endoscopy
with white light, the flexible wired standard endoscopy we
referred in our paper as video endoscopy (VE). The second
category in white light endoscopy is WCE which has been
widely used for the inspection of the whole GI tract. Both of
these technologies are described in upcoming subsections and
the classification of these endoscopy techniques is presented
in Figure 3 and output and working with FOV shown in Figure
4.
1) White Light Endoscopy : Endoscopy as we know, a
procedure performed by a flexible tube like instrument having
a mounted camera and light source on its distal tip [96]. The
gastroenterologist can have a good control over the movement
of VE than WCE and can also perform cleansing by using
the accessory channel while examining the GI tract [62].
Therefore, the standard VE still considered to be a most
effective and less invasive way to discover small-size lesions
and also used for biopsy of these lesions by employing the
accessory channel [98]. (See Figure 4(a))
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TABLE IV: Accuracy Measures used to evaluation the Performance of Classification and Segmentation Methods
#

Description

Formula

Classification [92]
1

True Negative (TN), True Positive (TP), False Negative (FN), and False Positive (FP).

2

Accuracy (ACC)

ACC =

T P +T N
P +N

R∞

T P R(T )F P R0 (T )dT

3

Area under the curve (AUC)

AU C =

4

Sensitivity or true positive rate (TPR)

T P R = Sensitivity =

5

Specificity or true negative rate (TNR)

T N R = Specif icity =

6

False positive rate (FPR)

F P R = 1 − T NR

−∞

TP
T P +F N
TN
F P +T N

Segmentation [79]
A∩S
A+S 0
P ×R
P +R

1

Dice similarity coefficient (DSC), where annotated (A) image and segmented (S) image

DSC = 2 ×

2

F-measure, where precision (P) and recall

F =2×

Video Endoscopy

White Light
Endoscopy [96]

Enhanced
Endoscopy[61]

Chromoendoscopy
[97]

Standard
Video Endoscopy [98]

HD Video
Endoscopy
[100][101][102]

Traditional
Chromoendoscopy [61]

Wireless
Capsule
Endoscopy
[99][65][59]

Zoom /
Magnifying
Endoscopy
[63][103][104]

Virtual Chromoendoscopy
[105]–[107]

Optical
Coherence
Tomography
[62][4]

FICE
and I-Scan
[109][106][110]
[111]

Endomicroscopy
[22]

Confocal
Laser Endomicroscopy
[112]
Probe-based
CLE [7],
[107], [113]

Narrow Band
Imaging [108]

Fig. 3: Technological variations in the endoscopy for examining the GI tract in the pursuit of a better visualization of abnormal
regions.

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 4: Multiple endoscopy technologies and their respective FOVs, working, and outputs have depicted in this figure, (a)
shows the working of a standard video endoscopy where the FOV is feasible for easy movement, (b) zoom endoscopy with
reduced FOV not easy for the gastroenterologist to navigate through GI, (c) the WCE move along the GI tract without any
navigation and it also has an uncontrolled FOV, (d) CLE with its mucosal intervention and a reduced FOV, (e) CH endoscopy
and its two types of outputs, (f) NBI endoscopy and its output frame is visualized (some contents have adapted from [67]).
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2) Wireless Capsule Endoscopy (WCE): WCE is a more
convenient way to intervene and inspect the GI tract. However,
there are some issues involved with the usage of WCE for
inspection of the gastric tract (see Figure 4(b)). Primarily,
an issue that is associate with WCE, is no control over the
movement of camera [99]. However, several methods have
been proposed for controlling the movement of WCE [8],
[114]. Secondly, WCE is lacking an accessory channel and
cannot be used for a real-time biopsy [115]. The third issue is
the cost of the capsule, on top of the extra cost of screening
by a medical expert. Because the capsule is disposable and it
is used for only one time [59]. Although with these issues, the
WCE provides a painless solution to the screening of the GI
tract [65]. There are some areas e.g. (small bowel) unreachable
by using VE. Therefore, WCE is a less invasive option for such
areas which are difficult to get to for VE [66].
E. Enhanced Endoscopic Technologies
VE is a standard definition video endoscopy which is
equipped with the CCD camera with pixel resolution of more
than 400,000 pixels per image. Moreover, the details preserved
by an endoscope frames are depending on the number of
pixels (resolution) of this CCD camera. There are multiple
advancements have been made for enhancing the visibility of
the frames for the gastroenterologist and these are discussed
in detail by[61]. However, a brief overview of some of these
techniques has given as follows.
1) High-Definition Video Endoscopy (HDVE): The advancements in the technology lead to the more density of
transistor embedded in a single chip and resolution of the
camera is also has increased. Advancements in the CCD
technology and currently in the complementary metal-oxide
semiconductor (CMOS) technology can allow embedding a
large amount of pixels (more resolution) in a small chip. These
chips are used in new high-definition (HD) endoscopes. The
images produced by a HDVE have a resolution of 85 thousand
to more than 1 million pixels [101]. Therefore, the area that is
visible by standard VE can be magnified by 150 times or more
in a HDVE. Moreover, the mucosal vascular structures are now
more visible by using the HDVE instead of the standard VE
[90], [100]. The issue with the HDVE is its FOV (see Figure
4(c)), the movement of endoscope become difficult because of
a small FOV. Therefore, in recently developed endoscope, the
medical expert can switch between VE and HDVE [102].
2) Zoom/ Magnified Endoscopy (ME): Magnifying endoscopy have similar benefits as the HDVE. Therefore, one
can easily confused in the HDVE and ME due to their
similar advantages, the output of ME is shown in Figure 4(c).
However, the magnification can be achieved through some
filter of lens in the standard VE [63]. The ME is also used for
visualizing the mucosal structure in a large scale normally used
with other imaging technologies (e.g., NBI and CH) [103],
[104].
3) Optical Coherence Tomography (OCT): The issue with
HDVE and ME is difficulty for the gastroenterologist in
controlling the movement of the endoscope when the image
has magnified. The solution to this problem is resolved by

using optical coherence tomography (OCT) is an independent
of endoscopy. it is an adaptive feature to standard VE [4].
It is used through the accessory channel of endoscopy. The
OCT also provides great resolution, with and the VE helps in
the movement in finding the abnormal area. OCT is a recent
optical technique based on low-coherence interferometry. The
OCT uses B-mode ultrasongraphy by focusing light beam on a
target area and collect the scattered reflected light to construct
a cross-sectional image [62].
F. Chromoendoscopy (CH)
The Chromoendoscopy (CH) is traditionally used to investigate the mucosal structures using staining techniques. The
mucosal surface is highlighted by sprinkling colourants over
the mucosal surface and visualizing it under the light as shown
in Figure 4(d). These dyes make the malignant area more
prominent and reported useful in the gastric surveillance [97].
1) Virtual Chromoendoscopy (VCH): The digital or virtual
chromoendoscopy (VCH) involves image processing algorithms and band-pass filters to give the effect of a dye-based
(Traditional) chromoendoscopy [105]. One advantage of VCH
over the CH is the unnecessary cleaning. There is no need
for spraying and suction for the cleansing of dyes for further
endoscopic procedures [107]. Moreover, the gastroenterologist
can switch between HDVE and VCH by using a single button,
which makes it more user-friendly [106].
a) Narrow Band Imaging (NBI): Narrow Band Imaging
is a type of chromoendoscopy which uses optical filters (digital
image processing) and limited bandwidth characteristics of
light [108]. NBI highlights the mucosal irregularities specially
associated with polyps and dysplasia (see Figure 4(e)). NBI
uses as described above NBI is VCH it uses to filter light to
improves the mucosal vascular structures, veins, and capillaries without dyes [107].
b) FICE and I-Scan: FICE (Fuji-non Inc, Japan) system
[110] and iSCAN systems (Pentax, Japan) [63] use reflectance
of light is processed instead of filtering the light that is coming
from the source as done in NBI (see Figure 4(d)). The reflected
light is processed by a spectral estimation matrix circuit. The
sensed high contrast color image, that is constructed through a
combination of red, green and blue wavelengths [106], [109],
[111].
2) Endomicroscopy (EM): The most used imaging technology for visualization of mucosal vascular structures is CLE.
Endomicroscopy is performed by focusing a beam of photons
at various mucosal layers [112].
a) Confocal Laser Endomicroscopy (CLE): The confocal
laser endomicroscopy (CLE) can have many time magnified
image than standard VE. Therefore, CLE provides details of
inner layers of GI mucosa. The CLE system is endoscope
based, we have denoted it as CLE and the other probebased referred as pCLE [113]. The CLE uses standard VE
with confocal imaging aperture. However, this system is now
obsoleted [115].
b) Probe-based CLE (pCLE): The probe-based confocal
laser endomicroscopy (pCLE) is a separate system that is
inserted through the instrument channel of the VE. It contains
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its own processor, the images are acquisition is done by
placement of probe on the mucosal layer [7], [107]. The output
of pCLE is depicted in Figure 4(f).
G. Summary and Insights
The video endoscopy is a basic and minimal invasive tool
for screening the GI tract. It is very useful in histology
and surveillance of gastric disease. Currently, many advanced
variations of video endoscopy exist as discussed in this section.
Standard endoscopy is used more in practice. However, it has
limited access to lower GI tract. Because the screening of
small bowel is difficult due to the narrowness and twisty tract.
Therefore, the WCE can be used, for screening far areas in
the GI tract. There is no doubt, that these technology areas
developed for assisting medical expert. However, adopting
hybrid approaches (by combining the two different imaging
technologies advantageously) can provide more flexibility in
selecting FOV, desired magnification. Moreover, advancement
in nanotechnology has opened the new pathways to gastrointestinal screening [116].
III. F EATURES E XTRACTION T ECHNIQUES IN S PATIAL
D OMAIN
In this paper, our main focus is on feature extraction
techniques employed in CADx system for gastric diseases prevailing in the GI-tract. The features extraction is an important
phase for detection of abnormalities besides the preprocessing
and segmentation of endoscopic frames. Moreover, various
training models are trained by extracting descriptors from
endoscopy images [92]. These trained models are further
used for the segmentation and classification of gastric frames.
There are several techniques have been proposed for features
extraction. However, choosing an efficient feature extraction
method depends on the nature of application, disease, and
imaging modalities for which these were being extracted. If
feature extracted for classification, it might be possible that
these features are not suitable for segmentation or retrieval
applications. In proceeding sections, the summaries existing
of CADx systems are given and features extraction methods
used in these CADx systems are discussed in great detail.
As we know, a digital image is represented by a 2D array of
pixel values in the spatial domain of image processing. The
spatial image processing refers to directly manipulation and
analysis of these pixels. Consequently, for an early diagnosis
of malignancies from gastric images, every pixel is precisely
investigated [117]. There are several feature extraction methods have been developed for the automated diagnosis of
disease from endoscopic frames. We have classified them
according to their perceptual information as described below.
Furthermore, we have divided these categories according to
their respective information into subcategories, which are used
for classification of gastric lesions (see Figure 5).
A. Color Features in Spatial Domain
Color features are basic visual characteristics of images.
Colors clues about the mixture of lights of different bandwidth

from the visual spectrum. In the context of gastric frames, the
colors are very important for visualizing the mucosal surface
(in case of NBI and CH). Furthermore, the colors play an
important role in the detection of clinical pathologies like
an ulcer, bleeding, and inflammation, etc. [118]–[121]. Endoscopic frames are normally acquired in combination of three
channels (red, green, and blue) RGB frames and every channel
gives the intensity of a particular primary color. However,
the endoscope generates gray images with a single intensity
channel (for example see Figure 4(d))). In a normal gastric
environment, the images have a low contrast. The reason for
the low contrast of gastric frames is a less usage of color space
[122]. Various color spaces are designed for representation
of images and they have different applications accordingly.
However, some notable color spaces are RGB, HSV, CIELAB, CIELUV, and CIEXYZ with three channels, but we
do not say which one is effective for detection of specific
malignancies. The features extraction methods involving color
descriptors in spatial domain are summarized in Table V.
1) Color Histograms: Basic information which can be
extracted from a channel of an image is its histogram [123],
[124]. A histogram hints about the likelihood of a pixel
intensity and gives a guess about the distribution of colors.
RGB and YUV color space used by [125] individual channels
and combined RGB for the analysis of zoom endoscopy
images. Similarly, the [126] used the HSI and RGB channels
histogram. Additionally, used these color histogram features
to train and ANN. RGB histogram features are employed for
bleeding detection from WCE frames in [127]. Moreover, the
HSV histogram color features were preferred over the use
of RGB histogram features in some studies. WCE images
which are normally represented in RGB color space can
be transformed into other color spaces. Such as HSV color
space, for better uniformity in colors. For instance, HSV color
histograms were adopted for classification of bleeding frames
in [128]. Local RGB color image histograms are used for
computing threshold for the segmentation colonoscopy images
in [129] and CIE-LAB color difference method was used to
minimize the error of segmentation.
2) Color Movements: As we know, colors are very sensitive
to illumination variations. In a dynamic environment like GItract images acquired under various lighting conditions, which
poses new challenges for detection of gastric abnormalities
while using colors as descriptors. Color moments are designed
for dealing with color variations occur due to illumination
changes. Using HSI color space and Tchebichef polynomials
are used as basic functions for detection of bleeding and ulcer
in WCE frames [119]. Similarly, in [120] bleeding regions
are classified. Likewise, many feature extraction methods
have been developed that uses different order statistics to
represent the color features in RGB of WCE frames, initially
converting them in to HSI color space [130]. In the same way,
precancerous lesions are detected from endoscopy frames by
using 14 statistical features [131]. Camera distortion in WCE
is a big issue for many algorithms due to lack of control
over the movement of the camera. The variable distance of
camera to the mucosal wall causes undesired results. CIELAB color space separates light and uniform spaced channels.
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Features Extraction
Techniques for
Gastroenterology Images

Spatial Domain
Sec. III

Color Features
Sec.III-A
Color Moments
[131], [74], [118],
[119], [130]
Color Histograms
[127] [128], [125],
[129], [126],
[123], [124]
Local Color [138]
[135] [136] [137]
Salient Color
[132] [133]
[56] [134]

Texture Features
Sec.III-B
Local Binary
Patterns[144],
[141], [145],
[142], [143]
Statistical Texture
[149], [148],
[150],[147]

Geometric
Features
Sec.III-C
Shape-based
Features
[155] [83] [93]
[156] [154] [157]
Edge-based
Features[153]
[152] [151]

Hybrid Features
Sec.III-D

Color Texture
LBP Color
Texture[91][94]
[161][158]
[163][164]
[99] [169]
[165][162]
[160][168]
[160][120]
[166][159]
[167]
Statistical Color
Texture[172]
[171][170][173]

Color Geomatric
[179] [79]
[180] [178]

Geometric Texture
[177] [80] [175]
[174] [176]

Frequency Domain
Sec. IV

Color Features
Sec.IV-A
DWT-based Color
Features[185]
[183] [181]
[182] [184]
Fourier Filter
based Color
Features[186] [77]

Texture Features
Sec.IV-B
Statistical Texture
Features [189]
[191] [192] [190]
LBP In Wavelet
Domain [193]
Gabor Filter
Based Texture
Analysis[194]
[122] [195]

Feature Learning Methods
Sec. V

Hybrid Features
Sec.IV-C

Color Texture
Gaborbased Color
Texture[196] [90]
[88] [199] [73]
[38] [197] [198]
GLCMbased Color
Texture[203] [200]
[81] [201] [202]

Bag of Features
Sec. V-A [69], [75], [82],
[121], [217], [218], [248]
Texton
[122] [86]

Deep Learning Methods
Sec.V-B
[247], [235], [246],
[241], [242], [239],
[240], [243], [244],
[236], [95], [237], [245]

LBP Color
Texture
in Wavelet
Domain[204] [205]
[207] [206] [98]
Statistical
Color Texture
in Wavelet
Domain[78]
[72] [208] [209]
[210] [212] [211]

Geometric
Texture Features
[84] [214]

Geometric
Color Features
[213] [76]

Combined
Texture [86]

Fig. 5: Features extraction methods used in CADx for detection of gastric diseases, divided according to respective domains.

Hence, color moments are computed from channels of images
as variances, entropy, and kurtosis for detection of ulcer
and bleeding regions [74]. HSI color space is employed for
color feature extraction due to its similarity to human visual
perception system [118]. Likewise, a number of color features
are computed by computing statistical measures of different
channels and their combinations for detection of bleeding from
WCE frames.
3) Salient Color Features: For bleeding detection salient
regions are detected by colors by transformation of RGB
images into CMYK and CIE-LAB color space then first
order moments are calculated to form features’ set [132].
Salient super pixels are identified for detection of bleeding
regions by using color features in CIE-LAB color space [133].
RGB frames are transformed to HSV color space for color
normalization, further, these images are converted back to
RGB color space and color spectrum transformation has been
performed for segmentation of bleeding regions [134]
4) Local Color: Local color information is extracted from
images by dividing every image into small patches. Further
features are extracted from these blocks. Pixel values of every
patch are used as a color descriptor [135]. Then, the local color
features computed from endoscopic images and additional
every block is analyzed for potential bleeding by color values
in [136]. In some methods descriptors also may include pixel
spatial location as well as color information as given in [137].
Similarly, in pixel values and spatial distances of different

pixels are compared for segmentation of CH images in [138].
B. Texture Features in Spatial Domain
Texture refers to a repetitive pattern in an image; In addition,
it gives information about the characteristics of the surface of
the image like e.g., coarseness and smoothness.
Many texture extraction techniques are proposed and applied for texture classification such as a Multi-scale Symmetric Dense Micro-block Difference (MSDMD) technique is
introduced. It merges K-rotation with Gaussian distribution
to experiment and utilize dense micro-block changes as local
features to obtain pixel-level changes. Following, a Highorder Vector of Locally Aggregated Descriptors (HVLAD) is
formed, to encode the local descriptors to obtain a global
descriptor. Finally, by fusing an average Spatial Pyramid
Pooling, the multi-scale SDMD is carried out to produce an
MSDMD-based texture descriptor [139].
A multi-scale frequency and difference based representation
(CDR) of image textures for classification is proposed. The
local counting vector (LCV) is used to extract different types
of textural formations employing the discrete local counting
projection, while the differential excitation vector (DEV) is
used to represent the variation of textures according to the
differential excitation projection. Then, multiple texture features are formed by combining CDRs at various scales [140].
Likewise, texture analysis is widely used in various fields.
Specifically, texture analysis gained much importance in med-
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TABLE V: A Summary of Color Features Extraction Methods In Spatial Domain For Computer Aided Diagnosis of
Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

Features

Application

2018

[123]

WCE

GI Tract

Color histogram

2018

[124]

WCE

GI Tract

2016

[127]

WCE

2010

[128]

2007

Classifier

Dataset

Validation
Method

Results

Color Histogram
Classification
Bleeding

k-NN

2300 Images

Crossvalidation
10

99.47%sen,
99.15%spec,
and
97.85%acc

Color HSV and RGB

Classification

Bleeding

k-NN

8872 Images

99.6% acc

GI Tract

Color histogram

Classification

Bleeding

k-NN

1000 images 200 images
of them show a sign of
bleeding and other 800
as non-bleeding

Crossvalidation
5
LOO-CV

WCE

GI Tract

Classification

Bleeding

[125]

ZE

Colon

Classification

type1 colon
lesion

SVM
ANN
k-NN

2002

[129]

VE

Colon

Segmentation

Polyps

1998

[126]

VE

Colon

Adaptive
color
histogram
Luminance
histogram
Co-occurance channal
histogram
CIELAB and RGB Histogram
Color histogram

Classification

Bleeding

2016

[131]

VE

GI Tract

Statistical Moments

2015

[74]

WCE

GI Tract

Color a b histogram moments

Classification

bleeding
regions,
Crohn's
disease,
suspected
tumors, ulcers,polyps

SVM
MLP

2010

[118]

WCE

GI Tract

Six color features in HIS
color space

Classification

Bleeding

SVM

2009

[119]

WCE

Small Bowel

Color Moments

Classification

Bleeding,
Ulcer

ANN

2007

[130]

WCE

GI Tract

Statistical
moments

2015

[132]

WCE

GI Tract

Salient Color Features

2015

[133]

WCE

GI Tract

2014

[56]

WCE

GI Tract

2008

[134]

WCE

2009

[138]

2007

Color

Disease

Color Moments
Classification
Cancer

Classification

+

96.48%sen,
96.01%
spec
and
96.10%acc

200 images (576 x 576)

Holdout
Holdout

85%acc

none

257 images 156 nonneoplastic and 101 neoplastic cases.
none

none

none

MLP
NN+SOM

22 Images for training 4
images for testing

Holdout

95%acc

SVM, NN,
k-nn

102 multispectral images 74 correspond to
a healthy profile and 28
from precancerous diagnosis.
2500 belong to normal
and 700 to abnormal
class

LOO-CV

77%acc,
91%sen and
62%spec

Crossvalidation
10

97.4%sen
98.4%spec
98.0%acc
image level
98.5%sen
98.8%spec
98.8%acc
region level

6416 images 4 group
802 frames for training
and 401 frames for testing
100 images of 10 patients

Holdout

97%acc

Crossvalidation
4
none

84%spec
and 92%sen

+

98.90%

Bleeding
and
other
anomalies
Salient Color Features
Classification
Bleeding
and
other
anomalies

none

5000 images

76%pre and
51%sen

SVM

Holdout

95.89%acc,
98.77%sen
and
93.45%spec

Classification

Bleeding
and
other
anomalies

SVM With
RBF

Crossvalidation
10

96%sen,
91%spec
and 94%acc

Compression

Multiple

none

none

none

none

GI Tract

Color based CIE-LAB
and selected first-order
statistical features from
various color components using SVM and
saliency
Color homogeneity, Red
dominance
Color Spectrum

800 images and 400 images belongs to normal
400 images belongs to
abnormal 200 images for
training 200 images for
testing
252 cases (320×320)

Segmentation

Bleeding

none

1000 images

none

92.86%sen
and
89.49%spec

VE

GI Tract

Pixel color

Segmentation

Cancer

144 images (518x481)

none

0.59DSC

[135]

WCE

GI Tract

Local color

Classification

Multiple

statistical
classifier
SVM+MFNN

Holdout

2007

[136]

WCE

GI Tract

Local Color

Segmentation

Bleeding

none

60 images 30 normal
and
30
abnormal
(256x256 )
5 videos 401 frames

65.2%sen
and
82.5%spec
88.3%
sensitivity

2007

[137]

VE

Colon

RGB Color features

Classification

Polyps

SVM

4620 Images

Crossvalidation
2

Local Color Features

none

0.93AUC
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ical image analysis. Furthermore, texture features are very
useful for detection of the cancerous region from endoscopic
frames. The texture representation methods used to analyze
endoscopic frames in spatial domain are discussed with their
applications in upcoming paragraphs. An overview of these
techniques is shown in Table VI.
1) Local Binary Patterns (LBP): Local binary patterns
(LBP) are very useful for representing images'texture. The
simplest form LBP is calculated by comparing neighboring
pixels with the central pixel and assigns it a binary code
respectively. Additionally, these binary codes are transformed
into decimals. The texture of image is represented locally, by
computing occurrence of these codes by forming a histogram.
The most important advantage of LBP is its rotation invariance
[141]. Various advancements have been made to enhance the
LBP's representational power. Therefore, multi-scale LBP is
proposed which deals with illumination variations of WCE
frames of small bowel [142]. The LBP with various neighborhood pixel size 8,16, and 24 are used with a combination
of uniform LBP in [143]. Multiple variations of LBP e.g.,
LBP59, LBP256, LBP10, and difference based LBP are used
for classification in [144]. Uniform LBP is combined with
vector quantization for feature extraction and then employed
for classification of endoscopic frames [145].
A new LBP based features jumping and refined local pattern
(JRLP) is presented for texture classification in [146]. The
local jumping information is extracted by first calculating
jumping local difference count pattern (JLDCP) with secondorder difference count pattern and diagonal difference count
pattern to represent the jumping information further the detailed information of left by JLDCP is recorded to extract
a refined completed LBP (RCLBP). The JRLP-based texture
descriptors are created by combining both JLDCP and RCLBP.
2) Statistical Texture Features: Statistical measures are
widely used to represent the texture of images. Statistics
about intensity distribution delivers information about image's
texture. In some developed methods, gray-level co-occurrence
matrices (GLCM) are extracted by calculating the frequency of
certain pixels in pairs. Further, several statistics ( energy, contrast, correlation and homogeneity) are calculated from these
matrices to represent the texture of images [144]. Similarly,
Haralick's features are used in [73] for lesion detection from
WCE frames. In [147], a method presented to classify bleeding
frames using statistical features computed from YIQ color
space. In [148], texture features are extracted by computing
GLCM for classification of colonoscopy images. These texture
features are also used by [149] where energy-angular second
moment, entropy, inverse difference moment, and correlation
are computed for analysis of WCE frames. In their previous
work, they have used same features for detection of the
colorectal lesions from VE videos [150].
C. Geometric Features in Spatial Domain
1) Edge-Based Features: The gastric lesions normally do
not own any particular shape or size. However, some lesions
e.g., polyps can be represented through a geometric model.
Therefore, the curvature of a lesion can be calculated by

finding edges or contour of polyps [151]. As the same, in [152]
uses Sobel and Canny's edge detectors to model the shape of
polyps. On the other hand, Celiac disease detection performed
through the edge based features [153]. For contraction detection wrinkle skeleton comprised of 14 features: 2 features of
edge sharpness, a set of 4 local, a set of 8 directional features,
and entropy related features [154]. The tensor gradients are
calculated prior to determination of these features, the further
statistical classifier is used for classification of endoscopic
frames.
2) Shape-Based Features: More efficient methods for modeling shapes are used for analyzing pit-patterns from NBI
images where fractal dimension, smooth spiral curve, Koch
snowflake, Sierpinski triangle, and checkerboard [155]. An
extension of higher order local auto-correlation (HLAC) features is used for retrieving multi-scale objects from optical
colonoscopy images [83]. The HLAC method can calculate
some geometrical features. Moreover, HLAC features represent the expressed characteristics for the whole endoscopic
image, derived from the product-sum operations of the autocorrelation formula. In [156], elliptical shape-based features
are used for detection of polyps in colonoscopy frames. Pointbased SIFT features are employed for tracking the path of GI
tract [93] which helps in the construction of 3D trajectory
of WCE. Several geometric features with fuzzy logic used to
classify the colon polyps [157]. Summaries of these methods
are described in Table VII.
D. Hybrid Features in Spatial Domain
In above-described feature extraction methods, descriptors
extracted by processing frames in the spatial domain. These
features extraction methods may work well in some specific
conditions (e.g., for bleeding detection colors are good features). However, for detection of complicated abnormalities
(e.g., cancer, polyps, and ulcers), these features have a limited
discrimination power when they are separately used for CADx.
They can be combined with other features to cope with
various issues of gastric environment like rotation, scale,
and illumination variation in the images. Two or more types
of features are combined to achieve a better discrimination
for lesions. Hybrid approaches used for automated diagnosis
of gastric lesions are listed below. The overview of hybrid
methods presented in Table VIII and IX.
1) Color Texture Features in Spatial Domain: Red color
and filter-based texture features are combined for finding
inflammation area from endoscope frames in [91]. Multiple
abnormalities are detected through a combination of texture,
color, and edge-based features in [158].
a) LBP-based Color Texture: Same as above, color
and texture features are combined in [159], where modified
LBPs are extracted from RGB and HSV color channels of
endoscopic frames and then combined. By doing so, color
features are combined with texture information in [160]. The
method presented in [94] used I channel histogram from
HSI, HV histogram from HSV, RGB histogram, Norm RGB
histogram, RG histogram from the opponent histogram, and
hue histogram for representation of endoscopy images and
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TABLE VI: A Summary of Texture Features Extraction Methods In Spatial Domain For Computer Aided Diagnosis of
Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

Features

Application

Diseases

Classifier

Data-set

Validation
Method

Results

Crossvalidation
10
Holdout
none

90%acc

Crossvalidation
4

90.50%acc,
92.33%sen
and
88.67%spec

Local Binary Patterns
2015

[144]

VE

Colon

Difference based LBP

Classification

Ulcer

k-NN

207 images (720x480)

2015
2013

[141]
[145]

WCE
VE (NBI-ME)

Small Bowel
GI Tract

LBP
LBP

Classification
Classification

Ulcer
Cancer

SVM
Unsupervised

WCE

Small Bowel

Multi-scale local binary
pattern (MS-LBP)

Classification

Cancer

SVM+KNN
Ensemble

344 images
57 images are used
of which 27 images
of abnormal lesions
and 30 normal images
(639×480)
1200 WCE-frames of 10
patients

2011

[142]

2009

[143]

NBI VE

Colon

Segmentation

Polyp

k-NN

102 polyp images

none

90%acc

LBP

93.16%acc
46%100%pre
and 39%87%sen

Statistical Texture Features
2018

[147]

WCE

GI tract

2010

[149]

VE

Colon

2009

[148]

VE

Colon

2003

[150]

VE

Colon

YIQ Color Space Statistical Features
GLCM
(Energyangular second moment,
Correlation,Inverse difference moment,Inverse
difference moment)
GLCM 6 GLCM 16
LBP OC-LBP

Classification

Bleeding

SVM

100 images

Holdout

98%acc

Classification

Cancer

BP-ANN

80 images

Holdout

93%acc

Classification

Polyp

SVM

1736 Images

0.96AUC

co-occurrence
texture features

Classification

Polyp

MLP-ANN

150 training 2809 testing
(512x512)

Crossvalidation
4
Holdout

matrix

95%acc

TABLE VII: A Summary of Geometric Features Extraction Methods In Spatial Domain For Computer Aided Diagnosis of
Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

Features

Application

2015

[155]

NBI VE

Colon

Fractal dimension

Classification

2015

[83]

VE

Colon

[93]

WCE

GI Tract

Higher Order Local
auto-correlation (HLAC)
Point features SIFT

2015
2007

[156]

VE

GI Tract

Elliptical Shape

1999

[157]

VE

Colon

Geometrical parameters

Diseases

Classifier

Data-set

Validation
Method

Results

Polyp

k-NN

LOO-CV

88.2%acc

Retrieval

Multiple

none

359 images of type A
,462 images of type B
and 87 images of type C
(800×900)
100 images (800x600)

none

Summary

Multiple

none

none

Crossvalidation
none

Segmentation

Polyp

none

none

96%acc

Segmentation

Multiple

Fuzzy Rules

8621 frames which consists of 815 polyp frames
and 7806 normal frames.
none

none

none

67 images (class distribution: 31 normal images, 17 with VA and 19
with CH) (1024×1024)
521 positive examples of
images of contractions
and 619 images not corresponding to intestine
contractions

Crossvalidation
10

94.03%acc

Holdout

90.84%sen
and
94.43%spec

Shape-based Features

none

Edge-based Features
2016

[153]

CLE

Small Bowel

Edge based features

Classification

Celiac Disease

Linear NB
+Quadratic
NB

2006

[154]

WCE

Small Bowel

Classification

Contraction

SVM With
RBF

2003

[152]

VE

GI Tract

Classification

Polyp

none

none

none

none

1998

[151]

VE

Colon

wrinkle skeleton comprised of 14 features: a
set of 8 directional features, a set of 4 local
entropy related features
and 2 features of edge
sharpness
Sobel and Canny Edge
detectors are used to
model shape of polyps
Contour-based

Segmentation

Polyp

none

none

none

none
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the LBP textures are combined. Similarly, color histogram,
PHOG, and LBP texture from the super-pixels are extracted in
[161]. In [162], for extraction of texture and color information
from images, texture and color components Y, R, G, B, U,
V, I, Q, color saturation, and hue are combined to obtain
a comprehensive characterization of a colored texture. Color
moments from the histogram of RGB and HSV color WCE
image are extracted and combined with LBP features for
representation of color texture. [163]. Gaussian filtered LBP
(GF-LBP) features are extracted from endoscopic images.
Moreover, colors are extracted from the pyramidal histogram
of endoscopy images [164]. Endoscopic images are processed
by dividing in patches then from these patches LBP features
extracted. LBP features are extracted from HSV and RGB
channels for a patch-based classification [165]. Similar work
was conducted by [99], where LBP moments are combined
with color moments. LBP texture spectra along with color
histogram are combined to get texture color information in
[166]. Likewise, multiple texture descriptors, color features,
and their combination are described in [167]. Color histograms are combined with LBP and HSV color components
histograms are added with different combinations of LBP
features. Then the LBP with the central pixel of neighborhood
of 8 and 16 pixels are extracted [168]. Uniform-LBP features
are computed by accounting each channel of endoscopy frame
for combining texture and color information [169]. Endoscopy
images are transformed from RGB to HIS color space and then
chrominance moments are calculated from the histogram. For
texture features, LBP features are extracted and then added
with color features. Additionally, Tchebichef polynomials are
used to model these color-texture features [120].
b) Statistical Color Texture : Color and texture features
are combined by computing dominant colors from GLCM of
the images, 8 dominant colors are computed from every single
image [170]. A method bi-dimensional ensemble empirical
mode decomposition (BEEMD) has proposed in [171] where
intrinsic mode functions (IMFs) computed from each channel
of the image to represent color texture features. Statistical
moments energy, mean, standard deviation, skew, kurtosis, and
entropy are computed from histograms of images by representing images in RGB and HIS color spaces. Moreover, a different
combination of these moments was used for classification
of abnormal colon images [172]. In the same way, GLCM
features combined with color features in [173].
2) Geometric and Color Information Combined with Texture Features:
a) Geometric Texture: In [80], three types of descriptors
were combined as texture color and shape (LBP, RGB histogram, and PHOG feature respectively). Additionally, deep
unsupervised features'selection was performed to select important features. In the same way, point-based features such
as SIFT were merged with LBP and shape-based features HOG
for classification of endoscopy frames in [174]. Likewise,
topological features were calculated from statistical moments
of the histogram of images. Then geometrical features were
computed to find any potential the abnormal area from ME
and NBI images in [175]. In [176], clusters were formed based
on similarity of features and a high order kernel-based graph

matching algorithm was proposed. A graph is represented by
a combination of nodes and edges. Where in images pixels
are denoted by nodes and edges are meant by the relation of
similarity between these nodes. Similar work has performed
in [177] where superpixel algorithm is used for segmentation.
b) Geometric Color: Color statistics such as mean,
standard deviation were computed and then combined with
geometric parameters to detect polyps in colon images [178].
In the same way, heterogeneous color features were calculated
by combining colors and point-based SIFT features in [179].
In [79], multiple features were combined for segmentation
of lesions in endoscopic frames. Information such as color,
edge, and texture is used to segment chromoendoscopy images. Similarly, an edge-based model has proposed named as
active without edges model (ACWE) in [180]. This method
uses active-contours without edges model of Chan and Vese
to segment the aberrant crypts foci to shape or structure.
The prior medical knowledge confirms that the aberrant
crypts'boundaries stain darker than normal crypts. Therefore,
in general, inside each focus, the shape of the crypts'orifices
follows a similar pattern.
E. Summary and Insights
In this section, we have discussed various feature extraction
methods. These methods have been developed for the detection, classification, and summarization of gastric conditions
from endoscopy videos. Moreover, these methods are based
on techniques which are used to analyze images in the spatial
domain of image processing. For better understanding, we
have grouped these techniques in three broad categories as
color, texture, and geometric features. Furthermore, these
categories are expanded into subcategories according to feature
extraction methods. In the context of gastrointestinal diseases
diagnoses, colors are very important visual characteristics
and colors play an important role in the detection of gastric
ulcer, inflammation, and bleeding. On the other hand, texture
features also provide a good description of malignancies like
cancer, ulcer, polyp, and Celiac disease. As described earlier,
in some methods geometric features are used to establish a
correlation between gastric lesions and a geometrical model.
However, the selection of a suitable features extraction method
for the diagnoses of gastric lesion highly dependent on its
application, nature of imaging modalities, and type of gastric
abnormalities. Moreover, researchers are trying to develop
hybrid approaches to cope with multiple issues by combining
similar or different types of features. Such as, colors are
combined with texture to gain more discriminative power or
colors are combined with geometric or shape-based features.
IV. F EATURES E XTRACTION T ECHNIQUES IN F REQUENCY
D OMAIN
As we know, in the spatial domain of image processing
images are processed by a direct manipulation of pixels of
an image. In most cases, images are used as they are without
any transformation. Conversely, in frequency domain of image
processing, every image is represented as combination of different frequency components (also known as Fourier analysis)
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TABLE VIII: A Summary of Hybrid Color Texture Features Extraction Methods In Spatial Domain For Computer Aided
Diagnosis of Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

2016

[91]

VE

Colon

2016

[94]

VE

Stomach

2015

[161]

VE

Small Bowel

2015

[158]

WCE

GI Tract

2015

[163]

WCE

GI Tract

2015

[164]

WCE

Small Bowel

2015

[99]

VE

GI Tract

2012

[169]

WCE

Small Bowel

2010

[165]

VE

2009

[162]

2009

Features

Application

Edge-based texture calculated from filters and
red color
Histogram( HSV, RGB,
LBP) 7 histogram

Segmentation

Disease

Classifier

Dataset

Validation
Method

Results

Inflammation

Unsupervised

3 videos (768x576)

none

80%acc

Summary

Cancer

Random
Forest

Holdout
90% 10%

95%acc

Color and Texture features
Color and texture features, Edges

Classification

Cancer

SVM

Holdout

Classification

Multiple

HMM

2610 frames, 790 oversaturated frames, 640
dark frames and 1158
obscure frames (768 ×
576)
3800 images of 1284 patient
5029 images

Crossvalidation
3

0.9542
AUC
93.3 %acc
and
93.3
%sen

LBP, image sequence
reduction
and
summarizing.
Color
Moment RGB, Color
Moment HSV, Color
Histogram.
Spatial pyramid based
color histogram Gaussian based local binary
pattern
Color histogram, Color
moment, and LBP

Classification

Multiple

Unsupervised

10671 images (256 ×
256)

none

88.3%acc

Summary

abnormality
(summery)

Unsupervised

none

none

none

Classification

Cancer

OB-SVM

99 images of 44 patients 75 normal stomach images, 194 images of early esophageal
cancer and 39 normal
esophageal images.

Holdout

93%sen,
83%spec
and 85%acc
stomach
0.83,
0.88, 0.87
esophagus

Color and LBP texture
from LAB, HSV

Classification

Cancer

SVM

Color + LBP

Classification

Bleeding
and
other
anomalies

GentleBoost

Crossvalidation
10
Crossvalidation
10

92.4%acc

GI Tract

WCE

GI Tract

Texture + Color

Classification

Ulcer

RBF classifier

Holdout

91%sen and
95%spec

[160]

VE

GI Tract

Color Histogram and ULBP

Classification

Ulcer

Gentle
Boost
Ensemble

1200 images, 600 normal and 600 abnormal
frames (256 × 256 )
534 images of 278
patients which contains
20521 positive samples
and 99467 negative
samples (768×576)
109 and 258 (two
classes) images for
training 200 images for
testing
2949 images of 403 patient (768×576)

Holdout

75.5%sen,
77.1%spec
and
0.838AUC

2009

[168]

ME

GI Tract

LBP Color Texture

Classification

Cancer

KNN+NB+DT+k176
CH
NN
(518x481 )

91%acc

2009

[160]

VE

GI Tract

RG Histogram, HS Histogram, and LBP

Classification

Cancer

GentleBoost

2949 images of 413 patients (768×576)

2009

[120]

WCE

GI Tract

Chrominance
and
LBP
RGB,HSI )

moment
(from

Classification

Bleeding
and
other
anomalies

MLP-NN

200 images (256 × 256
)

Crossvalidation
10
CrossValidation
2
Holdout

2008

[166]

WCE

GI Tract

Classification

Abnormality

Holdout

94.28%acc

[159]

WCE

GI Tract

Classification

Multiple

140 images 70 normal
70 abnormal cases

Holdout

95%acc

2007

[167]

WCE

GI Tract

Color and Texture

Summary

summery

multipleclassifier
approach
using Fuzzy
integral
Neurofuzzy
classifier
SVC

140 images, 70 normal
and 70 abnormal cases
35 for training 35 for
testing

2007

Statistical
Feature+
Ri,Gi,Bi,Hi,Si,Vi+
texture
spectra
in
the
chromatic
and
achromatic domain
Texture + Color

60000 images

Holdout

99%acc

SVM

700 Images

83%
acc
0.89 AUC

abnormal images and 12
normal images
80 images of 6 patients,
40 normal and 40 abnormal frames (576x576)
550 images from 5
videos and contain 400
positive 400 negative
(256×256)

Crossvalidation
10
Holdout
Crossvalidation
10
Holdout

95%acc

LBP Color Texture

Statistical Color Texture
Classification
Frame
Types

2018

[173]

NBI

Colon

GLCM and Color

2012

[172]

VE

Colon

Classification

Cancer

BP NN

2010

[171]

WCE

GI Tract

Color + Textured Based
Features
Intrinsic Mode Functions BEEMD

Classification

Ulcer

SVM

2008

[170]

WCE

GI Tract

HSV Histogram + dominant color, and color cooccurrence

Classification

Bleeding

SVM
ensemble

images

75.7%TPR
and
86.4%TNR

80%acc

72.6%acc
83%spec
and
62.3%sen

96.96%acc

93%spec
80%sen
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TABLE IX: A Summary of Hybrid Geometric Color and Geometric Texture Features Extraction Methods In Spatial Domain
For Computer Aided Diagnosis of Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

Features

Application

Disease

Classifier

Dataset

Validation
Method

2017

[177]

WCE

GI tract

Segmentation

Polyps

2015

[179]

WCE

Esophagus

Super-pixel based clustering
SIFT+ CCH

Classification

2013

[79]

CH and NBI

Stomach

Edge-maps, creaseness,
and color

Classification

2010

[180]

VE

Colon

1997

[178]

VE

Colon

Texture and Color segmentation
Color

2015

[80]

VE

GI Tract

Histogram, PHOG and
LBP features

Classification

2015

[175]

VE (NBI-ME)

GI Tract

Geometric and Topological Features

Classification

Gastritis,
cancer,
bleeding
and ulcer
Cancer

2015

[174]

WCE

GI Tract

HOG, SIFT, and LBP
(Color and Texture silency)

Classification

Ulcer

2015

[176]

VE

Esophagus

Gray-level or local
features+ Global texture
features

Classification

Cancer

Results

39 Images

Holdout

94% acc

Gastroesophagealhierarchical
reflex
heterodisease
geneous
descriptor
fusion
support
vector
machine
(HHDFSVM)
Cancer
Normalized
Cut

147 images

Crossvalidation
10

93.2%acc,
94.9%sen
and
92.6%spec

142 CH and 224 NBI
images.

none

DSC of 0.69
and 0.77

Segmentation

Cancer

none

none

none

none

Classification

Cancer

Fuzzy based
Edge detection

256x256 9 cases

none

none

Unsupervised

6000 Images

none

74.31%acc

Ensemble
method
(Adaboost)
Localityconstrained
Linear
Coding
(LLC)
SVM

90 frames (786×576)

LOO-CV

90%acc

170 ulcer and 170 normal images of 20 patients.

Crossvalidation
5

92.65%acc
and
94.12%sen

66 patients with early
esophageal cancer(mean
age 53 years; age range
21-87 years; 32 male
and 34 female total 91
patients (mean age 42
years; age range 32-75
years; 39 male and 52
female)

Crossvalidation
10

93%acc,
89.4 %sen
and
94
%spec

Color Geometric

Geometric Texture

or normally these components are the complex exponential.
Therefore, images are not processed directly, rather they are
first transformed into the frequency domain by using the
Fourier transform or some other frequency transform and then
features are extracted from the processed images in frequency
domain. In this section, we will elaborate features extraction
methods used to extract features by describing images in terms
of its frequency components.
A. Color Features in Frequency Domain
1) DWT-based Color Features: In the frequency domain,
color features of endoscopic frames are extracted by transforming images by different methods. Color information is
extracted through coefficient of wavelets by transformation of
endoscopic image using pyramidal discrete wavelet transform
(Pyramidal-DWT) in [181]. They have applied DT-DWT to
the magnified endoscopic images for extraction of features
containing scale, rotation, mean, and standard deviation from
RGB color channels. Color Eigen sub-bands features are
proposed in [182]. In contrast to the Pyramidal-DWT, six
complex orientation sub-bands per decomposition scale are
computed for feature vector construction [183]. Where the

color information is represented by extraction of features from
color channels of the images in LAB color space. Then variance is calculated from de-correlated detail sub-bands of the
stationary wavelet transform to represent features. Moreover,
they have shown upright performance as compared with the
performance DT-DWT based features. Similarly, the patchbased color features are extracted by transforming images in
CIE-LAB color space and further computing DWT of three
channels [184]. In addition, each block of endoscopic frames
is divided into 16x16 blocks and the fractal dimension is
computed from each block in [185].
2) Fourier Filter Based Color Features: The images are
transformed to Fourier domain later these endoscopy images
are filtered using ring filters [186]. Ring-shaped band-pass filters have been applied to get multi-scale analysis by selecting
minimal and maximal ring width of 1 and 15, respectively.
Similar kind of work is conducted in [77], where ring-shaped
filters of different size are used to filter images and further
statistical information is computed from each channel of RGB
frame. An overview of color feature extraction method has
given in Table X.
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TABLE X: A Summary of Color Features Extraction Methods In Frequency Domain For Computer Aided Diagnosis of
Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

2015

[185]

VE

Esophagus

2010

[183]

VE

Colon

2009

[181]

VE

Colon

2008

[182]

VE

Colon

2004

[184]

VE

2010

[186]

2009

[77]

Features

Application

Disease

Classifier

Dataset

Validation
Method

Results

DWT based Color Features
Fractal Dimension +
DWT
Dual-Tree
Complex
Wavelet
Transform
(DTCWT)

Classification

Cancer

Unsupervised

10 images (1024 x 1024)

none

none

Retrieval

Multiple

Discriminant
classifier

627 images

LOO-CV

96%acc,
94%sen and
97%spec

Gaussian MRF+ Color
DWT pyramidal
CIE-LAB, Sub-band stationary wavelet transform.

Classification

Cancer

92.8%acc

Polyps,
Cancer

286 neoplastic cases 198
non-neoplastic
484 images

LOO-CV

Classification

k-NN+
Bayes
k-NN

LOO-CV

98.35%acc
for
2
class
and
90.50%acc
for 6 class

Colon

Patch
Based
+
CIELAB+ RGBLAB

Classification

Multiple

SVM + Ensemble

58 colonoscopic images,
including 12 normal
ones and 46 with
abnormal regions

LOO-CV

83.4%acc

ZE

Colon

Fourier Features

SVM+discriminant
484 images of 53 paanalysis+
tients (624 x 533)
Bayes

LOO-CV

96.9%acc
2 class and
86.8%acc 6
class

ZE

Colon

Fourier Features

KNN,
SVM,
Bayes
classifier

LOO-CV

94%acc

Fourier Filter based Color Features
Classification
Cancer

Classification

B. Texture Features in Frequency Domain
As mentioned earlier, texture in spatial domain refers to
characteristics of image surface (e.g., smoothness or coarseness). In the spatial domain, we have seen that most methods
are based on statistical analysis of pixels or super-pixels.
However, in the frequency domain, the images are processed,
by first transforming an image into the frequency domain.
Then, images are manipulated by performing some operations
in the frequency domain to extract texture information. In
most cases, statistical measures of outputs of operations are
computed and represented as texture.
1) Statistical Features in Frequency Domain: Statistical
methods of wavelet sub-bands have generally used for image
classification tasks. Linear regression is used to model the
descriptors of adjacent sub-bands. The regression residuals are
then employed to represent the difference from a sample to a
class of texture [187]. Similarly, a Heterogeneous and Incrementally Generated Histogram (HIGH) texture descriptors are
modeled by wavelet coefficients by using four local features
in wavelet sub-bands. Then, a non-negative multi-resolution
vector (NMV) of the image is created by concatenating all
sub-band textures. The low-dimensional basis of the linear
subspace of NMVs is computed using Hessian regularized
discriminative non-negative matrix factorization [188].
In [189], the WCE frames are transformed through computing DFTs. Then, normalized co-occurrence matrices are computed by taking the log transform of the spectrum magnitude.
Moreover, the texture features are represented by computing
various statistics from the co-occurrence matrices of WCE
images. Similarly, in [190], four statistical measurements of
GLCM were used by apply DWT on patches of images of
different sizes, for lesion detection in endoscopy frames. A

celiac

391 images

performance comparison of DT-DWT with Gabor wavelet
transform (GWT) and DWT was presented in [191]. In the
same way to overcome issues of shift invariance and direction
selectivity in DWT a dual-tree complex wavelet transform
(DT-DWT) is proposed in [192].
2) LBP in Frequency Domain: The images are transformed
through the curve-let transformation for texture feature extraction. Furthermore, uniform-LBP are extracted form coefficient
of the transformed domain to represent the texture of WCE
image for ulcer classification in [193].
3) Gabor Filter Based Texture Analysis: In the same way,
contour-let transform was performed on WCE frames and
further, the log of Gabor filters was applied. Likewise, the texture features are represented by computing mean and standard
deviation of filters’ responses [194]. Gabor texture features
with scale, rotation, and illumination variations are used by
exploiting shift invariance properties [122], [195]. Moreover,
these texture features extraction methods are described in
Table XI.
C. Hybrid Features in Frequency Domain
Several types of features are combined together to create
new hybrid features with additional discriminative power.
These hybrid approaches are widely adopted in both domains.
We have grouped these features extraction methods into a combination of basic features (e.g., color, texture, and geometric)
and an overview of these hybrid approach is presented in Table
XII and XIII.
1) Colors Texture Features in Frequency Domain:
a) Gabor-based Color Texture: The local sample means
and variances of the color component are combined with color
channels, then Gabor- based texture features are joined with
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TABLE XI: A Summary of Texture Features Extraction Methods In Frequency Domain For Computer Aided Diagnosis of
Abnormalities In GI tract
Statistical Texture Features
Classification
Bleeding

2015

[189]

WCE

GI Tract

DFT-based Texture Descriptor

2009

[191]

ZE

GI Tract

2008

[192]

ZE

Colon

2001

[190]

VE

GI Tract

DT-CWT+
Gabor
Wavelet texture
Statistical+Dual-Tree
Complex
Wavelet
Transform
DWT texture+ Statistical

2009

[193]

WCE

Small Bowel

Texture
features
Curvelet
transform
Local binary pattern

2015

[194]

WCE

GI Tract

Contourlet
transform
and Log Gabor filter

Classification

2012

[122]

CH and NBI

GI Tract

2011

[195]

CH and NBI

GI Tract

Gabor Texture Autocorrelation for Shift
Invariance of SGFS
Invariance Properties of
Gabor Filters Texton
Framework:
Texton
AGF
Gabor Textures

SVM

32 videos 600 bleeding
and 600 non-bleeding
frames
12
patients
test set consisted of
860 bleeding and 860
non-bleeding
frames
(426X426)
484 images

Holdout

99.19%acc,
99.41%sen
and
98.95%spec

LOO-CV

93.39%acc

Classification

Cancer

k-NN

Classification

Cancer

1-Nearest
Neighbor

484 Images

LOO-CV

95.87%acc

Classification

Cancer

Multilayer
Feedforward
Neural
Network

22472 images training
and 32768 testing images (512 x512)

Holdout

94%acc up
to 99%acc,

SVM+
ANN

100 images (256x256)

Crossvalidation

93.28%acc,
92.37%spec
and
91.46%sen

Ulcer

SVM

Cancer

SVM

Crossvalidation
10
Crossvalidation
10

94.16%acc

Classification

137 images are used, of
which 65 are ulcer and
72 are normal
142 CH and 224 NBI
images.

Classification

Cancer

Statistical
classifier

176 CH images and 221
NBI

Crossvalidation
10

83.9%acc

LBP In Wavelet Domain
Classification
Ulcer

Gabor Filter Based Texture Analysis

these color features [90], then with same features random
forest classifier used in [196]. Similarly, in [88] various color
components and their ratios were used to analyze WCE images
and homogeneous texture features are combined to get both
color and texture information. In the same way, Log of Gabor
filters (LoG) is used to extract texture features. For color
texture features, LoG filters are applied to every channel
of WCE frame in RGB color space [38]. In [197], Gaborbased texture features are combined with scalable colors for
partitioning WCE frames into various parts of GI tract. Then,
again MPEG-7 features are used for classification of WCE
frames [198]. On the contrary, dominant color descriptors
and edge histogram features from the combination of MPEG7 features were extracted. Additionally, these features were
used for detection of Crohn's disease [199]. Gabor-based
(homogeneous texture features) feature and other MPEG-7
features are used in the classification of WCE images with
Crohn's disease [73].
b) GLCM-based Color Texture: GLCM is extended in
the frequency domain and wavelet cross co-occurrence (WCC)
matrices have been proposed by [200] where LUV color
space is used to extract color and texture characteristics from
every image by computing the statistics of GLCM which is
computed from sub-bands of wavelets. In the same way, [81]
computed GLCM from wavelet domain and color information
have mixed by exploiting RGB color channels. Similarly,

82%sen and
82%pec,
83%acc and
0.85 AUC

GLCM based texture features are extracted from sub-bands
of DWT by transforming every channel of image [201]. In
[202], GLCM features were extracted by transforming images
by taking DWT of WCE frames, then computing all statistical
measures from images in RGB and HSV color spaces. Correspondingly, wavelet-based GLCM is computed from images
and then color moments are computed from every channel to
form features’ set in [203].
c) LBP Color Texture in Wavelet Domain: Images are
converted from RGB color space to CIE-XYZ. Further, the
LBP features are extracted from the contour-let transform of
WCE images in [204]. However, HSI and RGB color spaces
are also tested for detection of bleeding. Although, features
extracted from the transformation of images in CIE-XYZ color
space have good performance. Likewise, in [98] color channels
of an endoscopic frame first transformed by DFT and then
GLCM is calculated in the wavelet domain. Furthermore,
opponent color-local binary pattern (OC-LBP) features are
extracted by each color channel and their intra color histograms. In [205], middle-level sub-band images result from
DWT of images are used to extract texture information by
LBP features. Furthermore, LBP features are extracted from
three color channels of sub-band images. Similarly, in [206]
DWT-based LBP are extracted from RGB and HSI and used
for WCE images for classification. Moreover, in [207], color
information is included by taking YCbCr color space into
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account for extraction of DWT-based LBP features for a color
texture representation of endoscopic images.
d) Statistical Color Texture in Wavelet Domain: Second
order statistics are computed from the Color Curvelet Covariance (3C) of images, in 3C images are transformed by
DCT and converting images from RGB to the HSV color
space. Furthermore, the coefficients are modeled by Gaussian
Mixture Model (GMM) [208]. As the same in [209], where
3C is used to form the features’ set for detection of tumors
in small-bowel. In [78], a combination of statistical features,
texture features with color are combined, texture features
using DCT in HSI color space are extracted. The final feature
set is formed by combining of the Hu moment and Fourier
descriptors. ME frames are transformed from DT-CWT then,
texture features are computed from six level sub-band images.
Furthermore, statistics or Wiebull parameter are computed for
representation of the pit-pattern characteristics of gastric lesions in [72]. In the same way, texture information is combined
with features of wavelet domain by computing statistics from
sub-bands of transformed images for detection of the frames
with Celiac disease [210]. Statistical measures like, mean,
variance, standard deviation, skewness, and kurtosis statistics
were computed from sub-bands of images. Moreover, second
order statistics include entropy, energy, inverse difference moment, contrast, and co-variance are computed from sub-bands.
A color channel histogram has been used for merging color
information into textures. In [211], 3C are used for texture
color extraction by using discrete wavelet frame transform
(DWFT) instead of DWT. As well colors features are included
by computing features from three color channels of the images.
For completing this task, endoscopic images are converted to
multiple color spaces (RGB color image was converted to HSV
and YCbCr color spaces), then these images in different color
spaces are transformed with DWT [212].
2) Geometric Information Combined with Texture Features:
A watershed-based method for segmentation of polyps is
proposed in [84]. However, a marker selection technique
proposed by combining Gabor texture and k-mean clustering
for polyp shape analysis. Motility is a term used to represent
the contraction of the muscles that unite and drive contents
in the gastrointestinal (GI) tract. Therefore, in [213] contraction of GI tract is detected for classification of a specific
area in WCE frames, for edges detection, Gabor filters are
used. The contraction detector and lumen size estimation are
used for detection of stable motility [213]. SUSAN’s edge
detector and LoG is used for detection of edges of polyps
in colonoscopy frames and produce crisp segments [214].
Furthermore, geometric parameters like center curvature are
used for clustering and segmenting the polyps. Grid-based
color and position information is merged and compared with
other features extraction techniques like LBP and CWC, for
the detection of polyps [76].
3) Texture Features Combined with Other textures: In some
studies, texture features are combined with other type texture
features to increase the discrimination power.
A multi-scale rotation-invariant representation (MRIR) texture based on multiscale wavelet transform splits the magnitude pattern (MP) mapping of texture and the sign pattern

(SP) mapping of texture employed as a step function. The step
function fits the wavelet sub-bands of the MP for calculating
the sampled directional mean vectors (SDMVs) of the subbands and concatenated with frequency vectors (FVs) of SP
mappings to form MRIR vector to get textural representation
[215]. Likewise, in [86], texture features extracted from Gaussian filters of multiple shapes and sizes are combined with
LBP features named as Leung-Malik LBP (LM-LBP). These
features are then used for detection of multiple pathological
conditions from endoscopy images.

D. Summary and Insights
In this section, we have given an extensive review of features
extraction methods which process images in the frequency
domain. In frequency domain, images are first transformed to
Fourier domain where images are represented in terms of the
frequency component. Furthermore, by processing frequency
components of images and different features can be extracted
from images. These methods well-performed for detection of
abnormalities from endoscopy. Yet, frequency methods are
computational extensive due to the overhead of transformation. Even though by using fast and efficient methods of
transformation can reduce the computational complexity of
these methods. For instance, we have seen the color texture
approaches in the frequency domain have gained much focus
of researchers. In contrast, geometrical methods not efficiently
applied in the frequency domain. Since, in the frequency domain, geometric characteristics cannot be preserved. Whereas
from gastric abnormalities, polyps and contraction of gastric
tract have a specific geometric shape and therefore can be
easily targeted in the spatial domain.
V. F EATURE L EARNING M ETHODS
In previous sections, we have categories features extraction
methods based on their respective domain. In this section,
we will discuss some features learning approaches, where
the feature are extracted and represented without any explicit
method. Although these features are calculated based on some
input parameters. Features learning or representation learning
methods automatically find representation from input frames,
which is needed for classification or recognition tasks. It does
not requires to explicitly defining feature set or attributes.
Several features learning methods have been developed for the
fact that images are preprocessed for classification or learning
tasks and in some recognition problems, the features can be
defined explicitly. Thus, its beneficial to discovering representation of images based on input data without hard-coding the
features extraction algorithms. These methods can be divided
into two categories: first the bag of features (BOF) approach
where a dictionary of visual words is learned by some already
existing specific feature extraction method. Secondly, deep
learning based features extraction methods where the power
of the neural network is employed for extraction of important
characteristics of images. A summary of these methods has
been given in Table XIV.
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TABLE XII: A Summary of Hybrid Color Texture Features Extraction Methods In Frequency Domain For Computer Aided
Diagnosis of Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

Features

Application

2016

[196]

HDVE

Esophagus

local Gabor and Color
features

Classification

2014

[90]

2014

[88]

ZE

Esophagus

Local Color-and Gabor
Texture based features

WCE

GI Tract

Color and Texture Features
MPEG-7
Edge
Histogram
Descriptor
(EHD)
MPEG7
Dominant
Color
Descriptor (DCD)

2010

[199]

WCE

Small Bowel

2009

[73]

WCE

GI Tract

Dominant
Color
Descriptor
Homogeneous Texture
Descriptor
Haralick
Texture Features Edge
Histogram Descriptor

2009

[38]

WCE

Small Bowel

HSV+
RGB

2006

[197]

WCE

2006

[198]

2012

[203]

2009

[200]

2009

[81]

2008

[201]

WCE

Small Bowel

2008

[202]

WCE

2015

[204]

2010

Disease

Classifier

Dataset

Validation
Method

Results

Cancer

RF

100 images of 39 patient
data-set

LOO-CV

75%pre and 90%sen

Classification

Cancer

SVM

32 images (600x1200)

LOO-CV

95%sen 75%pre

Classification

Ulcer,Bleeding
,Polyps
Crohn’s disease inflammation

SVM

none

none

98%sen/spec ratio

SVM

47 videos 29 with disease 17 normal and 469
frames used for training
253 for validation and
277 for testing

Holdout

87%acc, 93%spec and
80%sen

Classification

Crohn’s
disease and
other

SVM

1685 frames with 188 lesions, 1231 normal images, and 266 extraneous
images

Holdout

96.5%acc

LOG+

Classification

Bleeding
and
other
anomalies

SVM
ANN

50 frames, 30 non ulcer
images and 20 ulcer images

Holdout

75%sen and 73.3%spec

GI Tract

Homogeneous Texture+
Color

Classification

abnormality
(summery)

SVM

30000 images

Crossvalidation
3

90%acc

WCE

GI Tract

MPEG-7+ Color Structure, Local Edge Histogram,DCT and Homogeneous Texture

Classification

Ulcer,Bleeding
,Polyps

Baysian

ulcers (400 images from
21 events), polyps (899
images from 31 events)
and 55000 normal images blood (832 images
from 17 events)

Crossvalidation
2

87%acc

VE

GI Tract

Texture and color +
WT GLCM + texture
features then combined
with the features of
Color Moment for image
classification

Classification

Abnormality

SVM

220 ROIs

Holdout

87.3%acc

ZE

Colon

Wavelet Texture + Color

Classification

Polyp

k-NN

484 images

LOO-CV

99.38%acc

WCE

Small Bowel

Wavelet
Texture+Color+SIDWT
Color Wavelet Covariance

Classification

Multiple

94.7%acc

polyps, ulcer

Holdout

93%sen, 95%spec and
94%acc

Small Bowel

Color channel wavelet
transformation

Classification

Cancer

75 images 41 normal
and 34 abnormal cases
2000 normal images,
23 bleeding images,
54 polyp images, 123
Tumor images and 58 a
priori undefined images,
test set is about 85000
204 images for training
192 for testing 92 abnormal (256x256)

LOO-CV

Classification

1D Classifier
NN RBF

Holdout

98.7%sen
96.6%spec

WCE

GI Tract

LBP + CIE XYZ colour

Classification

Bleeding

k-NN

256x256 332 WCE
images comprising 145
bleeding images and
187 normal images

Crossvalidation
10

[205]

WCE

GI Tract

LBP + DWT + Color

Classification

cancer

SVM

Crossvalidation
2

88.3%acc

2010

[207]

WCE

GI Tract

ULBP+ Gabor Texture+
DWT

Classification

Bleeding
and
other
anomalies

SVM

Crossvalidation
2

100%acc tumor, 77%acc
bleeding, 83%acc normal and 89%acc ulcer

2009

[206]

WCE

Small Bowel

Color Wavelet Covariance

Classification

Cancer

SVM

600 representative tumor
CE images and 600 normal CE images from 12
patients’ video
100 normal CE images, 100 tumor CE images, 100 bleeding CE
images and 100 ulcer
(256×256)
300 images 150 abnormal and frames 150 normal (512×512)

Crossvalidation
3

97.33%sen, 97.67%spec
and 96.67%acc

2006

[98]

VE

GI Tract

LBP + Color +CWT

Classification

Cancer

SVM

6000 colon, 2600 gastric
images for training and
9000 colon and 3900
gastric images for testing (320 × 240)

Holdout

94%acc

2016

[78]

VE

Esophagus

280 Images 26 real cases
of patients (10 healthy
and 16 suffering from
the disease).

Holdout

81%pre 86%sen
72%spec

Gabor-based Color Texture

Gabor

Classification

+

GLCM-based Color Texture

MLP NN

and

LBP Color Texture in Wavelet Domain
96.38%

Statistical Color Texture in Wavelet Domain
Fourier
Descriptor+HIS+Statistical

Classification

Cancer

k-NN
RF

and

and

DT-CWT

Classification

Polyps

1-NN classifier

627 images

LOO-CV

99.4%acc

DWT+DCT+Color Covariance Transform

Classification

Ulcer

GMM+HMM

Holdout

99%sen and 95.19%spec

3C

Classification

Cancer

MLP NN

600 images, 400 frames
belong to normal and
frames 200 abnormal
class
600 frames and 400 normal frames 200 abnormal frames

Holdout

97.2%sen
97.4%spec

2010

[72]

ZE

Colon

2010

[208]

WCE

GI Tract

2009

[209]

WCE

Small Bowel

2008

[210]

VE

GI Tract

Histogram+ Wavelet

Classification

celiac
disease

SVM+kNN
+Bayes

391 Images

LOO-CV

98.5%acc and 100%sen

2008

[212]

VE

GI Tract

color RGB HIS YCB +
Wavelet

Classification

Helicobacter
pylori+
Ulcer+
nonulcer
dyspepsia

SVM

236 patients 130 of
the
study
patients
were defined as H.
pylori-infected

Crossvalidation
10

90%acc

2005

[211]

VE

GI Tract

Texture
Spectrum,
Color
Histogram
LBP Histogram Color
Wavelet Covariance

Classification

Polyps

Gaussian
kernel SVM

1000 images (320x240 )

Crossvalidation
10

0.886AUC

and
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TABLE XIII: A Summary of Hybrid Geometric Color, and Texture Features Extraction Methods In Frequency Domain For
Computer Aided Diagnosis of Abnormalities In GI tract
Year

Ref.

Endoscopy

GI Area

Features

Application

2018

[216]

CH

Stomach

Classification

2010

[84]

WCE

Colon

2009

[214]

WCE

Small Bowel

Gabor
Texture+
GLCM
Gabor
Texture+
K-mean and
Geometric
features
SUSAN
Edge
detector and
Log Gabor

2015

[213]

WCE

Small Bowel

Segmentation

2008

[76]

VE

Colon

Automatic
methods
for motility
features
Color+
Position+
CWT+ LBP

Classification

2014

[86]

WCE

Colon

LeungMalik and
LBP

Classification

Disease

Classifier

Dataset

Validation
Method

Results

Cancer

Multiple
Classifiers

176 images

87.2% acc

Classification

Polyps

Unsupervised

128 images ,64 images
with polyps and 64 normal

Crossvalidation
10
none

Classification

Polyps

fuzzy-SVM

Containing 10 with
polyps and 40 normal
total 50 WCE video
frames

Holdout

100%sen
and
67.5%spec

Cancer

Unsupervised

10 videos 256x256

none

none

Polyps

SVM RBFkernal

4620 images

Crossvalidation
10

94.87AUC

k-NN

800 images

Crossvalidation
10

92%sen and
91.8%spec
for
WCE
frames,
91%sen and
90.8% spec
for VE

Geometric Texture Features

100%sen
81%spec

Geometric Color Features

Combined Texture
Ulcer,Bleeding ,Polyps

A. Bag of Features
BOF model is widely used in various classification tasks. In
BOF, features of images are treated as word in documents. A
dictionary or code-book is learned for computing occurrence
of each visual word exists in the images. Furthermore, this
histogram is used as a feature vector for every image [217].
A resembling work is done in [69], where SIFT features are
extracted from every frame and then a dictionary is formed
by collecting distinct visual words from every image. The
vocabulary is formed by a clustering algorithm like k-means.
Furthermore, a histogram of these words from every image
is computed to represent features by means of vector quantization. Moreover, these features are used for classification
of colon images for abnormalities. Similarly, densely sampled
SIFT features are computed from local features with the BOF
model for the classification of lesion patterns in endoscopic
frames in [218]. K-mean is used for forming visual vocabulary
and used to quantize feature set for each image. Furthermore,
cancerous regions and normal surrounding tissue patches are
used to form a code-book. Likewise in [82], BOF approach is
used with a dense detector and a bi-scale SIFT description for
retrieval of pCLE imagery from an image database.
In [121], visual word based color histogram features from
RGB, HSV, YCbCr, CMYK, and LAB color spaces are tested
for bleeding detection from endoscopic frames. Moreover, two
level of saliency is used for extraction of the bleeding area. The
illumination of elements have a good separation in CIE-LUV
color space from colors. Therefore, the normalization in colors,
illumination component L is filtered using a homomorphic
filtering. Furthermore, a vocabulary is formed by clustering

visual words, and then the adaptive color histogram is formed
by means of these color words [75].
1) BOF of Texture (Texton): Texton refers to a visual
vocabulary of words formed with texture features as described
in [122], where Gabor texture features are used to create
a dictionary of texture features. Similarly, in Lung Malik
based Gabor filter’s bank is used by [86] to extract texton
from WCE for detection containing multiple abnormalities.
Moreover, they have mixed LBP features with texton using
the code-book model.
In BOF methods, we have to explicitly define the parameters
for learning the representation (for example size of bins of the
histogram and the types of features which are extracted from
images). However, there are methods which does not require
explicit type definition of descriptors. These methods learn the
representation based on the input data. Next, we will discuss
the applications of a revived field of Artificial Neural Networks
in the extraction of features and segmentation.
B. Deep Learning Methods
A simple Artificial Neural Network (ANN) is a network of
connected processing units called neurons. A simple neuron
is a real-valued threshold based function which gets activated
through input value received from weights input links. The intensity of each link is multiplied with its weight and weighted
sum of input links is passed to a neuron which has a threshold
value as shown in Figure 6(a). Whenever the input value of a
neuron is more than its threshold value, its activated [219]. An
ANN with a single layer of neurons only can learns a simple
function like the classification of data into only two categories
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(a linearly separable data). For more complex tasks, hidden
layers play their role in providing flexibility in learning more
non-linear decision boundary as shown in Figure 6(b).
In the early days of ANN, the addition of more hidden
layers is restricted by the available computation power, number
of weights learned by an ANN also increased with number
of hidden units therefore, a huge amount of parameters are
learned during a training session of ANN. Thus, it is computation extensive task and such systems was not easily available
at that time. The other limitation of training a Deep ANN was
the availability of large data-sets for training because small
data-set cause under-fitting of the Deep ANN. Deep Learning
is a recent trend in the field of ANN which has revolutionized
almost every area of life. Deep Learning is performed by
increasing the hidden layer in an ANN as shown in Figure
6(b).
Deep learning can be used in many fields. Therefore,
choosing the number of hidden layers, type of hidden layers,
their connections type, and output layer units are application
dependent. Deep learning can be generative or unsupervised
when non-labeled data or target class is not available (e.g.,
Deep Belief Networks (DBN), Restricted Boltzmann Machine
(RBM), Deep Boltzmann Machine (DBM), regularized Autoencoders, etc.). The supervised (discriminative) Deep learning
models are useful when we have class labels with data (e.g.,
Recurrent Neural Network (RNN) and Convolutional Neural
Network (CNN) etc). The hybrid models of Deep learning
also exist, for instance, for speech recognition the output
probabilities of a neural network into a Hidden Markov Model
(HMM) [220].
In medical image analysis four successful deep models are
as follows: CNN, Fully convolutional network (FCN), AE, and
DBN [221]. A CNN is based on convolutional layers ReLU
activation function layer, pooling layer (max pooling can be
average pooling), and fully connected layers as shown in
Figure 6(d). Convolutional layers learns representations which
amplify aspects of the input that is important for discrimination
suppress irrelevant variations. For example, endoscopy frame
are composed of pixels and each pixel from each channel of
frame fed to the input layer of CNN. Then, the first layer of
CNN normally learns features related to edges in a particular
location and orientation thus provide translation and rotation
invariant description of images. The pooling layers are used
for down-sampling features ultimately reduces the dimension
of the feature representation. Similarly, the Auto-encoder is a
unsupervised model for learning feature with a low dimension
[222].
In FCN model up-sampling is used instead of downsampling and the de-convolutional layer is used. FCN normally
used for pixel classification (segmentation). Generally, CNN
has shown its excellent performance in image recognition
problems. However, the input of CNN structure is bounded
by comparatively small images due to the fully connected
layers (a huge number of weights). It reduces its ability to
be directly applied to large input images. Alternatively, FCN
does not owns any fully-connected (FC) layer and it can be
applied to images of virtually any sizes compared to CNN
[223].

Sources of parsimony in the deep neural networks in object
recognition is due to variations of extraneous factors in input
images, such as scale, area and angle variations [225]. These
sources of deformations can be represented by symmetry
groups (A symmetry group is a set of transformations that
preserve the identity of an object and obey the group axioms)
[226]. Therefore, these sets of composable variations preserve
the information of target class. The deep convolutional neural
networks can have shift invariance by computing descriptors
by using weights model in each part of the frames. However, a
convolution layer uses fewer parameters than a fully connected
layer and preserves many useful transformations but the CNN
fails or minimally cope other groups of symmetries [227].
Other group of symmetries, such as smoothness, adaptability, generality, equivariance/invariance, depend on restrictions
imposed during learning [228].
In the classification task, transformation symmetries express
equivalence classes that record part of the intraclass variations. It also keeps the output (class labeling) distributions
by implying a quotient space up to transformation, points
remain equal and representation in invariant to transformation.
However, the hypothesis space is restricted to this quotient description space is essential for learning from high-dimensional
data by decreasing the examples’ complexity of training (the
size of the labeled training set) [57]. By using pooling and
convolution, CNN has explicit parametrization for translation
equivariance and robustness (filtering with local kernels and
pooling). The pooling gradually decreases the dimensionality
to reduce the number of parameters and calculation in Deep
CNN. This lessens the training time and managing over-fitting.
After pooling, dimensionality should not be too high or too
low. When dimensionality after dimension reduction is too
large, dimension reduction is meaningless. Many vital features
will be discarded in the process when dimensionality after
dimension reduction is too small [229], [230].
There are multiple theories regarding the cause of translation invariance in CNN. One idea is that translation invariance is due to the increasing receptive field size of neurons
in successive convolution layers. Another possibility is that
invariance is due to the pooling operation. Some suggest that
it is due to data augmentation while training CNN. There is
widespread consensus in the literature that CNNs are capable
of learning translation-invariant representations [230], [231].
By using weight sharing, CNN can learn more complex
transformation beyond translations by explicitly learning the
symmetry or convolution group when new data is provided
for training. It learns different properties of representation for
instance sparsity, weight-sharing topologies and locality rather
of handcrafting them [228].
In practice, designing a desirable model requires trial and
error. The design of the deep neural network (types of layers,
number of layers, number of units in a single layer, connection
setting, activation functions and various training parameters)
are not the only decisions we have to make; also the optimization algorithm and its parameters interplay tightly with these
choices. The specific dataset and the chosen loss function also
define the loss surface along which we want to optimize. There
are a lot of hyperparameters involve in design and infinitely
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(a)

(b)

(c)

(d)

Fig. 6: Concepts of Artificial Neural Network (ANN) and Deep learning: (a) A basic single layer neural network with activation
function. Normally the activation function is a sigmoid real-value function or ReLU for better convergence, (b) A standard ANN
with one hidden layer, (c) An abstract model of Deep ANN with many hidden layers, (d) An example of Deep Convolutional
Neural Network (some contents adapted from [219], [221], [222], [224])

many ways to create a deep neural network. Therefore, it is
not feasible to automate neural network model selection. We
design it manually and every one has its own way of designing
a deep neural network. A better way is to mimic the design
of a model that has been developed for a similar application
and tweak according to our requirements.
As CNN architectures are covariant to translations with
convolutions, CNN can linearize the operation of very complex
nonlinear transformations in high dimensions. To calculate
invariants to shifts and linearize diffeomorphisms, different
scales can be separated and non-linearity is applied by cascading filters, computing a wavelet transform and pointwise contractive nonlinearity. Linearization is a strategy used
in machine learning to reduce the dimension with a linear
projector. CNN gradually contract the representation space.
Such operations are defined by linear operators which belong
to groups of local symmetries. We can avoid the curse the
variability of input data, the capacity to approximate the output
class. Moreover, the various group of symmetries discussed in
[228], [232].
Similar models use power of the Deep NN to learn a representation model for endoscopy frames [233]. The abstract level
of understanding or representation is created automatically in
the hidden layer, where each layer contains different level of

abstraction. The images are directly fed to neural network
moreover, a large number of annotated images are needed for
training the ANN. However, the images computer generated
images can be used for training the of convolutional neural
network (CNN) as suggested by [234], [235]. Normally, the
training procedure is computationally exhaustive and requires
lots of resources. On the contrary, a CNN was employed for
learning features from WCE in [236]. It is a hybrid method
(named as HCNN-NELM) where a CNN and extreme learning machine (ELM) are combined for features learning and
classification tasks. The CNN layers are used to extract visual
information at different abstract levels. Additionally, this information is used for classifier’s learning tasks using ELM. In
the same way, deep CNN is used for classification of digestive
organs of WCE frames [95]. In addition, the SVM classifier
was trained on extracted features ( learned by the CNN). In
[237], bleeding frames are detected using a probabilistic neural
network (PNN). Here, the color features are extracted from
directional pixel values of individual channels of RGB and HSI
color spaces. The best part of the deep learning models is they
can be used easily for other similar recognition applications
using transfer learning [238]. As hookworms [239], polyps
[240], and cancer [241] is detected in WCE images by using
CNN. However, [242] used recurrent CNN for estimating the
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trajectory of wireless capsule in the GI tract. Laser based
endomicroscopy images are analyzed with CNNs [243], [244]
for detection of abnormal areas. AlexNet is used in [245] for
classification of polyps images and above 90% accuracy is
achieved. In some methods, the gastric cancer is detected by
modalities other than endoscopy as in [246]. CT-scan images
are used and multiple Deep NN models along with proposed
V-Dense network model. Similarly, a FCN based CNN-CRF
is trained on synthetic data-set along with real data-set due to
unavailability of data due to privacy issue in [235] In [247], a
Weakly Supervised Convolutional Neural Network (WCNN)
is proposed with Deep Saliency Detection (DSD) algorithm.
The localization is performed and 96% highest accuracy is
achieved on VE and 88% on WCE frames.
C. Summary and Insights
In this section, we have discussed several automatic feature learning methods. As we discussed earlier, in features
learning methods features are learned based on images data.
Furthermore, these important feature then extracted from data
for classification or image retrieval task. In BOF model, the
extracted features can be any kind of features texture, colors,
or point-based local features as SIFT. Moreover, these features
can be extracted by using both domains as in Texton features.
On the other hand, deep learning methods use the power
of multi-layer ANN for learning abstract information from
images. CNN have multiple layers each layer is for a different
level of abstraction. Although, these methods are better in
performance. However, the training of CNN is computationally
intensive and require special hardware. Moreover, A large
amount of annotated images are also required for training
CNNs.
VI. T RENDS , C HALLENGES , AND F UTURE R ESEARCH
D IRECTIONS
Advancements in surgical-vision techniques have revolutionized the surgical procedures and ultimately provides
computer-assisted interventions. A successful CADx system
requires efficient features extraction and image representation
methods. Therefore, there is a need to design such features
extraction methods those deal with dynamics of the gastric
environment and provides a better description of the gastric
lesion.
In this section, we review the option available for enhancing
the performance of existing systems.

and color feature. However, the extraction of features depends
on nature of abnormalities. Even though, features can be combined to deal with multiple diseased conditions in endoscopic
gastrointestinal frames and able to cope with various imaging
conditions.
B. Usage of Endoscopic Technologies
The literature review confirms that the WCE is an emerging
technology and now has widely used by the practitioners for
the screening of whole GI tract and specifically small-intestine
as shown in Figure 8. It is fact that WCE has uncontrolled
movement and screen procedure is normally unattended, a
large number of frames are generated and a few frames are
useful for a gastroenterologist. Therefore, more methods are
developed for detection of abnormality from WCE images.
Flexible wired VE is more used for screening the GI parts
which are easily accessible e.g., esophagus and colon. However, the enhancements are normally used with VE because
of presence of instrument channels and more control over
movement of the camera.

Fig. 7: A study of post-1997 publications in the computer
aided diagnosis of endoscopic images. Normalized trends
in publications containing phrases “gastrointestinal”, “abnormality detection”, “endoscopy”, “feature extraction”, “imageretrieval”, and “classification”, containing IEEE, Elsevier, and
Springer Publications. It shows the tendency of researchers
toward development of features extraction methods specific
domains and it is clear from this graph that hybridization of
features gaining much attention of researchers. Also, maximum accuracy and AUC achieved by these features extraction
methods in CADx depicted in the graph.

A. Hybridization and Fusion of Features
It is apparent from the extensive literature review, that
much of features extraction methods have a tendency towards
development hybrid features as shown in Figure 7. In both
domains, single visual characteristics of gastric images are
not much developed because of uncertain nature of gastric
lesions. Moreover, there are many methods, we have found
in literature which are composed of basic color and texture
information extraction. The least development has been made
in the extraction of geometric information along with texture

C. Dynamics of Images Acquisition
In the gastrointestinal environment, ideal conditions for
image acquisition are very rare. On the other hand, camera
distortion and specular reflections are very common in an endoscopic frame sequence. Moreover, uncontrolled movement
of endoscopic camera leads to scale, rotation, and illumination invariance. Presence of air bubbles, poor cleansing,
the presence of food, and gastric juices are some challenges.
Gastrointestinal area variations have poses novel challenges to
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TABLE XIV: Features Learning Methods For Computer-aided diagnoses of Abnormalities in GI Tract
Year

Ref.

Endoscopy

GI Area

Features

Application

2017

[217]

WCE

GI tract

Colors with
BOF Model

Classification

2017

[75]

CH

GI tract

2016

[248]

VE

Esophagus

Color
CIE-LUV
adapted
histogram
with BOF
Model
Colors with
BOF Model

2015

[218]

NBI

GI tract

2015

[121]

WCE

2015

[69]

2010

Diseases

Classifier

Dataset

Validation
Method

Results

Multiple

SVM

1680 Images

90.78%acc

Classification

Cancer

Multiple

130 Images

Crossvalidation
5
Crossvalidation
10

Classification

Multiple

Online Metric Learning

12000 images of 424
peoples

0.93AUC

SIFT with
BOF Model

Classification

Cancer

SVM

GI tract

Color with
BOF Model
YCbCr Historam

Classification

Bleeding

k-NN+
SVM

587 patches of gastric
cancer and 503 patches
images of gastric skin.
400 frames with bleeding and 2000 normal
frames (256 x256 ) total
2400 WCE frames

Crossvalidation
10
Holdout

Crossvalidation
10

95.75%acc,
92%sen,
96.5%spec
and
0.97AUC

WCE

Colon

SIFT with
BOF Model

Classification

Multiple

SVM

Holdout

98.25%acc

[82]

CLE

GI tract

Dense SIFT
Retrieval
Retrieval
k-NN
with BOF
Model
Deep Learning and ANN Based Methods

450 normal, 450 abnormal and second data-set
600 normal-600 abnormal of WCE images
1036 Images

LOO-CV

89%acc

2018

[235]

VE and synthetic

GI tract

FCN

Classification

Multiple

ANN

20,000 Images

Holdout

78.7%acc

2018
2018

[247]
[241]

VE and WCE
VE

GI tract
GI tract

WCNN
CNN

Classification
Classification

Multiple
Cancer

ANN
ANN

10,000 Images
13000 Images

Holdout
Holdout

96%acc
92%sen and
98%acc

2018

[242]

WCE

GI tract

Summary

Trajectory

ANN

40000 Images

Holdout

none

2018

[239]

WCE

GI tract

Recurrent
CNN
CNN

Classification

Hookworms

ANN

440000 Images

Holdout

88.5% acc

2017

[240]

WCE

Colon

CNN

Classification

Polyps

SVM

1970 VE 332 NBI Images

99.4% acc

2017

[243]

CLE

GI tract

CNN

Classification

Polyps

ANN

3257 Images

Crossvalidation
3
Holdout

2017

[245]

Colonoscopy

Colon

CNN

Classification

Polyps

ANN

3,463 Frames

Holdout

91.09% acc

2017

[244]

CLE

GI tract

Segmentation

Cancer

Ensemble

1400 Images

Holdout

91.09% acc

2015

[236]

WCE

GI tract

Patch-based
CNN
CNN

Classification

Multiple

NELM

Holdout

97.25%acc

2015

[95]

WCE

GI tract

CNN

Summary

Multiple

DCNN

Holdout

95%acc

2011

[237]

WCE

GI tract

Color Features Using
PNN

Classification

Bleeding

Probabilistic
Neural
Network

60000 images for training and 15000 images
for testing (480x480)
25 cases 60000 training images 15000 testing
images (480 x 480)
50000 pairs (768x530)

Holdout

93.1%
sen
and
85.6%spec

Bag of Features based Methods

88%sen and
0.93AUC

86.5%acc

94.0% acc

the automatic detection of gastric diseases. The accuracies of
existing CADx systems were presented in Table XV. It shows
a changed performances for diagnoses of images in different
GI areas.

ignored. Transformation of images in other color spaces may
have increased the discrimination power of color features. In
literature, we have seen, that many color spaces are employed
for different discrimination tasks.

D. Insufficient Color Space

E. Color Space Transformations

Gastrointestinal color images do not possess a sufficient
color space to provide a better discrimination for abnormal regions. However, for detection of ulcer and bleeding in frames,
colors have a significant importance. Specifically, in imaging
technologies like CH and NBI, the involvement of colors in the
detection of lesions will also increase. Consequently, owning
a lack of color space utilization, colors cannot be completely

Color spaces are basic constructs to represent images. The
selection of the best color space to represent an image is a
difficult and application dependent task. However, extensive
analysis can be conducted to figure out color space which can
help in diagnoses of gastric diseases. Many researchers have
conducted experimentation for classification and segmentation
of gastric images by transforming images into different color
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TABLE XV: Accuracy of Computer aided diagnoses methods according with respect to Area of GI Tract
Accuracy(%)
100-95

Esophagus
−−

Stomach
[94]

Small-Bowel
[206]

Colon
[69] [126] [150]
[172] [183] [182]
[186] [192] [200]
[72]

Whole GI
[241] [242] [240]
[243] [244] [217]
[121] [236] [95]
[127] [128] [74]
[118] [132] [156]
[159] [167] [171]
[189] [190] [73]
[204] [210]
[133] [158] [168]
[166] [170] [175]
[174] [191] [194]
[197] [98] [212]
[218] [82] [163]
[99] [198] [203]
[205] [207]

95-90

[179] [176]

−−

[141] [153] [169]
[193] [81] [201]

[144] [143] [149]
[181] [77]

89-85

−−

−−

[199]

[125]

85-80

−−

−−

−−

[155] [91] [184]

[160] [122] [195]

≤79

−−

−−

−−

−−

[131] [120] [80]

diagnoses will more accurate if the extracted descriptors are
more robust to scale, rotation, and illumination invariance
[234]. Moreover, the scale and rotation variations can be dealt
with kernel-based feature extraction methods (e.g., LBP and
SIFT). However, illumination variations are easily coped by
utilization of different color space representations of images.
The texture in the lesion also have some repetitive shapes.
The combination of texture and shape-based features can be a
better option.
H. Generic Features
Fig. 8: Number of articles shows the usage of imaging
modalities for automated detection of abnormalities in specific
GI areas. Post-1997 publications in the area of computer aided
diagnosis of endoscopic images.

spaces prior to feature extraction task [75]. The usage of HSV
and CIE-LAB are in many cases worked well due to their color
uniformity and better separation over the whole visible light
spectrum [168]. Still we are not sure which color space better
represents the heterogeneous endoscopy images. However,
analysis of feature extraction techniques can be conducted by
transforming images into different color spaces and analyzing
their discrimination power for a specific endoscopy imaging
technology or disease.
F. Gastric Lesions with a Specific Geometric Structure
Gastric lesions do not have any specific shape or geometric
structure. However, some lesions like polyps have an elliptical
shape. Moreover, variations in gastrointestinal environment
effect the shape of polyps and often it appears to be random.
Therefore, it is become more challenging to geometrically
model any gastric lesion in terms of specific descriptors.
G. Designing More Generic and Image-adaptive Features
It is obvious that above-mentioned issues can be addressed
by developing such feature extraction methods which can
deal with these imaging variations [249]. Computer-aided

We have seen many feature extraction methods. However,
these methods are application dependent detect only a specific
disease. Some features are applicable for classification, these
may not appropriate for image retrieval or segmentation tasks.
Moreover, most of these feature extraction methods are developed for general recognition applications. Also, there is a need
to develop methods that well-perform specifically on gastric
images. We can encounter multiple gastric abnormalities in
a single endoscopic sequence and most of the features are
used to represent a single type of lesions (e.g., cancer, ulcer,
or bleeding). However, it is a necessity to design more
robust, generic, imaging modality, GI area, and application
independent features for representation of gastric frames.
I. The Power of Deep Neural Network
After so much research in field o f i mage p rocessing and
machine learning, we still do not know what attributes best
represent the abnormalities in endoscopy frames. There are lots
of methods for manual feature extraction have been proposed
but no one claims to be more generalized. These manual features do not best cope with the versatility of images acquisition
and dynamic conditions of gastric tract [250]. Therefore, deep
learning came into the big picture. The deep convolutional
neural network shuns the need of manual electing features
for representing image [251] [252]. With multi dimensional
applications of deep learning, deep learning methods can be
used for segmentation of images as well [253].
Representation learning is one of the central issues in
machine learning. However, without fully understanding the
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work of deep neural network, we still able to use it for learning
efficient image representations. In this paper, our focus is on
features learning. Moreover, the deep neural network can be
used in different fields everyday life, for instance, translate
text, recognize music, poetry, painting, predict behaviours of
humans and calculate the quantum energy of molecules. The
understanding of these groups of symmetries is an issue that
goes far beyond the applications of learning. If we accomplish to specify them one day, we will better understand the
geometry of the data in large dimensions. But this geometry
is underlying many scientific problems.
1) Segmentation using Deep Learning: Deep neural network can be used for anatomical partitioning of endoscopy
images [241], [254]. Several methods have been suggested by
the researchers segment areas in medical images (e.g., for brain
tumor [255]). Moreover, some already trained models (e.g.,
SegNet [222] and [256]) can be fine-tuned f or segmentation
of cancer areas in endoscopic frames of GI tract [244].
Various types of mucosal structures can also be segmented
using deep convolutional network (e.g., example SeparatorNet and Object-Net presented in [257]). Random fields used
in modeling human perception and can also be helpful when
mixed with CNN as idea presented in [258].
2) Texture Feature Extraction Using Deep Learning : Basic
texture feature extraction methods like Gabor- based, LBP,
and GLCM can be combined with deep learning methods to
represent the gastric anomalies in a better way. Gabor-based
texture descriptors can be learned from images using different
orientation and scales [259]. We can perform same for LBP,
GLCM, and color-texture hybrid features. Moreover, other
features like color and geometric for gastric images can be
learned using deep learning methods [260]. Gabor filters can
be used to optimize the energy and computation of CNNs, as
[261] shows that the convolutional layers have representation
like randomly tuned Gabor filters.

J. Publicly Available Expert Annotated Images Data-sets and
Challenges
Many computer-aided diagnostic challenges organized by
different researchers around the world. These challenges and
there corresponding publicly available image data-sets have
summarized as below:
1) Challenge on Analysis of Images to Detect Abnormalities
in Endoscopy (AIDA-E): There is an increased burden of
gastrointestinal diseases around the world. It is challenging
to develop methods for screening the GI tract for potential
abnormalities and early diagnoses of tissue malignancies. Several researchers are still interested in the automatic detection
of gastric abnormalities and working on different scales and
optical technologies. Therefore, the aim of this challenge
is to provide standard data-sets and benchmarks, so that
the performance new developed methods can be compared
on common the parameters. This challenge has many subchallenges under its umbrella and having different needs
and endoscopic imagery for testing vision-based algorithms,
summarized as follows:

a) Gastric Chromoendoscopy Images in Cancer Surveillance: This challenge is about detection of gastric abnormal
frames for classification of chromoendoscopy images the
classification is based on the taxonomy provided by [273].
The CH images belong to three groups; Group 1 contains
CH images with normal mucosa. Group II have images with
mucosal abnormal condition metaplasia. Group III has images
of patients which were suffering from dysplasia. The aim of
this challenge is to classify these images based on color, shape
and irregular texture (see Chromogastro [262] in Table XVI).
b) Esophagus Micro-Endoscopy Images in Barrett's
Surveillance: This challenge is about early detection of cancer
from BE which is a premalignant state of mucosal cells.
In BE, the normal cells are replacing with metaplastic cells
containing goblet cells. The main challenge is to classify each
CLE image according to histologically. The images will be
classified gastric metaplasia (GMP), intestinal metaplasia or
proper Barrett's esophagus (BAR), or neoplasia (NPL) (see
CLE barrett [263] in Table XVI).
c) Confocal Endoscopy in Celiac Imaging: A CLE
images data-set containing various pathologies of CD has
provided for automatic detection of mucosal damage. Smallbowel mucosa damaged from mild or with increased intraepithelial lymphocytes and Crypt Hyperplasia (CH) to more
severe damage referred to villous Atrophy (VA). The aim of
this challenge to develop a CADx system to classify images
in either a normal mucosa or villous atrophy (VA), crypt
hypertrophy (CH) of both (VACH). Each classified image
showed a normal mucosa, villous atrophy or crypt hypertrophy,
as increase severity of CD damage to the intestinal mucosa
(see CLE celiachy [264] in Table XVI).
2) Endoscopy Vision Challenge: In this challenge, data-sets
has been provided for endoscopic surgical vision related tasks.
These data-sets are developed for performance comparisons
and bench-marking of different vision-based algorithms. Computer vision-based methods including 3D surface reconstruction, lesion surveillance, tracking, and surgical instruments
segmentation from endoscopic frames or videos. Some subchallenges of this grand challenge are as follows:
a) Automatic Polyp Detection in Colonoscopy Videos:
This challenge is about polyp segmentation and tracking in
colonoscopy videos, it also provides ground truth values along
with colon images by indicating polyp pixels. Moreover, the
challenging task can be divided into two sub-task, first is
segmentation of polyps with more accuracy and the second
sub-task is the detection of frames with polyps and take
account of the occurrences of polyps in the whole video
sequence (see CVC-ColonDB [265] ETIS-Larib [266] ASUMayo Clinic [267] in Table XVI).
b) Detection of Abnormalities in Gastroscopic Images:
In this challenge, 800 gastroscopic images are provided for
detection of abnormality in these images. In training data, 260
are abnormal frames and 205 are normal frames. In testing set
129 are normal and 104 abnormal frames (see Gastric Data
[268] in Table XVI).
c) Early Barrett's Cancer Detection: HD endoscopic
frames are provided to test algorithms which are developed
for detection of Barret's cancer. HDVE images of 39 patients
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TABLE XVI: Publicly Available Clinical Endoscopy Images Data-set for Testing and Comparison of Performance CADx
Dataset

Endoscopy

Disease

GI. Area

Description

Chromogastrov[262]

176 Frames

CH

Cancer

Stomach

518x481(*.png)

CLE barrett [263]

262 Frames

CLE

Cancer

Esophagus

1024x1024(*.jpg)

CLE celiachy [264]

181 Frames

CLE

Celiac

Small Bowel

1024x1024 (*.jpg)

CVC-ColonDB [265]

612 Frames

WCE

Polyp

Colon

574x500 (*.tif)

ETIS-Larib [266]

196 Frames

VE

Polyp

Colon

1225x996 (*.tif)

20 Videos

VE

Polyp

Colon

–

Gastric Data [268]

800 Frames

VE

Abnormal

HD barrett [269]

100 Frames

HDVE

Cancer

Esophagus

18 Videos

WCE

Polyp

Colon

384x288 (*.bmp)

CVC-DB [271]

912 Frames

WCE

Polyp

Colon

574x500 (*.tif)

CVC-ClinicHDSegment [272]

168 Frames

HDVE

Polyp

Colon

1920x1880 (*.png)

ASU-Mayo Clinic [267]

CVC-VideoClinicDB [270]

Frames/Videos

are gathered where 17 have cancer and 22 are healthy are
grouped into 2 sets, 50 images have cancer and 50 have no
cancer present in them. The challenge is to detect images with
cancer (see HD barrett [269] in Table XVI).
d) Gastrointestinal Image ANAlysis (GIANA): This challenge is also about segmentation and tracking polyps from
endoscopic frames. It comes with two data-sets one is for
detection and another data-set is for segmentation of polyps.
300 images for training and 612 images for testing the
algorithms developed for polyp frame detection. Moreover, 18
video sequence for polyp detection and segmentation data-set
contains 168 frames (see CVC-VideoClinicDB [270] CVC-DB
[271] CVC-ClinicHDSegment [272] in Table XVI).
e) Instrument Segmentation and Tracking: This challenge has two parts one is segmentation of surgical instruments
and the other part is tracking of these segmented surgical
instruments in the whole video sequence. Images data-sets
both for tracking and segmentation of surgical instruments
have been provided. Moreover, this images data-set contains
two types rigid and robotic instruments for segmentation. (see
data description [274])
VII. C ONCLUSION
Computer-aided diagnosis (CADx) is the future of clinical
practices. By using a less invasive endoscopy to observe
the gastrointestinal tract is the most reasonable approach for
screening. As a result, efficient computer vision techniques
are needed for the detection of abnormalities from the endoscopic sequence. Moreover, advancements in surgical-vision
techniques will revolutionize the surgical procedures and ultimately provides computer-assisted interventions. A successful
CADx system requires efficient features extraction and image
representation methods. Therefore, there is need to design such
features extraction methods those deal with dynamics of the
gastric environment and provides a better description of the
gastric lesion. In this paper, we have presented a survey of
existing CADx systems have been developed for detection of
gastric abnormalities. Moreover, we have reviewed them based
on their feature extraction techniques. These features extraction techniques are grouped based on their respective domain
and descriptors. We have also mentioned various endoscopy
modalities, and abnormalities. This survey also has discussed

Stomach

489x409
1600x1200

various open issues, trends, and challenges. Moreover, image
data-sets associated with these medical-imaging challenges in
the field of computer-assisted endoscopy are described.
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[125] M. Häfner, C. Kendlbacher, W. Mann, W. Taferl, F. Wrba, A. Gangl,
A. Vécsei, and A. Uhl, “PIT pattern classification of zoom-endoscopic
colon images using histogram techniques,” in 7th Nordic Signal Processing Symposium, NORSIG 2006, 2007, pp. 58–61.
[126] S. Krishnan, C. Yap, K. Asari, and P. Goh, “Neural network based approaches for the classification of colonoscopic images,” in 20th Annual
International Conference of the IEEE on Engineering in Medicine and
Biology Society, vol. 3, 1998, pp. 1678–1680.
[127] T. Ghosh, S. Fattah, C. Shahnaz, A. Kundu, and M. Rizve, “Block based
histogram feature extraction method for bleeding detection in wireless
capsule endoscopy,” in IEEE Region 10 Conference TENCON. IEEE,
2015, pp. 1–4.
[128] C. K. Poh, T. M. Htwe, L. Li, W. Shen, J. Liu, J. H. Lim, K. L. Chan,
and P. C. Tan, “Multi-level local feature classification for bleeding
detection in Wireless Capsule Endoscopy images,” IEEE Conference
on Cybernetics and Intelligent Systems, CIS, pp. 76–81, 2010.
[129] M. P. Tjoa, S. M. Krishnan, and R. Doraiswami, “Automated diagnosis
for segmentation of colonoscopic images using chromatic features,” in
IEEE Canadian Conference on Electrical and Computer Engineering,
CCECE, vol. 2, 2002, pp. 1177–1180.
[130] J. Lee, J. Oh, S. K. Shah, X. Yuan, and S. J. Tang, “Automatic
classification of digestive organs in wireless capsule endoscopy videos,”
in ACM symposium on Applied computing, SAC, 2007, pp. 1041–1045.

32

[131] S. E. Martinez-Herrera, Y. Benezeth, M. Boffety, J. F. Emile,
F. Marzani, D. Lamarque, and F. Goudail, “Identification of precancerous lesions by multispectral gastroendoscopy,” Signal, Image and
Video Processing, vol. 10, no. 3, pp. 455–462, 2016.
[132] Y. Yuan and M.-H. Meng, “Automatic bleeding frame detection in the
wireless capsule endoscopy images,” in IEEE International Conference
on Robotics and Automation, ICRA, 2015, pp. 1310–1315.
[133] D. K. Iakovidis, D. Chatzis, P. Chrysanthopoulos, and A. Koulaouzidis,
“Blood detection in wireless capsule endoscope images based on
salient superpixels,” in Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBS), 2015, pp. 731–
734.
[134] Y. S. Jung, Y. H. Kim, D. H. Lee, and J. H. Kim, “Active blood
detection in a high resolution capsule endoscopy using color spectrum
transformation,” in International Conference on BioMedical Engineering and Informatics: New Development and the Future, BMEI 2008,
vol. 1, 2008, pp. 859–862.
[135] B. Li and M. Q. H. Meng, “Analysis of the gastrointestinal status from
wireless capsule endoscopy images using local color feature,” in Proceedings of the International Conference on Information Acquisition,
ICIA, 2007, pp. 553–557.
[136] P. Y. Lau and P. L. Correia, “Detection of bleeding patterns in WCE
video using multiple features,” Annual International Conference of the
IEEE Engineering in Medicine and Biology, pp. 5601–5604, 2007.
[137] L. a. Alexandre, J. Casteleiro, and N. Nobre, “Polyp detection in endoscopic video using SVMs,” in 11th European conference on Principles
and Practice of Knowledge Discovery in Databases KPKDD, vol. 4702,
2007, pp. 358–365.
[138] F. Riaz, M. D. Ribeiro, and M. T. Coimbra, “Quantitative comparison of segmentation methods for in-body images,” in 31st Annual
International Conference of the IEEE Engineering in Medicine and
Biology Society: Engineering the Future of Biomedicine, EMBC, 2009,
pp. 5785–5788.
[139] Y. Dong, H. Wu, X. Li, C. Zhou, and Q. Wu, “Multiscale Symmetric Dense Micro-Block Difference for Texture Classification,” IEEE
Transactions on Circuits and Systems for Video Technology, 2018.
[140] Y. Dong, J. Feng, C. Yang, X. Wang, L. Zheng, and J. Pu, “Multi-scale
counting and difference representation for texture classification,” The
Visual Computer, pp. 1–10, 2017.
[141] A. F. Constantinescu, M. Ionescu, I. Rogoveanu, M. E. Ciurea, C. T.
Streba, V. F. Iovanescu, S. A. Artene, and C. C. Vere, “Analysis
of wireless capsule endoscopy images using local binary patterns,”
Applied Medical Informatics, vol. 36, no. 2, p. 31, 2015.
[142] B. Li, M. Q.-H. Meng, and J. Y. Lau, “Computer-aided small bowel
tumor detection for capsule endoscopy,” Artificial Intelligence in
Medicine, vol. 52, no. 1, pp. 11–16, 2011.
[143] S. Gross, T. Stehle, A. Behrens, R. Auer, T. Aach, R. Winograd,
C. Trautwein, and J. Tischendorf, “A comparison of blood vessel
features and local binary patterns for colorectal polyp classification,” in
SPIE Medical Imaging. International Society for Optics and Photonics,
2009, pp. 72 602Q–72 602Q.
[144] A. Dahal, J. Oh, W. Tavanapong, J. Wong, and P. C. De Groen,
“Detection of ulcerative colitis severity in colonoscopy video frames,”
International Workshop on Content-Based Multimedia Indexing, 2015.
[145] T.-C. Lee, Y.-H. Lin, N. Uedo, H.-P. Wang, H.-T. Chang, and C.-W.
Hung, “Computer-aided diagnosis in endoscopy: A novel application
toward automatic detection of abnormal lesions on magnifying narrowband imaging endoscopy in the stomach,” in 35th Annual International
Conference of the IEEE in Engineering in Medicine and Biology
Society, EMBC, 2013, pp. 4430–4433.
[146] T. Wang, Y. Dong, C. Yang, L. Wang, L. Liang, L. Zheng, and J. Pu,
“Jumping and Refined Local Pattern for Texture Classification,” IEEE
Access, vol. 6, pp. 64 416–64 426, 2018.
[147] T. Ghosh, S. A. Fattah, K. A. Wahid, W. P. Zhu, and M. O. Ahmad,
“Cluster based statistical feature extraction method for automatic
bleeding detection in wireless capsule endoscopy video,” Computers in
Biology and Medicine, vol. 94, no. September 2016, pp. 41–54, 2018.
[Online]. Available: https://doi.org/10.1016/j.compbiomed.2017.12.014
[148] S. Ameling, S. Wirth, D. Paulus, G. Lacey, and F. Vilarino, “Texturebased polyp detection in colonoscopy,” Bildverarbeitung für die Medizin, pp. 346–350, 2009.
[149] G. D. Magoulas, V. P. Plagianakos, and M. N. Vrahatis, “Neural
network-based colonoscopic diagnosis using on-line learning and differential evolution,” Applied Soft Computing, vol. 4, no. 4, pp. 369–379,
2004.
[150] D. E. Maroulis, D. K. Iakovidis, S. A. Karkanis, D. A. Karras, D. E.
Maroulis, D. K. Iakovidis, S. A. Karkanis, and D. A. Karras, “Cold:

[151]

[152]

[153]

[154]

[155]
[156]

[157]
[158]

[159]

[160]

[161]
[162]

[163]

[164]
[165]

[166]
[167]
[168]

[169]

[170]

a versatile detection system for colorectal lesions in endoscopy videoframes,” Computer Methods and Programs in Biomedicine, vol. 70,
no. 2, pp. 151–166, 2003.
S. Krishnan, X. Yang, K. Chan, S. Kumar, and P. Goh, “Intestinal
abnormality detection from endoscopic images,” in 20th Annual International Conference of the IEEE Engineering in Medicine and Biology
Society Biomedical Engineering Towards the Year 2000 and Beyond,
vol. 2, no. 2, 1998, pp. 895–898.
J. Kang and R. Doraiswami, “Real-time image processing system
for endoscopic applications,” in Canadian Conference on Electrical
and Computer Engineering CCECE, Toward a Caring and Humane
Technology, vol. 3, 2003, pp. 1469–1472.
D. Boschetto, G. Di Claudio, H. Mirzaei, R. Leong, and E. Grisan,
“Automatic classification of small bowel mucosa alterations in celiac
disease for confocal laser endomicroscopy,” in SPIE Medical Imaging,
vol. 9788. International Society for Optics and Photonics, 2016, pp.
978 809–978 809.
P. Spyridonos, F. Vilariño, J. Vitrià, F. Azpiroz, and P. Radeva,
“Anisotropic feature extraction from endoluminal images for detection
of intestinal contractions.” in International Conference on Medical Image Computing and Computer-Assisted Intervention, MICCAI, vol. 9,
2006, pp. 161–168.
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