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ABSTRACT 
The elementary, but very useful, concept of a strictly diagonally dominant n X n 
complex matrix has seen various generalizations over the course of years. The primary 
purpose of this note is to give a number of equivalent conditions which reproduce, 
and in some cases strengthen, many consequences of recent generalizations of the 
property of diagonal dominance. 
1. INTRODUCTION 
In this day and age, students learn early in their training that a strictly 
diagonally dominant n X n complex matrix is necessarily nonsingular. Pos- 
sibly because this concept is so easily grasped, and also possibly because this 
concept is so useful in many applications, many generalizations of strict 
diagonal dominance have appeared, and many continue to appear. It seems, 
however, less well known that most of these generalizations can in fact be 
based on the theory of M-matrices, introduced by Ostrowski [16]. In view of 
this, the object of this note, like that of the famous paper by Olga Taussky 
[19] on “A recurring theorem on determinants”, is to establish equivalences 
between various related recent results in this area. In so doing, some known 
results are reproduced here, and some possibly less well known connections 
are also strengthened here. 
2. NOTATION 
Let C”,” denote the collection of all n x n complex matrices A = [ui,J and 
let Cz” denote the subset of all n X n complex matrices with all diagonal 
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entries nonzero. Similarly, C” denotes the complex n-dimensional vector 
space of all column vectors v = [cr, ca, . . . , oJT where each component ui is a 
complex number, i.e., q EC. The restriction to real entries or components 
similarly defines IV”, R>“, and R”. Next, if A EC”‘“, its spectral radius, 
p(A), is defined as usual by p(A) =max{ ]hl: det(XI- A) =O}. Also, it is 
convenient to set N E { 1,2,. . . , n}, and, for VER”, we write v>O or v>O if 
q > 0 or q > 0 for all i E N. Similarly, for A = [a,,J E R”,“, we write A > c or 
A > 0 if a, i > 0 or a,,i > 0 for all i, i E N. For A,B E R”,“, we also write A > B 
if (A - B) 5 0 . Next, for A = [a,,/] EC”‘“, we define (Al G [lai,ll] ER”,“, and 
(2.1) 
A matrix A = [a,,!] EC”-” is said to be reducible if there exists a nonempty 
subset S c N with Sf N, such that ai,i = 0 for all i E S and all i E N\ S. A 
matrix is said to be irreducible if it is not reducible. As is well known (cf. [20, 
p. 20]), a matrix is irreducible if and only if its directed graph is strongly 
connected. 
Given any A = [ai,i] E CT”, 
ER”,” by 
we define its comparison matrix XV(A) = [ai,i] 
(yi,i= lad,i]; ai,/= -Ioi,jl, ifj; i,jEN, (2.2) 
and we define 
~(A)={B=[bi,i]EC”~“:Ibi,il=~ai,il, i,jEN}, (2.3) 
the so-called equimodular set of matrices, associated with A. Note that both 
A and %!(A) are elements of Q(A). 
Next, given any A = [a,,J EC”,‘“, we can decompose each B = [bi,j] E Q(A) 
into the sum 
B=D(B)-L(B)- U(B), (2.4) 
where D(B) -diag[b,,,, b,,,, . . . , b,,,], and where L(B) and U(B) are respec- 
tively strictly lower and strictly upper triangular matrices. Then, define, for 
w > 0, 
J,(B)-w[D(B)]-l[L(B)+ U(B)]+(l-w)Z=wJ,(B)+(l-w)Z, (2.5) 
and 
~,(B)+.I(B)-wL(B)]-l[(l-w)D(B)+wU(B)], (2.6) 
to be respectively the (point) Jacobi ooerrelaxation iteration matrix, and the 
(point) successive ouerrelaxation iteration matrix associated with B. For 
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w= 1, note that (2.5) and (2.6) reduce respectively to the familiar (point) 
Jacobi and the (point) Gauss-Seidel iterative methods. 
As is well known, A = [a,, J E C>n 
dominant if 
l”i,il>j~NIui,jly 
j#i 
and irreducibly diagonally dominant if A 
is said to be strictly diagonally 
iEN, 
is irreducible and if 
iEN, 
(2.7) 
(2.8) 
with strict inequality holding in (2.8) for at least one i E N. The above matrix 
concepts can be simultaneously generalized as follows. Consider any B 
= [bi,J E IV” for which bi,i < 0 for all i # j; i, i E N. Extending slightly an 
earlier definition by Bramble and Hubbard [4], we say that B is of generu- 
lized positive type if there exists a u E R” such that 
(i) u > 0, Bu > 0, and {i E N: ( Bu)~ > 0} is nonempty; 
(ii) for each i, E N with ( Bu)~~ = 0, there exist indices 1 . 8 
t1,z2 ,..., irin Nwith b,ik+l#O, OGkGr-1, 
’ such that (Bu)~ > 0. 
i 
(2.9) 
With the notation of (2.2), note that if A = [a$ EC”,” is either strictly or 
irreducibly diagonally dominant, then %!(A) is of generalized positive type, 
since (2.9) is satisfied by B = %X(A) and u = {Z [l, 1,. . . , 11’. We remark that 
the original definition of Bramble and Hubbard [4] was made with respect to 
the fixed vector 1. 
Finally, any matrix B = [ bi, J E R”,” withbj,j<Oforalli#j;i,jEN,canbe 
written as 
B=T~-C (2.10) 
where r=maxiENbr,i, and where C= [cj, j] E IV”, satisfying C > c , has its 
entries defined by 
cii=7-bii>O, cij=-bij>o, iii; i,jEN. (2.11) 
Following Ostrowski [ 161, such a matrix B is said to be a nonsingular 
M-matrix if T > p( C). 
With these notations, we now give our equivalence theorem. 
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3. EQUIVALENCE THEOREM 
THEOREM 1. For any A = [ai,/] EC”,.“, the following are equivalent: 
(i) g>(A), defined in (2.2), is a nonsingular M-matrix; 
(ii) the real part of each eigenvalue of m(A) is positive; 
(iii) there exists a u E R” with u > 0 such that %‘(A). u > 0; 
(iv) m(A) is of generalized positive type [cf. (2.9)]; 
(v) there exists a u E R” with u > 0 such that Uim_ (A) .u > 0, and such 
that 2 ‘Y~,~z+ > 0 for all i EN, where ax (A) - [(ui,J; 
j<i 
(vi) there exist upper and lower triangular nonsingular M-matrices L and 
V such that % (A) = L. V; 
(vii) fm any B EW), p(J,P)) G p(lr,(B)I)=piJl(‘m(A))) <1; 
(viii) for any B EO(A) and for any O<o<2/[1+p(J,(B))], 
&(B)) Go&(B)) + II-01 < I; 
(ix) for any B EQ(A) and for any O<o<2/[1+p(]J,(B)])], 
P(UB)) G 4lJ,(ql) + II-WI < 1. 
(3.1) 
(3.2) 
Finally, for any A EC”,“, the following are equivalent: 
(x) each B ES!(A) is nonsingular; 
(xi) there exists a (unique) permutation matrix P E R”,” such that !D?(PA) is a 
nonsingular M-matrix. 
Proof. That (i), (ii), and (iii) are equivalent is well known; see, for 
example, Fan [9]. See also Fiedler and Ptak [lo], where numerous additional 
equivalences are given. We remark that, in the notation of Ostrowski [16], 
any matrix satisfying (i) of Theorem 1 is by definition an H-matrix. 
Continuing, that (iii) implies (iv) is trivial. Conversely, assuming (iv), i.e., 
that !X (A) is of g eneralized positive type, the original proof of Bramble and 
Hubbard [4] shows that %(A) is a nonsingular Lu-matrix, whence (iv) 
implies (i). See also Bohl [3, Satz 3.21. Thus, the first four properties of 
Theorem 1 are equivalent. Next, because of the signs of the entries of 
%(A), (iii) directly implies (v). Conversely, (v) implies (iv), i.e., that u% (A) 
is of generalized positive type. To see this, assume (v) and note that the 
choice i = n in (v) gives that (% (A).u), > 0, whence (2.9i) holds for L%(A). 
If 3n, (A) is irreducible (the reducible case being similar), then (2.9ii) holds, 
so that %(A) is of the generalized positive type. Thus, the first five 
properties of Theorem 1 are equivalent. That (vi) is equivalent to, say, (iii) is 
due to Fiedler and Ptak [lo, Thm. 4.3; No. lo]. (We remark here that 
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Fiedler and Pdk give ( vi in a slightly weaker form involving an unnecessary ) 
permutation transformation, but their technique of proof applied directly to 
(vi).) 
For any B = [hi,J E Q(A), the entries of J,(B) = [ki,j] satisfy, from (2.3) and 
(2.5), 
ki,i = 0, 
l"i,jl 
Iki,il= lai,iJ) i#j; i,jEN, 
from which we deduce [cf. (2.2)] that 
Ill(B)I =.&(~(A))~ B E G(A). (3.4) 
From the Perron-Frobenius theory of nonnegative matrices (cf. [20, p. 47]), 
the above equality yields 
P(W)) g&WI) =&(WA)))~ B E O(A). (3.5) 
Then, from [20, Theorems 3.8 and 3.101, it is well known that !JJ?(A) is a 
nonsingular M-matrix if and only if p(Jr(%JI(A))) < 1, and thus, with (3.5), (i) 
and (vii) are equivalent. Hence, the first seven properties of Theorem 1 are 
equivalent. 
Next, from (2.5), we see that, for w > 0, 
n(W)) < W(J,W) + If -aI, B EQ(A). (3.6) 
Assuming (vii), i.e., p(J,(B)) < 1, the bound on the right of (3.6) is seen to be 
less than unity for any w with O<w <2/[1 +&/,(I?))], whence (vii) implies 
(viii). Again, assuming (vii), i.e., o(]J,(B)]) < 1, we have from Kulisch [13, Satz 
3, p. 4491 that 
P(Cw(B))(wP(lJ,(B)I)+Il-wl<l (3.7) 
for any 0<~<2/[1+p(lJ~(B)l)], whence (vii) implies (ix). 
To complete the equivalence of (i)-(ix), assume (viii) and choose %(A) 
EQ(A), for which we have p(J,(‘9JI(A))) =p(]Jr(%R(A))]). Next, choose any 
positive w less than unity such that 0 <w < 2/[1+ p(J,(!IJI(A)))]. Then, from 
(3.1), wp(J,(‘l;n(A))) + II -WI < 1 . pl rm ies that w[p(J,(!IQ(A)))- l] <O. Since 
o > 0, it follows that p(J,( L% (A))) < 1. Hence, with (3.5), (viii) implies (vii). 
The same proof also shows that (ix) implies (vii), and hence, the first nine 
properties of Theorem 1 are equivalent. 
From the original paper of Ostrowski [16], it is known that each B CO(A) 
is nonsingular if W(A) is a nonsingular M-matrix. The converse form of this, 
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giving the equivalence of (x) and (xi) in Theorem 1, is due to Camion and 
Hoffman [S]. 
We remark that of the equivalences established in Theorem 1, only 
;v)e(v&)eand ( ix can be regarded as strengthening known results in the ) 
i 
We now comment on the relation between the equivalences in Theorem 1 
and many known recent results in the literature. To begin, James and Riha 
[ 121 have recently defined A = [Q] E Cz” to have generalized column dia- 
gonal dominance if there exists a u = [u1,u2,. . . , uJT E R” with u > 0 such 
that 
Iai,ilui~i~Nlai.ilu~ 
j#i 
for all i EN. (3.8) 
This definition, however, is precisely equivalent to (iii) of Theorem 1, i.e., 
that there exists a u E R” with u > 0 such that !D?(A) .u > 0. These authors in 
essence show [12, Theorem 41, under the added (unnecessary) assumption 
that A is irreducible, that (iii) of Theorem 1 is equivalent to the combined 
hypotheses [cf. (vii) and (ix) of Theorem l] that p(J,( ‘X (A))) < 1 and 
p( C,(m(A))) < 1 for 0 < w < 1. It is also shown in Riha and James [12, 
Theorem 61 that if m(A) is irreducible and symmetric, then %!(A) is positive 
definite if and only if A possesses generalized column diagonal dominance 
[cf. (3.8)]. This follows directly (without the assumption of irreducibility) 
from the equivalence of (ii) and (iii) in Theorem 1. Similarly James [ll, 
Theorem 11 shows that strict or irreducible diagonal dominance for A, a 
stronger assumption than (iv) of Theorem 1, implies that p( &(A)) < 1, which 
is weaker than (ix) of Theorem 1. Although the remainder of this paper [ll] 
is concerned with w’s which vary with i E N, it is shown in [lI, Corollary to 
Theorem 21 that if A is strictly diagonally dominant, then p( C,(A)) < 1 if 
O<w<2/[1+ ]]~,(A)]],]. Note that since it is well known that p(IJi(A)]) 
G IIJi(A)lI,> it follows that O<w<2/[1+ ]l./,(A)j],] implies that O<w<2/ 
[I + ~(ll,(A)I)l. H ence the above result follows more generally from the 
equivalence of (iii) and (ix) of Theorem I. 
Next, given A = [ a,,J E C”~“, suppose that A is diagonally dominant [cf. 
(2.9)], i.e., m(A).{ > 0. If A is singular, then from (iv) and (x) of Theorem 
1, %X(A) cannot be of generalized positive type with respect to the vector 5. 
Without going into detail, we simply remark that negating the property of 
generalized positive type (with respect to 5) in (2.9) duplicates the main 
result of Erdelsky [8, Theorem 11. 
In defining his Zeilensummenbedingung, Bohl [2,3] weakens the assump- 
tions for generalized positive type matrices in (2.9), by allowing ueR” in 
(2.9i) to satisfy u > 0, but then immediately shows [3, Satz 2.11 that if u E R” 
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with u > 0 satisfies the remaining conditions of (2.9), then in fact u > 0 and 
b,,i > 0 for all i EN. Consequently, Bohl’s Zeilensummenbedingung and the 
hypothesis of generalized positive type are equivalent. For A ER”*” with 
A > fl , Bohl [3, Sate 2.21 shows that (i), (iii), and (iv) of Theorem 1 are 
equivalent when applied to I - A. 
In Shivakumar and Chew [26], one finds as the main result that the 
special case (iii) of Theorem 1, with u= {, implies that A is nonsingular, 
which is weaker than the equivalence of (iii) and (x). 
Schafke [18, S&z 11, improving on a paper by Walter [21], gives six 
equivalent conditions for an A = [a,, J E R”,” satisfying A > 8 and ]]A /I M < 1, 
to have p(A) < 1. This can be viewed as finding equivalent conditions on A 
for I-A to be a nonsingular M-matrix. Condition 4 of [18, Sate 11, in fact, 
reduces to (iii) of Theorem 1 in this case. 
Next, Kulisch [13, Theorem 11, as a special case, establishes that 
o(C,(B))<l for any 0<~<2/[1+p(]J,(B)])] and for any B with p(]l,(B)]) 
< 1, and deduces [13, Corollary 1.31 that B, being either strictly or irreduc- 
ibly diagonally dominant, is sufficient for n( ]J,(B )I) < 1. This last deduction 
of course follows more generally from the equivalence of (iv) and (vii) of 
Theorem 1. See also Apostolatos and Kulisch [l]. 
Continuing, Elsner [7] gives the definition of a “verallgemeinerte Zeilen- 
summenkriterium”, which turns out to be precisely condition (iii) of Theorem 
1, applied to the matrix I- A. As consequences of his definition, Elsner in 
essence shows that (iii) implies (iv) of Theorem 1, and that (iii) implies the 
convergence of the Gauss-Seidel iterative method, a special case w= 1 of (ix) 
of Theorem 1. 
Next, Miiller [15], in studying the iterative solution of nonlinear systems 
of equations, formulates the concept [15, Definition 51 of a chained weakly 
contructive system, which, when applied to the linear matrix equation 
(I - A)x= b, reduces precisely to condition (iv) of Theorem 1, i.e., %!(Z- A) 
is of generalized positive type. In the spirit of Theorem 1 and the work of 
Schafke [18], Miiller [15, S&e 4, 5, 5a] develops ten consequences and 
equivalences (when A > 0 ) of his chained weakly contractive system in the 
linear case-such as that (iv) of Theorem 1 is equivalent to (iii) of Theorem 
1, and that (iv) of Theorem 1 is equivalent to p(J,( % (A))) < 1, as in (vii) of 
Theorem 1. 
In his important study of iterative methods for solving systems of non- 
linear equations, Rheinboldt [17, Theorem 4.41 deduces, as a special case, the 
equivalence of (i), (iii), and (iv) of Theorem 1, and notes that the particular 
implication-namely, that (iv) for the case u= 5 implies (i) in Theorem 
l-can be traced back to Duffin [6]. 
In a similar study of iterative methods for systems of nonlinear equations, 
More [14] gives the definition in the linear case of Q-diagonally dominant 
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matrices, which turns out to be equivalent [cf. (iv) of Theorem l] to m(A) 
being of generalized positive type with respect to the vector u= { 
=[l,l,..., llT [cf. (2.9)]. Mor& then shows [14, Theorem 4.71 the equivalence 
of (iv) and (i) of Theorem 1. 
To round out our discussion of recent related published results concerning 
diagonal dominance, in Young’s recent book [22], one can deduce [22, p. 431 
the equivalence of (i) and (vii) of Theorem 1, and it is shown [22, p. 1071 that 
if A is irreducibly diagonally dominant [a stronger hypothesis than (iv) of 
Theorem 11, then p(J,(A)) < 1 and p( C,(A)) < 1 for any O<w < 1 [which are 
weaker than (viii) and (ix) of Theorem 11. It is also shown [22, p, 1261 that (i) 
of Theorem 1 implies p( c,(%Q(A))) < 1 for any 0<w<2/[l+p(Jt(!lX(A)))], 
which is a special case of (ix). 
To conclude, it is interesting to note that Beauwens [23] introduces (v), 
calling this property (when u = 1) lower semi-strictly diagonally dominance, 
and shows in [23] that this property, coupled with irreducibility, is equiva- 
lent to irreducible diagonal dominance. Finally, the main result of Jacobsen 
[24] and Meijerink and Van der Vorst [25] is that a nonsingular symmetric 
M-matrix (which is necessarily positive definite) can be factored as GGr 
where G is a nonsingular triangular M-matrix, which in essence is weaker 
than the equivalence of (i) and (vi) of Theorem 1. 
The author wishes to express his thanks to Professors Robert Beauwens 
and David Carlson for helpful additions and comments. 
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