Abstract-Multi-task clustering and multi-view clustering have severally found wide applications and received much attention in recent years. Nevertheless, there are many clustering problems that involve both multi-task clustering and multi-view clustering, i.e., the tasks are closely related and each task can be analyzed from multiple views. In this paper, we introduce a multi-task multi-view clustering framework which integrates within-view-task clustering, multi-view relationship learning, and multi-task relationship learning. Under this framework, we propose two multi-task multi-view clustering algorithms, the bipartite graph based multi-task multi-view clustering algorithm, and the semi-nonnegative matrix tri-factorization based multi-task multi-view clustering algorithm. The former one can deal with the multi-task multi-view clustering of nonnegative data, the latter one is a general multi-task multi-view clustering method, i.e., it can deal with the data with negative feature values. Experimental results on publicly available data sets in web page mining and image mining show the superiority of the proposed multi-task multi-view clustering algorithms over either multi-task clustering algorithms or multi-view clustering algorithms for multi-task clustering of multi-view data.
INTRODUCTION
M ULTI-TASK clustering improves individual clustering performance by learning the relationship among related tasks. Multi-view clustering makes use of the consistency among different views to achieve better performance. Both multi-task clustering and multi-view clustering have found wide applications and received much attention in recent years. Nevertheless, there are many practical problems that involve both multi-task clustering and multi-view clustering, i.e., the tasks are closely related and each task can be analyzed from multiple views. For example, the tasks for clustering the web pages from four universities are four related tasks. The four tasks all have word features in the main texts, they also have many other features, such as the words in the hyperlinks pointing to the web pages, and the words in the titles of the web pages. For another example, the tasks for clustering the web images collected from two web sites are two related tasks. The two tasks both have visual features in the images, they also have word features in the surrounding texts. To tackle the clustering problem of such data sets, existing algorithms can only utilize limited information, i.e., multi-task clustering algorithms only exploit the mutual information shared by all the related tasks from a single view, multi-view clustering algorithms only use the information of the views in a single task. However, we can get better performance if both the multi-task and multi-view information could be utilized.
Recently, multi-task multi-view learning algorithms, which learn multiple related tasks with multi-view data, have been proposed. The graph-based framework in [1] takes full advantages of both the feature heterogeneity and task heterogeneity. Within each task, the consistency among different views is obtained by requiring them to produce the same classification function, and across different tasks, the relationship is established by utilizing the similarity constraint on the common views. The general inductive learning framework in [2] uses co-regularization and task relationship learning, which increases the practicality of multi-task multi-view learning. The shared structure learning framework in [3] can learn shared predictive structures on common views from multiple related tasks, and use the consistency among different views to improve the performance. The multi-task multi-view sparse learning algorithm in [4] exploits the cues from multiple views including various types of visual features and jointly considers the underlying relationship between tasks across different views and different particles. The multi-task multi-view discriminant analysis method in [5] deals with the multi-task multi-view learning problem for heterogeneous tasks. These methods have demonstrated their superiorities over either multi-task or multi-view learning algorithms. However, they all tackle classification. To the best of our knowledge, there is no existing approach to the multi-task multi-view clustering problem.
Since multi-view relationship learning and multi-task relationship learning adopt different methodologies, we hope to propose a multi-task multi-view clustering framework which can seamlessly bridge them together to enjoy the best of both worlds. In this paper, we propose a co-clustering based multi-task multi-view clustering framework, which consists of three parts. (1) Within-view-task clustering: this part coclusters the samples and features of each view in each task. It is the base of the framework and mutually boosts with the other two parts. (2) Multi-view relationship learning: this part uses the consistency among different views to improve the clustering performance. (3) Multi-task relationship learning: this part learns the relationship among related tasks through co-clustering to improve the clustering performance. We use co-clustering as the building block of the framework since it is closely related to both multi-view clustering and multi-task clustering. Specifically, on the relationship with multi-view clustering, co-clustering can discover the hidden structure in the star-structured heterogeneous relational data set, with a central type of objects (samples) connecting the other types of objects (features in different views) [6] . On the relationship with multi-task clustering, co-clustering can discover the associated features, which can be referred to as subspace basis [7] , and learning the subspace shared by the related tasks is a major way in multi-task clustering. Under this framework, we propose two algorithms, one is the bipartite graph based multi-task multi-view clustering (BMTMVC) algorithm, the other one is the semi-nonnegative matrix tri-factorization based multi-task multi-view clustering (SMTMVC) algorithm. The former one is to deal with the multi-task multi-view clustering of nonnegative data, which arises in many applications, such as various types of documents. The latter one is a general multi-task multi-view clustering method, i.e., it can deal with the multi-task multiview clustering of the data with negative feature values. Experimental results on publicly available data sets in web page mining and image mining show the superiority of the proposed algorithms over either multi-task clustering algorithms or multi-view clustering algorithms for multi-task clustering of multi-view data.
A preliminary version of this paper was presented in proceedings of the 24th IJCAI conference (IJCAI-15) [8] . In this paper we extend the preliminary version from the following aspects: (1) we give a more detailed introduction on the related work such that the paper is self-contained; (2) we propose a co-clustering based multi-task multi-view clustering framework which can seamlessly bridge multiview relationship learning and multi-task relationship learning; (3) we propose a novel semi-nonnegative matrix tri-factorization based multi-task multi-view clustering algorithm, which can deal with the multi-task multi-view clustering of the data with negative feature values; (4) we prove the convergence and analyze the time complexity of the two proposed multi-task multi-view clustering algorithms; (5) we conduct experiments on more real multi-task multi-view data sets, and add a new proposed convex discriminative multi-task feature clustering algorithm [9] for comparison with our proposed methods.
RELATED WORK

Multi-Task Learning
Multi-task learning [10] has gained a lot of attention in the past decade due to its good predictive performance. There are two main approaches to learn the relationship among related tasks: sharing a common feature representation and sharing common model parameters. Typical methods of sharing a common feature representation are to share common underlying structures [11] , [12] , [13] . Typical methods of sharing common model parameters include using the common prior distribution in hierarchical Bayesian models [14] , exploiting kernel-based methods with regularization [15] , [16] , [17] , [18] , and sharing the parameters of Gaussian process [19] , [20] . However, most of multi-task learning methods are supervised.
Recently multi-task clustering (unsupervised multi-task learning) has become a hot topic. There are various ways to learn the relationship among different tasks from unlabeled data. The multi-task clustering method in [21] learns a subspace shared by multiple related tasks. The multi-task clustering approach in [22] learns a Reproducing Kernel Hilbert Space among multiple related tasks. The feature free and parameter light multi-task clustering framework in [23] , [24] is based on Kolmogorov complexity. The multi-task co-clustering method in [25] learns the relationship of features among different tasks. The multi-task clustering method in [26] learns a shared subspace through domain adaptation. The multi-task Bregman clustering algorithm in [27] , [28] alternatively updates the single-task Bregman clustering and learns the relationships between clusters of different tasks, and makes the two phases boost each other. The smart multitask Bregman clustering method in [29] deals with the negative transfer problem [30] . The smart multi-task kernel clustering method to deal with the multi-task clustering of nonlinear separable data was also proposed in [29] . The constrained symmetric nonnegative matrix factorization based multi-task clustering method in [31] can constrain the clustering solution of a multi-task affinity matrix to an intra-task solution. Very recently, a convex discriminative multi-task feature clustering method was proposed in [9] , which learns a shared feature representation by Gaussian prior, and a convex discriminative multi-task relationship clustering method was also proposed in [9] , which models both positive and negative task correlations by Gaussian prior to deal with negative transfer problem [30] .
Multi-View Learning
Multi-view learning aims to achieve better performance by making use of the consistency among different views. The existing multi-view learning methods are classified into three groups [32] : co-training, multiple kernel learning and subspace learning. Co-training style algorithms train alternately to maximize the mutual agreement on two distinct views of the data [33] , [34] , [35] ; multiple kernel learning algorithms exploit kernels that naturally correspond to different views and combine kernels either linearly or non-linearly to improve learning performance [36] , [37] ; subspace learning algorithms aim to obtain a latent subspace shared by multiple views by assuming that the input views are generated from this latent subspace [38] .
There are also some multi-view clustering methods proposed. The EM-based method in [39] is the first general multi-view clustering algorithm. The multi-view clustering algorithm in [40] based on the "minimizing-disagreement" idea. The multi-view clustering method in [41] is based on canonical correlation analysis which explores basis vectors for two sets of variables by mutually maximizing the correlations between the projections onto these basis vectors. The multi-view clustering method in [42] co-regularizes the clustering hypotheses across views. The multi-view clustering method in [43] applies the idea of co-training, which uses the spectral embedding from one view to constrain the similarity graph used for the other view. The multi-view learning model [44] integrates all features and learns the weight for every feature with respect to each cluster individually via new joint structured sparsity-inducing norms. The partial multi-view clustering method in [45] deals with multi-view clustering with partial views where each view may suffer from missing of some data. The multi-view clustering method in [46] addresses the problem of largescale multi-view spectral clustering. The multi-view subspace clustering method in [47] performs clustering on the subspace representation of each view simultaneously and uses a common cluster structure to guarantee the consistence among different views.
Multi-Task Multi-View Learning
Multi-task multi-view learning deals with the learning problem of multiple related tasks with one or more common views. The graph-based framework in [1] takes full advantages of both the feature heterogeneity and task heterogeneity, which can project any two tasks to a Reproducing Kernel Hilbert Space based on the common views. The general inductive learning framework in [2] uses co-regularization and task relationship learning, which increases the practicality of the multi-task multi-view learning. The shared structure learning framework in [3] can learn shared predictive structures on common views from multiple related tasks, and use the consistency among different views to improve the performance. The multi-task multiview sparse learning algorithm in [4] exploits the cues from multiple views including various types of visual features and jointly considers the underlying relationship between tasks across different views and different particles. The multi-task multi-view discriminant analysis method in [5] deals with the multi-task multi-view learning problem for heterogeneous tasks. These works all tackle classification.
As far as we know, there are no existing approaches to the multi-task multi-view clustering problem.
Co-Clustering
Co-clustering has received a lot of attention in several practical applications such as text mining [48] , [49] , genes [50] , images [51] and recommender systems [52] . In general, coclustering can be divided into four categories: graph theoretical co-clustering [48] , information theory based co-clustering [49] , probability based co-clustering [53] and nonnegative matrix tri-factorization based co-clustering [54] .
Graph theoretical co-clustering [48] has a well-defined objective function, thus is widely used in the real applications. However, since graph theoretical co-clustering is based on the bipartite graph, there are two concerns for it: one is that it cannot deal with the clustering problem of the data with negative feature values, the other one is that it requires solving eigen-problem, which increases the time complexity of the algorithm. Due to the mathematical elegance and encouraging empirical results of the nonnegative matrix tri-factorization method [54] , it has been further developed to address various aspects of co-clustering [55] , [56] , [57] . Moreover, the nonnegative matrix tri-factorization method is shown to have much relationship with graph theoretical co-clustering, information theory based co-clustering and probability based co-clustering [6] . As an extension of nonnegative matrix tri-factorization, the semi-nonnegative matrix tri-factorization method is proposed to tackle the co-clustering problem of the data with negative feature values [58] .
Co-clustering gains advantage over traditional singlesided clustering from a number of perspectives [59] : (1) coclustering aims at clustering the samples and features simultaneously so that the clustering performance of samples can be improved by the clustering of features, and the clustering of features can take advantage of the clustering of samples; (2) co-clustering can be thought of as dimensionality reduction of both samples and features, thus giving a much more compact representation for the clustering analysis; (3) co-clustering can discover a hidden global structure in the heterogeneous data, which seamlessly integrates multiple data types [6] .
CO-CLUSTERING BASED MULTI-TASK
MULTI-VIEW CLUSTERING FRAMEWORK
Problem Formulation
We are given T clustering tasks, each with V t views, i.e., V t , where n t is the number of samples in the tth task, d
ðvÞ t is the feature number of the vth view in task t. Each task t is to be partitioned into c t clusters. In multi-task multi-view applications, the related tasks can be analyzed from multiple views. It can be observed that from some views, the related tasks share a lot of features [1] , we call such views common views, and call the other views task specific views. S is the index collection of common views. T v is the index collection of tasks under the common view v. The common view v consists of the features in the tasks belonging to T v under view v. We assume the related tasks share at least one common view, and the number of clusters in each task is the same, i.e.,
The first c eigenvectors represent the eigenvectors corresponding to the c largest eigenvalues.
Framework Overview
In a multi-task multi-view problem, the tasks are related through common views. The key step of multi-task multiview clustering is to integrate the features in the common view of each task to link the related tasks together. We propose a co-clustering based multi-task multi-view clustering framework, which consists of three components: withinview-task clustering, multi-view relationship learning and multi-task relationship learning (Fig. 1) . For within-viewtask clustering, we cluster the data in each view of each task by co-clustering, which accomplishes the essential task of Fig. 1 . The graph representation of the co-clustering based multi-task multi-view clustering framework. The square region represents the set of samples in each task, the circular region represents the set of features under a view in each task. The samples of task 1 and task 2 have a common view which consists of task shared features (light gray overlapping area) and task specific features (light gray non-overlapping area). Task 1 also has two task specific views, task 2 has one task specific view. Multitask relationship learning is conducted under the samples and the shared features of task 1 and task 2, multi-view relationship learning is conducted under the samples and the views of each task.
the whole algorithm and ensures the preservation of the knowledge available locally at each view of each task to avoid negative transfer [30] . For multi-view relationship learning, we minimize the disagreement (or maximize the agreement) between the clustering of samples under each pair of views in each task. For multi-task relationship learning, we use co-clustering to learn a shared subspace among the related tasks under each common view, which is based on the observation that related tasks often share some common or relevant features [60] . The multi-task multi-view clustering framework can be formalized as
In Eq. (1), P V t v¼1 H 1 is to co-cluster samples and features of all the views in each task t, P V t v¼1 P V t q6 ¼v H 2 is to minimize the disagreement between the cluster assignments of any two different views in each task t, P v2S P t2Tv H 3 is to learn the shared subspace under each common view by the same co-clustering method as the first component. ! 0; m ! 0 are parameters, which control the relative importance of the three components. Specifically, Eq. (1) can be seen as the objective function of a multi-view clustering method with m ¼ 0, and a multi-task clustering method with ¼ 0.
Discussion
Note that the objective of multi-task multi-view clustering is very complicated since different missions are involved. We divide the problem into three parts to make it easier to solve. Moreover, using components in similar forms and linear combination can lead to a simple solution of the problem.
There are two reasons for constructing the multi-task multi-view clustering framework based on co-clustering. (1) Co-clustering treats both samples and features as clustering objects, making it closely related to multi-view clustering and multi-task clustering. (2) Co-clustering achieves good clustering performance compared with single-sided clustering, the clustering performance improvement of the basic clustering method further promotes the effects of multiview relationship learning and multi-task relationship learning on improving the clustering performance.
The co-clustering methods used in the first component and the third component play different roles. The coclustering method in the first component is to establish associations between the samples and any view within each task, and is essential to the multi-view relationship learning. The co-clustering method in the third component is to learn the shared subspace among the related tasks, as co-clustering method can cluster features besides clustering samples, and the clusters of features (the eigenvectors of features) can be seen as subspace basis [7] .
We propose two clustering algorithms based on this multi-task multi-view clustering framework, one is a bipartite graph based multi-task multi-view clustering algorithm, the other one is a semi-nonnegative matrix tri-factorization based multi-task multi-view clustering algorithm.
BIPARTITE GRAPH BASED MULTI-TASK MULTI-VIEW CLUSTERING
There are three components in the bipartite graph based multi-task multi-view clustering framework (Fig. 2) . For within-view-task clustering, we construct a bipartite graph for each view of each task, and apply the bipartite graph coclustering method. For multi-view relationship learning, we maximize the agreement between the clustering of samples under each pair of views in each task. For multi-task relationship learning, we construct a bipartite graph between the samples and the shared features in the common view for each task, and perform the bipartite graph co-clustering method to learn a shared subspace among the related tasks under each common view.
Within-View-Task Clustering
We use the bipartite graph co-clustering method to cluster the data in each view of each task. The bipartite graph coclustering method clusters the samples and features through a bipartite graph, and the two phases boost each
where W is the matrix of bipartite graph, D is the degree matrix,
The objective function of the bipartite graph co-clustering method can be expressed as
where 
where
Multi-View Relationship Learning
To meet the requirement of consistency among different views within each task, i.e., in a specific task, the samples from one view should get the same cluster assignments as the other views, we need a way to compare the eigenvectors of samples under view v and view q in each task t, say M ðvÞ t Fig. 2 . The bipartite graph based multi-task multi-view clustering framework. The samples (black circles) of task 1 and task 2 have a common view which consists of task shared features (gray-filled diamonds) and task specific features (hollow diamonds). Task 1 also has two task specific views (upper triangles and squares), task 2 has one task specific view (lower triangles). The weight of the edge between a sample node and a feature node is set to the feature value. 
Considering the feasibility of optimization, we use the common measure inner product to compute the similarity matrix, and get Sim 
Multi-Task Relationship Learning
To establish the relationship among related tasks, we hope to learn a subspace shared by the related tasks under the common view, in which the clustering result of each task is considered as the same as that in the original feature space. The shared subspace can be seen as a new feature space, in which the distributions of related tasks are close to each other. More specifically, if there are some tasks related to each other, there may exist some common latent features that cause the distributions of the related tasks to be close to each other [21] , thus the task information can be transferred through the shared subspace. Based on the analysis above, we construct a bipartite graph between the samples and the shared features in the common view for each task, and perform the bipartite graph co-clustering method to learn a shared subspace from the shared features in the common view. In the bipartite graph co-clustering method, the eigenvectors of features in the vth view of the tth task U ðvÞ t can be thought of as dimensionality reduction with a linear combination of associated features, which can also be referred to as subspace basis [7] . Considering there is a subspace U ðvÞ shared by the related tasks under the common view v, as the bipartite graph co-clustering method contains a component U ðvÞ t which can be seen as a subspace, and the eigenvectors of features U ;X ðvÞ t is a data matrix between the samples in task t and the features shared by the tasks in the common view v.
The Overall Objective Function
We integrate within-view-task clustering, multi-view relationship learning and multi-task relationship learning into the overall objective function as follows:
Optimization
In this section, we present a bipartite graph based multi-task multi-view clustering algorithm to optimize Eq. (7) by gradient ascent method. Optimizing Eq. (7) 
Then we get
According to Proposition 1, we can get 
According to Proposition 1, we can get
Computation of M 
We present the process of optimizing Eq. (7) in Algorithm 1. Our proposed BMTMVC algorithm is typically a gradient ascent algorithm, which is proved to be convergent [62] . (7) is convergent. Run the k-means algorithm on M 
Time Complexity
Denote d as the feature number in each view, n as the sample number in each task, v as the view number, t as the task number, I as the iterations of BMTMVC andÎ as the iterations of k-means. The time complexity of the initialization process is Oðtvðd 2 n þ tdn 2 ÞÞ. The time complexity during iterations is
The time complexity of the final clustering part in BMTMVC k-means is OðtvÎcdnÞ.
The overall time complexity of BMTMVC is
OðtvððIcd þ Ic 2 þ Icd þ d 2 Þn þ ðtd þ IvcÞn 2 þ Ic 2 d þ Icd 2 ÞÞ = Oðd 2 n þ dn 2 Þ.
SEMI-NONNEGATIVE MATRIX TRI-FACTORIZATION BASED MULTI-TASK MULTI-VIEW CLUSTERING
BMTMVC inherits the characteristics of the bipartite graph based co-clustering method, which limits its applicability and efficiency: 1) BMTMVC cannot deal with the clustering problem of the data with negative feature values; 2) BMTMVC requires solving eigen-problem, which increases its time complexity. In this section, we propose a semi-nonnegative matrix tri-factorization based multitask multi-view clustering algorithm, which also consists of three components. For within-view-task component, we apply the semi-nonnegative matrix tri-factorization method to co-cluster the data in each view of each task. For multi-view relationship learning, we minimize the disagreement between the clustering of samples under each pair of views in each task. For multi-task relationship learning, we learn a shared subspace among the related tasks under each common view by the semi-nonnegative matrix tri-factorization method.
Within-View-Task Clustering
We use the semi-nonnegative matrix tri-factorization method to cluster the data in each view of each task. Given a data set X 2 R dÂn , the objective of the semi-nonnegative matrix tri-factorization method [58] is
where F 2 R dÂl indicates a partitioning of features, G 2 R nÂc indicates a partitioning of samples, R 2 R lÂc can be seen as the correlation matrix between the feature clusters and the sample clusters. This allows the number of feature cluster l differ from the number of sample cluster c. In most cases, we set l ¼ c.
Multi-View Relationship Learning
To meet the requirement of consistency among different views within each task, i.e., in a specific task, the samples from one view should get the same cluster assignments as the other views, we need to compare the partitionings of samples under view v and view q in each task t, say 
Multi-Task Relationship Learning
To establish the relationship among related tasks, we hope to learn a subspace shared by the related tasks under the common view, in which the clustering result of each task is considered as the same as that in the original feature space. The shared subspace can be seen as a new feature space, in which the distributions of related tasks are close to each other. More specifically, if there are some tasks related to each other, there may exist some common latent features that cause the distributions of the related tasks to be close to each other [21] . Therefore the task information can be transferred through the 
whereX ðvÞ t is a data matrix between the samples in task t and the features shared by the tasks in the common view v.R ðvÞ t can be seen as the correlation matrix between the feature clusters (shared subspace) and the sample clusters.
The Overall Objective Function
We integrate within-view-task clustering, multi-view relationship learning and multi-task relationship learning into the overall objective function as follows: 
Optimization
In this section, we present a semi-nonnegative matrix trifactorization based multi-task multi-view clustering algorithm to optimize Eq. (23) 
To solve the optimization problem in Eq. (28) that are with both orthogonality constraint and nonnegative constraint, we exploit the method in the paper [63] . It directly uses the result of the true gradient [64] in Stiefel manifold which is a parameter space with the orthogonality constraint. In Stiefel manifold, the true gradient of P 3 with respect to F 
Computation of G 
We present the process of optimizing Eq. (23) in Algorithm 2. (23) 
Convergence Analysis
Minimizing Eq. (23) (31), (35) and (41) respectively [65] . From the above analysis, Algorithm 2 is guaranteed to converge.
Time Complexity
Denote d as the feature number in each view, n as the sample number in each task, v as the view number, t as the task number, I as the iterations of SMTMVC andÎ as the iterations of k-means. The time complexity of the initialization process is Oðtvðcdn þ c 
Compared with BMTMVC, SMTMVC has lower time complexity since it avoids solving eigen-problem.
EXPERIMENTS
In this section, we evaluate the proposed multi-task multiview clustering algorithms on several real multi-task multiview data sets.
Data Sets
The WebKB data set contains web pages collected from computer science department websites at 4 universities: Cornell, Texas, Washington and Wisconsin. They are divided into seven categories, we choose four most populous categories such as course, faculty, project and student for clustering. The data set has four tasks, each is to cluster the web pages of an university. There are three views for each task: the words in the main texts of all the four universities constitute the common view, since the tasks share lots of words from the main text view; the words in the hyperlinks pointing to the web pages of this university and the words in the titles of the web pages of this university constitute two task specific views respectively, since the tasks share few words from the hyperlink view and title view. We use Rainbow 2 for data preprocessing: removing the header lines and stop words, selecting words by mutual information.
Leaves 3 : The Leaves data set comprises 100 species of leaves. For each species, there are sixteen distinct specimens, photographed as a colour image on a white background. We choose 18 species of leaves to form three tasks. There are three common views for each task: margin, shape and texture.
NUS-WIDE 4 : The NUS-WIDE data set [66] contains 81 concepts of web images and the associated tags from Flickr. We choose 20 concepts from NUS-WIDE data set to form four tasks. There are seven common views for each task: color histogram, block-wise color moments, color correlogram, edge direction histogram, wavelet texture, SIFT descriptions based visual words and tags.
The detailed constitutions of the generated WebKB, Leaves and NUS-WIDE data sets are summarized in Table 1 .
Baseline Methods
To the best of our knowledge, there is no existing work for multi-task multi-view clustering. We compare the BMTMVC algorithm and SMTMVC algorithm with (1) typical single-task single-view clustering methods: k-means, normalized spectral clustering algorithm (NSC) [67] , kernel k-means (kk-means), bipartite graph co-clustering algorithm (BiCo) [48] , the semi-nonnegative matrix tri-factorization algorithm (SNMTF) [58] ; (2) multi-view clustering methods: co-regularized multi-view spectral clustering algorithm (CoRe) [42] , co-trained multi-view spectral clustering algorithm (CoTr) [43] ; (3) multi-task clustering methods: the shared subspace learning multi-task clustering algorithm (LSSMTC) [21] , the convex discriminative multi-task feature clustering algorithm (DMTFC) [9] .
In addition, we evaluate BMTMVC and SMTMVC without the second component, regressing to multi-task clustering algorithms (BMTMVC-MT and SMTMVC-MT), and without the third component, regressing to multi-view clustering algorithms (BMTMVC-MV and SMTMVC-MV). In general, we use the clustering result of BMTMVC and SMTMVC from the most informative view (as all multi-view clustering methods do). As existing multi-task clustering methods can only work in a view which contains the features shared by all the tasks, we perform LSSMTC, DMTFC, BMTMVC-MT and SMTMVC-MT on a common view. To make these multi-task clustering methods exploit the information of the other views, we also perform them on a concatenation of the features of all the views, and call them LSSMTC(CF), DMTFC(CF), BMTMVC-MT(CF) and SMTMVC-MT(CF).
Evaluation Metrics and Settings
To evaluate the clustering results, we adopt two widely used metrics [68] : clustering accuracy (Acc) and normalized mutual information (NMI).
For NSC, kk-means, CoRe and CoTr, the Gaussian kernel width d is set with the median euclidean distance between samples of each task, which can self-adapt to the data and has been commonly used in the literatures [42] , [69] . For the other parameters, we apply grid searching [2] to identify the optimal values. For the baseline methods, we extend the grid searching range largely upon the original authors's settings. For CoRe, the parameter is set by searching the grid f0:01; 0:02; . . . ; 0:99; 1g. For CoTr, the number of selected eigenvectors is set by searching the grid f1; 1:1; . . . ; 1:5g Â c, where c is the cluster number. For LSSMTC and LSSMTC (CF), the parameter is set by searching the grid f0:1; 0:2; . . . ; 0:9g, the dimensionality of the shared subspace l is set by searching the grid f2; 4; 6; 8; 10g. For DMTFC and DMTFC(CF), the parameters 1 and 2 are both searched from f2 À10 ; 2 À8 ; . . . ; 2 À2 g. For BMTMVC, we set the parameter of step length g ¼ 1, and set , m by searching the grid f0:1; 0:2; . . . ; 1g. Specifically, we set ¼ 0 for BMTMVC-MT and BMTMVC-MT(CF), m ¼ 0 for BMTMVC-MV. For SMTMVC, the parameters , m are set by searching the grid f0:1; 0:2; . . . ; 1g. Specifically, we set ¼ 0 for SMTMVC-MT and SMTMVC-MT(CF), m ¼ 0 for SMTMVC-MV. Note that for multi-view clustering methods, we cluster each task at a time. We perform algorithms BiCo, BMTMVC-MV, BMTMVC-MT, BMTMVC-MT(CF) and BMTMVC on the WebKB and Leaves data sets, since these algorithms work for nonnegative data, while there are negative feature values in the NUS-WIDE data set. We perform the other algorithms on all the three data sets.
We evaluate the clustering performance of the algorithms in two cases. (1) We perform the algorithms on all the data for each data set, and report the Acc and NMI of each task corresponding to the best parameter setting as well as the average Acc and NMI of all the tasks corresponding to the best parameter setting (for short, Avg. best parameter). More specifically, since DMTFC is a convex algorithm, we perform it 1 time under each parameter setting, and report the Acc and NMI corresponding to the best parameter setting. For the other algorithms, we repeat each algorithm 10 times under each parameter setting, and show the mean result and the standard deviation corresponding to the best parameter setting. (2) We use the cross-validation to obtain a more realistic comparison of the algorithms, and report the average Acc and NMI of all the tasks by cross-validation (for short, Avg. cross-validation). Since the parameters in the algorithms k-means, NSC, kk-means, BiCo, SNMTF are fixed, we just report the Avg. cross-validation of the other algorithms. The number of folds for cross-validation we choose is 3, since too large fold number may lead to the sample number of each fold very small, which may degrade the clustering performance of the test fold regardless of how the parameters are set. For each data set, the data is split in a balanced manner so that each fold would have the same features and labels. We use any two folds as the training set to get the best parameter setting, then use the remaining fold as the test set to get the clustering results, finally we get the average Acc and NMI of all the tasks by averaging the Acc and NMI of all the test folds. Note that at each training set, the parameter optimization would not exploit the information about the test set.
Clustering Results
From the clustering results in Tables 2, 3 , and 4, the following observations could be made.
(1) The co-clustering methods BiCo and SNMTF perform better than the single-task single-view baseline methods (consistent with experiments in previous works [48] , [58] ), and even perform better than the multi-view and multi-task baseline methods (without using co-clustering as building block) sometimes. This is because that the co-clustering methods such as BiCo and SNMTF can boost the performance of sample clustering by the clustering of features and vice versa. Whereas the baseline methods only real applications, thus perform much better than the existing multi-view clustering methods and multi-task clustering methods.
Efficiency and Scalability
In this section, we investigate the efficiency and scalability of BMTMVC and SMTMVC. We report the runtime of BMTMVC and SMTMVC corresponding to the best parameter setting in Table 5 . Since BMTMVC works for nonnegative data, we only report its runtime on the WebKB and Leaves data sets. For efficiency, from the runtime shown in Table 5 , it can be seen that SMTMVC runs much faster than BMTMVC on the WebKB and Leaves data sets, which illustrates that SMTMVC is more efficient than BMTMVC. For scalability, from the total sample number and runtime shown in Table 5 , it can be seen that the runtime of BMTMVC and SMTMVC rises with the square of the total sample number.
Parameter Investigation
In this section, for BMTMVC and SMTMVC, we investigate the impact of parameters and m on the clustering performance. The average Acc and NMI of all the tasks under each parameter setting is shown in Fig. 3 , the shallower color represents the better clustering performance. From  Fig. 3 , it can be seen that the span of the average Acc and NMI of BMTMVC is at least 10 percent, while the span of the average Acc and NMI of SMTMVC is at most 8 percent. This means that BMTMVC is more sensitive than SMTMVC with respect to different parameter settings. Fig. 3 shows that the color changes in each column is generally more apparent than the color changes in each row, which illustrates that is more sensitive than m for BMTMVC and SMTMVC. Moreover, Fig. 3 shows that BMTMVC and SMTMVC with a larger and a smaller m are easier to achieve fairly good clustering performance.
CONCLUSION
In this paper, we have proposed a co-clustering based multi-task multi-view clustering framework which integrates within-view-task clustering, multi-view relationship learning and multi-task relationship learning. Under this framework, we first proposed the bipartite graph based multi-task multi-view clustering algorithm, which can deal with the nonnegative data such as documents. Then we proposed a general semi-nonnegative matrix tri-factorization based multi-task multi-view clustering algorithm, which can deal with the data with negative feature values. We prove the convergence and analyze the time complexity of the proposed algorithms. As far as we know, this is the first work addressing multi-task multi-view clustering. Experimental results on publicly available data sets in web page mining and image mining show the superiority of the proposed algorithms over either multi-task clustering or multiview clustering algorithms for multi-task clustering of multi-view data. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
