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Jonathan W. Boardman
Analytics and Data Science
Institute
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Abstract— Long Short-Term Memory (LSTM) units are a
family of Recurrent Neural Network (RNN) architectures that
have proven incredibly effective at learning from sequence data.
They are also extremely complex, making them expensive to train
and difficult to understand. A recent trend towards
simplification has produced the Gated Recurrent Unit (GRU)
and the Minimal Gated Unit (MGU), both of which perform as
well as the LSTM (or better) on a variety of tasks. The MGU is
one of the simplest gated recurrent architectures at the moment.
Our study demonstrates that it is possible to radically simplify
the MGU without significant loss of performance for some tasks
and datasets. For the gun violence data used here, an
extraordinarily simple Forget Gate (FG) architecture (as well as
many other simplified architectures) performs just as well as an
MGU on the given task. While more complex architectures such
as the MGU, GRU, or LSTM may be needed in some situations,
they are likely overkill for many real-world datasets, and the
marginal performance benefit may come with a very large price
tag.
Keywords— Recurrent Neural Network, Long Short-Term
Memory, Gated Recurrent Unit, Minimal Gated Unit

I. INTRODUCTION
Long Short-Term Memory (LSTM) units are a family of
Recurrent Neural Network (RNN) architectures that are very
good at learning complex patterns in sequence data. In the
roughly two decades since their inception, they have advanced
the state-of-the-art in many domains. While undeniably
effective, LSTMs are a gratuitously complex, ad hoc solution
to a relatively simple problem. Their architectural excess is
undesirable for both theoretical and practical reasons. On the
one hand, it results in a more “black box” model whose
dynamics are difficult to understand and interpret. It stands to
reason that architectural simplification may shed some light on
these dynamics, potentially leading to more explainable
models. On the other hand, gratuitous model complexity comes
with some very real costs – both in terms of time and
computational resources. Too much complexity may even lead
to sub-par results due to convergence issues and/or overfitting.
Over the last five years, there has been a move towards
architectural simplification, beginning with the introduction of
the Gated Recurrent Unit (GRU) in 2014 [1] and followed by
the Minimal Gate Unit (MGU) in 2016 [2]. In 2017, Heck and
Salem [3] created several even simpler variants of the MGU. A
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parallel simplification process began with the introduction of
the Chaos Free Network (CFN) in 2016 by Laurent and von
Brecht [4], which was followed by the MinimalRNN in 2017
[5]. While some architectures have claimed the mantel of
“minimal”, there is a whole spectrum of possible architectures
between the prime contenders – the MGU and the
MinimalRNN – and a truly minimal LSTM-like architecture,
which we refer to as the Minimal Long Short-Term Memory
(MLSTM) architecture.
Our work explores the space between the MGU and the
MLSTM. Using essentially the same approaches to
simplification as the aforementioned studies, we outline 172
possible architectures that can be obtained from the MGU by
either altering or deleting gate functionalities and/or deleting
one or more inputs to either the block input and/or the gate.
The primary goal is to determine which of these are not
significantly different from the MGU in terms of the chosen
performance metric, and, of these, which are the simplest. The
architectures are evaluated alongside four additional factors in
a large factorial experiment. In total 11,008 models are
constructed, trained, and tested on a dataset of daily gun
violence incident counts in Georgia. The performance of
several extremely simple architectures is not significantly
different from the MGU, demonstrating that drastically simpler
architectures perform just as well as more complex ones for
some tasks and datasets.

II. THE EVOLUTION OF LONG SHORT-TERM MEMORY
ARCHITECTURES
LSTMs are capable of easily learning complex, long-term
dependencies from sequence data – easily being the key word.
Theoretically, simple RNNs [6] and LSTMs are
interchangeable, but, in practice, learning long-term
dependencies with simple RNNs is very difficult [7]. Using
standard gradient-based algorithms to optimize a simple RNN
almost invariably yields sub-optimal solutions due to either
“exploding” or “vanishing” gradients, and the network fails to
robustly learn relationships across long sequences [7, 8, 9].
Interestingly, both problems arise from the same source –
the recurrent weight matrix (they can also be caused by a poor
choice of hidden state activation function, but this is easily
remedied). Consider the simple RNN described by (1) with an
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optional output given by (2), where ht is the hidden state of the
RNN at time t, ht-1 is the hidden state at the previous time step
t–1, xt is the input at time t, φ and ψ are the hidden state and
output activation functions, respectively, W, U, and V are
weight matrices and bh and by are bias terms (See Figure 1 for
architecture diagram).
()
()
In the case where the RNN has no output, no input, and no
bias terms, it is described by (3):
()
The goal of training a network is to find a set of values for
the weights ϴ that minimizes error as measured by some cost
function J(ϴ). To do this using backpropagation through time
(BPTT) – a gradient based learning algorithm for RNNs –
requires computing the gradient ∂J/∂ϴ, which is a sum of the
contributions from every time step. Using (3), and assuming
the network is N steps deep, ∂J/∂U is given by (4):

“Constant Error Carousel” (CEC), the self-connected memory
cell provides a path for gradients to flow back in time
unhindered, ensuring that even temporally distant components
can contribute significantly to the gradient. The original LSTM
also had two gates to control the flow of information into and
out of the cell state, as well as recurrent connections to all of
the gates [8]. While the recurrent gate connections have been
discarded in the modern LSTM incarnations, the “input” and
“output” gates have survived. A third gate – the “forget” gate –
was added by Gers et al. [11], followed shortly thereafter by
“peephole connections” [12, 13].
The archetypical modern LSTM variant – dubbed the
“Vanilla LSTM” by Greff et al. [14] – was originally presented
by Graves and Schmidhuber [15] (See Figure 1). It has a cell
state which serves as the “long term memory”, a hidden state
which serves as the “short term memory”, an input block for
incorporating new information, and 3 gates (“input”, “forget”,
and “output”) controlling the flow of information into, within,
and out of the unit based on the current input, the previous
hidden state, and peephole connections to particular points of
the cell state. Its architecture is specified by the following set
of equations:

()
Notice the contribution to the gradient from components n
steps back in time involves a multiplication by (5):

()

()
Thus,
()
In the case where U is a scalar, it is easy to see from (6) that
∂ht/∂ht-n either exponentially grows or exponentially decays
depending on whether U is greater than or less than 1
(analogous situations occur when U is a matrix) [7, 10].
Exponential growth of this term leads to the problem of
exploding gradients, while exponential decay leads to the
problem of vanishing gradients (See Pascanu et al. [10] for a
more thorough treatment).
While both exploding gradients and vanishing gradients are
problematic, the latter is the more common and insidious of the
two. During gradient explosion, the contribution to the gradient
of earlier components becomes inordinately large relative to
the more recent ones. This is typically mitigated through some
form of gradient clipping, which rescales gradient when its
norm exceeds some threshold [10]. While it is never desirable
for any components of the gradient to explode, it can be
desirable for some components of the gradient to vanish. This
makes vanishing gradients trickier to address.
Although many solutions to the vanishing gradient problem
have been proposed, the unquestionable favorite is the LSTM.
Instead of a hidden state that is overwritten during the update at
each time step, the hidden state is a function of a deeper,
self-connected memory cell state which can only be modified
by a controlled addition of new information. Dubbed the

Here, ht is the hidden state, Ct is the cell state,
is the
block input, the P matrices are the peephole connection
weights, and it, ft, and ot are the input, forget, and output gates
at time t. The remainder of the notation is the same as that of
the simple RNN, and, like the simple RNN, an optional output
could be added, but will be omitted for simplicity’s sake. Note
that ∘ is used to denote the Hadamard product, and this
convention is retained throughout this paper.
Although the additions improved performance of the
LSTM for particular tasks, the necessity of the various
components in a general purpose unit is questionable.
Retaining unnecessary components is expensive both in terms
of computational resources and training time. If the goal is
simply to overcome the vanishing gradients problem in a
simple RNN, (3) can just be modified by adding a CEC as
follows:
()
Now, instead of the term given in (5), the contribution to
the gradient from components n steps back in time is
multiplied by:
()
While this architecture may not perform well, it overcomes
the vanishing gradient problem with minimal alteration to the
simple RNN. The question, then, is whether there exists a

simpler architecture than the LSTM that performs comparably
as a general purpose unit? The answer appears to be yes.

may perform just as well or even better than a Vanilla
LSTM or a GRU.

In 2014, Cho et al. [1] introduced the Gated Recurrent Unit
(GRU), an LSTM-like architecture that has been found to
perform at least as well as the LSTM on a variety of tasks [16,
17]. While the LSTM has two kinds of state and three gates,
the GRU has only a single hidden state and two gates: an
update gate and a reset gate. The update gate assumes the roles
of both the input and forget gates, while the reset gate was a
novel innovation, controlling how much of the previous hidden
state is seen by the block input. No peephole connections are
used, and, without the second “short term” hidden state, an
output gate is unnecessary (See Figure 1).

Motivated by these studies, Zhou et al. [2] created a
Minimal Gated Unit (MGU) – a GRU variant with only a
single gate (See Figure 1). The MGU is basically a GRU where
role of the reset gate has been subsumed by the update gate.
Just as the GRU eliminated one gate by coupling the input and
forget gates of the LSTM (roughly speaking), the MGU
eliminated another gate by coupling the update and reset gates
of the GRU. Zhou et al. [2] found the MGU to perform
comparably with the GRU on many datasets.

In 2015, the results of two large empirical studies called
into question the optimality of both the LSTM and the GRU.
Jozefowicz et al. [17] found several GRU-like mutations that
outperformed both the LSTM and the GRU in most (but not
all) cases, and both Greff et al. [14] and Jozefowicz et al. [17]
investigated the contingent importance of several components
of the LSTM:
• Both found the forget gate to be critical in nearly every
case, and Jozefowicz et al. [17] found adding a +1 bias to
the forget gate dramatically improved performance.
• Jozefowicz et al. [17] found the input gate to be very
important. Greff et al. [14] found the input gate to be
important in some cases and found the input activation
function to be helpful in those same cases, as well.
• Jozefowicz et al. [17] found the output gate to be
unimportant. Greff et al. [14] found the output gate to be
helpful in particular cases, but the output activation
function was critical.
• Greff et al. [14] found full gate recurrence to be
unnecessary and possibly detrimental.
• Greff et al. [14] found that removing peephole connections
or coupling the input and forget gates did not hurt
performance and may even improve it in some cases.
Taken together with an earlier comparison of the LSTM
and the GRU by Chung et al. [16], several interesting
conclusions can be drawn:
• Neither the LSTM nor the GRU are the optimal architecture
for every – or even most – problems (though both are
typically far more effective than a simple RNN).
• The Vanilla LSTM architecture is often unnecessarily
complex. It contains many components that are each
helpful in specific situations, but which are generally
gratuitous.
• Simplification may increase performance. Architectures
with a reduced number of gates, states, and/or connections

Building on the findings of Zhou et al. [2], Heck and Salem
[3] proposed 3 even simpler variants of the MGU. Whereas
Zhou et al. [2] reduced the number of gates, Heck and Salem
[3] reduced the number of inputs to the remaining gate –
investigating a gate that was a function of the hidden state with
or without a bias term, as well as a gate with just a bias term
(See Figure 1). Curiously, they did not consider gate variations
with an external input dependence, but no hidden state
dependence. Due to limited resources, Heck and Salem [3]
could only train their models for a small number of epochs, but
their results suggest that these variations perform comparably
to the MGU.
Finally, an even simpler architecture claiming “minimal”
status was developed by Chen [5] by building on the Chaos
Free Networks (CFN) of Laurent and von Brecht [4] (See
Figure 1). Named the MinimalRNN, this single gated
architecture roughly resembles the MGU without any reset gate
functionality. Additionally, the input block has no dependence
on the hidden state. For their particular dataset, Chen found this
architecture exhibited some very desirable properties, including
the ability to learn longer term dependencies than the Vanilla
LSTM or the GRU [5].
III. METHODS
The purpose of our work is to explore the space of
architectures between the MGU and what we refer to as the
Minimal Long Short Term Memory (MLSTM) architecture in
Figure 1 in order to determine whether further simplification of
the MGU can be done without sacrificing performance.
Specifically, this study seeks to answer the following question:
Of the 172 possible architectures outlined in Table 1, which
are not significantly different from the MGU in terms of the
chosen performance metric, and, of these which are the
simplest?
Simplification is accomplished in two ways:
1.

The alteration or deletion of gate functionalities.

2.

The deletion of one or more inputs to either the
block input and/or the gate.

Fig. 1. Comparison of Several Relevant Architectures

Each resulting architecture has an input block
with a
tanh activation function and either no gate or a single gate g
with a sigmoid activation function. An update rule specifies
how the hidden state ht is updated and determines the
functionalities of the gate (if present). 10 possible update rules
– each defining an architecture “family” – are investigated, and
they fall into 3 categories: No Gate Architectures (NGA), No
Reset Gate Architectures (NRGA), and Reset Gate
Architectures (RGA). The category determines the possible
options for the gate and the block input, and this spectrum of
possibilities is outlined in Table 1.
Each architecture combination is specified by a unique
handle with three segments separated by dashes (e.g.
CRIFG1-XHB-XHB). The first segment is the abbreviation for
the update rule / architecture family, and all 10 families and
their corresponding abbreviations are listed in Table 1. The
second segment states what term(s) the input block is a
function of, and the third segment states what term(s) the gate
is a function of. These terms are one or more of the following
(where possible): nothing (_), the hidden state (H), the external
input (X), bias (B)). For example, CRIFG1-XHB-XHB uses
the CRIFG1 update rule, and both its input block and its gate
are functions of the external input (X), the hidden state (H),
and a bias term (B).

Due to limited resources, only a single, relatively small
dataset was used for this initial investigation. The original
dataset consisted of all reported gun violence incidents in
Georgia from January 1, 2014 to August 31, 2018 recorded by
the Gun Violence Archive – a total of 9,428 observations. This
dataset was converted to a dataframe of daily counts across 8
disjoint geographical regions. The final daily counts dataframe
had 9 variables (one for each of the 8 regions, as well as a date
variable that was dropped) and 1,704 rows – one for each day.
The daily regional gun violence incident count is described by
an 8 dimensional vector – one for each region. The task of the
networks was to map a sequence of daily count vectors to a
sequence of the next days’ daily count vectors. So the target
vector at each time step was just the next day’s count vector.
The input and target datasets were split into training (1,460
observations), validation (120 observations), and test sets (123
observations) as follows:
•
•
•
•
•
•

Training Inputs:
January 1, 2014 - December 30, 2017
Training Targets: January 2, 2014 - December 31, 2017
Validation Inputs: December 31, 2017 - April 29, 2018
Validation Targets: January 1, 2018 - April 30, 2018
Test Inputs:
April 30, 2018 - August 30, 2018
Test Targets:
May 1, 2018 - August 31, 2018

Table 1. Architecture Possibilities

The architectures were evaluated alongside four additional
factors/hyperparameters:
• TanhOut: A binary factor determining whether or not to
apply an elementwise tanh function to the hidden state
immediately prior to output. Since the hidden state for
several architectures is not bounded, squashing the hidden
state prior to output may be helpful.
• Clipping: A binary factor determining whether or not to
apply gradient clipping. If yes, the gradients were clipped
to between -1 and 1.
• State Size: The size of the hidden state. The hidden state
size was one of {25, 50, 100, 200}.
• Learning Rate: The learning rate was one of {0.01, 0.001,
0.0001, 0.00001}.

Thus, a network was built, trained, and tested using each of
the 172 possible architectures and every one of the 64 possible
combinations of the above four factors for a total of 11,008
networks. All networks consisted of a single layer of units, and
an output at each time step. The output was just a linear
function of the hidden state with no output activation (similar
to (2) without the activation function). In order to make the
most of the limited training, validation, and test data, a
sequence length of 20 was used. All weights with the exception
of the bias terms were initialized from a random normal
distribution with mean 0 and standard deviation 0.1. The input
block bias (when present) and the output bias were initialized
to 0, and the gate bias (when present) was initialized to one.
Loss was measured using mean squared error (MSE) and
training was guided by a simple stochastic gradient descent
optimizer with one of the four possible learning rates. Each
architecture was trained for a maximum of 500 epochs. Early

stopping was employed when no improvement in the validation
loss was observed for 10 consecutive epochs.
IV. ANALYSIS AND RESULTS
The following analysis was conducted using Minitab 18.
Only main effects and two way interactions were considered.
Higher order interactions were not considered for two reasons.
First, the sparsity of effects principle dictates that most systems
are usually dominated by main effects and low order
interactions. Three way and higher order interactions are
usually negligible [18]. Second, one of the goals of this study is
to derive generalizable conclusions, and higher order terms
tend to obfuscate interpretation. Different high order
interactions with overlapping factors may appear to suggest
different optimal settings and attempting to disentangle them
may do more harm to the analysis than good. Even with two
way interactions, this can still be a major problem, especially
when multiple interactions are in conflict regarding the optimal
factor settings. The relative importance of factors in the
following analysis is evaluated using the adjusted (Type III)
sums of squares. While the eta squared statistic is more
orthodox, eta squared is just the (Type III) sum of squares for a
particular effect divided by the total sum of squares. Since the
total sum of squares is the same for any comparisons
conducted below, the adjusted sum of squares is a suitable
proxy for eta squared in the following analysis.
A. Modeling the Data
The goal of this analysis was to determine whether there
were any simpler architectures whose performance was not

Fig. 2. Residual Plots

significantly different from the MGU. An architecture variable
(Architecture) was created with a unique level for each of the
172 possible architectures in Table 1. In total, five factors were
considered: Architecture, TanhOut, Clipping, State Size, and
Learning Rate. As every level of every factor co-occurs with
every level of every other factor, the data were analyzed as a
fully crossed design.
A general linear model (GLM) with all two way
interaction terms was fit with the test MSE as the response.
The response exhibited severe right-skew, and an optimal Box
Cox transformation was applied (λ = –1.38086) to bring it as
close to normality as possible. Even after transformation, the
residual distribution displayed excess positive kurtosis, and a

Table 2. Analysis of variance (ANOVA) for model
Source

DF

Adj SS

Adj MS

F-Value

P-Value

Architecture

171

1.4677

0.008583

77.59

<0.001

TanhOut

1

0.0001

0.000116

1.05

0.305

Clipping

1

0.0000

0.000002

0.01

0.903

State_Size

3

0.0002

0.000050

0.45

0.715

Learning_Rate

3

0.0000

0.000003

0.03

0.993

Architecture*TanhOut

171

0.9335

0.005459

49.35

<0.001

Architecture*Clipping

171

0.0863

0.000505

4.56

<0.001

Architecture*State_Size

513

0.4643

0.000905

8.18

<0.001

Architecture*Learning_Rate

513

0.1516

0.000295

2.67

<0.001

TanhOut*Clipping

1

0.0391

0.039114

353.58

<0.001

TanhOut*State_Size

3

0.0060

0.002009

18.16

<0.001

TanhOut*Learning_Rate

3

0.0010

0.000319

2.88

0.034

Clipping*State_Size

3

0.0024

0.000802

7.25

<0.001

Clipping*Learning_Rate

3

0.0302

0.010079

91.11

<0.001

State_Size*Learning_Rate

9

0.0076

0.000846

7.65

<0.001

Error

9423

1.0424

0.000111

Total

10992

12.7783

plot of residuals vs. fitted values showed a moderate violation
of the homogeneity of variance assumption (see Figure 2).
While not ideal, the F-test tends to be robust to violations in
both cases for a balanced, fixed-effects model like the one used
here [18].
The ANOVA table (calculated using the Type III Sums of
Squares) is given in Table 2. At a significance level of α =
0.05, Architecture is the only significant main effect (p <
0.001), but all interaction terms are significant (p ≤ 0.034). Of
these, Architecture and its interactions are the most important.
Although all of the interaction terms are statistically
significant, the non-architecture interactions are small.
B. Architectures Not Significantly Different from the MGU
In order to address the primary goal of this analysis, a
comparison of architectures is required. The presence of
multiple significant interactions with Architecture complicates
this. The presence of significant interaction terms means that
the main effect should not be analyzed outright. However,
trying to resolve potentially conflicting information about the
relative performance of architectures from four separate
comparison tests is exceedingly difficult due to the large
number of levels in Architecture, and it could lead to an
inflated Type I error rate. Instead, only the
Architecture*TanhOut interaction term was used. This term
was chosen for multiple reasons. First, it has the largest effect
out of the four terms (see Table 2). The second reason has
more to do with why other terms were not chosen. The
interactions with State Size and Learning Rate were not used
since the goal is ultimately to obtain generalizable conclusions
and optimal state sizes and learning rates are largely dataset dependent [14]. The interaction with Clipping was not used as the
effect of gradient clipping is small and Tukey pairwise
comparisons of the interaction term levels (95% confidence
level) suggest that any performance benefit due to gradient
clipping is mitigated by the presence of a TanhOut anyway
(see Table 3).
Dunnett’s method was used to test whether any of the
levels of the Architecture*TanhOut interaction term differed
significantly from an MGU (CRIFG1-XHB-XHB) with no
TanhOut (familywise error rate set to 5%). Table 4 lists all
combinations of Architecture and TanhOut whose performance
was not significantly different from that of the MGU with no
TanhOut (Note: The notational convention for the Architecture
variable is explained in the Methods section above). In Table 4,
Green = Forget Gate (FG) architecture, Yellow = Coupled
Input-Forget Gate (CIFG) architecture, Blue = simplest
possible Coupled Reset-Input-Forget Gate (CRIFG) variant.
The findings are summarized as follows:
• Aside from the expected MGU variants (i.e. CRIFG1,
CRIFG2, CRIFG3), representatives from two other simpler
architecture families are present in Table 4: Coupled
Input-Forget Gate (CIFG) architectures and Forget Gate
(FG) architectures.
• The simplest possible input configurations for the MGU
variant families were not significantly different from those
that included all possible inputs.

• The simplest possible FG architecture (FG-X-B) with or
without a TanhOut was not significantly different from the
MGU.
Table 3. Tukey pairwise comparisons for TanhOut and Clipping
interaction (means that do not share a letter are significantly different
at a 95% confidence level)
TanhOut*Clipping

N

Mean

Grouping

NN

2740

8.02359

NY

2752

7.28190

YN

2749

6.33564

C

YY

2752

6.30439

C

A
B

V. DISCUSSION AND CONCLUSIONS
The analysis uncovered numerous simplifications of the
MGU whose performance was not significantly different from
the MGU. Out of the 344 possible architecture configurations
with or without a TanhOut that were investigated, 154 did not
differ significantly from an MGU without a TanhOut. While
the majority of these architectures are from one of the MGU
variant families (i.e. CRIFG1, CRIFG2, CRIFG3),
architectures from two (and only two) other families are
present: Coupled Input-Forget Gate (CIFG) architectures and
Forget Gate (FG) architectures – both of which are major
simplifications of the MGU. Additionally, the simplest possible
architecture configurations for both the FG (FG-X-B) and
CIFG (CIFG-X-B) families (both with and without a TanhOut)
made the list and did quite well: FG-X-B with no TanhOut was
in the top 33% and CIFG-X-B with no TanhOut was in the top
15%. These configurations are extraordinarily simple. The
gates are solely functions of a learnable bias term (B), and the
input blocks are just functions of the external input (X) at each
time step. These architectures could not be made any simpler
without actually changing the family or eliminating the
external input (which would make the architecture incapable of
learning).
Our study demonstrates that it is possible to radically
simplify the MGU without significant loss of performance for
certain tasks and datasets. It is not always necessary to use an
MGU, GRU, or LSTM to obtain comparable performance. A
model need only match the complexity of the data it is meant
to model in order to perform well. In the case of the gun
violence dataset used here, a simple forget gate architecture
(FG-XB-X) with a TanhOut is sufficient. Both the gate and the
input block are just functions of the external input (X) and/or a
bias term (B), there is no dependence on the hidden state (H).
The mean test MSE (n=32) of this architecture was 5.3923,
while the mean test MSE of the MGU (n=32) was 5.3968. The
added complexity of the MGU gave no significant performance
benefit. We hypothesize that the time series data of many
organizations that wish to employ deep learning may also be
adequately modeled by simple architectures like this one.

Table 4. Architecture*TanhOut combinations whose performance was not significantly different from that of the MGU with

no TanhOut
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