Introduction
Quenching processes are applied to long steel profiles after the rolling process to produce profiles with reliable service properties. The typical problem is the distortion that is occurring upon residual stresses. Profile distortion should be eliminated as it leads to rework expenditure and creates problems associated with bearing and bundling. Moreover, the residual stresses should be controlled to prevent the crack initiation. The modeling of the cooling process is difficult due to the complicated couplings among different physical and mechanical processes ͓1͔. The main reason for the distortion is the inhomogeneity of the temperature profile during the cooling process which results in residual stresses, varying phase fractions, etc. ͓2͔. The cooling distortion of railway profiles has already been extensively investigated by experiments. An overview of the works can be found in the literature ͓3͔, where the experimental results for the residual stresses and deformations after quenching are presented. The distortion and residual stresses in carburized thin strips are investigated by Prantil et al. ͓4͔ .
The thermoplasticity and metallurgical transformations establish the fundamental part of the problem. The distortion is due to transformation-induced stresses and thermal stresses. The phase transitions, temperature, and stresses must be accurately simulated to determine the distortion. If the temperature and cooling conditions are constant in the axial direction of the profile, all the other fields are also constant. Consequently, a 2D mathematical model with fewer degrees of freedom is enough for the simulations. This reduction of the dimension simplifies not only the visualization of the fields, but also the determination of the optimal cooling conditions. This work indicates that the distortion can be significantly reduced by an intensified cooling of the mass lumped parts of the cross section. The atomized spray quenching technique ͓5,6͔, where the spraying water is atomized into fine droplets by means of compressed air, is suitable to intensify the cooling of the mass lumped regions, since the vapor film, which occurs in other quenching techniques, is avoided. In this way the mass lumped regions of the workpieces can be cooled more intensively than the edges. Consequently, a uniform temperature distribution on the surface and a reduced stress distribution inside the body with reduced distortion can be obtained.
Mathematical Modeling
In the following sections, the details of the mathematical model for the temperature, microstructure, and stress computations are given. Moreover, the distortion measure and the solution algorithm used for computation are briefly described.
Temperature Field.
The temperature field is modeled by Fourier's law of heat conduction with two additional heat source terms. The first additional term accounts for the transformation enthalpies, and the second term includes the heat generation by mechanical energy dissipation. During the quenching processes, the heat generated due to the mechanical work is negligibly small as compared to the transformation enthalpies. The Fourier's law is
with boundary condition
In Eqs. ͑1͒ and ͑2͒ k is the heat conductivity, q v is the heat source, is the mass density, c p is the specific heat, q S is the heat flux through the body surface, and n S is the surface unit normal. All of the material constants are assumed to be functions of the temperature T and the converted phase fractions i . The dependency of the material properties on the phase fractions i can be expressed by the arithmetic, geometric, harmonic, or other means.
The heat flux q S through the boundary and internal heat source q v are
The heat flux q S is due to thermal radiation and heat convection, where ␣Ј is the equivalent convection coefficient, T is the temperature of the body surface, T ϱ is the ambient temperature, is the view factor, e is the emissivity, and is the Stefan Boltzmann constant. The internal heat source q v is composed of latent heat generation and dissipation of mechanical energy into heat, where L i are the latent heats of transformation, i are the rates of phase conversion, is the fraction of mechanical energy converted to heat energy, y is the yield strength, and eff p is the rate of effective plastic strain.
The finite element method is used to solve Eq. ͑1͒. For the case of simplified ͑plane stress, plane strain, axis symmetric, and beam case͒ 2D simulations, the six-node isoparametric triangular element is implemented. The temperature field in the element is approximated by
where T i e are the element nodal temperatures, and N is the number of nodes in the element. The quadratic element interpolation functions are
The domain is subdivided into finite elements and the temperature of each element is represented by using element nodal temperatures T i e and interpolation functions H i e . With this substitution, the differential equation and the boundary condition are not identically satisfied, but are instead equal to an error term. The interpolation functions are used as weight functions and the Galerkin's method is applied to minimize this error term and to get the system of linear algebraic equations KT + CṪ = F where 
͑6͒
The surface integrals are calculated only for those elements that lay on the boundary. The summation symbol stands for an assembly operator to construct the finite element system matrices. The material properties of the phase mixture are calculated by using the phase fractions and material properties of constituting phases. Different homogenization methods are applied for different material properties. The generalized homogenization equation is given by
where Z mix stands for the mixture material property estimate and Z i for the material property of ith phase. The arithmetic mean is assumed for the density , heat conductivity k, or heat capacity c p with a value of N = 1. The harmonic mean is assumed for the flow stress y with a value of N = −1. The geometric mean, Z mix = exp͓⌺ i=1 n i ln͑Z i ͔͒, is assumed for the bulk modulus or the shear modulus with a value of N =0.
Microstructure Field.
The mathematical theory of the phase transformation kinetics is still not well established. In general, the time-temperature-transformation ͑TTT͒ diagrams which are derived from experiments are used. Isothermal transformation ͑IT͒ diagrams are convenient, since continuous cooling transformation ͑CT͒ diagrams for an arbitrary cooling process can be calculated from IT diagrams by the methods described in literature ͓7-11͔.
There are two different types of phase transformation, namely diffusional and martensitic transformations. For diffusional transformations, the formation of the new phase is described by the Kolmogorov-Johnson-Mehl-Avrami ͓12͔ equation,
under isothermal conditions with temperature-dependent transformation parameters a i and b i for each phase. After an infinitely long time, the phases achieve their equilibrium fractions i eq . These equilibrium fractions are shown in Fig. 1 for the steel C45.
The transformation limit curves in the IT diagrams contain two C-shaped curves for each phase transition. One is for the beginning of the transformation and the other is for its end. Each curve is approximated by the equation
which is proposed by Hougardy ͓13͔. Here, T L and T U are the lower and upper asymptotes of the curve, respectively. The other parameters d 0 , d 1 , and d 2 are uniquely defined if three points ͕͑t 1 , T 1 ͒ , ͑t 2 , T 2 ͒ , ͑t 3 , T 3 ͖͒ on the limit curve and the exponent n are given 
where
The transformation beginning curve gives the beginning time t B iso when 1% of the new phase fraction is formed. The other curve gives the transformation end time t E iso when 99% of the equilibrium phase fraction eq is formed at a constant temperature T
The transformation parameters a and b are obtained by solving Eq. ͑12͒
at a constant temperature T, if the beginning time t B iso and the end time t E iso are known. The variations of these factors with respect to the temperature are shown in Fig. 2 for C45 .
In the continuous cooling case, the transformation begins at the incubation time t B inc and it ends after time t E inc , which are obtained by Scheil's sum ͓14͔
on discrete basis
for an arbitrary cooling curve T͑t͒. The calculations are much easier for martensitic transformations that do not depend directly on the time but only on the temperature. The martensite phase fraction is calculated according to Koistinen-Marburger ͓15͔ equation
where A is the austenite phase fraction at the beginning of martensitic transformation, k M is a stress-dependent transformation constant, and T Ms is the temperature at which the martensitic transformation starts. The effects of the stress state on the transformation kinetics are discussed by Denis et al. ͓16͔.
Stress/Strain
Field. An isotropic thermoplastic material behavior with a temperature and phase fraction dependent constitutive relation is employed. The basic assumptions are as follows: A1: total deformations are small,
A2: the material is isotropic,
A3: plastic deformations are incompressible,
A4: the material behavior is rate independent, A5: the flow condition is of von Mises type, ͑TЈ,
A6: an associative plastic model is used,
A7: linear isotropic hardening behavior is assumed, 
͑22͒
The prime "NЈ" over a tensor represents its deviator, "tr͑E͒" is the trace operator. Material equations
For a plastic loading increment, the unknown plastic multiplier can be obtained from the consistency condition Eq. ͑24͒. The first term in the consistency condition is computed from the elastic law Eq. ͑18͒ ‫ץ‬ ‫ץ‬TЈ
͑25͒
Equations ͑20͒-͑22͒ are used to calculate the last three terms in the consistency condition. Finally, the unknown plastic multiplier is
A linear relation between temperature and thermal strain is used in general. However, this method contains a linearization ͓17͔ and sometimes requires a conversion of the reference temperatures. An alternative method is based on the temperature dependence of the density ͓18͔. The thermal and transformation induced strains are combined in an isotropic tensor
where R denotes the reference density and is the mixture density. For an n-phase mixture, the thermal and transformation induced strain rate becomes
͑28͒
The transformation induced plasticity ͑TRIP͒ is an additional irreversible deformation, which occurs during the phase transition. The TRIP flow occurs in the direction of the stress deviator TЈ, even if the global stress does not exceed the yield limit of a single phase. The flow rate is proportional to the phase transition rate and the stress deviator
This equation characterizes the macroscopic material behavior, which is determined by the micromechanical processes. Moreover, the proportionality factor depends on the fraction of the transformed phase and Greenwood Johnson coefficient ⌳ ͓19͔, which must be determined experimentally. The equation for the factor is given as
where the density ratio is a measure for the volume ratio of the converting phases ͑e.g. austenite, pearlite͒ and yA the yield limit of the softer phase ͑mostly austenite͒ at transformation temperature.
The relationship between the stress tensor T and the elastic strain tensor E e is given by the elastic law Eq. ͑18͒. The tangential elastoplastic material operator is 
NЈ NЈ, ͑31͒
where I is fourth order identity tensor and I I the dyadic product of second order identity tensors. Quadratic convergence is provided for plastic deformations with the elastoplastic tangential operator.
Description of the Distortion.
The distortion of long steel profiles is intended to be simulated by the model described above. The distortion cannot be adequately described by the deflection of the profile as it depends on the length of the profile. Hence, the distortion is defined in terms of curvature of profile. The deflection ⌬ from the neutral axis is approximated by a parabola
The curvature related factor p serves as a measure for the distortion.
Solution Algorithm.
A time integration scheme that involves equilibrium iterations at each time step is applied to solve the coupled field problem described above. In an iteration step, first the temperature, phase transitions and stress field are calculated, respectively. The phase transitions are calculated by using the current iteration temperature and the temperature from the previous time step. When the values of temperature, microstructure fractions and stresses have converged, the iteration for the next time step is started.
Experimental Verification of Mathematical Model
The simulation results were compared with the experimental measurements in order to validate the mathematical model introduced above. As no proper measurements for profiles are known, we used the available experimental results for notched shafts and cutting disks as shown in Fig. 3 . The samples were homogeneously heated in a roller-hearth kiln up to a temperature value of 850°C in a nitrogen atmosphere. After the heating, the samples fell into a catching cage, in which they were precisely positioned and quenched in a nozzle field. The nozzle spacing, flow rate, and distance from the sample could be adjusted. The heat transfer coefficient could be controlled in this way and was well known from other specific measurements. Samples were available in two geometries, i.e., shafts; 18 mm in diameter with 60 mm of length, and 36 mm in diameter with 120 mm of length, and disks; 90 mm and 120 mm of outer diameter. As a material, 100Cr6 was used because the material properties are well known and available with high accuracy as given in Table 1 . Further details of the experiments can be found in the literature ͓20͔.
The temperatures were measured with thermocouples of type K and class 1, which have an accuracy of 1.5°C for 0-375°C and 0.004T°C for 375-1000°C. The thermocouples were placed in the drilled holes as shown in Fig. 4 . The regions 2 and 3 have the highest and lowest temperatures, respectively. As an example, the measured temperatures at these two points are compared to the calculated ones for the bigger shaft. As expected, the curves coincide for an appropriate heat transfer coefficient.
The calculated stresses are compared to the measured stresses for the bigger shaft in Fig. 5 . The measurements are performed at five sampling points in longitudinal direction with a computercontrolled diffractometer. The simulation result matches well the measurements as it can be seen in Fig. 5 . Table 2 presents the calculated and measured microstructure fractions for the shafts and disks. The probes were taken from the positions at the surface given in the upper-left corner of Table 2 . The microstructure fractions were measured by the point analysis method ͓21͔ with an accuracy of 1% fraction. The calculated martensite fraction values were higher for the shafts but smaller for the disks than those measured. The calculated bainite fraction was slightly lower than the measured values for the small shaft, and for all other cases it was slightly higher. Calculated and measured pearlite fractions occurred only for the shafts and these values are similar. The discrepancies with the experimental measurements are less than 10% mostly and they are acceptable for such simulations. Such a behavior might be due to small fluctuations of chemical compositions which are listed in Table 3 .
The distortion of the cutting disk was measured by the change in the radius of a hole with accuracy 1.3 m. Figure 6 shows the radial displacement of the hole in the angular position. As can be seen from Fig. 6 , the simulation results fit the measured distortion of the disks.
The overall performance of the model is quite satisfactory, and the finite element simulation results are in agreement with the measurements. The mesh convergence tests have been performed and it is observed that further refinements of the mesh have neg- 
Profile Cooling Simulations
The model is now used to investigate the distortion behavior of the profiles. T and L profile simulations have been carried out to investigate their cooling distortion behaviors. The geometrical dimensions, finite element ͑FE͒ mesh, and the observation points are shown in Fig. 7 . The profile is made of C45 steel, which is a typical material for such profiles. The temperature-dependent flow curves can be found in the literature ͓22͔, and the temperaturedependent thermophysical material properties are given in Table  4 . This steel, unlike high-strength steels, completely loses its elastic characteristics above a temperature of about 600°C. In order to demonstrate the plasticity effects, the cooling conditions have to be much more intensive as compared to the natural cooling conditions. The heat transfer coefficient and the emissivity are taken as 1000 W / m 2 / K and 0.7, respectively. Radiation constitutes approximately 10% of the heat transfer. The cooling process starts at 600°C. Therefore, there is no phase transformation effect.
The residual axial stress in the cross section after the cooling is shown in Fig. 8 . The outer region is subjected to compressive stresses and the core is subjected to tensile ones. The evolution of the plastic zones can be observed in Fig. 9 during different stages of cooling. At the beginning, the external region shortens faster due to the temperature difference between the core and surface, and the external regions yields under tension. However, it returns later to the elastic range, while the compressive stress in the core region reaches the yield limit. Finally, the exterior region comes under compression, while the compressive stress in the core becomes tensile stress.
In practice, 75-95% of the plastic work is converted into heat. The unconverted part of the dissipated energy is stored in the form of micromechanical stresses in crystal structure. The dissipation of the mechanical energy significantly affects the temperature field only in special cases such as metal forming. The dissipation process and the corresponding heat generation are shown as functions of the cooling time in Fig. 10 for the points described in Fig. 7 . It is obvious that the heat generation effect is negligibly small as compared to the convection and radiation in the case of quenching.
The second simulation is the cooling of a standard L profile with the dimensions of L120ϫ 12 according to DIN 1028. The profile cross section is simply symmetric and prone to distortions. The geometrical dimensions, FE mesh, and observation points are shown in Fig. 11 . The behavior of the state variables at the observation points during cooling is demonstrated in Fig. 12 . The left column represents plots for the hypoeutectic steel C45, the material properties of which are listed in Table 4 , and the right ones for the eutectic steel C80, listed in Table 5 . The heat transfer coefficient is ␣ 0 =10 W/m 2 / K, and the value of emissivity is taken as 0.7 for all surfaces. It is obvious that the temperature at the outer Transactions of the ASME Table 2 Microstructure phase fractions from measurements "m… and simulations "s… Table 3 Chemical compositions of shaft steel, disk steel, and steel in the model observation points 1 and 4 drops at the fastest rate, and for the interior point 3 at the slowest rate. Accordingly, the regions lying on the outer parts experience the phase transition earlier than the core. In the third row of diagrams the axial stress is shown. This stress usually changes its direction during the phase transition and achieves a maximum value at the end of the phase transition. The TRIP strains in axial direction are shown in the fourth row. It is noticed that the external regions are subjected to the largest plastic deformations. The distortion of the profiles which is defined in Eq. ͑32͒ is shown in the fifth row. The distortion changes direction during cooling, and finally a positive plastic distortion remains. It is also noticed that the deformations are higher for C80 than that of C45. Figure 13 shows the residual axial stress in the L profile. The bold line is the border between the tension region and the compression region. The thermal contraction in the core results in a high tensile stress in this region. The distortion is obviously determined by the cooling of the mass-lumped region. In order to reduce the distortion, the cooling rate around the point 2 should be increased as schematically described in Fig. 14 . Such a heat transfer process can be achieved if the point 1 is cooled with an air nozzle from the outside. The distortions for different heat transfer coefficients are shown in Fig. 15 . The maximum heat transfer should occur at the vertex in order to reduce the distortion. In some extreme cases, even a distortion in the opposite direction can be obtained ͓18͔. The same effect can be achieved by placing the air nozzle towards point 2 from inside.
Conclusions
The experiments and examples demonstrate that: Table 4 Material properties for C45 Transactions of the ASME
• The Avrami equation together with Scheil's additivity rule estimates well the phase evaluations.
• The cooling of steel workpieces can be effectively controlled in a nozzle field.
• The temperature field can be accurately simulated when an appropriate heat transfer coefficient is used.
• The plastic deformation always starts from the surface and penetrates to the core henceforth. • The heat generation by plastic dissipation is negligible as compared to the latent heat of the phase transition.
• In general the core remains under tensile and the shell remains under compressive residual stresses at the end. • The distortion changes direction and reaches its maximum value during the phase transition.
• The stresses and strains also reach their maximum value during the phase transition.
• The distortion is mainly due to TRIP strains, which are related to phase transition phenomena.
• The profiles with smaller section sizes have more distortion than those with bigger section sizes, which has been already ascertained in practice.
• The results support the idea that distortion can be reduced by increasing the cooling at mass lumped regions.
Nomenclature
C ϭ capacitance matrix for heat transfer C , C ep ϭ fourth order elastic and elastoplastic constitutive tensors, respectively E ϭ linearized strain tensor F ϭ force vector for heat transfer H e ϭ element interpolation functions I , I ϭ fourth and second order identity tensor, respectively K ϭ conductivity matrix for heat transfer ͑Eq. ͑6͒͒ stiffness matrix for displacement solution 
