Abstract. The original TPABLO algorithms are a collection of algorithms which compute a symmetric permutation of a linear system such that the permuted system has a relatively full block diagonal with relatively large nonzero entries. This block diagonal can then be used as a preconditioner. We propose and analyze three extensions of this approach: we incorporate a nonsymmetric permutation to obtain a large diagonal, we use a more general parametrization for TPABLO, and we use a block Gauss-Seidel preconditioner which can be implemented to have the same execution time as the corresponding block Jacobi preconditioner. Experiments are presented showing that for certain classes of matrices, the block Gauss-Seidel preconditioner used with the system permuted with the new algorithm can outperform the best ILUT preconditioners in a large set of experiments.
Introduction. We consider a nonsingular linear system
with n large and A sparse. We do not assume A to be symmetric. Direct methods, based on Gaussian elimination, have reached a mature state for this general system, see, e.g., [18] , [19] , [22] . They may, however, suffer from severe fill-in so that memory resources may become insufficient and/or execution times may become too large. Modern iterative methods for the solution of (1.1) work best with a good preconditioner, and at each step, the basic operation is usually one matrix-vector multiplication with A and one application of the preconditioner. A good preconditioner contains as much information about the matrix A as possible. Incomplete factorizations of A (ILU preconditioners) have proven to work well in many cases, [4] .
The PABLO (parametrized block ordering) and TPABLO (threshold PABLO) approaches to preconditioning proceed in the following manner: a permutation matrix P ∈ R n×n is computed such that the permuted matrix A = P AP T has a (relatively) dense block diagonal; see [5] , [13] , [14] , [30] . Block sizes are determined dynamically. In the simplest case the preconditioner is taken as the block diagonal D with respect to these blocks, i.e., one solves the permuted system A x = b, where A = P AP T , x = P x, and b = P b, iteratively using GMRES (or some other Krylov subspace method) with preconditioner D; see, e.g., [29] , [34] , [36] for their description. To solve the preconditioning system Ds = r, a (complete) LU decomposition D = L U is computed. Since this reduces to an LU decomposition on each of the diagonal blocks, we can use readily available packages. For small and dense blocks we use level 3 BLAS based LAPACK [2] routines and for large and sparse blocks we use UMFPACK [17] . Moreover, the LU decomposition of D could be done in parallel. Whereas PABLO determines the blocks for D by just using structural information of A given through its associated directed graph, the TPABLO variants also take the numerical values in A into account.
In the present paper, which builds upon [28] , we propose three extensions of the PABLO and TPABLO preconditioners. First, we apply a non-symmetric permutation to put large entries on the diagonal. We discuss this in section 2. In section 3 we introduce new parametrizations to be used with PABLO and TPABLO. We describe the resulting algorithmic framework, termed XPABLO, in detail and analyze its computational complexity. In other words XPABLO is more general, it includes new different criteria to produce the blocking permutation, and it reduces to the previous versions for specific parametrizations. In section 4 we discuss how one can use either the lower or the upper block triangular part of the matrix as a preconditioner at the same cost as the block diagonal preconditioner.
After reviewing several practical issues related to the implementation in section 5, we finally give results of numerical experiments in section 6, including a comparison with ILU preconditioning. In section 7, we present some concluding remarks and an outlook to further development.
In addition to the references already mentioned, several authors have explored reorderings and partitioning techniques to improve the robustness and performance of different types of preconditioner. Among them, we cite [6] , [7] , [8] , [9] , [23] ; see also the sections on the effect of orderings in the survey [4] .
We conclude this introduction by noting that PABLO variants have been applied successfully in the construction of preconditioners in settings that are different from the one presented in this paper. A slightly modified version of PABLO has been used successfully in a parallel computing setting to build block diagonal preconditioners for difficult problems in Computational Fluid Dynamics (CFD) and Chemical Engineering; see, e.g., [24] . The threshold variants TPABLO and XPABLO can be used as a method to find blocks with large entries in dense or sparse matrices. Specifically, in [26] and [27] , XPABLO is used to find such blocks to build preconditioners for the CSYM method [12] for solving systems with complex symmetric matrices. The situation there is that an efficient preconditioner has to be factorized into its complex symmetric singular value decomposition, so that block diagonal preconditioners seem to be the only practical way. In the examples presented in [26] the iteration count is reduced by up to 30% when using this approach.
2. Nonsymmetric permutations and diagonal scalings. Let σ be the permutation associated with the permutation matrix Q ∈ R n×n , i.e. for all
A maximum transversal of the nonsingular matrix A ∈ R n×n is any permutation σ for which (QA) ii = a σ(i),i = 0, i = 1, . . . , n.
A maximum transversal exists for the class of structurally nonsingular matrices which contains the class of nonsingular matrices; see, e.g., [19] . In [20] , two different types of transversals with respect to different notions of a "weight" were introduced according to the following definition. (ii) is a maximum product transversal, if it maximizes n i=1 |a σ(i),i | over all maximum transversals. The paper [20] proposes and analyzes various algorithms to compute bottleneck transversals. Extensive testing shows that in practice the computational complexity of these algorithms is reported to behave like O(n + nz), where nz is the total number of nonzeros in the matrix, although the theoretical worst case upper bound may be much larger. Algorithms for computing bottleneck and maximum product transversals have been incorporated in the HSL-library as algorithm MC64; see [20] , [21] for their description. As a by-product, when computing a maximum product transversal, MC64 also delivers diagonal scaling matricesĈ andR such that
is an I-matrix, i.e., |Â ij | ≤ 1 for all i, j andÂ ii = 1, i = 1, . . . , n.
The rationale for these different approaches to obtaining diagonals with large weight is heuristic: Large diagonals tend to decrease the need for pivoting in a direct elimination method. ILU-type preconditioners can also benefit greatly [6] , [35] . Moreover, an iterative method with diagonal preconditioner may be expected to converge more rapidly if the diagonal is large compared to the off-diagonal part of the matrix.
In this paper, we use maximum product transversals and we always apply the scaling computed by MC64, i.e., we always transform A to an I-matrix. For our test problems in section 6 this gave us always better results than using the usually cheaper bottleneck transversal.
3. XPABLO: an extension of PABLO and TPABLO. PABLO, TPABLO and XPABLO compute a (symmetric) permutation for A, and a block partition of it, based on information of the (directed) graph of A and the size of the entries of A. Let us quickly recall that the directed graph or digraph G(A) = (V, E) associated with A is given as
Let nz = |E|, the cardinality of E. Using a somewhat non-standard terminology, we say that vertex i ∈ V is incident with edge e = (k, ), if i = k or i = . This terminology makes no distinction between the starting point k and the end point of the edge e. The two vertices k and incident to (k, ) are called adjacent. Given a set of vertices W ⊆ V , the adjacency set adj(W ) contains all vertices which are not in W but which are adjacent to a vertex in W , i.e., adj(W ) = j ∈ V : j ∈ W and j is adjacent to some i ∈ W .
To describe the PABLO algorithms, we need additional notation for subgraphs. If G = (V, E) and V ⊆ V , the induced sub-digraph G| V is G = (V , E ) with
Frequently, we use quantities that refer to an induced sub-digraph G = G| V . We indicate this using the 'restriction notation' | V . For example, adj| V (W ) refers to the adjacency set in the sub-digraph induced by V . We write |E| V to denote the cardinality of E .
PABLO, TPABLO and XPABLO produce a partitioning of V into m disjoint, non-empty subsets V κ , κ = 1, . . . , m (the "blocks"). These blocks are built one at a time. We now describe how this is done, assuming the following situation: Blocks V 1 , . . . , V ν−1 have already been built. Given the current block V ν and a candidate vertex i ∈ adj| V (V ν ) with V = V \ ν−1 κ=1 V κ , the algorithms decide whether or not to incorporate i into the current block using a criterion τ . The following definitions describe some basic criteria. They can be combined logically to yield a variety of different criteria, including, as we shall see, the traditional PABLO and TPABLO criteria. Algorithm 1 towards the end of the section shows how candidate vertices are selected; see also [30] .
The fullness thus defined measures the number of edges in G compared to the maximally possible number |V | 2 − |V | for a complete digraph. The definition of ϕ({v}) = 0 follows PABLO in the interpretation that a graph with only one vertex is empty, but other definitions may be useful depending on the problems one needs to solve.
Given α > 0, in our generic situation, we say (see [30] ) that vertex i satisfies the fullness criterion (with fullness parameter α) if
Note that (FC) can be fulfilled even when α > 1.
is the number of all in-and outgoing edges at i:
If V ⊆ V , we write, in a slight abuse of the restriction notation, deg | V (i) to denote deg(i) in the graph induced by V ∪ {i}. Definition 3.3. If i is a vertex in a digraph G = (V, E) with deg(i) > 0, and if V ⊆ V , the connectivity of i with respect to V is the fraction
In our generic situation, given β > 0 we say that vertex i satisfies the connectivity criterion (with connectivity parameter β) if
(CC)
The connectivity criterion means that in G| V at least a fraction β of all edges incident with i have their other incident vertex in V ν . The criterion is never met if β > 1 (and deg(i) > 0). The matrix is assumed to be already symmetrically permuted such that the blocks built up so far (there are 3 such blocks) appear first. The black diagonal entry corresponds to the candidate vertex to be included into the third block. The fullness criterion requires that the grey parts of row i and column i must not be too empty. The connectivity criterion means that the hatched parts of these rows and columns should not contain too many elements as compared to the grey parts. Row and column i are only considered together, not individually. The white parts of row i and column i are not taken into consideration when deciding on vertex i.
The PABLO algorithm of [30] adds a candidate vertex i ∈ adj| V (V ν ) to the current block V ν if and only if v satisfies the fullness or the connectivity criterion for some pre-chosen parameters α and β. We formulate this by saying that PABLO uses the criterion τ defined as
This combined PABLO criterion only uses structural information of A.
In its threshold counterparts TPABLO1 and TPABLO2 (see [5] , [13] ), numerical values of the matrix entries are also taken into account. For a precise statement, and also to formulate our generalization XPABLO, we introduce additional notation and terminology. From now on we consider the digraph G(A) as an edge-weighted digraph where edge e = (i, j) has weight w(e) = |a ij |.
Definition 3.4. Given A ∈ R n×n and γ > 0, we write A >γ ∈ R n×n for the matrix
We use the superscript notation >γ in an intuitive manner at various places. For
Another example is the following definition.
In our generic situation, given a threshold parameter γ > 0 and a threshold fullness parameter θ ∈ [0, 1], we say that i satisfies the threshold fullness criterion if
In contrast to the plain fullness criterion, the threshold fullness criterion just measures the fullness the new block V ν ∪ {i} has in A >γ without relating it to the fullness of V ν . Definition 3.6. Let G = (V, E) be a digraph, V ⊆ V and γ ≥ 0. If i is a vertex with deg | V (i) > 0, the threshold connectivity of i with respect to V is the fraction
.
Threshold connectivity compares the number of heavy edges of i in G| V to all such edges. As opposed to plain connectivity according to Definition 3.3, it does not consider any edges going to nodes outside V .
In our generic situation, given a threshold connectivity parameter ζ, we say that the threshold connectivity criterion holds if
This criterion measures how many of the new entries of the current block are large. A useful choice for the threshold connectivity parameter is ζ = 1/2n. For this ζ the right hand side of (TCC) is always strictly less than one since deg | Vν (i) < 2n for all i ∈ V . Hence the threshold connectivity criterion holds if and only if deg | >γ Vν (i) ≥ 1. In addition to the threshold parameter γ, XPABLO accepts also an additional threshold parameter δ, which is used to filter out nonzero matrix entries with very small magnitude, both from the graph G(A) and from the threshold graph G(A >γ ), i.e., XPABLO really works on the graphs G(A >δ ) and G(A >max(γ,δ) ). So we have 0 ≤ δ < γ in any useful application. Note that δ only changes the graphs on which XPABLO is operating and not the underlying matrix.
We now have four criteria at hand upon which we can decide whether to include a new vertex to a current block or not. These criteria can be logically combined resulting in various XPABLO criteria, denoted by τ . The following list shows how XPABLO is reduced to PABLO or TPABLO by choosing a specific criterion τ and specific values for some of the parameters.
1. With τ = FC ∨ CC, XPABLO is equivalent to PABLO. 2. With τ = (FC ∨ CC ) ∧ TCC and ζ = 1/(2n), XPABLO is equivalent to TPBALO1. 3. With τ = (FC ∨ CC ) ∧ TFC and θ = 1, XPABLO is equivalent to TPABLO2. The default criterion for XPABLO is τ = FC ∨ CC ∨ TCC with ζ = 1/(2n); see section 5.2 for a more detailed discussion of XPABLO default parameters.
Once XPABLO has determined a partitioning of V into blocks V 1 , . . . , V m , let π be a permutation that groups the vertices 1, . . . , n, from V into these blocks, i.e.
T is naturally partitioned into m blocks of size |V j |, the j-th diagonal block corresponding to the vertex set V j . The threshold criteria may now be interpreted as placing large entries on these diagonal blocks. This is made more precise in the following proposition which follows immediately upon inspection of the various criteria.
Proposition 3.7.
1. If τ = (FC ∨ CC ) ∨ TCC and ζ = 1/(2n), then all entries in the off-diagonal blocks of P AP T have modulus less than γ. 2. If τ = (FC ∨ CC ) ∧ TCC and ζ = 1, then all nonzero off-diagonal entries of every diagonal block of P AP T have modulus ≥ γ. Algorithm 1 now describes the XPABLO algorithm in more detail. It uses three data structures C, Q, and B to manage the vertices. The set B denotes the current block being built. During the algorithm, quantities needed for τ such as deg | V (i), deg | >γ V (i), etc., are always updated immediately. The notation mult(i, j) ( ∈ {0, 1, 2}) for two nodes i, j refers to the number of directed edges between i and j.
The time complexity of Algorithm 1 is given in the following result. Proposition 3.8. The XPABLO algorithm can be implemented with time complexity O(n + |E|) whenever an evaluation of criterion τ has cost O(1).
Proof. We assume that G = G(A) is given stored in an adjacency list representation including the values for mult(i, j); see, e.g., [19] . Note that for the common sparse matrix formats G(A) can be obtained with cost O(n + |E|).
Scanning the adjacency list representation, we build up G >γ and mult >γ (i, j) with complexity O(|E|). Taking Q as a queue, C as a doubly linked list with an external index and B as a singly linked list, all insert and remove operations we use with these lists as well as their flushing can be done with cost O(1). As was already shown in [30] , the entire PABLO algorithm has then complexity O(n + |E|). The main observation to obtain this result is to realize that each node i is inserted into Q at most deg(i) times.
By assumption, the cost for testing criterion τ is O(1) as it is in PABLO. Therefore, the additional work in XPABLO as compared to PABLO is that we have to update the new quantities |E| Let us note that in our practical implementations we indeed build up G >γ explicitly. This is in contrast to the implementation of TPABLO in [13] . As is explained in [13] , the implementation there is not more than d times as costly as PABLO when d is the maximum degree in G. We prefer to build up G >γ explicitly, since then TPABLO requires only about twice the work that PABLO does, so that our implementation is in most cases faster than that in [13] .
We defer a detailed discussion on how to choose an XPABLO criterion τ and the various parameters (α, β, γ, θ, ζ) to the sections on practical issues and on numerical results (sections 5 and 6).
4. Efficient Block Gauss-Seidel Preconditioning. Let A denote the matrix obtained after the preprocessing steps and after applying the XPABLO permutation P of section 3, i.e., A ← P Q(RAC)P T . Then A has a block structure We can compute the (row pivoted) LU factorization in a preconditioned iterative method with preconditioner D. This block diagonal preconditioning approach (with PABLO and TPABLO1, TPABLO2) was used in [14] , where the numerical results were quite encouraging. Note that when the diagonal block D i is dense, we can use the optimized dense matrix linear algebra code from LAPACK to perform these factorizations very efficiently [2] . When they are sparse, a sparse factorization is performed; we use the package UMFPACK [17] . An obvious extension of this idea is to use block Gauss-Seidel preconditioning, i.e., to include a block triangular part of A into the preconditioner. In the following discussion we will use the lower block triangular part, i.e., a forward block GaussSeidel iteration, as the preconditioner. It is easy to see that Proposition 4.1 below also holds when the preconditioner M is the upper block triangular part of A.
Note that block Gauss-Seidel iteration without acceleration by a Krylov subspace method was used in the original PABLO paper [30] . Using the established block structure the block Gauss-Seidel preconditioner M can be written as
The usual interfaces for (left) preconditioned sparse iterative solvers separate the operation z = M −1 Ax into a matrix vector multiplication y = Ax and a solve operation z = M −1 y. Viewed in this way, computing M −1 Ax seems to be much more expensive than computing D −1 Ax. But it is not more expensive at all, if we do not separate the operations, as we show in the next result. This result is basically a form of the well-known Eisenstat trick [25] , [31] , [32, pp. 208 and pp. 225] . Using this trick we could also implement efficient block SOR preconditioners, but this is not pursued in this paper.
Proposition 4.1. Let A ∈ R n×n be a matrix with an m × m block structure such that all diagonal blocks D i = A ii , i = 1, . . . , m, are nonsingular. We denote D = diag(D i ) to be the block-diagonal part and M to be the lower block triangular part (including the diagonal blocks) of A. The preconditioned matrix-vector multiplications D −1 Ax and M −1 Ax take exactly the same number of operations. Proof. Let z = M −1 Ax andz = D −1 Ax. For any vector w ∈ R n we write w i to denote the i-th block, conformal with the block structure of A. We split A as A = D − L − U into the block diagonal part D = diag(D i ) (same as before), the block lower triangular part L with L ij = −A ij for i > j and the block upper triangular part U with U ij = −A ij for i < j. Both L and U have a zero block diagonal.
Using this notation the block-triangular preconditioner is M = D − L and we can rewrite the preconditioned matrix-vector multiplication as
If we set y = U x and v = (D − L) −1 y we get z i = x i − v i , i = 1, . . . , m, where
We can further simplify the formula for v i to
Following the same procedure, we writez = D −1 Ax = x −ṽ and getz i = x i −ṽ i whereṽ
But the computations (4.3) and (4.4) use the exact same amount of operations if we assume that dense vectors are used.
Practical issues.
Before reporting on our numerical experiments, we address some practical issues when using XPABLO in a preconditioning framework. We concentrate on the two main issues, namely numerical stability and the choice of a good set of values for all the different XPABLO parameters.
Robustness.
We consider the issue of numerical instability (or even the singularity) of the diagonal blocks D ν in the block-triangular preconditioner M . If A is a general nonsingular matrix, there is no guarantee that all the blocks D i are nonsingular, nor that M is nonsingular. We mention that difficulties with singular blocks were very rare in our numerical experiments using the recommended parameters, as described in section 5.2. Problems with singular and nearly-singular blocks are handled as follows: If a diagonal block D ν happens to be singular or numerically singular, i.e., if the numerical factorization fails, we modify the diagonal entries such that the block becomes diagonal dominant.
The problems described cannot occur for the class of H-matrices. Recall that a matrix A is termed an H-matrix, if there exist weights u j , j = 1, . . . , n, u j > 0 such that for all j = 1, . . . , n
The class of H-matrices contains the class of M -matrices, and they arise, e.g., in certain discretizations of (elliptic) boundary value problems; see, e.g., [10] . We have the following result. Proposition 5.1. Assume that A ∈ R n×n is an H-matrix or that A is symmetric and positive definite. Then M in (4.2) is nonsingular, i.e., D ν is nonsingular for each ν = 1, . . . , m.
Proof. Assume first that A is an H-matrix. Then M is also an H-matrix (with the same weights u j as for A). Therefore, the diagonal blocks D ν of M are H-matrices as well and they are thus non-singular. Moreover, their LU factorizations can be performed without pivoting; see, e.g., [1] .
If A is symmetric positive definite, each of the blocks D ν , which are principal submatrices of A, are symmetric positive definite as well. In particular, they are all non-singular and they admit a Cholesky factorization and an LU factorization without pivoting.
In view of the maximum transversal transformation A → Q(RAC) and the twosided XPABLO permutation A → P AP T it is important to notice that the H-matrix property, symmetry and positive definiteness are preserved under the XPABLO permutation. In general, however, these properties will not be conserved under the transversal transformation, although the I-matrix scaling of MC64 will have a tendency to preserve the H-matrix property.
Choosing Parameters.
We also have to consider carefully the choice of the XPABLO parameters and the actual criterion τ . A first important point in practice is that of fixing a maximum block size in Algorithm 1. Indeed, it may happen that with the criteria and the parameters in use, the algorithm would produce only one block, the whole matrix, and this is clearly not useful. We therefore fix a maximum block size, and we modify Algorithm 1 so that it closes the current block B as soon as it reaches this maximum size. We often also fix a minimum block size. This block size is achieved by merging adjacent blocks which are too small. Note that we do not merge blocks if we would exceed the maximum block size, even if we retain small blocks. For block Jacobi or block Gauss-Seidel preconditioning we recommend to set the minimum block size to 200 and the maximum block size to 1000.
The next, very crucial issue is that of finding adequate parameters and a suitable XPABLO criterion τ . Good parameters for each given matrix could be found by trying a variety of different parameter settings and then choosing the best one (with respect to the resources being used, time and storage). Of course, this is too costly in practice. We performed a long series of computations on many test problems, and we can give suggested values for most of the parameters resulting in run times of the preconditioned iterative methods which are quite close to the individually best ones. The suggested choices are for both block Jacobi and block Gauss-Seidel preconditioning are presented in Table 5 .1. If this recommendations are used, the only difference between XPABLO and TPABLO1 is a small change in τ . XPABLO has τ = FC ∨ CC ∨ TCC and TPABLO1 has τ = (FC ∨ CC ) ∧ TCC. Nevertheless in almost all cases XPABLO is clearly to be preferred compared to TPABLO1.
Preconditioner τ α β γ δ ζ block Jacobi FC ∨ CC ∨ TCC 1.1 0.6 P |aij | nz 0.05 1/(2n) block Gauss-Seidel FC ∨ TCC - Table 5 .1 Recommended XPABLO criterion τ and parameter values for block Jacobi and block GaussSeidel preconditioning.
As a last issue, we further discuss our choice for γ, the threshold parameter used in (TCC) and (TFC). Of all the parameter recommendations the one for γ is the weakest in the sense that it is the most likely candidate for not being a good choice for a particular problem. Therefore we present a different recommendation, which also gives good overall results and for some problems even better results than the default choice. After having scaled (and permuted) the matrix according to (2.1), it seems reasonable to use γ as a 'percentage' parameter, i.e., we chose γ such that a given fraction γ ∈ [0, 1] of the nonzero elements are dropped when passing from A to A >γ . Since we know the number |E| of nonzeros in A, finding the corresponding γ is an instance of the k-th largest element problem: γ is the value of the k-th largest element of A with k = γ |E| . Note that the k-th largest element problem can be solved with linear complexity, i.e., its cost is O(|E|); see, e.g., [15] . In practical computations, finding the average of the magnitude of the nonzeros is much simpler and faster.
6. Numerical Experiments. In this section we present numerical results using XPABLO as a tool for preconditioning. We start by showing the improvements of XPABLO over PABLO and TPABLO, and then provide a detailed comparison of XPABLO and ILUT as a tool for preconditioning. All experiments were run on an Intel Core 2 processor. The test programs are written in C, C++ and Fortran and were compiled using the GNU Compiler Collection (GCC). Identical optimization flags were used in all cases. This allows us to compare the execution times and not only the iteration counts. The test matrices are from the University of Florida Sparse Matrix collection [16] . Some basic properties of our test matrices are summarized in Table 6 .1. For most matrices we use the provided right hand side b. If no right hand side is provided, we use b := Ae, where e = (1, . . . , 1)
T is the vector of all ones. Preliminary tests had shown that the XPABLO framework can perform well for problems stemming from computational fluid dynamics (CFD) and semiconductor device simulation. Therefore the test matrices were specifically chosen from these application areas. In Table 6 .1 the matrices above the horizontal line are CFD problems, the matrices below the line are device simulation problems. We note that PABLO was not designed specifically to solve these kind of problems. As noted in section 1, a modified version of PABLO has been used before for problems in Computational Fluid Dynamics (CFD) [24] . More information on solving systems from semiconductor device simulation can be found in [35] .
To illustrate the different phases of the XPABLO framework, Figure 6 .1 shows matrix plots of the matrix GARON1 during four different phases. The bottom right plot shows the matrix of the system we are actually solving. The structure of this system is shown in more detail in Figure 6 .2. Table 6 .2 shows how the execution times and iteration counts using the XPABLO framework compare to PABLO and TPABLO1 based preconditioning. Additionally the improvements gained by using MC64 instead of the default row-column scaling (RCS) is shown. RCS just scales the largest entry in each row and column to one. The following scaling and permutation algorithms are used: P: RCS + PABLO T: RCS + TPABLO1 X: RCS + XPABLO MX: MC64 + XPABLO All parameters are set to the values described in section 5, in particular γ is set to the average of all non-zero entries. Only the criterion τ is varied. For MX we additionally use XPABLO in conjunction with MC64. GMRES(50) is used as the solver. The preconditioner is the lower block triangular part of the scaled and permuted matrix, using the blocks found by (T/X)PABLO. A dash indicates that we did not observe convergence after 20 cycles of GMRES(50), i.e., after 1000 iterations. For each matrix the numbers in bold indicate the smallest execution time and the lowest iteration number. More details on the stopping criterion are given later. The robustness of XPABLO can be readily appreciated. We now describe how we compare XPABLO with ILUT as a tool for preconditioning. We use ILUPACK [11] for our experiments with ILUT. The ILUT implementation has two parameters, the drop tolerance τ and the elbow space . We write ILUT(τ, ) to denote ILUT preconditioning with the specified parameters. In the experiments the elbow space is chosen large enough so that no overflow occurs. We denote this by writing ILUT(τ, ∞). In preliminary tests the three drop tolerances have been found to be good values for the selected problems. We use both XPABLO and ILUT in conjunction with MC64; see section 2. We precede ILUT additionally with a Reverse Cuthill-McKee ordering (RCM); this follows the recommendations in [7] , [8] and [35] . We mention here that RCM is the default ordering in several software packages, e.g., in [37] . We do not use RCM together with XPABLO as our experiments have shown that it does not further improve the convergence.
As already mentioned, we use GMRES(50) as the iterative solver in all our experiments. The stopping criterion is
where r k is the residual at the k-th iteration and is the machine epsilon, i.e., √ ≈ 10 −8 since we use IEEE 754 double precision arithmetic. We also did tests with the alternative stopping criterion
which is the default criterion in ILUPACK [11] , based on the analysis in [3] ; see also [33] . Since the results were very similar and the full test can not be done at each iteration we only show results using the relative residual stopping criterion (6.1). The solver was stopped if no convergence is reached after 20 cycles of GMRES(50), i.e., after 1000 iterations. We use the following preconditioners: The results are summarized in Table 6 .3. For XPABLO-based preconditioners we use the recommended parameters described in section 5. A dash indicates that we did not observe convergence. For each matrix the bold numbers indicate the smallest execution time and the lowest iteration number. Table 6 .3 Total CPU times for solving a linear system using preconditioned GMRES(50) including all preprocessing and the corresponding iteration numbers.
As it can be observed, the XPABLO-based preconditioners can perform better than the ILUT-based ones in many cases, and in some cases much better. In some examples the XPABLO-based preconditioners perform better, although the iteration counts of the ILUT-based preconditioners are lower. The reason for this is that times for finding and, more importantly, factorizing the preconditioner are not the same in both cases.
7. Conclusion. While XPABLO is not always competitive with sophisticated ILU preconditioners like ILUT, we have seen that XPABLO can perform better than ILUT for many CFD and semiconductor device simulation problems. Furthermore, XPABLO-based preconditioners have much more parallelization potential than ILUbased preconditioners.
