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Abstract
Let   denote a Q-polynomial distance-regular graph with diameter d> 3. We show that if
the valency is at least three, then the intersection number p312 is at least two; consequently the
girth is at most six. We then consider a condition on the dual eigenvalues of   that must hold
if   is the quotient of an antipodal distance-regular graph of diameter D> 7; we call   a
pseudoquotient whenever this condition holds. For our main result, we show that if   is not a
pseudoquotient, then any cycle in   can be ‘decomposed’ into cycles of length at most six. We
present this result using homotopy. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let   denote a Q-polynomial distance-regular graph with diameter d> 3. In [7],
Terwilliger showed that if   is the antipodal quotient of a distance-regular graph with
diameter D> 7, then the dual eigenvalues of   satisfy a certain equation. We say that
  is a pseudoquotient whenever this equation is satised. In our main result, speaking
a bit vaguely for the moment, we show that if   is not a pseudoquotient, then each
cycle in   can be ‘decomposed’ into cycles of length at most six. We present this
result precisely using homotopy.
The outline of the paper is as follows. In Sections 2{7, we present material on
homotopy. In Sections 8 and 9, we examine Q-polynomial distance-regular graphs.
Specically, in Section 8 we show that if   is a Q-polynomial distance-regular graph
with diameter and valency at least three, then the intersection number p312 is at least
two; consequently, the girth is at most six. In Section 9 we say what it means for  
to be a pseudoquotient. Finally, in Section 10 we present our main theorem.
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By a graph we mean a pair   = (X; R), where X is a nite nonempty set (the
vertices) and R is a set of distinct two-element subsets of X (the edges). Observe that
  is undirected without loops or multiples edges. Fix a graph  = (X; R). Let x and y
be vertices in X and let l be a nonnegative integer. By a path in   of length l from
x to y we mean a sequence
p := (x = x0; x1; : : : ; xl = y) (xi 2X; 06 i6 l)
such that
fxi−1; xig2R (16 i6 l):
We call x the initial vertex of p and y the terminal vertex of p. Given p as above,
we dene p−1 to be the sequence
p−1 := (y = xl; xl−1; : : : ; x0 = x):
Observe that p−1 is also a path in  .
Let p be a path in  . We say that p is closed if the initial vertex and terminal
vertex of p are the same. If p is closed, then we call the initial vertex the base vertex
of p. For each x2X , let  ( ; x) denote the set of all closed paths in   with base
vertex x.
2. The homotopy relation
Let  =(X; R) be a graph, and pick any x2X . In this section, we consider a binary
relation  on  ( ; x) called the homotopy relation (Denition 3).
Denition 1. Let  =(X; R) be a graph, and x x2X . Pick any p2  ( ; x), and write
p= (x = x0; x1; : : : ; xl = x):
An element q2  ( ; x) is said to extend p if there exists an integer i (06 i6 l) and
a vertex y2X such that
q= (x = x0; x1; : : : ; xi−1; xi; y; xi; xi+1; : : : ; xl = x):
Observe that if q extends p, then the length of q is two greater than the length of p.
Denition 2. Let   = (X; R) be a graph. Fix x2X , and let S = (p0; p1; : : : ; pn) be a
sequence of paths in  ( ; x). We say that S is admissible if pi−1 extends pi or pi
extends pi−1 for all i (16 i6 n).
Denition 3. Let   = (X; R) be a graph, and x x2X . We dene the binary relation
 on  ( ; x) as follows: for all p; q2  ( ; x), write p q whenever there exists a
nonnegative integer n and paths p=p0; p1; : : : ; pn=q in  ( ; x) such that the sequence
(p0; p1; : : : ; pn) is admissible. We call this relation homotopy, and we say that p and
q are homotopic whenever p q. Observe that  is an equivalence relation.
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Denition 4. Let  = (X; R) be a graph, and pick x2X . Let ( ; x) denote the set of
equivalence classes of  ( ; x) under homotopy. For every p2  ( ; x), let [p] denote
the element of ( ; x) that contains p.
Denition 5. Let   = (X; R) be a graph. Fix x2X , and pick u2 ( ; x). We say that
p2  ( ; x) is a representative of u if u= [p].
3. The reduced representative
Let  = (X; R) be a graph, and pick x2X . In this section, we dene what it means
for a path in  ( ; x) to be reduced (Denition 7). We then show that each element of
( ; x) has exactly one reduced representative (Theorem 8).
We begin with a lemma.
Lemma 6. Let   = (X; R) be a graph. Fix x2X; and pick p; q; r 2  ( ; x) such that
p extends q; p extends r; and q 6= r. Then there exists a path s2  ( ; x) such that
both q and r extend s.
Proof. Write
p= (x = x0; x1; : : : ; xl = x):
Since p extends both q and r, there exist integers i and j (16 i; j6 l− 1) such that
xi−1 = xi+1, xj−1 = xj+1, and
q= (x = x0; x1; : : : ; xi−2; xi−1 = xi+1; xi+2; : : : ; xl = x);
r = (x = x0; x1; : : : ; xj−2; xj−1 = xj+1; xj+2; : : : ; xl = x):
Without loss of generality assume i6 j, and observe that i 6= j, i 6= j − 1 since q 6= r.
Now
s := (x = x0; x1; : : : ; xi−1 = xi+1; xi+2; : : : ; xj−1 = xj+1; xj+2; : : : ; xl = x)
is an element of  ( ; x) such that both q and r extend s.
Denition 7. Let  = (X; R) be a graph. Fix x2X , and pick p2  ( ; x). We say that
p is reduced if p does not extend q for all q2  ( ; x).
Theorem 8. Let   = (X; R) be a graph. Fix x2X; and pick any u2 ( ; x). Then u
has exactly one reduced representative. Furthermore; this is the unique representative
of u of minimal length. We denote this representative by ~u.
Proof. By Denition 7, every path in  ( ; x) is homotopic to a reduced path in  ( ; x),
so there exists a reduced representative of u in  ( ; x). Let p2  ( ; x) be a reduced
representative of u, and let q2  ( ; x) be a representative of u such that q 6=p. We will
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show that q is not reduced. Since p q and since p 6= q, there exists a positive integer
n and paths p=p0; p1; : : : ; pn=q in  ( ; x) such that the sequence S=(p0; p1; : : : ; pn)
is admissible. Dene the weight of S to be
weight(S) :=
nX
i=0
length(pi):
Without loss of generality, we assume that S was chosen to minimize weight(S) (for
xed q). We will show
pi extends pi−1 (16 i6 n): (1)
Certainly p1 extends p0, since p0 = p is reduced. Suppose that (1) fails. Then there
exists an integer j (16 j6 n−1) such that pj extends both pj−1 and pj+1. Note that
pj−1 6=pj+1 by the minimality of weight(S), so by Lemma 6 there exists
p0j 2  ( ; x) such that both pj−1 and pj+1 extend p0j. But now the sequence S 0 =
(p = p0; p1; : : : ; pj−1; p0j; pj+1; : : : ; pn = q) is admissible, and weight(S
0)<weight(S).
This contradicts the construction of S, so (1) must hold. We conclude that q = pn
extends pn−1, so q is not reduced.
If a path is not reduced, it extends another path of shorter length. Therefore any
representative of minimal length must be reduced.
4. The fundamental group of a graph
Let  =(X; R) be a graph, and pick x2X . In this section, we show that concatenation
in  ( ; x) induces a group structure on ( ; x) (Theorem 12).
Denition 9. Let  = (X; R) be a graph. Let p and q be any paths in   such that the
terminal vertex of p is the same as the initial vertex of q, and write
p= (x0; x1; : : : ; xl−1; xl);
q= (xl = y0; y1; : : : ; ym):
By the concatenation of p and q we mean the sequence
pq := (x0; x1; : : : ; xl−1; xl = y0; y1; : : : ; ym):
Observe that pq is a path in  .
Whenever we write pq for paths p and q in  , it will be assumed that the terminal
vertex of p is the same as the initial vertex of q.
Lemma 10. Let   = (X; R) be a graph. Fix x2X; and pick p; q; r; s2  ( ; x) such
that p q and r s. Then
(1) pr qs;
(2) p−1 q−1.
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Proof. (1) Since p q, there exist paths p=p0; p1; : : : ; pn=q in  ( ; x) such that the
sequence (p0; p1; : : : ; pn) is admissible. Observe that the sequence (pr =
p0r; p1r; : : : ; pnr = qr) is also admissible, so pr qr. Similarly, qr qs; hence
pr qs.
(2) Since p q, there exist paths p = p0; p1; : : : ; pn = q in  ( ; x) such that the
sequence (p0; p1; : : : ; pn) is admissible. Observe that the sequence (p−1 = p−10 ;
p−11 ; : : : ; p
−1
n = q
−1) is also admissible, so p−1 q−1.
Denition 11. Let   = (X; R) be a graph. Fix x2X , and pick any u; v2 ( ; x).
(1) We dene uv to be the element [pq]2 ( ; x), where p is any representative of u
and q is any representative of v. (This element is well dened by Lemma 10(1).)
(2) We dene u−1 to be the element [p−1]2 ( ; x), where p is any representative
of u. (This element is well dened by Lemma 10(2).)
(3) We dene e to be the element [(x)]2 ( ; x).
Theorem 12. Let   = (X; R) be a graph; and x x2X . With reference to Deni-
tion 11; the following hold for all u; v; w2 ( ; x):
(1) (uv)w = u(vw);
(2) ue = u= eu;
(3) uu−1 = e = u−1u.
In particular; concatenation on  ( ; x) induces a group structure on ( ; x). We call
this group the fundamental group with respect to x.
Proof. (1) Observe that (pq)r = p(qr) for all p; q; r 2  ( ; x). The result follows
directly.
(2) Immediate.
(3) Let p2  ( ; x) be any representative of u, and write
p= (x = x0; x1; : : : ; xl = x):
For each integer i (06 i6 l), let pi denote the sequence
pi := (x = x0; x1; : : : ; xi−1; xi; xi−1; : : : ; x1; x0 = x)
and note that pi is an element of  ( ; x). Observe that pi extends pi−1 for all i
(16 i6 l), so the sequence (p0; p1; : : : ; pl) is admissible. But p0=(x) and pl=pp−1,
so pp−1 (x); consequently, uu−1 = e. Since u=(u−1)−1, we also have u−1u= e.
5. The subgroups ( ; x; i)
Let  =(X; R) be a graph and pick any x2X . In this section we dene the essential
length of an element of ( ; x) (Denition 15), and we use this concept to dene a
collection of subgroups ( ; x; i) of ( ; x) (Denition 17).
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Denition 13. Let   = (X; R) be a graph, and x x2X . Pick any path p2  ( ; x),
and write
p= (x = x0; x1; : : : ; xl = x):
We say that p is cyclically reduced if l= 0 or if p is reduced with x1 6= xl−1.
Lemma 14. Let  = (X; R) be a graph; and x x2X . Let p be any reduced element
of  ( ; x). Then there exists a unique cyclically reduced closed path q and a unique
path r such that
p= rqr−1:
Proof. Immediate from Denition 13.
Denition 15. Let  =(X; R) be a graph, and x x2X . Pick any u2 ( ; x) and write
~u = pqp−1, where q is cyclically reduced. By the essential length of u, we mean the
length of q.
Lemma 16. Let  =(X; R) be a graph. Fix x2X; and pick any u2 ( ; x). Then the
essential length of u is at most the length of ~u.
Proof. Immediate.
Denition 17. Let  =(X; R) be a graph, and x x2X . For every nonnegative integer
i, let ( ; x; i) denote the subgroup of ( ; x) generated by the elements of essential
length at most i.
We summarize some elementary results about these subgroups in the following
lemma.
Lemma 18. Let   = (X; R) be a graph; and x x2X . Then
(1) ( ; x; i) ( ; x; i + 1) for every nonnegative integer i;
(2) ( ; x; 0) = ( ; x; 1) = ( ; x; 2) = feg.
Proof. (1) Immediate.
(2) There are no elements of ( ; x) of essential length one or two.
6. The isomorphism p : ( ; x)! ( ; y)
Let  =(X; R) be a graph. Pick x; y2X , and suppose that there exists a path p in  
from y to x. In this section, we construct a group isomorphism p : ( ; x)! ( ; y)
(Theorem 20) and show that p preserves essential length (Theorem 21).
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Lemma 19. Let  =(X; R) be a graph. Pick x2X; and let p be a path in   with termi-
nal vertex x. If q and r are elements of  ( ; x) such that q r; then pqp−1prp−1.
Proof. Since q r, there exist paths q = q0; q1; : : : ; qn = r in  ( ; x) such that
the sequence (q0; q1; : : : ; qn) is admissible. Observe that pqip−1 is an element of
 ( ; y) for all i (06 i6 n), where y is the initial vertex of p, and that the se-
quence (pqp−1 =pq0p−1; pq1p−1; : : : ; pqnp−1 =prp−1) is admissible. It follows that
pqp−1prp−1.
Theorem 20. Let  = (X; R) be a graph. Pick x; y2X; and suppose that there exists
a path p in   from y to x. We dene the map p : ( ; x)! ( ; y) by
p(u) = [pqp−1] (u2 ( ; x));
where q is any representative of u. (This map is well-dened by Lemma 19:) Then
p is a group isomorphism.
Proof. We will rst show that p is a homomorphism of groups. Pick u; v2 ( ; x),
and let q; r 2  ( ; x) be representatives of u and v, respectively. Then
p(uv) = [pqrp−1]
= [pqp−1prp−1]
= [pqp−1][prp−1]
= p(u)p(v);
so p is a homomorphism.
To show that p is a bijection, we will show that the map p−1 : ( ; y)! ( ; x)
is a right and left inverse for p. Pick u2 ( ; x) and let q2  ( ; x) be a representative
of u. Then
p−1 (p(u)) = p−1 ([pqp
−1])
= [p−1pqp−1p]
= [p−1p][q][p−1p]
= u:
Similarly, p(p−1 (w)) = w for all w2 ( ; y); therefore p is a bijection. Since p
is both a group homomorphism and a bijection, it is a group isomorphism.
Theorem 21. Let  = (X; R) be a graph; and pick x; y2X . Suppose that there exists
a path p in   from y to x; and let p : ( ; x)! ( ; y) be as in Theorem 20. Then
the following two conditions hold:
(1) For all u2 ( ; x); the essential length of p(u) is equal to the essential length
of u.
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(2) For all nonnegative integers i;
p(( ; x; i)) = ( ; y; i):
Proof. (1) We assume that p has length at least one; otherwise the result is trivial.
First suppose that p has length one. Write ~u = rsr−1, where s is cyclically reduced,
and recall that the essential length of u is equal to the length of s by Lemma 14 and
Denition 15. We write v = p(u), and show that the essential length of v is equal
to the length of s. By Theorem 20 (with q := rsr−1), we see that prsr−1p−1 is a
representative of v. To nd the essential length of v, we consider three cases.
Case prsr−1p−1 is reduced: Here
~v= prsr−1p−1:
Since s is cyclically reduced, the essential length of v is equal to the length of s by
Lemma 14 and Denition 15.
Case prsr−1p−1 is not reduced, and r has length at least one: Here
~v= tst−1;
where t is dened by r=p−1t. Since s is cyclically reduced, the essential length of v
is equal to the length of s by Lemma 14 and Denition 15.
Case prsr−1p−1 is not reduced, and r has length zero: Write
s= (x = x0; x1; : : : ; xl−1; xl = x)
and observe that either
~v= (x1; : : : ; xl−1; xl = x0; x1)
or
~v= (xl−1; xl = x0; x1; : : : ; xl−1):
In either case ~v is cyclically reduced, so the essential length of v is equal to the length
of ~v by Lemma 14 and Denition 15. Since ~v and s have the same length, the essential
length of v is equal to the length of s.
In every case the essential length of v is equal to the length of s; it follows imme-
diately that u and v have the same essential length.
Now suppose that p has length n. Write p = p1p2   pn, where each pi is a path
of length one, and observe that p(u) = p1p2    pn(u). By the above paragraphs,
pi preserves essential length for all i (16 i6 n); therefore p preserves essential
length.
(2) This follows immediately from (1) and Theorem 20.
Corollary 22. Let   = (X; R) be a graph; and x x2X . Then ( ; x; i) is a normal
subgroup of ( ; x) for all nonnegative integers i.
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Proof. Fix a nonnegative integer i, and pick u2 ( ; x), v2 ( ; x; i). It suces to
show that uvu−1 is an element of ( ; x; i). Let p; q2  ( ; x) be representatives of u
and v, respectively, and let p : ( ; x)! ( ; x) be as in Theorem 20. Then
uvu−1 = [pqp−1]
= p(v)
2 ( ; x; i)
by Theorem 21(2). This completes the proof.
7. More on ( ; x; i)
Let  =(X; R) be a graph and x x2X . In this section we dene what it means for
a path in  ( ; x) to be geodesic (Denition 23). We also show that if   is connected
with diameter d, then ( ; x; 2d+ 1) = ( ; x) (Theorem 26).
Recall that a graph   = (X; R) is connected if for every x; y2X there exists a path
from x to y. Let   = (X; R) be a connected graph, and pick x; y2X . By the distance
@(x; y), we mean the length of the shortest path in   from x to y. By the diameter of
  we mean the maximal distance between any two vertices in X .
Denition 23. Let   = (X; R) be a graph, and x x2X . Pick p2  ( ; x) and write
p=(x=x0; x1; : : : ; xl=x). We say that p is geodesic if @(xi; xj)=minfji−jj; l−ji−jjg
for all integers i and j (06 i; j6 l) (i.e., the distance between two vertices in p as
measured in   is the same as when measured along p).
Lemma 24. Let   = (X; R) be a graph; and x x2X . Pick p2  ( ; x); and assume
that p has length l> 1. If [p] =2 ( ; x; l− 1); then p is geodesic.
Proof. We assume that p is not geodesic and show that [p] is an element of
( ; x; l − 1). Write p = (x = x0; x1; : : : ; xl = x). Since p is not geodesic, there exist
integers i and j (06 i< j6 l) such that @(xi; xj)<minfj − i; l− j + ig. Let q be a
path of minimal length from xi to xj, and set
r := (x = x0; x1; : : : ; xi);
s := (xi; xi+1; : : : ; xj)q−1;
t := (x = x0; x1; : : : ; xi)q(xj; xj+1; : : : ; xl = x):
We will show that [rsr−1] and [t] are both elements of ( ; x; l − 1). Observe that s
has length at most l− 1, so the essential length of [s] is at most l− 1 by Theorem 8
and Lemma 16. Now the essential length of [rsr−1] is at most l−1 by Theorem 21(1),
so [rsr−1] is an element of ( ; x; l− 1). Similarly, t has length at most l− 1, so the
essential length of [t] is at most l− 1; therefore, [t] is an element of ( ; x; l− 1). It
now follows that [p] = [rsr−1][t] is an element of ( ; x; l− 1).
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Lemma 25. Let   = (X; R) be a connected graph with diameter d; and x x2X .
Pick p2  ( ; x) and assume that p is geodesic. Then the length of p is at most
2d+ 1.
Proof. Immediate from Denition 23.
Theorem 26. Let   = (X; R) be a connected graph with diameter d. Fix any x2X .
Then ( ; x; 2d+ 1) = ( ; x).
Proof. Observe that
S1
i=0 ( ; x; i) = ( ; x). Now by Lemma 18(1), it suces to
show that ( ; x; i − 1) = ( ; x; i) for all i> 2d + 2. To do this, we suppose that
( ; x; i − 1) ( ( ; x; i) for some i> 0, and show that i6 2d+ 1. By Denition 17,
there exists an element u2 ( ; x) of essential length i such that u =2 ( ; x; i−1). Write
~u=pqp−1, where q is cyclically reduced, and let y denote the base vertex of q. Recall
that q has length i by Denition 15, and [q] =2 ( ; y; i− 1) by Theorem 21(2), so q is
geodesic by Lemma 24. Now the length i of q is at most 2d+ 1 by Lemma 25, and
we are done.
8. The intersection number p312> 2 in any Q -polynomial distance-regular graph
For the rest of the paper, we restrict our attention to distance-regular graphs. In this
section, we show that if a distance-regular graph   is Q-polynomial with diameter and
valency at least three, then the intersection number p312 is at least two (Theorem 28);
consequently, the girth is at most six (Corollary 30).
We shall begin this section by briey reviewing the key denitions and basic re-
sults related to Q-polynomial distance-regular graphs. For general information about
distance-regular graphs and the Q-polynomial property, see [1,2].
Let   = (X; R) denote a connected graph of diameter d> 1. We say that   is
distance-regular if for all integers h; i; j (06 h; i; j6d) and for all x; y2X with
@(x; y) = h, the numbers
phij = jfz 2X j @(x; z) = i; @(y; z) = jgj
depend only on h; i; j, and not on x or y. We call the phij the intersection numbers of
 . Note that if   is distance-regular, then   is regular with valency k :=p011.
Let   be a distance-regular graph of diameter d. Let A0; A1; : : : ; Ad denote the dis-
tance matrices for  . Then A0; A1; : : : ; Ad form a basis for a commutative semi-simple
R-algebra M known as the Bose{Mesner algebra. The algebra M has a second basis
E0; E1; : : : ; Ed such that
E0 + E1 +   + Ed = I;
EiEj = ijEi (06 i; j6d);
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E0 =
1
jX jJ;
Ei = Eti (06 i6d);
where I is the identity matrix and J is the all-1’s matrix [2, Theorem 2.6.1]. We refer
to E0; E1; : : : ; Ed as the primitive idempotents of  .
By the Krein parameters of   (with respect to the above ordering E0; E1; : : : ; Ed of
the primitive idempotents), we mean the real scalars qhij (06 h; i; j6d) such that
Ei  Ej = 1jX j
dX
h=0
qhijEh (06 i; j6d);
where  denotes entrywise matrix multiplication [2].
Suppose that E is a primitive idempotent of  . We say that E is a Q-idempotent if
there exists an ordering E0; E=E1; : : : ; Ed of the primitive idempotents of   such that
the corresponding Krein parameters satisfy
qi1j = 0 if ji − jj> 1 (06 i; j6d);
qi1j 6=0 if ji − jj= 1 (06 i; j6d):
We say that   is Q-polynomial if   has at least one Q-idempotent.
Let   = (X; R) denote any distance-regular graph of diameter d, and let E denote
any primitive idempotent of  . There exist real scalars 0 ; 

1 ; : : : ; 

d such that
E =
1
jX j
dX
h=0
hAh: (2)
We call 0 ; 

1 ; : : : ; 

d the dual eigenvalue sequence with respect to E.
By a Q-sequence, we mean the dual eigenvalue sequence associated with a
Q-idempotent of  .
Let  =(X; R) be a distance-regular graph of diameter d> 1. By the standard module
for   we mean the vector space V = RX of column vectors, whose coordinates are
indexed by X . We equip V with the inner product
hu; vi= utv (u; v2V ):
For each vertex x2X , let x^ denote the vector in V with a one in the x coordinate and
zeros elsewhere. Observe that fx^ j x2X g is an orthonormal basis for V .
It follows from (2) that for all x; y2X ,
hEx^; Ey^i= 

i
jX j ; (3)
where i = @(x; y) [2].
Theorem 27 (Terwilliger [8]). Let  =(X; R) be a distance-regular graph of diameter
d> 3. Let E be a primitive idempotent of   and let 0 ; 

1 ; : : : ; 

d be the dual eigen-
value sequence with respect to E. Then the following two conditions are
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equivalent:
(1) E is a Q-idempotent.
(2) 0 =2f1 ; 2 ; : : : ; dg; and for all integers h; i; j (16 h6d); (06 i; j6d) and all
x; y2X with h= @(x; y);
X
z2 X
@(x;z)=i
@(y;z)=j
Ez^ −
X
w2 X
@(x;w)=j
@(y;w)=i
Ew^ = phij
i − j
0 − h
(Ex^ − Ey^): (4)
Furthermore; if (1) and (2) hold; then
0 ; 

1 ; : : : ; 

d are distinct: (5)
We are now ready for the main theorem of this section.
Theorem 28. Let  =(X; R) be a Q-polynomial distance-regular graph with diameter
d> 3 and valency k> 3. Then the intersection number p312> 2.
Proof. We suppose that p312 = 1, and obtain a contradiction. Pick any x; y2X with
@(x; y) = 3. Since p312 = 1, there exist unique z; w2X such that @(x; z) = @(z; w) =
@(w; y) = 1.
Let 0 ; 

1 ; : : : ; 

d be any Q-sequence of  , and pick any v2X . We will rst show
that
( −  )(0 − 3 ) = (1 − 2 )( − ); (6)
where = @(x; v),  = @(z; v), = @(w; v), and = @(y; v). Let E be the Q-idempotent
associated with the above Q-sequence, and observe by (4) (with h = 3; i = 1; j = 2,
and p312 = 1),
Ez^ − Ew^ = 

1 − 2
0 − 3
(Ex^ − Ey^):
Taking the inner product of both sides of this equation with Ev^ and applying (3), we
obtain (6).
We will now show that p111 =0. Suppose that p
1
11> 1. Then there exists v2X such
that @(x; v) = @(z; v) = 1. Observe that @(w; v) = 2 and @(y; v) = 3 by the assumption
that p312 = 1 and the triangle inequality, so Eq. (6) reduces to
(1 − 2 )(0 − 1 ) = 0:
This cannot happen by (5), so p111 = 0, as desired.
We will now obtain our contradiction. Since the valency is at least three, there exists
a vertex v2X such that @(z; v) = 1, but v 6= x and v 6=w. Observe that @(x; v) = 2 and
@(w; v) = 2 since p111 = 0, so Eq. (6) reduces to
(1 − 2 )(0 − 3 − 2 + ) = 0: (7)
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Observe that 2f2; 3g by the assumption that p312 = 1 and the triangle inequality.
However,  6=2; otherwise (7) reduces to (1 − 2 )(0 − 3 ) = 0, contradicting (5).
Similarly,  6=3. We now have a contradiction; hence p312> 2.
Denition 29. Let   = (X; R) be a distance-regular graph of valency at least two. By
the girth of  , we mean the minimal integer i> 0 such that there exists a cyclically
reduced path p2  ( ; x) of length i, where x is any vertex in X .
Corollary 30. Let  =(X; R) be a Q-polynomial distance-regular graph such that the
valency is at least three. Then the girth of   is at most six.
Proof. Observe that if the diameter of   is less than three, then the girth is at most ve.
Suppose now that the diameter is at least three. By Theorem 28, there is a cyclically
reduced path of length four or six; therefore, the girth is at most six.
9. Pseudoquotients
Let   = (X; R) denote a Q-polynomial distance-regular graph of diameter d> 3.
In this section, we examine a property that   must satisfy if it is the quotient of a
distance-regular antipodal graph of diameter D> 7. We use this property to dene
what it means for   to be a pseudoquotient (Denition 36).
Lemma 31 (Leonard [3]). Let   = (X; R) be a Q-polynomial distance-regular graph
of diameter d> 3. Suppose that 0 ; 

1 ; : : : ; 

d is a Q-sequence. Then there exists a
unique real number  such that
i−2 − i−1 = (i−3 − i ) (36 i6d): (8)
Moreover;  6=0.
Proof. Fix i(36 i6d). There exist x; y; v2X such that @(v; x) = i − 3, @(v; y) = i,
and @(x; y) = 3. By setting h= 3, i= 1, and j= 2 in Eq. (4), taking the inner product
of both sides with Ev^, and applying (3), we obtain (8). The number  is nonzero
by (5).
We quote the following corollary without proof.
Corollary 32 (Leonard [3], Bannai and Ito [1, Theorem 5.1, p. 263]). Let   = (X; R)
be a Q-polynomial distance-regular graph of diameter d> 3. Let 0 ; 

1 ; : : : ; 

d be a
Q-sequence for  . Then exactly one of the following occurs:
Case (i) : i = 

0 + h
(1− qi)(1− sqi+1)q−i (06 i6d): (9)
Case (ii) : i = 

0 + h
i(1 + i + s) (06 i6d): (10)
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Case (iii) : i = 

0 + s
i (06 i6d): (11)
Case (iv) : i = 

0 + h
(s − 1 + (1− s + 2i)(−1)i) (06 i6d); (12)
where q; h; s are appropriate complex numbers.
Let  0 = (X 0; R0) be a distance-regular graph of diameter D. Dene a relation  on
X 0 as follows: for all x; y2X 0, write x  y whenever x=y or @(x; y)=D. The graph
 0 is said to be antipodal whenever  is an equivalence relation.
Suppose that  0 is an antipodal distance-regular graph of diameter D, and let  be
as above. By the quotient of  0, we mean the graph   = (X; R) where
X = the set of equivalence classes of ;
R= ffu; vg j u; v2X; 9x2 u; 9y2 v such that fx; yg2R0g:
(For more information on antipodal distance-regular graphs, see [2].)
Let   = (X; R) be a Q-polynomial distance-regular graph of diameter at least three.
The following theorem gives a restriction that every Q-sequence of   satises if   is
the quotient of an antipodal distance-regular graph.
Theorem 33 (Terwilliger [7]). Let  =(X; R) be a Q-polynomial distance-regular graph
of diameter d> 3. Suppose that   is the quotient of an antipodal distance-regular
graph of diameter D> 7. If 0 ; 

1 ; : : : ; 

d is a Q-sequence of  ; then
i−2 − i−1 = (i−3 − i ) (36 i6D);
where  is as in Lemma 31; and where d+1; 

d+2; : : : ; 

D are dened by
i := 

D−i (d+ 16 i6D):
The following lemma shows some conditions that are equivalent to the condition
that appears in Theorem 33.
Lemma 34. Let   = (X; R) be a Q-polynomial distance-regular graph with diameter
d> 3. Let 0 ; 

1 ; : : : ; 

d be a Q-sequence of   and let  be as in Lemma 31. Then
for all integers D2f2d; 2d+ 1g; the following three conditions are equivalent:
(1)
i−2 − i−1 = (i−3 − i ) (36 i6D); (13)
where d+1; 

d+2; : : : ; 

D are dened by
i := 

D−i (d+ 16 i6D): (14)
(2)
d−1 − d = (d−2 − D−d−1): (15)
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(3) Referring to lines (9){(12) in Corollary 32;
Case (i) occurs with s = q-D-1,
Case (ii) occurs with s = -D-1;
or Case (iv) occurs with s = D + 1; and D is odd:
Proof. (1)) (2): The result follows directly by setting i = d+ 1.
(2)) (1): Let i be an integer (36 i6D). If i6d, then (13) holds by Lemma 31.
If i = d+ 1, then (13) follows from (14) and (15). If i>D+ 2− d, then (13) holds
by (14). It remains to show that (13) holds for i = d+ 2 when D = 2d+ 1. But this
is immediate, since d+1 = 

d and 

d+2 = 

d−1 when D = 2d+ 1 by (14).
(2) ) (3): Referring to (9){(12) in Corollary 32, for integers i; j (06 i; j6d),
Case (i) : i − j = h(1− qi−j)(1− sqi+j+1)q−i : (16)
Case (ii) : i − j = h(i − j)(i + j + 1 + s): (17)
Case (iii) : i − j = s(i − j): (18)
Case (iv) : i − j =
(
2h(−1)i(i − j) if i − j is even;
2h(−1)i(i + j + 1− s) if i − j is odd:
(19)
It follows directly from Lemma 31 (with i = 3) and from (16) to (19) that
Case (i) : d−1 − d − (d−2 − D−d−1) =
h(1− q2d+2−D)(sqD+1 − 1)
qd(q2 + q+ 1)
:
(20)
Case (ii) : d−1 − d − (d−2 − D−d−1) =
−h(2d+ 2− D)(s + D + 1)
3
:
(21)
Case (iii) : d−1 − d − (d−2 − D−d−1) =
−s(2d+ 2− D)
3
: (22)
Case (iv) : d−1 − d − (d−2 − D−d−1)
=
(
2h(−1)d−1(2d+ 2− D) if D is even;
2h(−1)d(s − D − 1) if D is odd:
(23)
By setting i=2d+2−D and j=0 in (16){(19) and by observing that 2d+2−D−0 6=0,
we see that
Case (i) : h(1− q2d+2−D) 6=0:
Case (ii) : h(2d+ 2− D) 6=0:
Case (iii) : s(2d+ 2− D) 6=0:
Case (iv) : h 6=0:
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The result now follows from (20) to (23).
(3)) (2): The result is immediate from (20) to (23).
Lemma 35. Let   = (X; R) be a Q-polynomial distance-regular graph with diameter
d> 3 and let 0 ; 

1 ; : : : ; 

d be a Q-sequence of  . Suppose that conditions (1){(3)
hold in Lemma 34 for some D2f2d; 2d+1g. Then D is unique. In this case; we say
that 0 ; 

1 ; : : : ; 

d is D-symmetric.
Proof. Suppose that conditions (1){(3) in Lemma 34 hold for both D=2d and D0 =
2d+ 1. By setting D = 2d in Eq. (15), we obtain
d−1 − d = (d−2 − d−1):
Similarly, by setting D0 = 2d+ 1 in Eq. (15), we obtain
d−1 − d = (d−2 − d):
Since  6=0, it follows that d−1 = d, contradicting (5).
Denition 36. Let   = (X; R) be a Q-polynomial distance-regular graph of diameter
d> 3. We say that   is a pseudoquotient if there exists D2f2d; 2d+1g, with D> 7,
such that every Q-sequence is D-symmetric. In this case we call D the covering diam-
eter of  .
10. The fundamental group of a Q -polynomial distance-regular graph
We now present our main result.
Theorem 37. Let   = (X; R) be a Q-polynomial distance-regular graph of diameter
d> 3 and valency k> 3. Fix any x2X . Then the following hold:
(1) ( ; x; 6) 6= feg.
(2) Suppose ( ; x; 6) 6= ( ; x). Then   is a pseudoquotient. Furthermore;
( ; x; 6) = ( ; x; D − 1) ( ( ; x; D) = ( ; x);
where D is the covering diameter of  .
Proof. (1) This is immediate from Corollary 30.
(2) By Lemma 18(1) and Theorem 26, there exists some integer i (76 i6 2d+1)
such that ( ; x; i − 1) ( ( ; x; i). By Lemma 35 and Denition 36, it suces to
show that i2f2d; 2d+1g and that every Q-sequence is i-symmetric. Since ( ; x; i) is
generated by elements of ( ; x) of essential length at most i, there exists u2 ( ; x; i)
of essential length i such that u =2 ( ; x; i− 1). Write ~u=pqp−1 where q is cyclically
reduced, and write q = (y = y0; y1; : : : ; yi = y). Set j = bi=2c, so that i2f2j; 2j + 1g,
and set z= yj−2 and w= yj+1. Observe that [q] =2 ( ; y; i− 1) by Theorem 21(2), so
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q is geodesic by Lemma 24; hence @(y; z) = j − 2 and @(y; w) = i − j − 1. Pick any
a; b2X such that @(z; a)= @(a; b)= @(b; w)= 1. We will show that @(y; a)= j− 1 and
@(y; b) = j. Set
r := (y = y0; y1; : : : ; yj−2 = z);
s := (z = yj−2; yj−1; yj; yj+1 = w; a; b; z);
t := (y = y0; y1; : : : ; yj−2 = z; a; b; w = yj+1; yj+2; : : : ; yi = y):
We will show that t is geodesic. The essential length of [s] is at most six by Theorem
8 and Lemma 16; consequently, the essential length of [rsr−1] is at most six by
Theorem 21(1). Thus [rsr−1]2 ( ; y; 6) and so, since i is at least seven, we have
[rsr−1]2 ( ; y; i − 1) by Lemma 18(1). But [q] = [rsr−1][t] and [q] =2 ( ; y; i − 1),
so [t] =2 ( ; y; i − 1). Now t is geodesic by Lemma 24; hence @(y; a) = j − 1 and
@(y; b) = j as desired.
Now suppose that 0 ; 

1 ; : : : ; 

d is any Q-sequence of  , and let E be the corre-
sponding Q-idempotent. By Theorem 27,
X
a2 X
@(z;a)=1
@(w;a)=2
Ea^−
X
b2 X
@(z;b)=2
@(w;b)=1
Eb^=p312
1 − 2
0 − 3
(Ez^ − Ew^)
=p312(Ez^ − Ew^);
where  is as in Lemma 31. Notice that there are p312 elements in each summand. By
taking the inner product of both sides with Ey^ and applying Eq. (3), we obtain
p312
j−1
jX j − p
3
12
j
jX j = p
3
12

j−2
jX j −
i−j−1
jX j

:
Therefore,
j−1 − j = (j−2 − i−j−1): (24)
If j<d, then by Lemma 31
j−1 − j = (j−2 − j+1);
so i−j−1 =

j+1, which cannot happen. Therefore j=d, forcing i2f2d; 2d+1g. Now
Eq. (24) reduces to
d−1 − d = (d−2 − i−d−1); (25)
so 0 ; 

1 ; : : : ; 

d is i-symmetric by Lemma 34(2).
11. For further reading
The following references are also of interest to the reader: [4{6].
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