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SPREADING SPEEDS OF KPP-TYPE LATTICE SYSTEMS IN
HETEROGENEOUS MEDIA
XING LIANG AND TAO ZHOU
Abstract. In this paper, we investigate spreading properties of the solutions of the
Kolmogorov-Petrovsky-Piskunov-type, (to be simple,KPP-type) lattice system
(1)
.
ui(t) = d
′
i
(ui+1(t)− ui(t)) + di(ui−1(t)− ui(t)) + f(i, ui).
Motivated by the work in [8], we develop some new discrete Harnack-type estimates and
homogenization techniques for the lattice system (1) to construct two speeds ω ≤ ω such
that lim
t→+∞
sup
i≥ωt
|ui(t)| = 0 for any ω > ω, and lim
t→+∞
sup
0≤i≤ωt
|ui(t)− 1| = 0 for any ω < ω.
These speeds are characterized by two generalized principal eigenvalues of the linearized
systems of (1). In particular, we derive the exact spreading speed when the coefficients
are random stationary ergodic or almost periodic (where ω = ω). Finally, in the case
where f ′
s
(i, 0) is almost periodic in i and the diffusion rate d′
i
= di is independent of i,
we show that the spreading speeds in the positive and negative directions are identical
even if f(i, ui) is not invariant with respect to the reflection.
KPP-type lattice systems, generalized principal eigenvalue, spreading speed, heteroge-
neous media
1. Introduction
In this paper, we focus on the large time behavior of the solution of the following
problem:
(2)
{ .
ui(t) = d
′
i(ui+1(t)− ui(t)) + di(ui−1(t)− ui(t)) + f(i, ui) t > 0, i ∈ Z,
0 ≤ u(0, i) ≤ 1, {i : u(0, i) 6= 0} 6= ∅ has finite elements,
where we assume that the coefficient di is uniformly bounded in i with inf
i
di > 0, and
that f satisfies some KPP-type conditions. This will be told in detail later. A simple
example is f(i, s) = s(1− s). It is known that (2) is a spatial-discrete version of
(3)
{
∂tu = a(x)∂xxu+ q(x)∂xu+ f(x, u) t > 0, x ∈ R,
0 ≤ u(0, x) ≤ 1, {x : u(0, x) 6= 0} 6= ∅ is bounded.
The pioneer works on the dynamics of the type of equations like (2) and (3) were done
by Fisher [16] and Kolmogorov, Petrovsky, Piskunov [22] in the homogeneous case:
∂tu = ∂xxu+ f(u),
where f ∈ C1[0, 1], f(0) = f(1) = 0. In fact, in [16, 22], they proved the existence of the
minimal wave speed in the case where f(s) > 0 and f ′(s) ≤ f ′(0)s for any s ∈ (0, 1).
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Moreover, in the homogeneous case, Aronson and Weinberger [1] proved that if f ′(0) > 0
and f(s) > 0 for any s ∈ (0, 1), then there exists ω∗ > 0 such that
for any ω > ω∗, lim
t→∞
sup
x≥ωt
|u(t, x)| = 0,
for all ω ∈ (0, ω∗), lim
t→∞
sup
0≤x<ωt
|u(t, x)− 1| = 0.
A similar result still holds if x ≤ 0. An easy corollary is lim
t→∞
u(t, x+ωt) = 0 locally uniform
in x ∈ R if ω > ω∗ and lim
t→∞
u(t, x + ωt) = 1 locally uniform in x ∈ R if 0 ≤ ω < ω∗.
These results are called spreading properties and ω∗ is called the spreading speed.
In the past decades, the spreading properties of (2) and (3) in heterogeneous media got
increasing attention of mathematicians. The propagation problems in (spatially) periodic
media, the simplest heterogenous case, were widely considered by mathematicians. Ap-
plying the approach of probability, [17] first proved the existence of spreading speeds for
one-dimensional KPP-type reaction-diffusion equations in periodic media. [33,36] gave the
definition of the spatially periodic traveling waves independently, and then [20] proved the
existence of the spatially periodic traveling waves of KPP-type equations in the distribu-
tional sense. In a series of works (e.g. [2–4]), Berestycki, Hamel and their colleagues inves-
tigated the traveling waves and spreading speeds of KPP-type reaction-diffusion equations
in high-dimensional periodic media.
Besides above works, more general frameworks are provided by [23,35] to study spread-
ing properties for more general diffusion systems in periodic media.
Though (1) is just a system of ordinary differential equations, comparing with the
reaction-diffusion equation (3), the study of (1) has its own difficulties. In fact, even in
the case where the media is homogeneous, the system (1) only has the invariance with
respect to the action of the spatial translation group Z, which is a discrete subgroup of
R. In this sense, the homogeneous lattice system is essentially a system with spatially
periodic heterogeneity (e.g. see [23]). Besides, in the study of reaction-diffusion equations,
the Harnack-type estimates and methods of integration by parts are very powerful tools
(e.g. [2–5, 28] ). In the case where the media is discrete, these techniques should be
rebuilt and developed. Related results on the spreading speeds and traveling waves of
lattice systems in homogeneous media can be found in [11–13, 25–27, 34], and references
therein. There are also some works considering the spreading properties of the lattice
system (1) in periodic media. [18, 20] proved the existence of the traveling waves of (1)
with KPP-type nonlinearity and in periodic media by different methods, and then [23]
proved the existence of the spreading speeds.
However, there are only a few works on the spreading properties of KPP-type equations
in more complicated media. Berestycki, Hamel and Nadirashvili [5] investigated spread-
ing properties in higher dimension for the homogeneous equation in general unbounded
domains. Particularly, in [5] , the concepts of lower and upper spreading speeds were
introduced. Then Berestycki and Nadin [8] also introduced these two speeds again for (3)
to study the spreading properties. Precisely, for one-dimensional equation (3), the lower
and upper spreading speeds are defined by
ω∗ := inf{ω ≥ 0, lim
t→∞
sup
x≥ωt
|u(t, x)| = 0},
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ω∗ := sup{ω ≥ 0, lim
t→∞
sup
0≤x<ωt
|u(t, x)− 1| = 0}.
They gave a sharp estimate on ω∗, ω
∗ by constructing ω, ω, where ω, ω are represented
by two generalized principal eigenvalues (see Definition 2.1) of the linearized equation of
(1) such that
ω ≤ ω∗ ≤ ω∗ ≤ ω.
Furthermore, they showed that if the coefficients are (asymptotically) almost periodic or
random stationary ergodic, then ω = ω, and hence ω∗ = ω
∗ is exactly the spreading speed.
Most recently, they also investigated the multidimensional and space-time heterogeneous
case in [9]. In fact, Shen (see e.g. [30–32]) also introduced the concepts of lower and
upper spreading speeds to study the spreading speeds of KPP-type equations in space-
time heterogeneous media.
In this paper, we investigate the spreading properties for (2) in general heterogeneous
media. Motivated by [8], we establish the theory of generalized principal eigenvalues of
linear lattice systems to estimate the lower and upper spreading speeds ω∗, ω
∗. Aiming to
estimate the spreading speeds via the generalized principal eigenvalues, we also develop
some new discrete Harnack-type inequalities, and homogenization techniques for lattice
equations. Then we prove that ω∗ = ω
∗ in the case where the media is almost periodic
or random stationary ergodic. Finally, in the case where f ′s(i, 0) is almost periodic in i
and the diffusion rate d′i = di is independent of i, we show that the spreading speeds
in the positive and negative directions are identical even if f(i, ui) is not invariant with
respect to the reflection. Moreover, such a conclusion still holds for the reaction-diffusion
equation (3) in corresponding conditions. Here, we would like to point out that the last
conclusion is far from being obvious even in the case where the media is periodic. [23]
first noticed such a phenomenon while considering a so-called linear determined reaction-
diffusion equation and applying one classical conclusion that a linear operator and its
adjoint operator have identical real spectral sets. Based on a similar idea, [15, 21, 30]
proved the same conclusion about the invariance of the spreading speeds with respect to
reflection for different systems with linear determined property. In this paper, for the
systems in almost periodic media, we show this conclusion by considering the generalized
principal eigenvalues of the “formal” adjoint operators and giving a limit estimate based
on the discrete integration by parts.
2. Preliminary: Definitions, notions, results
First, let H ⊆ Z. For any function a : H → R, we denote ai := a(i), i ∈ H . In
this paper, we use both ai and a(i) for convenience. Considering the problem (2), we
assume that 0 < inf
i
di ≤ sup
i
di < +∞, 0 < inf
i
d′i ≤ sup
i
d′i < +∞, f(i, 0) ≡ f(i, 1) ≡ 0,
0 < inf
i
f(i, s) ≤ f(i, s) ≤ f ′s(i, 0)s for any s ∈ (0, 1) and f(i, ·) ∈ C1+γ([0, 1]) uniformly
with respect to i ∈ Z, that is, sup
i
‖f(i, ·)‖C1+γ < +∞. Specially, we also assume that
(4) lim inf
|i|→∞
(f ′s(i, 0)− (
√
d′i −
√
di)
2) > 0.
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Denote Xn := {a| a : [n,+∞) ∩ Z → R} and X−∞ := {a| a : Z → R}. We define
A : Xn → Xn+1 by (Aφ)i = d′i(φi+1 − φi) + di(φi−1 − φi), L : Xn → Xn+1 by (Lφ)i =
(Aφ)i + f
′
s(i, 0)φi, and Lp : Xn → Xn+1 by (Lpφ)i = e−pi(Lep·φ)i. Moreover, we denote
D = max{sup
i
di, sup
i
d′i}, D = min{inf
i
di, inf
i
d′i}. We can also consider a more general
case with heterogenous steady states p− and p+ instead of 0 and 1 under some assumptions
corresponding to those we have given before. In fact, under the condition 0 < inf
i
(p+i −
p−i ) ≤ sup
i
(p+i − p−i ) < +∞, we can reduce the equation with heterogeneous steady states
into an equation with steady states 0 and 1 by setting v = u−p
−
p+−p−
. Hence we may, without
loss of generality, assume that p+ = 1 and p− = 0 as long as 0 < inf
i
(p+i − p−i ) ≤
sup
i
(p+i − p−i ) < +∞.
Definition 2.1. The generalized principal eigenvalues associated with operator Lp on
In := (n,+∞) ∩ Z, where n ∈ {−∞} ∪ Z, are
λ1(p, n) := sup{λ| ∃ φ ∈ An, such that (Lpφ)i ≥ λφi for any i ∈ In},
λ1(p, n) := inf{λ| ∃ φ ∈ An, such that (Lpφ)i ≤ λφi for any i ∈ In},
where for n ∈ Z, An is the set of admissible test functions:
An := {φ ∈ Xn| φi > 0 for i ≥ n, lim
i→+∞
lnφi
i
= 0,
{φi+1 − φi
φi
}∞
i=n
∈ ℓ∞,{φi+1 − φi
φi+1
}∞
i=n
∈ ℓ∞}
and A−∞ is the set of admissible test functions:
A−∞ := {φ ∈ X−∞| φi > 0, lim
|i|→+∞
lnφi
i
= 0,
{φi±1 − φi
φi
}∞
i=−∞
∈ ℓ∞}.
In some cases, we write the generalized principal eigenvalues which are related to Lp
as λ1(p, n,L) and λ1(p, n,L) to emphasize that they depend on L. It is easy to see that
λ1(p, n) is increasing in n, and λ1(p, n) is decreasing in n. Furthermore, we have:
Proposition 2.1. Let n ∈ {−∞} ∪ Z. Then
λ1(p, n) ≤ λ1(p, n) ∀p ∈ R.
This proposition and Definition 2.1 yield the following corollary immediately.
Corollary 2.1. For any n ∈ {−∞}∪Z and p ∈ R, if there exist λ ∈ R and φ ∈ An such
that (Lpφ)i = λφi, then
λ = λ1(p, n) = λ1(p, n).
Let us define
(5) H(p) := lim
n→+∞
λ1(p, n), and H(p) := lim
n→+∞
λ1(p, n), ∀ p ∈ R.
H(p) and H(p) are well defined by Proposition 2.1 and the monotonicity of λ1(p, n)
and λ1(p, n). Moreover, we have the following proposition:
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Proposition 2.2. The functions H and H are locally Lipschitz continuous. Moreover,
there exist constants ε0, a0 > 0, and a1 < 2 such that
ε0 < H(p) ≤ H(p) ≤ a0(ep + e−p − a1) ∀p ∈ R, and lim
p→0+
H(±p)
p
= +∞.
Now, as in [8] we can define the speeds ω and ω:
(6) ω := min
p>0
H(−p)
p
, and ω := min
p>0
H(−p)
p
.
The main result of this paper is as follows:
Theorem 2.1. Let u(t, i) be a solution of (2). Then
1) For any ω > ω, lim
t→+∞
sup
i≥ωt
|u(t, i)| = 0;
2) For any 0 ≤ ω < ω, lim
t→+∞
sup
0≤i≤ωt
|u(t, i)− 1| = 0.
3. Proof of propositions in section 2
In this section, the proof of Propositions 2.1 and 2.2 will be given. We will also provide
another proposition about the generalized principal eigenvalues and then give its proof.
In fact, we consider the operator L in the general form:
(Lφ)i := d′i(φi+1 − φi) + di(φi−1 − φi) + ciφi,
i.e., we replace f ′s(i, 0) by c = {ci}∞−∞ ∈ ℓ∞(Z). We denote C := sup
i
ci.
Proof of Proposition 2.1. We only give the proof in case there n ∈ Z. The proof in the
case where n = −∞ is similar. The proof of the former case includes two steps.
Step 1: p = 0. We may assume that n = 0 without loss of generality by translation.
Assume by contradiction that λ1(0, 0) > λ1(0, 0). Then there exist λ ∈ R, ε > 0 and
φ, ψ ∈ A0 such that λ1(0, 0) > λ > λ− 2ε > λ1(0, 0) and
d′i
φi+1
φi
+ di
φi−1
φi
− (d′i + di) + ci ≤ λ− 2ε, ∀i ∈ I0,
d′i
ψi+1
ψi
+ di
ψi−1
ψi
− (d′i + di) + ci ≥ λ, ∀i ∈ I0.
This yields
(7) d′i(
ψi+1
ψi
− φi+1
φi
) + di(
ψi−1
ψi
− φi−1
φi
) ≥ 2ε, ∀i ∈ I0.
We have the following two claims:
Claim 1. If there exists i0 ∈ I0 such that d′i0(
ψi0+1
ψi0
− φi0+1
φi0
) ≥ ε, then d′i(ψi+1ψi −
φi+1
φi
) > ε
for any i > i0.
Proof of Claim 1: We only need to show d′i0+1(
ψi0+2
ψi0+1
− φi0+2
φi0+1
) > ε. If not, by (7), we have
di0+1(
ψi0
ψi0+1
− φi0
φi0+1
) ≥ ε. Hence
1 =
ψi0+1
ψi0
· ψi0
ψi0+1
≥ (φi0+1
φi0
+
ε
d′i0
) · ( φi0
φi0+1
+
ε
di0+1
) > 1 +
ε2
d′i0di0+1
.
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This is impossible so that the claim is valid.
Claim 2. There exists δ > 0 such that δ < φi+1
φi
< 1
δ
for any i ∈ I0.
Proof of Claim 2: We only need to show that there exists δ > 0 such that lim inf
i→∞
φi±1
φi
≥ δ.
If not, then for any k, there exists ik such that
φik±1
φik
< 1
k+1
, which means that
φik−φik±1
φik±1
≥
k, and this contradicts φ ∈ A0. Hence the claim holds.
Now we turn to the proof of the proposition. From Claim 1 there are two cases we need
to consider.
Case 1: d′i(
ψi+1
ψi
− φi+1
φi
) < ε for any i ∈ I0. Then di(ψi−1ψi −
φi−1
φi
) > ε for any i ∈ I0 since
(7), i.e., ψi−1
ψi
> φi−1
φi
+ ε
di
. Then by Claim 2, we get
ψ0
ψk
>
k∏
i=1
(
φi−1
φi
+
ε
di
) =
φ0
φk
k∏
i=1
(1 +
φi
φi−1
· ε
di
) ≥ φ0
φk
(1 +
εδ
D
)
k
,
which yields
(8)
lnψ0
k
− lnψk
k
>
lnφ0
k
− lnφk
k
+ ln(1 +
εδ
D
).
Noting that φ, ψ ∈ A0, and setting k →∞ in (8), we have 0 ≥ ln(1 + εδD ) > 0, which is a
contradiction!
Case 2: There exists i0 ∈ I0 such that d′i0(
ψi0+1
ψi0
− φi0+1
φi0
) ≥ ε. Then ψi+1
ψi
≥ φi+1
φi
+ ε
d′i
for
any i > i0 by Claim 1. Combining this with Claim 2, we have
ψk+1
ψi0
≥
k∏
i=i0
(
φi+1
φi
+
ε
d′i
) =
φk+1
φi0
k∏
i=i0
(1 +
φi+1
φi
· ε
d′i
) ≥ φk+1
φi0
(1 +
εδ
D
)
k−i0+1
.
Then
(9)
lnψk+1
k + 1
− lnψi0
k + 1
>
lnφk+1
k + 1
− lnφi0
k + 1
+
k − i0 + 1
k + 1
ln(1 +
εδ
D
).
Taking k →∞ in (9), we have 0 ≥ ln(1 + εδ
D
) > 0, which is a contradiction. Thus it must
be λ1(0, 0) ≤ λ1(0, 0).
Step 2: p 6= 0. Setting φ(p)i ∈ Xn with φ(p)i = epiφi, we note that φ ∈ A0. Then
lim
i→∞
lnφ
(p)
i
i
= p,
{φ(p)i+1 − φ(p)i
φ
(p)
i
}∞
i=0
∈ ℓ∞,
{φ(p)i+1 − φ(p)i
φ
(p)
i+1
}∞
i=0
∈ ℓ∞. For ψ, we have the same
conclusion. By the same argument as in Step 1, we still have (8) and (9) by replacing φ, ψ
with φ(p), ψ(p). Then taking k → ∞, we still obtain contradictions. Thus the conclusion
that λ1(p, 0) ≤ λ1(p, 0) is proved. 
Next we will prove that H(p) and H(p) are locally Lipschitz continuous by showing
that λ1(p, n) and λ1(p, n) are locally Lipschitz continuous with respect to p uniformly in
n.
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Lemma 3.1. Let α, β ∈ (0, 1) with α + β = 1 and Φ,Ψ ∈ Xn, n ∈ {−∞} ∪ Z, with
Φi,Ψi > 0 for any i ∈ In−1. Then
(10) α
(AΦ)i
Φi
+ β
(AΨ)i
Ψi
≥ (AΦ
αΨβ)i
Φαi Ψ
β
i
, ∀i ∈ I0.
Proof. It is sufficient to show
α
d′iΦi+1 + diΦi−1
Φi
+ β
d′iΨi+1 + diΨi−1
Ψi
≥ d
′
iΦ
α
i+1Ψ
β
i+1 + diΦ
α
i−1Ψ
β
i−1
Φαi Ψ
β
i
.
That is,
α(d′iΦi+1 + diΦi−1)Ψi + β(d
′
iΨi+1 + diΨi−1)Φi
≥ d′iΦαi+1Ψβi+1Φ1−αi Ψ1−βi + diΦαi−1Ψβi−1Φ1−αi Ψ1−βi ,
i.e.,
αd′iΦi+1Ψi + αdiΦi−1Ψi + βd
′
iΨi+1Φi + βdiΨi−1Φi
≥ (d′iΦi+1Ψi)α(d′iΨi+1Φi)β + (diΦi−1Ψi)α(diΨi−1Φi)β.
This is true by Young’s inequality that
(d′iΦi+1Ψi)
α(d′iΦi+1Ψi)
β ≤ α[(d′iΦi+1Ψi)α]
1
α + β[(d′iΦi+1Ψi)
β]
1
β
= αd′iΦi+1Ψi + βd
′
iΨi+1Φi
and
(diΦi−1Ψi)
α(diΦi−1Ψi)
β ≤ α[(diΦi−1Ψi)α]
1
α + β[(diΦi−1Ψi)
β]
1
β
= αdiΦi−1Ψi + βdiΨi−1Φi.

Lemma 3.2. For any n ∈ {−∞} ∪ Z, λ1(p, n) is convex with respect to p.
Proof. Let Φ ∈ An with Φi = ep1iφi, and Ψ ∈ An with Ψi = ep2iψi. Then by Lemma 3.1
we get
α
(LΦ)i
ep1iφi
+ β
(LΨ)i
ep2iψi
≥ (LΦ
αΨβ)i
e(αp1+βp2)iφαi ψ
β
i
,
i.e.,
α
(Lp1φ)i
φi
+ β
(Lp2ψ)i
ψi
≥ (Lαp1+βp2φ
αψβ)i
φαi ψ
β
i
.
The definition of λ1(p, n) yields
αλ1(p1, n) + βλ1(p2, n) ≥ λ1(αp1 + βp2, n).

Lemma 3.3. λ1(p, n) and λ1(p, n) are locally Lipschitz continuous in p uniformly with
respect to n ∈ {−∞} ∪ Z.
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Proof. We may, without loss of generality, assume that p1 < p2 and that λ1(pj, n) and
λ1(pj, n), (j = 1, 2), are positive since λ1(p, n,L+M) = λ1(p, n,L) +M for any constant
M . Let α = p2−p1
1+p2−p1
, and β = 1
1+p2−p1
.
First we prove that λ1(p, n) is locally Lipschitz continuous in p uniformly with respect
to n ∈ {−∞} ∪ Z. Taking ε > 0, there exists φ ∈ An such that
Lp1φ ≥ (λ1(p1, n)− ε)φ on In,
i.e.,
(
(Aep1·φ)i
ep1iφi
+ ci) ≥ λ1(p1, n)− ε ∀i ∈ In.
Let Φi = e
(p1−1)i,Ψi = e
p2iφηi , where η = 1+ p2 − p1. Then Φαi Ψβi = ep1iφi. By lemma 3.1
β(
(Aep2·φη)i
ep2iφηi
+ ci) ≥ ((Ae
p1·φ)i
ep1iφi
+ ci)− α((Ae
(p1−1)·)i
e(p1−1)i
+ ci)
≥ λ1(p1, n)− ε− α(d′ie(p1−1) + die(1−p1) − d′i − di + ci)
≥ λ1(p1, n)− ε− α(De(p1−1) +De(1−p1) − 2d+ C).
(11)
Noting that φη ∈ An since φ ∈ An, the Definition 2.1 yields that
λ1(p2, n) ≥ βλ1(p2, n) ≥ λ1(p1, n)− ε− α(De(p1−1) +De(1−p1) − 2d+ C).
Taking ε→ 0, we have
(12) λ1(p2, n) ≥ λ1(p1, n)− (p2 − p1)(De(p1−1) +De(1−p1) − 2d+ C).
On the other hand, there exists ψ ∈ An such that
Lp2ψ ≥ (λ1(p2, n)− ε)ψ.
Let Φi = e
(p2+1)i,Ψi = e
p1iψηi , where η = 1 + p2 − p1. Then Φαi Ψβi = ep2iψ. Therefore, as
what we just did before,
(13) λ1(p1, n) ≥ λ1(p2, n)− (p2 − p1)(De(p2+1) +De(−1−p2) − 2d+ C).
From (12) and (13), we have
(14) |λ1(p1, n)− λ1(p2, n)| ≤M |p2 − p1|,
where M is a constant depending on p1, p2 but not depending on n.
Next we will prove that λ1(p, n) is locally Lipschitz continuous in p uniformly with
respect to n ∈ Z. Taking ε > 0, there exist φ, ψ ∈ An such that
Lp1φ ≤ (λ1(p1, n) + ε)φ,
Lp2ψ ≤ (λ1(p2, n) + ε)ψ.
Set Φi = e
(p2+1)i,Ψi = e
p1iφi. Then Φ
α
i Ψ
β
i = e
p2iφβi . Similarly, by Lemma 3.1, we have
λ1(p1, n) + (p2 − p1)(De(p2+1) +De(−1−p2) − 2d+ C) ≥ λ1(p2, n).
While setting Φi = e
(p1−1)i,Ψi = e
p2iψi, we have Φ
α
i Ψ
β
i = e
p1iψβi . Therefore,
λ1(p2, n) + (p2 − p1)(De(p1−1) +De(1−p1) − 2d+ C) ≥ λ1(p1, n).
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Thus we have
(15) |λ1(p1, n)− λ1(p2, n)| ≤M |p2 − p1|,
where M is a constant as before. The proof is complete. 
Let us now turn to the proof of Proposition 2.2. We need the assumption
(16) lim inf
|i|→∞
(ci − (
√
d′i −
√
di)
2) > 0.
Proof of Proposition 2.2. It is easy to see that H(p) and H(p) are locally Lipschitz con-
tinuous by Lemma 3.1. Take φ ≡ 1 as a test function. Then we have
inf
i∈In
(d′ie
p + die
−p − d′i − di + ci) ≤ λ1(p, n)
≤ λ1(p, n)
≤ sup
i∈In
(d′ie
p + die
−p − d′i − di + ci).
(17)
Let hi(p) := d
′
ie
p + die
−p − d′i − di + ci. Then
h′i(p) :=
d
dp
hi(p) = d
′
ie
p − die−p, h′′i :=
d
dp
h′i(p) = d
′
ie
p + die
−p > 0.
Hence h′i is strictly increasing, and h
′
i(
lndi−ln qi+1
2
) = 0. That is to say, hi(p) reaches its
minimum ci − (
√
d′i −
√
di)
2 at 1
2
(ln di − ln d′i) for any p ∈ R. Noting (16), there exist
N0 ∈ Z and ε0 > 0 such that inf
i∈In
(d′ie
p + die
−p − d′i − di + ci) > ε0 for all n ≥ N0. Letting
n→ +∞ in (17), we have
ε0 < inf
i∈IN0
(d′ie
p + die
−p − d′i − di + ci) ≤ H(p) ≤ H(p) ≤ D(ep + e−p)− 2D + C.
Hence lim
p→0+
H(±p)
p
≥ lim
p→0+
ε0
p
= +∞ and
lim
p→+∞
H(±p)
p
≥ lim
p→+∞
inf
i∈IN0
(d′ie
±p + die
∓p − d′i − di + ci)
p
≥ lim
p→+∞
(D
ep
p
− 2D
p
− C
p
)
= +∞.
This concludes the proof by taking a0 = D, a1 =
2D−C
D
< 2. 
Next we will prove that the generalized principal eigenvalues are continuous with respect
to the coefficient c ∈ ℓ∞. Define L′ : Xn → Xn+1 by (L′φ)i := d′i(φi+1 − φi) + di(φi−1 −
φi) + c
′
iφi, and L
′
pφ := e
−p·L′(ep·φ).
Proposition 3.1.
(18) |λ1(p, n,L′)− λ1(p, n,L)| ≤ ‖c′ − c‖l∞ ∀n ∈ {−∞} ∪ Z, p ∈ R,
(19) |λ1(p, n,L′)− λ1(p, n,L)| ≤ ‖c′ − c‖l∞ ∀n ∈ {−∞} ∪ Z, p ∈ R.
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Proof. For any ε > 0, there exists φ ∈ An such that
(Lpφ)i ≥ (λ1(p, n,L)− ε)φi ∀i ∈ In.
Hence
(L′pφ)i = (Lpφ)i + (c
′
i − ci)φi
≥ (λ1(p, n,L)− ε)φi + (c′i − ci)φi
≥ (λ1(p, n,L)− ε− ‖c′ − c‖l∞)φi.
Letting ε→ 0, the above inequality yields
λ1(p, n,L′) ≥ λ1(p, n,L)− ‖c′ − c‖l∞ .
By the symmetry, one has
|λ1(p, n,L′)− λ1(p, n,L)| ≤ ‖c′ − c‖l∞ .
A similar argument gives (19). 
4. Proof of the spreading property
4.1. Maximum principles. Before going any further, we first give some maximum prin-
ciples which we will use later. Let ℓ1(t), ℓ2(t) be two functions defined on [t0,+∞). Assume
that ℓ1(t) is decreasing and ℓ2(t) is increasing, and that [ℓ2(t)]− ℓ1(t) ≥ 2. Denote
St := {i ∈ Z| ℓ1(t) ≤ i ≤ ℓ2(t)}, Ωt0 := {(t, i)| t ∈ [t0,+∞), i ∈ St},
Γt0 := {(t0, i) ∈ Ωt0} ∪ {(t, i) ∈ Ωt0 | (t, i+ 1) /∈ Ωt0 or (t, i− 1) /∈ Ωt0},
Ωt0,i := {t > 0| (t, i) ∈ (Ωt0 \ Γt0)}.
Lemma 4.1. Assume that zi(t) is differentiable in t ∈ Ωt0,i for any i ∈ Z, and that zi(t)
satisfies
(20)
{ .
zi(t)− (Az)i − cizi ≥ 0, Ωt0 \ Γt0 ,
z ≥ 0, Γt0 .
Then z ≥ 0 in Ωt0 .
Proof. We first prove the the result by assuming ci < 0. Assume by contradiction that
there exists (T, j) ∈ Ωt0 such that z(T, j) < 0. Then z reaches its minimum at some
point, say (s, k), over ΩTt0 := ([t0, T ]× Z) ∩ Ωt0 . Obviously, (s, k) /∈ Γt0 . Hence at (s, k),
we have
.
zi(t) ≤ 0, (Az)i ≤ 0, cizi > 0,
i.e.,
.
zi(t)− (Az)i − cizi < 0, which contradicts (20)!
For general ci, set ζi(t) = zi(t)e
−(C+1)t. Then ζ satisfies{ .
ζ i(t)− (Aζ)i − (ci − C − 1)ζi ≥ 0, Ωt0 \ Γt0 ,
ζ ≥ 0, Γt0 .
Therefore, ξ ≥ 0 in Ωt0 , which yields that z ≥ 0 in Ωt0 . 
From the proof of Lemma 4.1, one has
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Corollary 4.1. Assume that zi(t) is differentiable in t ∈ Ωt0,i for all i ∈ Z, and that zi(t)
satisfies
.
zi(t) − (Az)i − cizi ≥ 0 in ΩTt0 \ Γt0 for T > t0. Then z can’t reach its negative
minimum in ΩTt0 \ Γt0 .
Moreover, we have the following maximum principle in the whole space.
Lemma 4.2. Assume that for any bounded interval I ⊂ [0,+∞), z is bounded on I × Z,
and that zi(t) is differentiable in t ∈ (0,+∞) for any i ∈ Z. Suppose that z satisfies{ .
zi(t)− (Az)i − cizi ≥ 0, (0,+∞)× Z,
z ≥ 0, t = 0.
Then z ≥ 0 on (0,+∞)× Z.
Proof. We may assume, without loss of generality, that ci ≤ −1. If the conclusion is
not true, then there exists (τ0, i0) such that z(τ0, i0) < 0 and exists 0 < t0 ≤ τ0 such
that z(t0, i0) = min
t∈[0,τ0]
z(t, i0). Hence
.
zi0(t0) ≤ 0. Consider Ω0 = [0, t0] × {i0, i0 ± 1}. By
Corollary 4.1, there must be t ∈ (0, t0], i ∈ {i0± 1} such that z(t, i) < z(t0, i0). We divide
the proof into the following two cases.
Case 1: If z(t1, i0−1) = min
Ω0
z(t, i) < z(t0, i0) < 0 for some t1 ∈ (0, t0], then .z(t1, i0−1) ≤ 0.
Consider Ω1 = [0, t1]×{i0, i0± 1, i0− 2}. Still by Corollary 4.1, there must be t2 ∈ (0, t1]
such that z(t2, i0 − 2) = min
Ω1
z(t, i) < z(t1, i0 − 1) < 0 and .z(t2, i0 − 2) ≤ 0. Then we
obtain two sequences
0 < · · · ≤ tn ≤ tn−1 ≤ · · · ≤ t1 ≤ t0
and
0 > z(t1, i0 − 1) > · · · > z(tn−1, i0 − (n− 1)) > z(tn, i0 − n) > · · ·
with
.
z(tn, i0−n) ≤ 0. By the boundedness of z, zi0−n(tn) converges as n→∞. Moreover,
zi0−n+1(tn)− zi0−n(tn) = zi0−(n−1)(tn)− zi0−(n−1)(tn−1)
+ zi0−(n−1)(tn−1)− zi0−n(tn)
=
∫ tn
tn−1
.
zi0−(n−1)(t)dt+ zi0−(n−1)(tn−1)− zi0−n(tn)
≥
∫ tn
tn−1
(
(Az)i0−(n−1) + ci0−(n−1)zi0−(n−1)
)
dt+ zi0−(n−1)(tn−1)− zi0−n(tn)
≥ −
∫ tn
tn−1
|(Az)i0−(n−1) + ci0−(n−1)zi0−(n−1)|dt− |zi0−(n−1)(tn−1)− zi0−n(tn)|
≥ −(4D + sup
i
|ci|) sup
t∈[0,t0]
‖zi‖ℓ∞(tn−1 − tn)
− |zi0−(n−1)(tn−1)− zi0−n(tn)|.
Similarly,
zi0−n−1(tn)− zi0−n(tn) ≥ −(4D + sup
i
|ci|) sup
t∈[0,t0]
‖zi‖ℓ∞(tn − tn+1)
− |zi0−(n+1)(tn+1)− zi0−n(tn)|.
(21)
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Then for any n, we have
0 > zi0(t0) > −ci0−nzi0−n(tn) ≥ (Az)i0−n −
.
z(tn, i0 − n) ≥ (Az)i0−n
since
.
z(tn, i0 − n) ≤ 0. Moreover,
(Az)i0−n = d
′
i0−n
(zi0−n+1(tn)− zi0−n(tn)) + di0−n(zi0−n−1(tn)− zi0−n(tn))
≥ −D((4D + sup
i
|ci|)‖zi‖ℓ∞(tn−1 − tn) + |zi0−(n−1)(tn−1)− zi0−n(tn)|)
−D((4D + sup
i
|ci|)‖zi‖ℓ∞(tn − tn+1) + |zi0−(n+1)(tn+1)− zi0−n(tn)|).
The right hand side of the above inequality converges to 0 as n→∞, which is a contra-
diction!
Case 2: If z(t1, i0 + 1) = min
Ω0
z(t, i) < z(t0, i0) < 0, where t1 ∈ (0, t0], then one can still
obtain a contradiction as before by a similar argument. The proof is complete. 
Remark 4.1. Assume that z is bounded on I ×Z for any bounded interval I ⊂ [0,+∞),
and that zi(t) is locally Lipschitz continuous on [0,∞) for any i ∈ Z. We denote the
left derivative by d
−
dt
, and assume that d
−
dt
zi(t) exists for any t > 0, i ∈ Z. Moreover, we
assume that z satisfies
d−
dt
zi(t)− (A(t)z)i − ci(t)zi ≥ 0, (0,+∞)× Z,
z ≥ 0, t = 0,
where A(t) : X−∞ → X−∞ is defined by (A(t)φ)i = d′i(t)(φi+1 − φi) + di(t)(φi−1 − φi)
with the coefficients d′i = d
′
i(t), di = di(t), ci = ci(t) being continuous functions in t and
satisfying
0 < inf
(t,i)∈[0,+∞)×Z
di(t) ≤ sup
(t,i)∈[0,+∞)×Z
di(t) < +∞,
0 < inf
(t,i)∈[0,+∞)×Z
d′i(t) ≤ sup
(t,i)∈[0,+∞)×Z
d′i(t) < +∞,
and sup
(t,i)∈[0,+∞)×Z
|ci(t)| < +∞. Replacing .zi(t) by d−dt zi(t) in the proof of Lemma 4.2, one
can still prove z ≥ 0 in (0,+∞)× Z.
4.2. The first part of Theorem 2.1.
Proof of the first part of Theorem 2.1. For any ω > ω, i.e., ω > min
p>0
H(−p)
p
, there exist
p > 0, n > 0 such that λ1(−p, n) < ωp. Hence for δ ∈ (0, ωp), there exists φ ∈ An such
that
(Lφ(−p))i ≤ (ωp− δ)φ(−p)i , ∀ i > n,
where φ
(p)
i ∈ Xn with φ(p)i = epiφi. We may assume that φie−pi ≥ ui(0) for any i ≥ n
and φne
−pn > 1 through multiplying by a positive constant since {i : u(0, i) 6= 0} is not
empty and has finite elements. Let ψ(t) ∈ Xn with ψi(t) = φie−pi+(ωp−δ)t ≥ φie−pi for
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i ≥ n, t ≥ 0. Then ψn(t) > 1 for t ≥ 0 and lim
i→∞
ψi(t) = 0 locally uniformly with respect
to t ∈ [0,∞) since lim
i→∞
lnφi
i
= 0. Moreover,
.
ψi(t)− (Aψ)i − f ′s(i, 0)ψi ≥ 0.
Let
(22) vi(t) =
{
1, ∀i < n,
min{1, ψi(t)}, ∀i ≥ n.
Then vi(0) ≥ ui(0) for any i ∈ Z, vi(t) ≤ ψi(t) for all i ≥ n and t ≥ 0, and vi(t) is locally
Lipschitz continuous in t for i ∈ Z. Next, we will show that vi satisfies d−dt vi(t)− (Av)i −
f(i, vi) ≥ 0 for any t > 0, i ∈ Z.
For any i ≤ n, .vi(t)− (Av)i− f(i, vi) = −(Av)i = d′i(vi− vi+1) = d′i(1− vi+1) ≥ 0 since
vn(t) = min{1, ψn(t)} = 1.
For any i > n, we need to prove d
−
dt
vi(t)− (Av)i− f(i, vi) ≥ 0. We divide the proof into
two cases.
Case 1: ψi(t) ≥ 1. In this case, vi(t) = 1. Hence f(i, vi) = 0. Since ψi(t) is increasing in
t, we have
d−
dt
vi = lim
∆t→0−
vi(t+∆t)− vi(t)
∆t
=

lim
∆t→0−
1− 1
∆t
= 0, ψi > 1,
lim
∆t→0−
ψi(t+∆t)− 1
∆t
=
.
ψi(t) > 0, ψi = 1.
We also have
Avi = d
′
i(vi+1 − vi) + di(vi−1 − vi) = d′i(vi+1 − 1) + di(vi−1 − 1) ≤ 0.
We have thus proved that d
−
dt
vi(t)− (Av)i − f(i, vi) ≥ 0 in this case.
Case 2: ψi(t) < 1. In this case, vi(s) = ψi(s) for s ∈ [t−δ, t], where δ > 0 is small enough.
From this, we have f(i, vi) = f(i, ψi) and
.
vi(t) = lim
∆t→0−
ψi(t +∆t)− ψi(t)
∆t
=
.
ψi(t) > 0.
Moreover, vi±1(t) ≤ ψi±1(t) by (22), which yields
(Av)i = d
′
i(vi+1 − vi) + di(vi−1 − vi) ≤ d′i(ψi+1 − vi) + di(ψi−1 − vi) = (Aψ)i.
Hence
.
vi(t)− (Av)i − f(i, vi) ≥
.
ψi(t)− (Aψ)i − f(i, ψi) ≥
.
ψi(t)− (Aψ)i − f ′s(i, 0)ψi ≥ 0.
Therefore, vi satisfies
d−
dt
vi(t)− (Av)i − f(i, vi) ≥ 0 for any t > 0, i ∈ Z. Now let us set
wi(t) = vi(t)− ui(t). Then w satisfies
d−
dt
wi(t)− (Aw)i − cˆiwi ≥ 0, (0,+∞)× Z,
wi(0) ≥ 0, t = 0,
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where cˆi =

f(i, vi)− f(i, ui)
vi − ui , vi 6= ui
0, vi = ui
. If vi 6= ui, then there exists some θi between
vi and ui such that | f(i,vi)−f(i,ui)vi−ui | = |f ′s(i, θi)| ≤ ‖f(i, ·)‖C1+γ ≤ sup
i∈Z
‖f(i, 0)‖C1+γ . Hence
cˆi ∈ ℓ∞ uniformly in t ∈ R. Thus we have w ≥ 0 by Remark 4.1, i.e., vi(t) ≥ ui(t) for
any (t, i) ∈ (0,+∞)× Z. Hence ψi ≥ vi ≥ ui for i ≥ n, which yields
sup
i≥ωt
ui(t) = sup
i≥ωt
φie
−pi+(ωp−δ)t ≤ sup
i≥ωt
φie
−pi+(ωp−δ) i
ω = sup
i≥ωt
φie
δi
ω → 0
as t→ +∞ since limi→+∞ lnφii = 0. 
4.3. Harnack inequality.
Theorem 4.1. Assume that u is bounded on [0,+∞)×Z and solves equation (2). Then
for any (t, i) ∈ [0,+∞)× Z, T > 0, there exists a positive constant θ only depending on
T such that
(23) ui(t) ≤ θ(T )uj(t + T ), j ∈ {i± 1, i}.
Proof. It is easy to see that the solution satisfying 0 ≤ uj(s) ≤ 1 for any (s, j) ∈ [0,∞)×Z
is unique by Lemma 4.2.
Fix i ∈ Z. Let z(i) := z(i)j (s), j ∈ Z, s ∈ R, be a solution of
.
z
(i)
j (s)− (Az(i))j = 0, (0,+∞)× Z,
z
(i)
j (0) =
{
1, j = i,
0, j 6= i,
with 0 ≤ z(i)j (s) ≤ 1. By Lemma 4.2, we have ui(t)z(i)j (s) ≤ uj(t + s) for any s, t ∈
[0,∞) and i, j ∈ Z. In particular, ui(t)z(i)j (T ) ≤ uj(t + T ). That is to say, we only need
to show that z
(i)
j (T ) has a uniform lower bound with respect to i ∈ Z, j ∈ {i ± 1, i}. In
fact,
(24)

.
z
(i)
i (s) = d
′
iz
(i)
i+1(s) + diz
(i)
i−1(s)− (d′i + di)z(i)i (s),
.
z
(i)
i+1(s) = d
′
i+1z
(i)
i+2(s) + di+1z
(i)
i (s)− (d′i+1 + di+1)z(i)i+1(s),
.
z
(i)
i−1(s) = d
′
i−1z
(i)
i (s) + di−1z
(i)
i−2(s)− (d′i−1 + di−1)z(i)i−1(s).
By the first equality of (24) we have
.
z
(i)
i (s) ≥ −(d′i + di)z(i)i (s) ≥ −2Dz(i)i (s), and this
gives
(25)
d
ds
(z
(i)
i (s)e
2Ds) ≥ 0.
Integrating (25) from 0 to s > 0, we have z
(i)
i (s) ≥ e−2Ds for any s > 0 since z(i)i (0) = 1.
In particular, z
(i)
i (T ) ≥ e−2DT . Hence
.
z
(i)
i±1(s) ≥ Dz(i)i (s)− 2Dz(i)i±1(s) ≥ De−2Ds − 2Dz(i)i±1(s)
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by the last two equalities of (24). These give
(26)
d
ds
(z
(i)
i±1(s)e
2Ds) ≥ D.
Integrating (26) from 0 to s > 0, we have z
(i)
i±1(s) ≥ Dse−2Ds for any s > 0 since z(i)i±1(0) =
0. In particular, z
(i)
i±1(T ) ≥ DTe−2DT . Let θ(T ) = 1min{1,DT}e2DT . Then we are done. 
Corollary 4.2. Assume that all the conditions of Lemma 4.2 hold. Then ui(t) > 0 for
(t, i) ∈ (0,+∞)× Z.
Proof. If not, then there exists (s, j) ∈ (0,+∞) × Z such that u(s, j) = 0. Let i ∈ Z
with ui(0) 6= 0, and take integer N ≥ |j − i| and T = sN . By Theorem 4.1, one has
u(s − T, k1) = 0 for k1 ∈ {j ± 1, j} and u(s − 2T, k2) = 0 for k2 ∈ {j ± 2, j ± 1, j}, · · · ,
u(0, kN) = 0 for kN ∈ {j ± N, j ± (N − 1), · · · , j ± 1, j}. In particular, u(0, i) = 0, a
contradiction! 
4.4. Homogenization techniques for the lattice system. In order to show the second
part of Theorem 2.1, we will first use homogenization techniques to consider the behavior
of vε(t, x) = u˜(
t
ε
, x
ε
) := u( t
ε
, [x
ε
]) as ε→ 0. For this reason, we define
u˜(t, x) := u(t, [x]), d˜′(x) := d′[x], d˜(x) := d[x], f˜(x, u) := f([x], u),
vε(t, x) = u˜(
t
ε
,
x
ε
), zε(t, x) := ε ln vε(t, x)
for any (t, x) ∈ (0,+∞)×R. Note that zε(t, x) is well defined by Corollary 4.2. Moreover,
u˜ satisfies
(27)
{
∂tu˜(t, x) = d˜′(x)(u˜(t, x+ 1)− u˜(t, x)) + d˜(x)(u˜(t, x− 1)− u˜(t, x)) + f˜(x, u˜),
0 ≤ u˜(0, x) ≤ 1 with compact support.
Theorem 4.2. For any compact set Q ⊆ (0,+∞)×R, there exist constants c > 0 and
0 < ε0 ≤ 1 depending on Q such that |zε(t, x)| ≤ c for any ε ∈ (0, ε0), (t, x) ∈ Q.
Proof. The proof is similar to [8, Lemma 4.1] by using Theorem 4.1. 
By Theorem 4.2, one can define
z∗(t, x) = lim inf
(s,y)→(t,x),ε→0
zε(s, y) ≤ 0.
In the following content of this section, we will find a Hamilton-Jacobi equation which is
related to z∗.
Lemma 4.3. lim inf
ε→0
vε(t, x) > 0 for any (t, x) ∈ int{z∗ = 0}.
Proof. For any (t0, x0) ∈ int{z∗ = 0}, there exists some δ > 0 such that z∗(t, x) = 0
for any (t, x) ∈ B2δ(t0, x0) := {(t, x) : |t − t0| + |x − x0| < 2δ}. Hence zε(t, x) → 0 as
ε → 0 uniformly in Bδ(t0, x0). In fact, if there are sequences εn and (tn, xn) ∈ Bδ(t0, x0)
such that |zεn(tn,xn)| > η > 0, i.e., zεn(tn,xn) < −η, then there exists a subsequence still
denoted by (εn, tn, xn) converging to (0, t, x) with (t, x) ∈ Bδ(t0x0) ⊆ B2δ(t0, x0), which
yields 0 = lim inf
(s,y)→(t,x),ε→0
zε(s, y) ≤ lim inf
n→0
zεn(tn,xn) < −η. This is a contradiction. Now
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consider φ(t, x) = −(|t− t0|2 + |x− x0|2). Then zε(t, x)− φ(t, x) reaches its minimum at
some point, say (tε, xε), over Bδ(t0, x0) and (tε, xε)→ (t0, x0) as ε→ 0 since zε(t, x)→ 0
as ε→ 0 uniformly in Bδ(t0, x0). By our setting and (2), zε(t, x) satisfies:
.
zε(t, x) = d˜′ε(x)(e
∂+ε zε − 1) + d˜ε(x)(e∂−ε zε − 1) +
f˜(x
ε
, vε)
vε
,
where d˜′ε(x) = d˜
′(x
ε
), d˜ε(x) = d˜(
x
ε
), ∂±ε zε =
zε(t,x±ε)−zε(t,x)
ε
. Also noting that at (tε, xε), we
have
.
zε(t, x)− ∂tφ(t, x) = 0,
∂±ε zε − ∂±ε φ ≥ 0.
Hence at (tε, xε)
∂tφ(t, x) = d˜′ε(x)(e
∂+ε zε − 1) + d˜ε(x)(e∂−ε zε − 1) +
f˜(x
ε
, vε)
vε
≥ d˜′ε(x)(e∂
+
ε φε − 1) + d˜ε(x)(e∂−ε φε − 1) +
f˜(x
ε
, vε)
vε
.
Then at (tε, xε) we obtain
0 <
f˜(x
ε
, vε)
vε
≤ ∂tφ(t, x)− d˜′ε(x)(e∂
+
ε φε − 1)− d˜ε(x)(e∂−ε φε − 1)→ 0
as ε → 0. Since f(i, ·) ∈ C1+γ([0, 1]) uniformly with respect to i ∈ Z, there exists C > 0
such that
f˜(xε
ε
, vε)
vε
=
f([xε
ε
], vε)
vε
≥ f ′s([
xε
ε
], 0)− Cvγε ,
which yields
0 < f ′s([
xε
ε
], 0) ≤ Cvγε + o(1) as ε→ 0+.
Then we have
C
1
γ lim inf
ε→0
vε(tε, xε) ≥ (inf
i
f ′s(i, 0))
1
γ > 0,
and the last inequality follows from 0 < inf
i
f(i, s) ≤ f(i, s) ≤ f ′s(i, 0)s for any s ∈ (0, 1).
Furthermore, by the definition of (tε, xε), we conclude
zε(tε, xε) ≤ zε(tε, xε)− φ(tε, xε) ≤ zε(t0, x0)− φ(t0, x0) = zε(t0, x0),
thus lim inf
ε→0
vε(t0, x0) ≥ lim inf
ε→0
vε(tε, xε) > 0. 
Lemma 4.4. The lower semi-continuous function z∗ is a viscosity supersolution of
max{∂tz∗ −H(∂xz∗), z∗} ≥ 0 (t, x) ∈ (0,+∞)× (0,+∞).
Proof. Note that z∗ ≤ 0. Hence we only need to show that
∂tz∗ −H(∂xz∗) ≥ 0
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in {(t, x) ∈ (0,+∞)×(0,+∞)|z∗(t, x) < 0}. For a smooth function φ defined on (0,+∞)×
(0,+∞), assume that z∗ − φ reaches its strict minimum at (t0, x0) ∈ (0,+∞)× (0,+∞)
over Br(t0, x0), with z∗(t0, x0) < 0. It is sufficient to show that
∂tφ−H(∂xφ) ≥ 0 at (t0, x0).
Denote p := ∂xφ(t0, x0) and fix some N ∈ Z large enough. For any µ > 0 small, there
exists ψ ∈ AN such that
(28) Lpψ ≥ (λ1(p,N)− µ)ψ on IN .
Denote ψε(x) := ψ˜(
x
ε
) = ψ([x
ε
]). Then ε lnψε(·)→ 0 as ε→ 0 locally uniform in (N,+∞).
Using an argument similar to the proof of [8, Propsition 4.3], we can obtain a sequence
(εn, tn, xn)→ (0, t0, x0) as n→ +∞. Moreover, zεn(tn, xn) → z∗(t0, x0) as n→ +∞, and
zεn − φ− εn lnψεn reaches its strict minimum at (tn, xn) over Br(t0, x0) for n ≥ n0.
Noting that xn
εn
→ +∞ as n → +∞ since x0 > 0, we may assume that xnεn > N for
n ≥ n0. Hence by (28) at (εn, tn, xn), we have
epd˜′ε(x)ψε(x+ ε) + e
−pd˜ε(x)ψε(x− ε)− (d˜′ε(x) + d˜ε(x))ψε(x)
≥ (−f ′s([
x
ε
], 0) + λ1(p,N)− µ)ψε(x),
that is,
epd˜′ε(x)
ψε(x+ ε)
ψε(x)
+ e−pd˜ε(x)
ψε(x− ε)
ψε(x)
− (d˜′ε(x) + d˜ε(x))
≥ (−f ′s([
x
ε
], 0) + λ1(p,N)− µ).
(29)
We also have
(30)
.
zε = d˜′ε(x)(e
∂+ε zε − 1) + d˜ε(x)(e∂−ε zε − 1) +
f([x
ε
], vε)
vε
.
Denote βε(x) := ε lnψε(x). Then
ψε(x±ε)
ψε(x)
= e∂
±
ε βε(x) is bounded by Claim 2 in the proof of
Proposition 2.1. Since zεn − φ− βεn reaches its strict minimum at (tn, xn),
∂t(zεn − φ− βεn)(t, x) = 0, i.e., .zεn(t, x) = ∂tφ(t, x) at (tn, xn),
∂±εn(zεn − φ− βεn)(t, x) ≥ 0, i.e., ∂±εnzεn(t, x) ≥ ∂±εn(φ+ βεn)(t, x) at (tn, xn).
(29) and (30) yield
∂tφ(t, x)− λ1(p,N) + µ ≥
f([x
ε
], vε)
vε
+ d˜′ε(x)(e
∂+ε zε − e∂+ε βε+p)
− f ′s([
x
ε
], 0) + d˜ε(x)(e
∂−ε zε − e∂−ε βε−p).
(31)
As lim
n→+∞
zεn(tn, xn) = z∗(t0, x0) < 0, we have vεn(tn, xn) = exp
zεn(tn,xn)
εn
→ 0 as n→ +∞.
Then
f([x
ε
],vε)
vε
− f ′s([xε ], 0) → 0 as n → +∞. It is known that d˜ε(x) and e∂
±
ε βε(x) are
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uniformly bounded for ε > 0, x ∈ R. Taking n→ +∞ in (31), and noting the definition
of p = ∂xφ(t0, x0) = lim
n→+∞
±∂±εnφ, we obtain that
∂tφ(t0, x0)− λ1(p,N) + µ ≥ lim sup
n→+∞
[d˜′εn(xn)(e
∂+εnzεn − e∂+εn (φ+βεn))
+ d˜εn(xn)(e
∂−εnzεn − e∂−εn (φ+βεn))]
≥ 0.
Then taking µ→ 0+, we have
∂tφ(t0, x0)− λ1(p,N) ≥ 0.
Finally, taking N → +∞,
∂tφ(t0, x0)−H(p) ≥ 0.
The proof is complete . 
Next we need to consider the convex conjugate ofH given byH∗(q) := sup
p∈R
(pq−H(p)) ≥
pq − H(p) for any p ∈ R. It is well defined by Proposition 2.2. We have the following
estimate for z∗.
Lemma 4.5. z∗(t, x) ≥ min{−tH∗(−xt ), 0} for any (t, x) ∈ (0,+∞)× (0,+∞).
Proof. The proof is similar to [8, Lemma 4.4]. 
4.5. Complete the proof of Theorem 2.1.
Proof of the second part of Theorem 2.1. We will prove it in five steps.
Step 1: Show that lim inf
t→+∞
u˜(t, wt) > 0 ∀ω ∈ (0, ω).
By the definition of ω, there exists ε > 0 such that H(−p) ≥ pω(1 + ε) for any
p > 0; also from Proposition 2.2 one can find that there exists 0 < η ≤ ε0 ≤ H(0)
such that H(−p) ≥ pω + η, i.e., −η ≥ (−p)(−ω) − H(−p) for any p ∈ R. Then we
obtain −H∗(−ω) ≥ η > 0. Hence by the continuity of H∗ and Lemma 4.5, there exists a
neighbourhood B(1, ω) of (1, ω) ∈ (0,+∞)× (0,+∞) such that
z∗(t, x) ≥ min{−tH∗(−x
t
), 0} = 0, ∀(t, x) ∈ B(1, ω).
That is to say, (1, ω) ∈ int{z∗ = 0}. From Lemma 4.3, we have
lim inf
t→+∞
u˜(t, tω) = lim inf
ε→0
u˜(
1
ε
,
ω
ε
) = lim inf
ε→0
vε(1, ω) > 0.
Step 2: If we set d′−i := d
′
−i, d
−
i := d−i, f
−(i, s) := f(−i, s), f ′−s (i, 0) := f ′s(−i, 0) and u−(t, i) :=
u(t,−i), then u− satisfies
.
u
−
i (t) = d
−
i (u
−
i+1(t)− u−i (t)) + d′−i (u−i−1(t)− u−i (t)) + f−(i, u−i ).
As what we did before, one can still define λ−1 (p, n), λ
−
1 (p, n), H
−(p), H
−
(p), ω−and ω−
associated with L−, where L− : Xn → Xn+1 is defined by (L−φ)i = d−i (φi+1 − φi) +
d′−i (φi−1 − φi) + f ′−s (i, 0)φi. Moreover, we have λ−1 (p, n) ≤ λ−1 (p, n), 0 < H−(p) ≤ H
−
(p)
and 0 < ω− ≤ ω−. In particular, for any ω− ∈ (0, ω−), we have lim inf
t→+∞
u˜−(t, tω−) > 0,
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where u˜−(t, x) := u−(t, [x]) = u(t,−[x]). Hence we obtain lim inf
t→+∞
u(t,−[tω−]) > 0.
Step 3: Show that lim inf
t→+∞
{ inf
i∈St
u(t, i)} > 0, where St = {i ∈ Z : −ω−t ≤ i ≤ ωt}.
To do this, we first introduce another generalized principal eigenvalue for L
λ′1 = sup{λ : ∃φ ∈ ℓ∞, inf
i∈Z
φi > 0,Lφ ≥ λφ, i ∈ Z}.
(Related notions were defined in [6, 7, 10] for continuous problems.) Taking φi ≡ 1 as a
test function, it is easy to see that 0 < inf
i∈Z
f ′(i, 0) ≤ λ′1 ≤ λ1(0, n) for any n ∈ {−∞} ∪ Z
by the definition of λ′1. Hence there exist 0 < µ < λ
′
1 and φ ∈ ℓ∞(Z) with inf
i∈Z
φi > 0 such
that (Aφ)i+f
′
s(i, 0)φi ≥ µφi. Without loss of generality, we may assume sup
i∈Z
φi = 1. Note
that f(i, ·) ∈ C1+γ([0, 1]) uniformly in i ∈ Z. Then there exists δ0 with 0 < δ0 < 1 such
that f(i, s) ≥ (f ′(i, 0)− µ)s for anys ∈ [0, δ0].
Furthermore, by Step 1 and Step 2, there exist t0 > 0, δ1 > 0 such that u(t, [ωt]) ≥ δ1,
u(t, [ω−t]) ≥ δ1 for any t ∈ [t0,+∞), and u(t0, i) ≥ δ1 for any i ∈ St0 . Set δ2 = min{δ0, δ1}
and z := u− δ2φ ≥ 0 on Γt0 . Thus z satisfies{ .
zi(t)− (Az)i − cˆizi ≥ 0, (0,+∞)× Z,
z ≥ 0, Γt0 ,
where cˆi =

f(i, u)− f(i, δφ)
vi − ui , ui 6= δφi
0, ui = δφi
. Then cˆi is bounded since sup
i
‖f(i, ·)‖C1+γ <
+∞. By Lemma 4.1 we have z ≥ 0 in Ωt0 , which means u(t, i) ≥ δ2φi for any (t, i) ∈ {t ≥
t0, i ∈ St}. In particular,
inf
t≥t0,i∈St
u(t, x) ≥ δ2 inf
t≥t0,i∈St
φi ≥ δ2 inf
i
φi > 0.
Hence lim inf
t→+∞
{ inf
i∈St
u(t, i)} > 0.
Step 4: Consider lim sup
t→+∞
sup
i∈Sε(t)
|u(t, i) − 1|, where Sε(t) = {i ∈ Z : −(ω− − ε)t ≤ i ≤
(ω − ε)t} and ε > 0. One can assume that {tn} is increasing and in ∈ Sε(tn) with
tn → +∞ as n→ +∞ such that
lim
n→+∞
|u(tn, in)− 1| = lim sup
t→+∞
sup
i∈Sε(t)
|u(t, i)− 1|.
Set u(n)(t, i) := ui+in(t + tn) ∈ (0, 1]. Then u(n) satisfies
.
u
(n)
(t, i) = d
′(n)
i (u
(n)
i+1(t)− u(n)i (t)) + d(n)i (u(n)i−1(t)− u(n)i (t)) + f (n)(i, u(n))
for any t ∈ (−tn,+∞), i ∈ Z, where d′(n)i = d′i+in, d(n)i = di+in, and f (n)(i, s) = f(i+ in, s).
Since d′ and d belong to ℓ∞(Z), and f(i, ·) are uniformly bounded in C1+γ([0, 1]) with
respect to i ∈ Z, one can use a diagonal extraction method to find a subsequence, still
denoted by in, and d′ ∈ ℓ∞(Z), d ∈ ℓ∞(Z), f(i, ·) ∈ C([0, 1]) and ui(·) ∈ C1loc([0, 1]) such
that
d′i+in → d′i,
di+in → di,
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f (n)(i, ·)→ f(i, ·) in C([0, 1]),
u
(n)
i (·)→ ui(·) in C1loc(R)
as n→ +∞.
Moreover, u satisfies
d
dt
u(t, i) = Au(t, i) + f(i, u) in R× Z,
where Aφ(i) := d′iφ(i+ 1) + diφ(i− 1)− (di + d′i)φ(i). For any fixed (τ, j) ∈ R× Z, we
have
−ω− < −(ω− − ε) ≤ lim inf
n→+∞
j + in
τ + tn
≤ lim sup
n→+∞
j + in
τ + tn
≤ ω − ε < ω.
Then i+ in ∈ S(t+ tn) for n large enough. Therefore, the conclusion in Step 3 yields
u(τ, j) = lim
n→+∞
u(τ + tn, j + in)
≥ lim
n→+∞
inf
i∈S(τ+tn)
u(τ + tn, i)
≥ lim inf
t→+∞
inf
i∈S(t)
u(t, i)
> 0.
That is to say, inf
R×Z
u ≥ lim inf
t→+∞
inf
i∈S(t)
u(t, i) > 0.
Step 5: Show that u(t, i) ≡ 1.
If this is true, then
lim sup
t→+∞
sup
i∈Sε(t)
|u(t, i)− 1| = lim
n→+∞
|u(tn, in)− 1| = |u(0, 0)− 1| = 0.
Note that ω ∈ (0, ω), −ω ∈ (0, ω−) are arbitrary and that ε > 0 can be arbitrary small.
Then one exactly has lim sup
t→+∞
sup
i∈S(t)
|u(t, i)− 1| = 0. In particular, the conclusion of part 2
of Theorem 2.1 is valid.
As u(t, i) ∈ [0, 1], it follows from the definition of u and the conclusion in Step 4
that 0 < m0 := inf
R×Z
u ≤ u ≤ 1. Now it is sufficient to show that m0 = 1. Assume
by contradiction that m0 < 1. Then there exists u(sn, jn) → m0 as n → +∞. Set
u(n)(t, i) = u(t + sn, i + jn), and by the same argument as we did in Step 4, there exist
dˆ′(i), dˆ(i), fˆ(i, s) and uˆ(t, i) with uˆ(t, i) ≥ uˆ(0, 0) = m0 satisfying
d
dt
uˆ(t, i) = Aˆuˆ(t, i) + fˆ(i, uˆ) in R× Z,
where Aˆφ(i) := dˆ′(i)φ(i + 1) + dˆ(i)φ(i − 1) − (dˆ′(i) + dˆ(i))φ(i). It is easy to find that
inf
i
fˆ(i, s) > 0 for any s ∈ (0, 1) since inf
i
f(i, s) > 0 for any s ∈ (0, 1). Hence fˆ(0, m0) > 0.
Since uˆ reaches its minimum m0 at (0, 0), we deduce:
d
dt
uˆ|(0,0) = 0, Aˆuˆ|(0,0) ≥ 0, fˆ(i, uˆ)|(0,0) = fˆ(0, m0) > 0,
which is a contradiction! Thus m0 = 1. 
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5. Application: almost periodic coefficients
In this section, we assume that the coefficients of L are almost periodic. Here a sequence
ei is said almost periodic with respect to i if for any sequence {in}∞i=1, there exists a
subsequence {ink} such that ei+ink converges uniformly in i ∈ Z as k → +∞. We will
prove that ω = ω.
Theorem 5.1. Assume that d′i, di, f
′
s(i, 0) are almost periodic with respect to i. Then
ω = ω.
We only need to show λ1(p,−∞) = λ1(p,−∞). We start from a comparison ar-
gument. Consider B : X−∞ → X−∞ defined by Bφ(i) := d+(i)e∂+φ(i) + d−(i)e∂−φ(i),
where ∂±φ(i) = φ(i ± 1) − φ(i), and d±(i) > 0 are bounded sequences, and we denote
D = max{sup
i
d+(i), sup
i
d−(i)}.
Lemma 5.1. Assume that w and v belong to ℓ∞(Z) satisfying{
εw(i)−Bw(i)− c(i) ≤ 0,
εv(i)− Bv(i)− c(i) ≥ 0,
where ε > 0 is a parameter, sup
i
|c(i)| < +∞. Then w(i) ≤ v(i) for any i ∈ Z.
Proof. Set
Φ(i, j) = w(i)− v(j)− α|i− j| − µ(i2 + j2)
for α > 0, µ > 0. Then Φ reaches its maximum at some point, say (k, l), over Z × Z.
Obviously, (k, l) depends on α, µ. If w(i) ≤ v(i) is not true, then there must exist
i0 ∈ Z, δ > 0 such that w(i0) − v(i0) ≥ 2δ. Now for sufficiently small µ, we have
Φ(i0, i0) = w(i0)− v(i0)− 2µi20 ≥ δ, hence 0 < δ ≤ Φ(k, l) ≤ sup
i
|w(i)|+ sup
i
|v(i)|. From
this we obtain
δ + α|k − l|+ µ(k2 + l2) ≤ w(k)− v(l) ≤ sup
i
|w(i)|+ sup
i
|v(i)|,
which yields µk, µl→ 0 as µ→ 0 uniformly with respect to α, α|k− l| bounded as µ→ 0
and |k − l| → 0 as α → +∞ uniformly with respect to µ, i.e., there exists α0 > 0 such
that k = l if α ≥ α0. Furthermore,
εδ ≤ εw(k)− εv(l)
≤ Bw(k) + c(k)− Bv(l)− c(l)
= d+(k)e∂
+w(k) + d−(k)e∂
−w(k) + c(k)− c(l)
− d+(l)e∂+v(l) − d−(l)e∂−v(l).
(32)
Note that Φ(k, l) reaches its maximum at (k, l). Then Φ(k ± 1, l ± 1) ≤ Φ(k, l), i.e.,
w(k± 1)− v(l± 1)−α|k− l| −µ((k± 1)2+(l± 1)2) ≤ w(k)− v(l)−α|k− l| −µ(k2+ l2).
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Thus ∂±w(k) ≤ ∂±v(l) + 2µ(1± k ± l). Take α ≥ α0 and then (32) yields
εδ ≤ d+(k)e∂+w(k) + d−(k)e∂−w(k) + c(k)− c(l)
− d+(l)e∂+v(l) − d−(l)e∂−v(l)
≤ d+(k)e∂+v(l)+2µ(1+k+l) − d+(l)e∂+v(l) + c(k)− c(l)
+ d−(k)e∂
−v(l)+2µ(1−k−l) − d−(l)e∂−v(l)
= d+(l)e∂
+v(l)(e2µ(1+2l) − 1) + d−(l)e∂−v(l)(e2µ(1−2l) − 1)
≤ De2 supi |v(i)||e2µ(1+2l) − 1|+De2 supi |v(i)||e2µ(1−2l) − 1| → 0
as µ→ 0, a contradiction! Hence w(i) ≤ v(i) for any i ∈ Z. 
Consider the following equation
(33) εuε(i)− Buε(i)− c(i) = 0, i ∈ Z.
It follows from the Perron’s method that there is a unique solution uε ∈ X−∞ of equation
(33) such that − supi |c(i)|
ε
≤ uε(i) ≤ 2D+supi |c(i)|
ε
.
Lemma 5.2. Assume that d±(i) and c(i) are almost periodic. Let uε ∈ ℓ∞(Z) be the
solution of (33). Then εuε(i) converges to some constant as ε→ 0 uniformly with respect
to i ∈ Z.
Proof. First, note that − supi |c(i)|
ε
≤ uε(i) ≤ 2D+supi |c(i)|
ε
. Hence there exists M > 0 such
that sup
ε
‖εuε‖ℓ∞ ≤ M . Moreover, there exists M1 > 0 such that sup
ε
‖∂±uε‖ℓ∞ ≤ M1. In
fact, if there exist sequences {εn} and {in} such that |uεn(in+1)−uεn(in)| ≥ n, then there
must be subsequences still denoted by {εn} and {in} such that uε(in + 1)− uε(in) ≥ n or
uε(in + 1)− uε(in) ≤ −n.
On the other hand, from εuε(i)− c(i) = Buε(i) = d+(i)e∂+uε(i) + d−(i)e∂−uε(i), we have
εuε(in)− c(in) > d+(in)e∂+uε(in) ≥ d+(in)en
or
εuε(in + 1)− c(in + 1) > d−(in + 1)e∂−uε(in+1) ≥ d−(in + 1)en.
By taking n→ +∞, one gets a contradiction since sup
i
|c(i)| < +∞ and sup
ε
‖εuε‖ℓ∞ ≤M .
Let uˆε(i) := uε(i)− uε(0). Then uˆε(i) satisfies
εuˆε(i)− Buˆε(i)− c(i) + εuε(0) = 0.
Claim. εuˆε(i)→ 0 as ε→ 0 uniformly with respect to i.
Proof of Claim: Assume by contradiction that there exist εn → 0, in, θ > 0 such that
|εnuˆεn(in)| ≥ 2θ. Without loss of generality, we may assume d±(i+ in), c(i+ in) converge
uniformly as n → +∞ since they are almost periodic. Set u˜(i) := uˆε(i + in), v(i) :=
uˆε(i+ im), and denote d
±
k (i) = d
±(i+ ik), ck(i) = c(i+ ik). Then u˜(i), v(i) satisfy
εu˜(i)− d+n (i)e∂
+u˜(i) − d−n (i)e∂
−u˜(i) − cn(i) + εuε(0) = 0,
εv(i)− d+m(i)e∂
+v(i) − d−m(i)e∂
−v(i) − cm(i) + εuε(0) = 0.
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Set w(i) := u˜(i)− ηm,n
ε
, where
ηm,n := 3e
M1 max{sup
i
|d+m(i)− d+n (i)|, sup
i
|d−m(i)− d−n (i)|, sup
i
|cm(i)− cn(i)|}.
Then
εw(i)− d+m(i)e∂
+w(i) − d−m(i)e∂
−w(i) − cm(i) + εuε(0)
= εu˜(i)− d+m(i)e∂
+u˜(i) − d−m(i)e∂
−u˜(i) − cm(i) + εuε(0)− ηm,n
= (d+n (i)− d+m(i))e∂
+u˜(i) + (d−n (i)− d−m(i))e∂
−u˜(i) + cn(i)− cm(i)− ηm,n
≤ 0.
Hence by Lemma 5.1, we have w(i) ≤ v(i) for any i ∈ Z, i.e.,
εuˆε(i+ in) ≤ εuˆε(i+ im) + ηm,n.
Since |εnuˆεn(in)| ≥ 2θ, without loss of generality we may assume that either εnuˆεn(in) ≥ 2θ
or εnuˆ
εn(in) ≤ −2θ for any n. We will only prove the case where εnuˆεn(in) ≥ 2θ, and the
proof of the other case is similar. Setting ε = εn, i = 0, we have
(34) 2θ ≤ εnuˆεn(in) ≤ εnuˆεn(im) + ηm,n ≤ εn(uεn(im)− uεn(0)) + ηm,n ≤ εnimM1 + ηm,n
for any n,m ∈ N. On the other hand, there exists n0 such that for any n,m ≥ n0,
ηm,n < θ holds by the definition of ηm,n and the choice of in. In particular, ηn0,n < θ for
any n ≥ n0, then (34) possesses a special case as follows
2θ ≤ εnin0M1 + ηn0,n.
Letting n→ +∞, we obtain a contradiction. Hence εuˆε(i)→ 0, i.e., εuε(i)− εuε(0)→ 0
as ε→ 0 uniformly with respect to i ∈ Z. The proof of the claim is complete.
The claim means that for any sequence {εn} there exists a subsequence still denoted
by {εn} such that εnuεn → lim
n→+∞
εnu
εn(0) uniformly with respect to i ∈ Z. Then we still
need to show that for any sequence εn tending to 0, εnu
εn converges to the same constant
as n→ +∞. If not, then there exist {εn} and {ε′n} such that εnuεn → a, and ε′nuε′n → b as
n→ +∞ uniformly with respect to i ∈ Z. Without loss of generality, we may assume that
a > b. Then we choose ε ∈ {εn}, ε′ ∈ {ε′n} such that ‖εuε − a‖ℓ∞ < a−b4 , ‖ε′uε
′ − b‖ℓ∞ <
a−b
4
. Hence εuε(i)− ε′uε′(j) > a−b
2
for all i, j ∈ Z. Let
Φ(i, j) = uε(i)− uε′(j)− α|i− j| − µ(i2 + j2).
Then by the same argument as Lemma 5.1, Φ reaches its maximum at some point, say
(k, l), and µk, µl → 0 as µ → 0 uniformly with respect to α, |k − l| → 0 as α → +∞
uniformly with respect to µ, and there still exists α0 > 0 such that k = l if α ≥ α0.
Moreover, ∂±uε(k) ≤ ∂±uε′(l) + 2µ(1± k ± l). Hence for α ≥ α0
a− b
2
≤ εuε(k)− ε′uε′(l) = Buε(k) + c(k)−Buε′(l)− c(l) → 0
as µ→ 0, which is a contradiction! Thus the proof is complete. 
Denote λ0 := lim
ε→0
εuε. Now we can prove our main result of this section.
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Proof of Theorem 5.1. Let d+(i) = d′ie
p, d−(i) = die
−p, c(i) = f ′s(i, 0)− d′i − di and φi =
eu
ε(i), where uε is a solution of (33). Then {φi} ∈ A−∞ satisfies (Lpφ)i = e−pi(Lep·φ)i =
εuε(i)φi for any ε > 0. Moreover, for any κ > 0 small, there always exists ε such that
‖εuε − λ0‖ℓ∞ ≤ κ. Then from the definition and the monotonicity of λ1, λ1, one can take
{φ} as a test vector to obtain
λ0 − κ ≤ λ1(p,−∞) ≤ λ1(p, n) ≤ λ1(p, n) ≤ λ1(p,−∞) ≤ λ0 + κ
for κ > 0, n ∈ N, p ∈ R. Then setting κ→ 0, we have
λ0 = λ1(p,−∞) = λ1(p, n) = λ1(p, n) = λ1(p,−∞).
Hence ω = min
p>0
λ1(−p,−∞)
p
= min
p>0
λ1(−p,−∞)
p
= ω. 
If, furthermore, d′i = di ≡ d, then we can prove that the speed in the positive direction
equals to the speed in the negative direction, i.e., ω− = ω− = ω = ω, where ω−, ω−
were given in Step 2 in the proof of the second part of Theorem 2.1. In fact, we have the
following theorem:
Theorem 5.2. Assume that d′i = di ≡ d, and f ′s(i, 0) is almost periodic with respect to
i. Then
λ1(p,−∞) = λ1(p,−∞) = λ−1 (p,−∞) = λ−1 (p,−∞).
Proof. First by Theorem 5.1, there exist uε ∈ ℓ∞, vε ∈ ℓ∞ such that
Lpφ = εu
εφ, L−p ψ = εv
εψ,
where φ = eu
ε
, ψ = ev
ε
. Moreover,
λ1(p,−∞) = λ1(p,−∞) = lim
ε→0
εuε
λ−1 (p,−∞) = λ−1 (p,−∞) = lim
ε→0
εvε.
We denote λ0 := lim
ε→0
εuε and λ−0 := lim
ε→0
εvε. Now it is sufficient to show λ0 = λ
−
0 . If not,
we may assume by contradiction that λ0 < λ
−
0 without loss of generality, then there exists
ε0 such that ε0u
ε0 < λ0 +
λ−
0
−λ0
4
and ε0v
ε0 > λ−0 − λ
−
0
−λ0
4
. Since
depφi+1 + de
−pφi−1 + (f
′
s(i, 0)− 2d)φi = ε0uε0i φi ≤ (λ0 +
λ−0 − λ0
4
)φi,
depψi+1 + de
−pψi−1 + (f
′−
s (i, 0)− 2d)ψi = ε0vε0i ψi ≥ (λ−0 −
λ−0 − λ0
4
)ψi.
Hence we have
(35)
n∑
i=−n
(depφi+1 + de
−pφi−1 + (f
′
s(i, 0)− 2d)φi)ψ−i ≤
n∑
i=−n
(λ0 +
λ−0 − λ0
4
)φiψ−i,
and
(36)
n∑
i=−n
(depψ−i+1 + de
−pψ−i−1 + (f
′−
s (−i, 0)− 2d)ψ−i)φi ≥
n∑
i=−n
(λ−0 −
λ−0 − λ0
4
)ψ−iφi
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for any n ∈ N. By (36)-(35), we have
λ−0 − λ0
2
n∑
i=−n
ψ−iφi ≤
n∑
i=−n
(depψ−i+1φi − depφi+1ψ−i)
+
n∑
i=−n
(de−pψ−i−1φi − de−pφi−1ψ−i),
i.e.,
n(λ−0 − λ0) inf
i
(φiψi) ≤ dep(ψn+1φ−n − ψ−nφn+1) + de−p(ψ−n−1φn − ψnφ−n−1).
Take n→∞ in the above inequality. Then we have
lim inf
n→∞
(dep(ψn+1φ−n − ψ−nφn+1) + de−p(ψ−n−1φn − ψnφ−n−1)) ≥ +∞,
which contradicts φ = eu
ε0 ∈ ℓ∞ and ψ = evε0 ∈ ℓ∞. 
Remark 5.1. For the reaction diffusion equation (3), which was investigated in [8], one
can also show that the speed in the positive direction equals to the speed in the negative
direction if a(x) ≡ a is a constant, q(x) ≡ 0 and f ′s(x, 0) is almost periodic.
6. Application: random stationary ergodic coefficients
In this section, we always assume that d′i = di+1. We consider a probability space
(Ω,P,F) and assume that the reaction rate f : (i, s;ω) ∈ Z× [0, 1]× Ω → R and d :
(i, ω) ∈ Z× Ω→ (0,+∞) in (2) are random variables. Furthermore, we assume that there
exists Ω0 ⊂ Ω with P(Ω0) = 1 such that the following conditions hold for any fixed ω ∈ Ω0:
0 < inf
i
d(i, ω) ≤ sup
i
d(i, ω) < +∞, f(i, ·;ω) ∈ C1+γ([0, 1]) with sup
i
‖f(i, ·;ω)‖C1+γ < +∞,
f(i, 0;ω) ≡ f(i, 1;ω) ≡ 0, 0 < inf
i
f(i, s;ω) ≤ f(i, s;ω) ≤ f ′s(i, 0;ω)s for any s ∈ (0, 1),
and lim inf
|i|→∞
(f ′s(i, 0;ω)− (
√
d(i+ 1, ω)−√d(i, ω))2) > 0. We denote d(i, ω) by di(ω) and
f ′s(i, 0;ω) by ci(ω) = c(i, ω) for (i, ω) ∈ Z× Ω. The functions c(·, ·) and d(·, ·) are assumed
to be random stationary ergodic, which means that there exists a group (πi)i∈Z of measure-
preserving transformations acting ergodically on Ω such that c(i + j, ω) = c(i, πjω) and
d(i+j, ω) = d(i, πjω) for any (i, j, ω) ∈ Z×Z×Ω. The linearized operator L now depends
on the event ω, that is,
(Lωφ)i = (Aωφ)i + ci(ω)φi = di+1(ω)(φi+1 − φi) + di(ω)(φi−1 − φi) + ci(ω)φi ∀ω ∈ Ω.
We also denote Lωpφ = e
−p·Lω(ep·φ) for p ∈ R. We associate these operators with two
generalized eigenvalues λ1(p, n;ω), λ1(p, n;ω) through Definition 2.1, two Hamiltonians
H(p, ω), H(p, ω) through (5) and two speeds ω(ω) and ω(ω) through (6).
Our main result in this section is
Theorem 6.1. Under the assumptions stated above, there is a measurable set Ω′ ⊂ Ω
with P(Ω′) = 1, such that
ω(·) = ω(·)
is a constant function on Ω′.
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First, a simple observation is that sup
i
di(ω), inf
i
di(ω), sup
i
ci(ω), inf
i
ci(ω) and lim inf
|i|→∞
(ci(ω)−
(
√
di(ω)−
√
di(ω))
2) are constants, almost surely. In fact, let D(ω) = sup
i
di(ω), we have
D(πjω) = sup
i
di(πjω) = sup
i
di+j(ω) = D(ω). Then the assumption of ergodicity implies
that D(ω) is a constant function a.e.. For the other four terms, the reason is similar. We
may assume that sup
i
di(ω) = D, inf
i
di(ω) = D, sup
i
ci(ω) = C, inf
i
ci(ω) = c on Ω0 by
omitting a set with probability zero.
Denote Il,k = {l+1, l+2, · · · , l+k} for l ∈ Z, k ∈ N. Fix ω ∈ Ω and let (Γl,k(ω), φl,k(ω))
be the principal eigenpair of the following eigenvalue problem
(37)
{
(Aωφl,k)i(ω) + ci(ω)φ
l,k
i (ω) = λφ
l,k
i (ω), i ∈ Il,k,
φl,kl (ω) = φ
l,k
l+k+1(ω) = 0.
It is easy to find that Γi,1(ω) = ci+1(ω) − di+1(ω)− di+2(ω), and that (37) is equivalent
to the following eigenvalue problem of the matrix:
Dl,kx = λx,
where
Dl,k :=

Γl+1 dl+2
dl+2 Γl+2 dl+3
dl+3 Γl+3
. . .
. . .
. . . dl+k+1
dl+k+1 Γl+k

with Γi(ω) = ci(ω)− di(ω)− di+1(ω), di = di(ω).
Lemma 6.1. There exists a constant Γ∞ such that the following statements hold on a
subset of Ω with probability one: Γl1,k1(ω) ≤ Γl2,k2(ω) if Il1,k1 ⊂ Il2,k2, and
lim
k→+∞
Γ−k,2k(ω) = lim
k→+∞
Γ−k,k(ω) = lim
k→+∞
Γ0,k(ω) = Γ∞.
Proof. If Il1,k1 ⊂ Il2,k2 then the fact that Γl1,k1 ≤ Γl2,k2 follows from the variation repre-
sentation
Γl,k = sup
x 6=0,x∈Rn
(Dl,kx, x)
(x, x)
.
The remained proof can be finished by the almost same arguments as [29, Lemma 2.1]. 
Without loss of generality, we may still denote the subset of Ω with probability one in
Lemma 6.1 by Ω0.
Lemma 6.2. Let γ > Γ∞. There are positive constants δ,K only depending on γ,Γ∞, D,D,
and C but not depending on ω ∈ Ω0 such that if {w(i, ω)}l+k+1i=l satisfies
(Lωw)i ≥ γwi, i ∈ Il,k,
then
(38) w(i, ω) ≤ max{0, w(l;ω)}Keδ(l−i) +max{0, w(l + k + 1;ω)}Keδ(i−k−l−1), i ∈ Il,k.
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Proof. We first prove the result by assuming w(l, ω) = 1 and w(l + k + 1) ≤ 0. Let
zi = e
−δ(l−i)wi − e(l−i), where δ will be chosen later on. Then wi = (zi + e(l−i))eδ(l−i) =
zie
δ(l−i) + e(1+δ)(l−i) and zi satisfies
(Aωδ z)i + (ci − γ)zi + di+1(e−δ − 1)zi + di(eδ − 1)zi ≥ (γ − ci +
(Aωe(1+δ)(l−·))i
e(1+δ)(l−i)
)el−i,
where (Aωδ z)i = di+1e
−δ(zi+1 − zi) + dieδ(zi−1 − zi). After multiplying this equation by
z+i = max{0, zi} and summing i from l + 1 to l + k, we obtain
l+k∑
i=l+1
[(Aωδ z
+)iz
+
i + ci(z
+
i )
2 + (di+1(e
−δ − 1) + di(eδ − 1)− γ)(z+i )2]
≥
l+k∑
i=l+1
[(Aωδ z)iz
+
i + ciziz
+
i + (di+1(e
−δ − 1) + di(eδ − 1)− γ)ziz+i ]
≥
l+k∑
i=l+1
(γ − ci + (A
ωe(1+δ)(l−·))i
e(1+δ)(l−i)
)el−iz+i .
(39)
The first inequality follows from the fact that (Aωδ z)izi ≤ (Aωδ z+)iz+i . Noting that z+l =
(wi − 1)+ = 0 and z+l+k+1 = (eδ(k+1)wl+k+1 − e−(k+1))+ = 0, we have
l+k∑
i=l+1
(Aωδ z
+)iz
+
i + ci(z
+
i )
2 = (Dδl,kz
+, z+),
where
Dδl,k :=

Γδl+1 d
δ
l+2
dδl+2 Γ
δ
l+2 d
δ
l+3
dδl+3 Γ
δ
l+3
. . .
. . .
. . . dδl+k+1
dδl+k+1 Γ
δ
l+k
 ,
with Γδi = ci − dieδ − di+1e−δ, dδi = di cosh δ. Hence Γδl,k ≥
(Dδl,kz
+
i ,z
+
i )
(z+i ,z
+
i )
, where Γδl,k is the
principal eigenvalue of Dδl,k. Moreover, by [19, Corollary 6.3.4], Γ
δ
l,k ≤ Γl,k + Cδ, where
Cδ =
√
3D((eδ − 1)2 + (1− e−δ)2 + (eδ − e−δ)2) 12 . Then Γδl,k ≤ Γ∞ + Cδ for any l, k ∈ Z.
Hence from (39) we have
l+k∑
i=l+1
(Γ∞ + Cδ +D(e
δ − 1) +D(e−δ − 1)− γ)(z+i )2
≥
l+k∑
i=l+1
(γ − ci + (A
ωe(1+δ)(l−·))i
e(1+δ)(l−i)
)el−iz+i .
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We choose an appropriate δ > 0 (depending on γ, γ∞, D,D,C, but not on ω, l, k) and
denote β = γ − Γ∞ − Cδ −D(eδ − 1)−D(e−δ − 1) > 0. Thus
l+k∑
i=l+1
β(z+i )
2 ≤
l+k∑
i=l+1
(ci − γ − (A
ωe(1+δ)(l−·))i
e(1+δ)(l−i)
)el−iz+i
≤ 1
2β
l+k∑
i=l+1
(ci − γ − (A
ωe(1+δ)(l−·))i
e(1+δ)(l−i)
)2e2(l−i) +
β
2
l+k∑
i=l+1
(z+i )
2.
i.e.
l+k∑
i=l+1
(z+i )
2 ≤ 1
β2
l+k∑
i=l+1
(ci − γ − (A
ωe(1+δ)(l−·))i
e(1+δ)(l−i)
)2e2(l−i)
≤ (D(e
δ + e−δ + 2) + C + γ)2
β2
∞∑
i=l+1
e2(l−i)
≤ K0(γ, γ∞, D,D,C).
Now for i ∈ Il,k, we have
zi ≤ z+i ≤
i∑
j=l+1
z+j ≤
√√√√ i∑
j=l+1
1 ·
i∑
j=l+1
(z+j )
2 ≤ K√i− l.
Hence
wi = (zi + e
(l−i))eδ(l−i)
≤ (K√i− leε(l−i) + e(1+ε)(l−i))e(δ−ε)(l−i)
≤ K(γ, γ∞, D,D,C, ε)e(δ−ε)(l−i).
Then we are done for this assumption when taking ε = min{ δ
2
, 1
2
} and also rewriting
δ = δ − ε.
For the assumption wl ≤ 0, wl+k+1 = 1, one can similarly find wi ≤ Keδ(i−l−k−1) by
setting wi = zi − eδ(i−l−k−1). For the general assumption, (38) still holds because Lω is a
linear operator . 
Remark 6.1. δ can be large if γ is large enough. In fact, if we choose δ > 0 satisfying
Cδ +D(e
δ − 1) = 1
2
(γ − Γ∞)
whenever γ is large, then β > γ − Γ∞ − Cδ −D(eδ − 1) = 12(γ − Γ∞) > 0 and thus the
proof of Lemma 6.1 is still valid.
Corollary 6.1. Let ω ∈ Ω0 and γ > Γ∞. Consider w = {wi}+∞i=l with wl ≤ 0 satisfying
(Aωw)i + ci(ω)w ≥ γwi for i = l + 1, l + 2, · · · . Then wi ≤ 0 provided lim inf
i→+∞
wi < +∞.
In particular, if (Aωw)i + ci(ω)w = γwi and wl = 0, then wi ≡ 0.
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Proof. There are a constant M and a sequence {kn}+∞n=1 with kn → ∞ as n → ∞ such
that wl+kn+1 ≤M since lim inf
i→+∞
wi < +∞. Hence we can prove this result by using Lemma
6.2 on Il,kn and also taking n→ +∞. 
Consider w(k) = {w(k)i }k+1i=0 be a solution of{
(Aωw)i + (ci(ω)− γ)wi = 0, i ∈ I0,k,
w0 = 1, wk+1 = 0.
One can easily find w
(k)
i ≥ 0 on i ∈ I0,k by Lemma 6.2 with −w(k)i instead of w. Moreover,
w
(k)
i ≤ w(k+1)i for i ∈ I0,k by Lemma 6.2 with w(k)i − w(k+1)i instead of w. Therefore, wki is
increasing in k, and from (38) we have w
(k)
i ≤ Ke−δi for any k ≥ i. Let ui = lim
k→+∞
w
(k)
i .
Then one can easily verify that {ui}+∞i=0 satisfies (Aωu)i + (ci(ω)− γ)ui = 0 and
(40) 0 ≤ ui ≤ Ke−δi for i ∈ {1, 2, · · · }.
One can use the equality (Aωu)i+(ci(ω)−γ)ui = 0 to extend this solution on {−1,−2, · · · }
by induction. Then u ∈ X−∞ be the unique solution of
(41)
{
(Aωu)i + (ci(ω)− γ)ui = 0, i ∈ Z,
u0 = 1, lim
i→+∞
ui = 0.
The uniqueness follows from Corollary 6.1. We sometimes denote it by ui(γ, ω) to em-
phasize that ui depends on ω, γ.
Lemma 6.3. Let ω ∈ Ω0, γ > Γ∞, and u = {ui}i∈Z be the unique solution of (41). Then
(42) ui

≥ ( D
γ − c+ 2D )
i, i ≥ 0,
≤ ( D
γ − c+ 2D )
i, i < 0,
where c = inf
i
ci. Moreover, ui > 0 for i ∈ Z and lim
i→−∞
ui = +∞.
Proof. If there exists i0 ∈ Z such that ui0 ≤ 0 then ui ≤ 0 for all i > i0 by Corollary 6.1
since lim
i→+∞
ui = 0. From this and (40) we have ui = 0 for i ≥ max{1, i0}, which yields that
u ≡ 0. That is impossible since u0 = 1. Note that di+1(ω)(ui+1− ui) + di(ω)(ui−1− ui) +
ci(ω)ui = γui, i.e., di+1(ω)
ui+1
ui
+ di(ω)
ui−1
ui
= (γ − Γi(ω)). Hence ui±1ui ≤
γ−c+2D
D
for i ∈ Z.
This yields (42) immediately. Next, we prove that lim
i→−∞
ui = +∞. If not, then there exist
some constant M and sequence {ln}∞n=1 with lim
n→+∞
ln = +∞ such that u−ln ≤ M . By
using Lemma 6.2 on I−ln,2ln, we obtain
ui ≤ u−lnKeδ(−ln−i) + uln+1Keδ(i−ln−1), i ∈ I−ln,2ln .
Letting n→ +∞, we can easily find that ui ≤ 0 for any i ∈ Z, but that’s impossible since
u0 = 1. 
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A fact is that
⋂
i∈Z
(πiΩ0), a subset of Ω0, satisfies P(
⋂
i∈Z
(πiΩ0)) = 1 since πi is measure-
preserving for any i ∈ Z. We still denote ⋂
i∈Z
(πiΩ0) by Ω0. Now from (40) and (42) we
have
(43) (
D
γ − c+ 2D )
i ≤ ui(γ, ω) ≤ Ke−δi
for i ≥ 0, ω ∈ Ω0 and γ > Γ∞. Moreover, for any fixed i ∈ Z, both j 7−→ ui+j(γ, ω) and
j 7−→ ui(γ, ω)uj(γ, πiω) satisfy{
(Aπiωv)j + (cj(πiω)− γ)vj = 0,
v0 = ui(γ, ω), lim
j→+∞
vj = 0,
since ci+j(ω) = cj(πiω), di+j(ω) = dj(πiω). Therefore, by Corollary 6.1, we have
Lemma 6.4. Let ω ∈ Ω0, γ > Γ∞, and u = {ui}i∈Z be the unique solution of (41). Then
(44) ui+j(γ, ω) = ui(γ, ω)uj(γ, πiω)
for any i, j ∈ Z.
Now suppose that γ < Γ∞. Then for any ω ∈ Ω0, we have γ < Γl,k(ω) ≤ Γ∞ for some l, k
depending on ω by Lemma 6.1. Let zi(t) := e
(Γl,k(ω)−γ)tφl,ki (ω), where (Γl,k(ω), φ
l,k(ω)) is
the principal eigenpair of (37). Then we have
.
zi(t)−Aωzi−ci(ω)zi+γzi = 0 and zi → +∞
as t→ +∞. If there exists w ∈ X−∞ with wi > 0 satisfying (Aωw)i+(ci(ω)−γ)wi = 0 for
i ∈ Z, then the maximum principle would imply that for some suitable constant κ > 0,
wi ≥ κzi(t) must hold for any t ≥ 0 and i ∈ Il,k. That’s impossible since zi → +∞ as
t→ +∞. Therefore, for γ < Γ∞, (41) doesn’t possess a positive solution.
Theorem 6.2. There exists a measurable set Ω′ ⊂ Ω0 with P(Ω′) = 1 such that
µ(γ) := lim
i→+∞
− ln(ui(γ, ω))
i
= lim
i→−∞
− ln(ui(γ, ω))
i
=: ν(γ),
where ω ∈ Ω′, γ > Γ∞, and u = u(γ, ω) is the unique solution of (41). Moreover, µ(γ),
which does not depend on ω, is strictly increasing, concave and converges to +∞ as γ
tends to +∞.
Proof. For each integer i ≥ 1, we iterate (44) i− 1 times to obtain
ln(ui(γ, ω)) = ln(
i−1∏
k=0
u1(γ, πkω)) =
i−1∑
k=0
ln(u1(γ, πkω)).
One can easily check that ω ∈ Ω 7−→ ln(u1(γ, πkω)) is a measurable function for k ∈
{0, 1, · · · , i − 1}, and ln(u1(γ, ω)) ∈ L1(Ω) by (43). Hence the ergodic theorem implies
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that
µ(γ, ω) : = lim
i→+∞
− ln(ui(γ, ω))
i
= − lim
i→+∞
1
i
i−1∑
k=0
ln(u1(γ, πkω))
= −E(ln(u1(γ, ω)))
= −E(ln(u1(γ, πjω)))
= µ(γ, πjω)
for any j ∈ Z. The ergodicity assumption implies that µ(γ, ω) should be a constant
almost surely and we write it by µ(γ). Similarly, ν(γ, ω) should be a constant almost
surely and we write it by ν(γ). Without loss of generality, we may assume µ(γ, ω) = µ(γ)
and ν(γ, ω) = ν(γ) for ω ∈ Ωγ , where Ωγ ⊂ Ω0 with P(Ωγ) = 1.
Now consider Γ∞ < γ0 < γ1 =
γ0+γ2
2
< γ2, ω ∈ Ω0 and u(k) := u(γk, ω), k = 0, 1, 2. u(k)
satisfies  (A
ωu(k))i + (ci(ω)− γk)u(k)i = 0,
u
(k)
0 = 1, lim
i→+∞
u
(k)
i = 0.
One can compute that
(Aωφψ)i
φiψi
=
(Aωφ)i
φi
+
(Aωψ)i
ψi
+ di+1
∂+i φ
φi
∂+i ψ
ψi
+ di
∂−i φ
φi
∂−i ψ
ψi
,
where ∂±i φ = φi±1 − φi. Then
(Aωu(k))i
u
(k)
i
=
(Aω
√
u(k)
√
u(k))i
u
(k)
i
= 2
(Aω
√
u(k))i√
u
(k)
i
+ di+1
(∂+i √u(k)√
u
(k)
i
)2
+ di
(∂−i √u(k)√
u
(k)
i
)2
,
that is,
(Aω
√
u(k))i√
u
(k)
i
=
1
2
[(Aωu(k))i
u
(k)
i
− di+1
(∂+i √u(k)√
u
(k)
i
)2
− di
(∂−i √u(k)√
u
(k)
i
)2]
.
32 XING LIANG AND TAO ZHOU
Using this, we have
(Aω
√
u(0)u(2))i√
u
(0)
i u
(2)
i
=
1
2
[(Aωu(0))i
u
(0)
i
− di+1
(∂+i √u(0)√
u
(0)
i
)2
− di
(∂−i √u(0)√
u
(0)
i
)2]
+
1
2
[(Aωu(2))i
u
(2)
i
− di+1
(∂+i √u(2)√
u
(2)
i
)2
− di
(∂−i √u(2)√
u
(2)
i
)2]
+ di+1
∂+i
√
u(0)√
u
(0)
i
∂+i
√
u(2)√
u
(2)
i
+ di
∂−i
√
u(0)√
u
(0)
i
∂−i
√
u(2)√
u
(2)
i
= γ1 − ci − di+1
2
(∂+i √u(0)√
u
(0)
i
+
∂+i
√
u(2)√
u
(2)
i
)2
− di
2
(∂−i √u(0)√
u
(0)
i
+
∂−i
√
u(2)√
u
(2)
i
)2
≤ γ1 − ci,
i.e., (Aω
√
u(0)u(2))i + ci
√
u
(0)
i u
(2)
i ≤ γi
√
u
(0)
i u
(2)
i . Using Corollary 6.1 to u
(1) −
√
u(0)u(2),
one can find that u(1) ≤
√
u(0)u(2), i.e., (u(1))
2 ≤ u(0)u(2). Thus
2 lnu
(1)
i (
γ0 + γ2
2
, ω) = 2 lnu
(1)
i (γ1, ω) ≤ ln u(0)i (γ0, ω) + ln u(2)i (γ2, ω),
which yields that 2µ(γ0+γ2
2
, ω) ≥ µ(γ0, ω) + µ(γ2, ω), i.e., µ(·, ω) is concave.
Next, letting γ′ > γ and ε > 0 small enough, we have
(Aωe−ε·u)i
e−εiui
=
(Aωu)i
ui
+
(Aωe−ε·)i
e−εi
+ di+1
∂+i e
−ε·
e−εi
∂+i u
ui
+ di
∂−i e
−ε·
e−εi
∂−i u
ui
= γ′ − ci − (γ′ − γ) + di+1ui+1
ui
(e−ε − 1) + diui−1
ui
(eε − 1)
≤ γ′ − ci,
i.e., (Aωe−ε·u)i ≤ (γ′−ci)e−εiui, which yields that ui(γ′, ω) ≤ e−εiui(γ, ω), hence µ(γ′, ω) ≥
µ(γ, ω) + ε > µ(γ, ω). Moreover, by (43) and Remark 6.1, one can easily find that
lim
γ→+∞
µ(γ, ω) = +∞.
The concavity and monotonicity yield that µ(γ, ω) is continuous in γ for any fixed
ω ∈ Ω0. Let {γi}+∞i=1 = (Γ∞,+∞) ∩ Q, and Ω′ :=
⋂+∞
i=1Ωγi . Then P(Ω
′) = 1 and
µ(γi, ω) = µ(γi) for any ω ∈ Ω′ and i ∈ Z+. Hence for any γ ∈ (Γ∞,+∞), there exists
a sequence {γin}+∞n=1 such that γin → γ as n → +∞, and µ(γ, ω) = lim
n→+∞
u(γin, ω) =
lim
n→+∞
µ(γin) for any ω ∈ Ω′. That is to say, µ(γ, ω) is a constant with respect to ω ∈ Ω′,
so does ν(γ, ω).
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Finally, we will prove µ(γ) = ν(γ). If not, then there exists S ⊂ Ω′ such that P(S) > 1
2
and N < +∞ such that ∣∣∣ ln uN(γ, ω)
N
+ µ(γ)
∣∣∣ < |µ(γ)− ν(γ)|
2
,∣∣∣ lnu−N(γ, ω)−N + ν(γ)∣∣∣ < |µ(γ)− ν(γ)|2
for any ω ∈ S. Then∣∣∣ ln uN(γ, π−2Nω)
N
+ µ(γ)
∣∣∣ = ∣∣∣ ln u−N(γ, ω)−N − µ(γ)∣∣∣
=
∣∣∣ ln u−N(γ, ω)−N + ν(γ)− (ν(γ) + µ(γ))∣∣∣
≥ |ν(γ) + µ(γ)| −
∣∣∣ ln u−N(γ, ω)−N + ν(γ)∣∣∣
≥ |µ(γ)− ν(γ)|
2
,
and the last inequality holds since both µ(γ) and ν(γ) are positive by Lemma 6.3 and
(43). Thus S ∩ π−2NS = ∅, a contradiction with P(S) = P(π−2NS) > 12 . 
Theorem 6.3. There is a measurable set Ω′′ ⊂ Ω with P(Ω′′) = 1 such that λ1(p,−∞;ω) ≥
Γ∞ for any ω ∈ Ω′′ and for any p ∈ R.
We will prove this theorem later on, and we will first use it to prove Theorem 6.1.
Proof of Theorem 6.1. First we still denote Ω′′ ∩ Ω′, a set with probability one, by Ω′.
As µ(γ) is strictly increasing and nonnegative on (Γ∞,+∞), we can define µ(Γ∞) :=
lim
γ→Γ+∞
µ(γ) = pr ≥ 0. The function µ admits an inverse k : [pr,+∞)→ [Γ∞,+∞). For any
p > pr and ω ∈ Ω′, let φi(k(p), ω) = epiui(k(p), ω) > 0, where ui(k(p), ω) is the solution
of (41). Then φ satisfies
(Lω−pφ)i = e
pi(Lωe−p·φ)i = epi(Lωu)i = epik(p)ui = k(p)φi, i ∈ Z.
Moreover,
{
φi±1−φi
φi
}∞
i=−∞
∈ ℓ∞ since ui±1
ui
≤ γ−c+2D
D
, and
lim
i→±∞
lnφi(k(p), ω)
i
= −µ(k(p)) + p = 0
for any ω ∈ Ω′. Hence φ ∈ A−∞. Combining this with Corollary 2.1, we can prove that
(45) λ1(p,−∞;ω) = λ1(p,−∞;ω) = k(p)
for any p > pr and ω ∈ Ω′. The continuity of k(p), λ1(p,−∞;ω) and λ1(p,−∞;ω) yields
that (45) holds for p = pr and all ω ∈ Ω′.
Similarly, one can prove the existence of pl ≤ 0 such that for any p < pl and ω ∈ Ω′,
and there exists a solution φ ∈ A−∞ of Lω−pφ = k˜(p)φ, where k˜ : (−∞, pl]→ [Γ∞,+∞) is
strictly decreasing. Also,
λ1(p,−∞;ω) = λ1(p,−∞;ω) = k˜(p)
34 XING LIANG AND TAO ZHOU
for any p ≤ pr and ω ∈ Ω′.
Finally, the convexity of λ1(p,−∞;ω) from Lemma 3.2 yields that
λ1(p,−∞;ω) ≤ λ1(p,−∞;ω) ≤ Γ∞
for any p ∈ [pl, pr] and ω ∈ Ω′. Then by Theorem 6.3
λ1(p,−∞;ω) = λ1(p,−∞;ω) = Γ∞
for any p ∈ [pl, pr] and ω ∈ Ω′. 
We are now in the position to prove Theorem 6.3.
Proof of Theorem 6.3. Let λ ∈ R be a constant. Denote (Lωλφ)i = (Lωφ)i + λφi and
(Lωp,λφ)i = e
−pi(Lωλep·φ)i for i ∈ Z, where φ ∈ X−∞. Then for any fixed λ, we can
find Γ∞(λ) by Lemma 6.1 and define λ1(p,−∞;ω, λ) by Definition 2.1. Both of them
are related to Lωλ . We write down λ here to emphasize that Γ∞ and λ1(p,−∞;ω) de-
pend on λ. Moreover, it is easy to see that Γ∞(λ) = Γ∞(0) + λ and λ1(p,−∞;ω, λ) =
λ1(p,−∞;ω, 0) + λ. Hence we only need to show that λ1(p,−∞;ω, λ) ≥ 0 provided that
Γ∞(λ) > 0. Without loss of generality, we assume that Γ∞ = Γ∞(0) > 0, and then prove
that λ1(p,−∞;ω) = λ1(p,−∞;ω, 0) ≥ 0. We do this in five steps.
Step 1: For any k ∈ Z+, (j, ω) ∈ Z × Ω, let B(j, k) = Ij−k−1,2k+1 = {j − k, j − k +
1, · · · , j, · · · , j + k} and
(χj,k(ω),Λj,k(ω)) = (φ
j−k−1,2k+1(ω),Γj−k−1,2k+1(ω))
for convenience, where (φj−k−1,2k+1(ω),Γj−k−1,2k+1(ω)) is the principal eigenpair of (37).
We reduce that max
i∈B(j,k)
χj,ki (ω) = 1. Then
(46)

(Lωχj,k)i = (Aωχj,k)i + ci(ω)χj,ki = Λj,k(ω)χj,ki , i ∈ B(j, k),
χj,kj−k−1 = χ
j,k
j+k+1 = 0, χ
j,k
i > 0, i ∈ B(j, k),
max
i∈B(j,k)
χj,ki (ω) = 1.
It is easy to check that ω 7−→ (χj,ki (ω),Λj,k(ω)) is a measurable function for any j ∈
Z, k ∈ Z+, and i ∈ B(j, k).
Now for (j, n, k, ω) ∈ Z2 × Z+ × Ω, we define {ψi}j+k+1i=j−k−1 with ψi = χj+n,ki+n (ω). Then
(Lπnωψ)i = di+1(πnω)(ψi+1 − ψi) + di(πnω)(ψi−1 − ψi) + ci(πnω)ψi
= (Lωχj+n,k)i+n = Λj+n,k(ω)χj+n,ki+n (ω)
= Λj+n,k(ω)ψi
for i ∈ B(j, k), ψj−k−1 = ψj+k+1 = 0, ψi > 0 for all i ∈ B(j, k), and max
i∈B(j,k)
ψi = 1. Noting
that the solution of (46) is unique, we have
(47) ψi = χ
j+n,k
i+n (ω) = χ
j,k
i (πnω) for i ∈ B(j, k) and Λj+n,k(ω) = Λj,k(πnω).
This means that the eigenelements are random stationary ergodic in (j, ω). Moreover,
for any given 0 < γ < Γ∞ one can define k(j, ω) = min{k| Λj,k(ω) ≥ γ} for (j, ω) ∈
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Z × Ω0 since Λj,k(ω) is increasing in k and lim
k→+∞
Λj,k(ω) = Γ∞. It follows from (47) that
k(j + n, ω) = k(j, πnω) for any (j, n, ω) ∈ Z2 × Ω0.
Step 2: Consider the following equation
(48) (Lωpφ)i = φ
2
i , i ∈ Z
for ω ∈ Ω0. Note that (Lωpφ)i = (Aω−pφ)i + c˜i(ω)φi, where
(Aω−pφ)i = di+1(ω)e
p(φi+1 − φi) + di(ω)e−p(φi−1 − φi)
and c˜i(ω) = di+1(ω)(e
p−1)+di(ω)(e−p−1)+ci(ω). Then φ ≡ sup
i
c˜i > 0 is a supersolution
of (48), i.e., (Aω−pφ)i + c˜i(ω)φi ≤ φi
2
. Moreover, it is easy to check that
φj
i
(ω) :=
{
Λj,k(j,ω)(ω)χ
j,k(j,ω)
i (ω)e
−p(i−j+sgn(p)k(j,ω)), i ∈ B(j, k(j, ω)),
0, i /∈ B(j, k(j, ω)),
satisfies (Aω−pφ
j)
i
+ c˜i(ω)φ
j
i
≥ (φj
i
)2 since max
i∈B(j,k)
χj,ki (ω) = 1. In other words, φ
j is a
subsolution. We also have 0 ≤ φj
i
(ω) ≤ Λj,k(j,ω)(ω) ≤ Γ∞ ≤ φ.
Step 3: Let M > 0. We will prove two claims.
Claim 1. Assume that φ(k) = {φ(k)i }k+1i=−k−1 satisfies
(49)
{
((MI −Aω−p)φ(k))i ≥ 0, i ∈ B(0, k),
φ
(k)
±(k+1) ≥ 0,
where I is an identity matrix. Then φ
(k)
i ≥ 0 for i ∈ B(0, k). Moreover, φ(k)i > 0 for
i ∈ B(0, k) provided ((MI − Aω−p)φ(k))i > 0 for some i ∈ B(0, k).
Proof of Claim 1: Assume that φ
(k)
i reaches its minimum at i0 ∈ B(0, k), i.e., φ(k)i0 =
min
i∈B(0,k)
φ
(k)
i . If φ
(k)
i0
< 0, then one can conclude that
((MI −Aω−p)φ(k))i0 < 0,
which contradicts (49). Hence φ
(k)
i0
≥ 0. Furthermore, suppose that ((MI−Aω−p)φ(k))i > 0
for some i ∈ B(0, k). Then min
i∈B(0,k)
φ
(k)
i > 0. If not, then there must exist i ∈ B(0, k) such
that φ
(k)
i = min
i∈B(0,k)
φ
(k)
i = 0 and φ
(k)
i−1 + φ
(k)
i+1 > 0. Hence at i we have
((MI − Aω−p)φ(k))i = −di+1(ω)epφ(k)i+1 − di(ω)e−pφ(k)i−1 < 0,
which contradicts (49).
Claim 2: Assume that φ ∈ X−∞ with sup
i
φi < +∞ satisfying ((MI − Aω−p)φ)i ≤ 0 for
i ∈ Z. Then φi ≤ 0 for i ∈ Z.
Proof of Claim 2: Assume by contradiction that φi0 > 0 for some i0 ∈ B(0, k). Then we
have either φi0−1 > φi0 or φi0+1 > φi0. In fact, φi0±1 ≤ φi0 would imply ((MI−Aω−p)φ)i0 >
0. That is impossible. If φi0−1 > φi0 holds, then one can easily find that φi0−(i+1) > φi0−i
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for i = 1, 2, · · · by induction. Hence {φi0−i}∞i=1 is strictly increasing. Moreover, lim
i→∞
φi0−i
exists since sup
i
φi < +∞. Then we have
0 ≥ lim
i→∞
((MI −Aω−p)φ)i0−i =M lim
i→∞
φi0−i > 0,
which is a contradiction. We have thus proved that φi0−1 > φi0 fails. Therefore, φi0+1 >
φi0 , which yields that {φi0+i}∞i=1 is strictly increasing. Then one can obtain a contradiction
by the same argument as we just did. Hence φi ≤ 0 for i ∈ Z.
Step 4: Now choose M large enough such that
(M + c˜i − t)t ≥ (M + c˜i − s)s
for any i ∈ Z, t, s ∈ [0, φ] with t ≥ s. Fix j ∈ Z. For any given ϕ ∈ X−∞ with
φj
i
(ω) ≤ ϕi ≤ φ, i ∈ Z, consider the equation
(50)
{
((MI − Aω−p)ψ(k))i = (M + c˜i − ϕi)ϕi, i ∈ B(0, k)
ψ
(k)
±(k+1) = 0.
(50) possesses a unique solution ψ(k) = {ψ(k)i }k+1i=−k−1 since M can be chosen large enough.
Moreover, 0 ≤ ψ(k)i ≤ φ for i ∈ B(0, k). The last inequality is obtained by using Claim
1 with φ − ψ(k) instead of φ(k). By using the diagonal extraction method one can find a
solution ψ ∈ X−∞ of
((MI − Aω−p)ψ)i = (M + c˜i − ϕi)ϕi, i ∈ Z,
with 0 ≤ ψi ≤ φ for i ∈ Z. Using Claim 2 with φj(ω) − ψ instead of φ, one can obtain
that φj
i
(ω) ≤ ψi for i ∈ Z. Let Sj = {φ ∈ X−∞| φji (ω) ≤ ϕi ≤ φ}. Define T : Sj → X−∞
by Tϕ = ψ. Then TSj ⊂ Sj . Consider ϕ1, ϕ2 ∈ Sj with ϕ1i ≤ ϕ2i for i ∈ Z. Then
Tϕ1i − Tϕ2i is a bounded solution of
((MI − Aω−p)ψ)i = (M + c˜i − ϕ1i )ϕ1i − (M + c˜i − ϕ2i )ϕ2i .
Hence we have Tϕ1i ≤ Tϕ2i by the choice ofM and Claim 2. Then by the super-subsolution
method one can find a minimal solution u = ui(ω) > 0 of u = Tu, i.e., L
ω
pui = u
2
i for
i ∈ Z, in the class of all the solutions satisfying φ0
i
(ω) ≤ ui(ω) ≤ φ for any (i, ω) ∈ Z×Ω0.
Take j ∈ Z and vi(ω) := ui+j(π−jω). Then
φ0
i
(ω) = φ0
i+j
(π−jω) ≤ ui+j(π−jω) = vi(ω) ≤ φ.
The stationarity of the coefficients yields that vi(ω) satisfies L
ω
p vi = v
2
i for i ∈ Z. Hence
ui(ω) ≤ vi(ω) = ui+j(π−jω) for any (i, j, ω) ∈ Z2 × Ω0 from the minimality of ui(ω).
Similarly, ui+j(π−jω) ≤ ui+j−j(πjπ−jω) = ui(πjπ−jω), where ui(πjπ−jω) is a minimal
solution that satisfies φ0
i
(πjπ−jω) ≤ ui(πjπ−jω) ≤ φ. On the other hand, φ0i (πjπ−jω) =
φ0
i+j−j
(ω) = φ0
i
(ω) ≤ ui(ω) ≤ φ. It yields that ui(ω) = ui+j(π−jω) immediately.
Step 5: Since Lωpu = u
2, one can find that u > 0 and
{
ui±1−ui
ui
}∞
i=−∞
∈ ℓ∞ by Claims 1
and 2 in Step 3. The ergodic theorem yields that there exists a measurable set Ωp ⊂ Ω0
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with P(Ωp) = 1 such that
lim
i→±∞
ln ui(ω)
i
exist for any ω ∈ Ωp. A similar argument to the proof of Theorem 6.2 yields that these
two limits are equal. Note that u is random stationary ergodic with 0 < ui(ω) ≤ φ for any
(i, ω). Thus these limits must be zero. Hence u(ω) ∈ A−∞ for any ω ∈ Ωp. Taking u(ω)
as a test function in the definition of λ1(p,−∞;ω) one can find that λ1(p,−∞;ω) ≥ 0
for any ω ∈ Ωp. Now we have already proved that for any fixed p ∈ R, there exists Ωp
with P(Ωp) = 1 such that λ1(p,−∞;ω) ≥ Γ∞ for all ω ∈ Ωp. Let {pi}+∞i=1 = Q, Ω′′ :=⋂+∞
i=1Ωpi . Then Ω
′′ with P(Ω′′) = 1. Noting that λ1(p,−∞;ω) is continuous in p, we have
λ1(p,−∞;ω) ≥ Γ∞ for any (p, ω) ∈ R× Ω′′. 
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