Abstract. We generalize the Nualart-Peccati criterion (known as fourth moment theorem) to other pairs of even moments than 2 and 4. This answers to an open question in realm of fourth moment theorem since 2005. We also provide an algebraic platform to study properties of eigenfunctions of a general diffusive Markov generator L satisfying suitable assumptions and derive new inequalities involving moments of its eigenfunctions.
Introduction
Assume W = {W t } t≥0 is a Brownian motion adapted to its own filtration (F t ) t≥0 . A well-known theorem (see e.g. [6] ) of probability theory asserts that
Here H k denotes the k-th Wiener chaos, namely
One can easily see from decomposition (1.1) the importance of studying the fine properties of the elements of H k in order to understand more deeply the whole space L 2 (Ω, F t , IP). As an illustrative example of this strategy, it may happen (see e.g. [8] ) that the central convergence of a sequence of random variables Z n = ∞ k=0 J k (Z n ) (J k is the orthogonal projection over H k ) may be reduced to central convergence of each component J k (Z n ). Starting from the seminal paper [10] , this line of research around Wiener chaos has recently received a growing attention. We refer the reader to the constantly updated web page "http://www.iecn.u-nancy.fr/ nourdin/steinmalliavin.htm"
for an exhaustive overview.
Let us now state in details one of the most celebrated result in this topic of "Wiener chaos properties", which motivated the present article. In a striking contribution, Nualart and Peccati discovered that any sequence of random variables {X n } n≥1 , in a Wiener chaos of fixed order, converges in distribution towards a standard Gaussian measure, if and only if E(X 2 n ) → 1 and E(X 4 n ) → 3. In fact, this result offers two important informations of different nature:
(A) For any X = 0 in a Wiener chaos (with order ≥ 2), IE(X 4 ) > 3IE(X 2 ) 2 .
(B) IE(X 4 ) − 3IE(X 2 ) 2 → 0 if and only if X Law ≈ N 0, IE(X 2 ) .
These statements raise the two following questions which are the main backbone of this article:
(1) Is the presence of fourth and second moments in the Nualart-Peccati criterion necessary? In other words, can one replace them with some other even moments? (2) Are there other non trivial positive combinations of moments than (A)? Despite theses issues are very natural, they could not be tackled so far and here is why. In a nutshell, we could say that most of the proofs of the Nualart-Peccati criterion use crucially the product formula of multiple Wiener-Itô integrals. Assume L and Γ stand for Ornstein-Uhlenbeck generator and its associated carré-du-champ operator respectively. One approach to derive statement (B), see [1] , is to prove that for X ∈ Ker(L + λId), the inequality
The main idea for that is to compute explicitly and next to compare, the decomposition of X 4 and Γ[X, X] 2 over Wiener chaos. Unfortunately, the computations become almost inextricable when one wants to develop X 2n over the Wiener chaos, using n times the product formula. This makes the approach hopeless to extend the Nualart-Peccati criterion to other even moments. Besides, there was some difficulty to find a suitable inequality analogous to (1.2). As a matter of fact, giving an answer to questions (1) and (2) seems difficult using the product formula techniques. Very recently, inspired by the seminal paper [5] , the authors of [1] introduced a spectral and more algebraic point of view leading to inequality 1.2. They extend the Nualart-Peccati criterion to a general diffusive generator under some suitable spectral assumptions.
In this article, we generalize the ideas contained in [1] to answer to the questions (1) and (2) . More precisely, we build algebraic tools to produce non-trivial positive combinations of moments in the spirit of (B). We also derive the asymptotic equality cases in the spirit of (B). As a matter of fact, the second and fourth moments play no intrinsic role in the Nualart-Peccati criterion. Among others, we list below the main achievements of this paper.
• We place ourselves in a more general framework than Wiener space. We assume that L is a diffusive generator with spectrum IN. Our main assumption is that for each eigenfunction X ∈ Ker(L + pId), and each m ≥ 1 we have:
We stress that our framework not only covers Wiener structure or Laguerre structure but also any tensor products of theses two structures. See example 2.1.
• We introduce the family P of real polynomials given by:
where the polynomials W k are defined as
In above H k stands for the k-th Hermite polynomial. We have the next theorem: Theorem 1.1. Let {X n } n≥1 be a sequence of eigenfunction of generator −L with eigenvalue λ p , i.e. −LX n = λ p X n for each n. Assume P is any non-zero polynomial belonging to the family P. Then the following two assertions are equivalent:
(i) As n tends to infinity, the sequence {X n } n≥1 converges in distribution towards N (0, 1).
• For any 2 ≤ q ≤ 1000, any normalized eigenfunction X, we have the following inequality:
Moreover, for any normalized sequence {X n } n≥1 of eigenfunction with the same eigenvalue, we have the equivalence:
• Any couple of integers (p, q) in the set {2, 4, 6, 8} may replace (2, 4) in the fourth moment theorem.
Finally, we can emphasize that our approach raises many interesting questions and conjectures, see Section 5.
The setup and assumptions
Throughout the whole paper, we keep the following setup, otherwise explicitly mentioned.
(a) We consider a probability space (E, F, µ) with a symmetric diffusive Markov generator −L with state space E and probability measure µ as its invariant measure. The Markov property means that −L(1) = 0. The associated bilinear carré-du-champs operator Γ is defined by
We write Γ(X) instead of Γ(X, X). It follows from the definition of Γ, that for any X, Y ∈ L 2 (E, µ), we have the following integration by parts formula
where here IE stands for the mathematical expectation operator with respect to measure µ. We recall that the generator L is diffusive if for any test function φ : IR → IR and any X ∈ L 2 (E, µ) it holds that
Equivalently, Γ is a derivation, in the sense that Γ (φ(X),
The orthogonal projection of X ∈ L 2 (E, µ) on the eigenspace Ker (L + iId) will be denoted by J i (X). (c) We need the assumption that the eigenspaces are hypercontractive (see [2] for sufficient conditions), i.e. for any finite number M , we have that
Therefore for any random variable X living in a finite sum of eigenspaces, all its moments are finite and denoted by IE[
We assume that eigenfunctions with eigenvalue p are orthogonal polynomials of degree p with respect to measure µ. (e) We also assume that the measure µ is log-concave.
(f) For any eigenfunction X of the operator −L with eigenvalue p, we also assume that the following fundamental assumption holds: for any integer number m ≥ 2,
For further details on our setup, we refer to [2] and the forthcoming book [3] . 
Algebraic framework
The setup and assumptions on Markov generator L mentioned in Section 2 can be used suitably to build an algebraic framework to study properties of eigenfunctions of generator L. We use these assumptions in a natural way to introduce a family of bilinear, symmetric forms M k . The fundamental assumption (2.2) is in the heart of our framework to derive positivity properties of bilinear forms.
stands for the ring of all polynomials of T of degree at most k over IR. Let X be a eigenfunction of generator −L with eigenvalue p, i.e. −LX = pX. We consider the following map:
Remark 3.1. Notice that the mapping M k strongly depends on the eigenfunction X. We also remark that by assumption (c), M k is well defined.
The following Theorem is the cornerstone of our approach. 
Proof. Expectation is linear operator, so bilinearity property follows. Symmetry proceeds from the symmetry of the diffusive generator L. To prove positivity of the matrix M k , using the fundamental assumption (2.2) we obtain that
Hence, for any polynomial P of degree less or equal than k, we have
To complete the proof, notice that the (i, j)-component of the matrix M k is given by IE X j (L + kpId)X i . So, using diffusive property of operator L, we obtain 
The great advantage of having encoded the spectral assumption in term of positiveness of a quadratic form enables us to use matrix theory to provide non trivial facts about the moments of X. Proof. The proof follows directly from standard linear algebra (see e.g. [11] ).
Applications of the algebraic tools
In this section we use the algebraic tools established in Section 3 in two related directions:
(1) To provide new criterion (expressed as moment conditions) under which we have convergence in distribution of a sequence of eigenfunctions {X n } n≥1 living in eigenspace Ker(L + pId) towards N (0, 1). (2) To provide new inequalities involving moments of eigenfunctions of generator −L and discuss how sharp they are.
4.1. New criterion for central limit theorem. As usual, we denote by {H k } k≥1 the family of Hermite polynomials defined by recursive relation
The fourth beginning Hermite polynomials are given by
We recall that Hermite polynomials satisfy in property H ′ k (x) = kH k−1 (x) and moreover they are orthogonal with respect to standard Gaussian measure N (0, 1) with density
Let us introduce the following family P of polynomials over IR :
where the polynomials W k for k ≥ 2 are defined by
Here we can state our main result.
Theorem 4.1. Let {X n } n≥1 be a sequence of eigenfunction of generator −L with eigenvalue p, i.e. −LX n = pX n for each n. Assume P is any non-zero polynomial belongs to family P. Then the following two assertions are equivalent: (i) As n tends to infinity, the sequence {X n } n≥1 converges in distribution towards N (0, 1).
We split the proof in several lemmas. The following lemma stands for the general principle of our method.
Lemma 4.1. Let {X n } n≥1 be a sequence of eigenfunction of generator −L with eigenvalue p, i.e. −LX n = pX n for each n. Assume that H k stands for kth Hermite polynomial. Then there exists a constant C (independent of n) such that for each n ∈ IN, the following inequalities hold:
In particular, the following two assertions are equivalent:
(i) As n tends to infinity, it holds that
(ii) As n tends to infinity, it holds that
Proof. The proof is a straightforward consequence of (3.2).
The next lemma motivates the definition of polynomials W k appearing in family P.
Lemma 4.2. Let X be a eigenfunction of −L with eigenvalue p. Then the following crucial inequality
holds.
Proof. Using diffusive property, the fact −LX = pX and recursive property of Hermite polynomials, we obtain that On the other hand, by integration by parts formula (2.1), we obtain that
To achieve the proof, it remains to use the inequality (4.4).
We need the following technical lemma, which has its own interest. It is the random counterpart of the fact that for two bounded real sequences {a n } n≥1 and {b n } n≥1 , if a n b n → 0 then either a n → 0 or b n → 0 as n tends to infinity.
Lemma 4.3. Let {U n } n≥1 and {V n } n≥1 be two bounded sequences in L 2 (E, µ) such that each U n and V n lie in a common finite sum of eigenspaces of generator L, i.e. there exists p > 0 such that for each n ∈ IN
Ker(L + iId).
If IE U 2 n V 2 n → 0 as n tends to infinity, then either IE[U 2 n ] → 0 or IE[V 2 n ] → 0 as n tends to infinity.
To prove Lemma 4.3, we need the following result belongs to CarberryWright and taken from [4] , which we restate here for convenience. 
Proof of Lemma 4.3. Let us assume that IE U 2 n does not converge to zero. Up to extracting a subsequence, we can assume that IE U 2 n > θ > 0. By assumptions (d) and (e), we can take U n in the previous Theorem, as well as making k = p to get
. Now we have the following inequalities
Where K stands for the constant inherited from Carbery-Wright inequality and C is such that sup IE V 4 n ≤ C 2 . Note that C exists by hypercontractivity assumption (c). We immediately deduce that lim sup
which is valid for any α > 0 and achieves the proof.
Proof of Theorem 4.1. The implication (i) → (ii) is straightforward by taking into account that the sequence {P (X n )} n≥1 is bounded in L 2 (E, µ). To show (ii) → (i), we take a non-zero polynomial P ∈ P. Hence we may write (with α m > 0)
First using (4.6), we obtain that
Therefore by (ii), we infer that IE H m (X n ) (L + mp Id) H m (X n ) → 0. Now using Lemmas 4.1 and 4.2 together with the positivity of quadratic forms M k , we immediately obtain that
Taking into account that Γ(X n ) = 1 2 (L + pId)(X 2 n ) together with fundamental assumption (2.2), we observe that H m−1 (X n ) and Γ(X n ) − p are both finitely expanded over the eigenspaces of generator L and bounded in L 2 (E, µ). Now Lemma 4.3 implies that either IE H m (X n ) 2 → 0 or IE (Γ(X n ) − p) 2 → 0 as n tends to infinity. We have to eliminate the possibility that IE H m (X n ) 2 → 0. If it would be the case, then the sequence {X n } n≥1 would converge to a discrete distribution supported on the zero set of Hermite polynomial H m which is a finite set. Using results in the recent preprint [9] , one can show that necessarily the sequence {X n } n≥1 converges to a constant. Taking into account that IE[X n ] = 0 for each n, this forces that the limit constant to be zero. This leads to contradiction. Therefore we deduce that IE (Γ(X n ) − p) 2 → 0, from which one can derive easily (see [1] ) convergence of sequence {X n } n≥1 towards N (0, 1).
Higher moments phenomenon.
In this subsection, we use properties of the family of polynomials P to derive new criteria of fourth moment theorem by Nualart-Peccati. It turns out that the family P is really rich and one can replace second and fourth moments with some other pairs of even moments, to recover convergence towards N (0, 1) for a sequence of eigenfunctions of generator −L.
We start with the following lemma. In the following we use the notation (2k − 1)!! = (2k − 1) × (2k − 3) × · · · × 3 × 1 of double factorial. We recall that each even moment m 2k (N ) of standard Gaussian random variable N is given by (2k − 1)!!. 
Proof. Consider the function ϕ k : IR + → IR, defined by
We want to have ϕ k (t) ≥ 0 and ϕ k (1) = 0. This implies that 2km 2k (N ) − 2α k = 0. Therefore, the coefficients α k and β k are given by
To show the property T k ∈ P, it is enough to see that each polynomial T k , 2 ≤ k ≤ 10 3 can be positively expanded over polynomials {W k } k≥2 .
To prove this fact, we were not able to give a purely mathematical argument. However, we can give a computer proof, using software maple 17, by checking the positivity of all the coefficients. Here is the program justifying this claim. We also list the expansion of 10 first polynomials T k over the polynomials W k 's in Appendix section. In the Theorem 4.3, one can also replace second moment with some other higher even moments. This is the message of the next theorem. Proof. It is enough to show that for each pair, the corresponding polynomial can be expanded positively over polynomials {W k } k≥2 . We use again software maple 17 to show this, see the below list: 
Proof. The moments matrix M 2 associated to X is given by (4.12) Proof. This is just direct consequence of Lemma 4.2 applying on Hermite polynomials H k , 2 ≤ k ≤ 5 together with some simple computations.
Discussion and Open problems
As we saw, the spring of this article was two sided. We investigated two related questions concerning multiple Wiener-Itô integral X of order p ≥ 2. is that true κ 6 (X) > 0? We recall that
2 (X). The algebraic platform presented in section 3 could answer successfully to Q1. On the other hand, using inequality (4.13), we partially answer to Q2 as the next theorem shows. Due to restriction κ 4 (X) > 3, we see that our method is not enough to reach positivity of κ 6 . However, we know that κ 6 (X) ≥ 0 in the two first Wiener chaos. This propels to following conjecture.
Conjecture 1: Is that true for any multiple Wiener-Itô integral X of order p ≥ 2, κ 6 (X) > 0?
Coming back to Q1, we could not only give a positive answer but also provided a lot of possibilities for choosing such pairs of higher even moments, see Theorems 4.3 and 4.4. Using a computer, we observed that up to 6×10 3 , all polynomials T k are positively expanded over polynomials W k 's. This observation propels us to pose the following conjecture:
Conjecture 2: Let p ≥ 10 3 . For any sequence {X n } n≥1 of eigenfunctions with a fix eigenvalue of Markov generator L satisfying in our setup, the convergence m 2 (X n ) → 1 and m 2p (X n ) → (2p − 1)!! is necessary and sufficient for convergence in distribution of the sequence towards N (0, 1).
We stress that giving an answer to conjecture 2 is related to show that a particular non-singular triangular matrix has positive inverse, i.e. all the entries of its inverse are positive numbers. We sincerely believe that this deterministic problem is rather difficult.
In Theorem 4.4 we showed that the second moment also can be replaced with other higher moments than 2. This leads us to the following second conjecture, probably more difficult.
Conjecture 3: Let p, q ≥ 5, p = q. For any sequence {X n } n≥1 of eigenfunctions with a fix eigenvalue of Markov generator L satisfying in our setup, the convergence m 2p (X n ) → (2p − 1)!! and m 2q (X n ) → (2q − 1)!! is necessary and sufficient for convergence in distribution of the sequence towards N (0, 1).
Appendix
We recall that the polynomials W k and T k are given by
T k (x) = x 2k − k(2k − 1)!!x 2 + (k − 1)(2k − 1)!!. 
