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Abstract. With many large science equipment constructing and putting into use,
astronomy has stepped into the big data era. The new method and infrastructure of big
data processing has become a new requirement of many astronomers. Cloud computing,
Map/Reduce, Hadoop, Spark, etc. many new technology has sprung up in recent years.
Comparing to the high performance computing(HPC), Data is the center of these new
technology. So, a new computing architecture infrastructure is necessary, which can be
shared by both HPC and big data processing. Based on Astronomy Cloud project of
Chinese Virtual Observatory (China-VO), we have made much efforts to optimize the
designation of the hybrid computing platform. which include the hardware architecture,
cluster management, Job and Resource scheduling.
1. Introduction
With the large-scale astronomical data generation and astronomical numerical simula-
tion scale expansion, all of these are highly dependent on high-performance computing
power. Therefore, building an efficient computing infrastructure has become an indis-
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pensable part of astronomical research. The improvement of computing performance
not only depends on hardware processing ability, scheduling and management of cluster
play a important role.
2. GPU computing
Recently 10 years, GPU have become widely used nowadays to accelerate a broad
range of applications, including computational physics and astrophysics, image/video
processing, engineering simulations, quantum chemistry. Researchers and developers
have enthusiastically adopted CUDA and GPU computing for a diverse range of ap-
plications, published hundreds of technical Papers and teached CUDA programming
at more than 300 universities(Nickolls & Dally 2010). GPU computing has advanced
from a specialists’ branch to mainstream in supercomputing. NVIDIA GPUs is the
Representative example. In 2009, "Laohu", a major GPU cluster was designed and in-
stalled at National Astronomical Observatoris, Chinese Academy of Sciences(NAOC).
On this system, we reach sustained speeds for our real astrophysical N-body applica-
tion of 50 Teraflops(Berczik et al. 2013). This is a very good performance compare to
the pure CPU program.
Figure 1. Laohu cluster and the bentch mark result
3. Intel Knights Landing
Knights Landing(KNL) is the second-generation Intel Xeon Phi product family, which
targets high-performance computing and other highly parallel workloads. Compare to
the GPU or Knights Corner, the GPU or Knights Corner only is the coprocessor, which
must depends on the CPU of host server, but Knights Landing is a really processor with
72 cores and integrates high bandwidth memory known as MCDRAM which greatly
enhances performance. Especially, it supports the same parallel programming models,
the same tools, and the same binaries that run today on other Intel processors, which is
a good news for all astronomers.
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4. Cloud computing
Cloud computing has many definitions, here mainly refers to HADOOP(had), SPARK(Spa)
and other large data processing framework, which will greatly accelerate the astronomi-
cal data processing and analysis. In 2015, under funding support from NDRC (National
Development and Reform commission) and CAS (Chinese Academy of Sciences), as-
tronomy cloud computing platform(Li et al. 2014) was released for all astronomy re-
searcher. Astronomy cloud computing platform includes rich and geographical distri-
bution’s computing, storage resource and provide online custom configuration service.
Based on this platform, virtual computing cluster can be built, each computing node is
a virtual machine which support the spark, map/reduce parallel computing model and
HDFS file system.
5. A new hybrid computing platform
In order to meet the requirement of the diversity of astronomical computing and in-
crease the resource utilization of computing infrastructure, a new hybrid architecture
computing platform was designed and implemented in China-VO, which integrated
cloud computing, GPU and KNL cluster. Figure 2 shows the architecture.
Figure 2. the architecture of hybrid computing
In this architecture, Computing resource was divided two layer. The top layer is
the cloud computing, which receive user’s job and resource requirement, responsible
for user management and task allocation. User can choose computing resource type.
The second layer is the classic HPC layer, includes computing server cluster, GPU
cluster and Knights landing cluster. According to the requirement of users. Resource
scheduling component can send computing task to special resource cluster, monitoring
task running status and return the result, so, resource scheduling and management is
4 LI et al.
the key part. The astronomical dataset and shared storage system can be shared by all
type computing nodes.
6. Conclusion
The integration of cloud computing and high-performance computing poses a chal-
lenge to cluster management such as job management and scheduling and resource
allocation,which greatly increases the complexity of these software. But meanwhile,
this integration increase the flexibility of cluster operation, and can support a variety of
astronomical computing tasks, improve the efficiency of the cluster.
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