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Abstract--In papers [1-3], we have formulated the conditions of the conservation of the main 
characteristic properties of the continuous problem to the numerical schemes in the case of homo- 
geneous boundary conditions. Such properties are the conservation of the nonnegativity and the 
concavity of the initial function, monotonicity in time (contractivity) and others. 
In this paper, we consider similar questions to the problem with nonhomogeneous boundary con- 
ditions. We analyse the behaviour of the numerical solution in the limit by the time variable on 
some fixed mesh. We also consider the condition of the preservation of the nonnegativity and con- 
vexity (concavity) of the initial function. Finally, we examine the condition of the conservation of
the monotonicity in the space variable of the initial function to the numerical solution. 
geywords - -Heat  equation, Numerical solution, Qualitative properties, Monotonicity. 
1. INTRODUCTION 
In this paper,  we consider the sequence of the systems of the l inear algebraic equations of the 
form 
X ly  j+ l  = X2y J  -k ~, j -- 0 ,1 ,2 , . . . ,  (1.1) 
where yO is a given n-dimensional  vector, X1 and X2 are given n-dimensional  matr ices,  and D is 
a given n-dimensional  vector. We assume that  they have the form 
X1 = M + z lQ ,  X~ = M + z2Q, 
. . .  0 T (1.2)  u = , , 
where M is some given, uniformly cont inuant matr ix  
Q = tr id iag [1, -2 ,  1], (1.3) 
and #l,#2,Zl,Z2 are given numbers. 
In Section 3, we use the next representat ion of these matrices: 
X l  = z .  t r id iag [ -1 ,  w, -1 ] ,  (1.4) 
X2 = tr id iag Is,p, s], (1.5) 
where z,w,s, and p are given numbers defined by the elements of matr ices M and Q, respectively. 
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Such kinds of equations are arising from the arbitrary numerical solution of the initial-boundary 
value problem 
Ou 02u 
- xe  (0, n) ,  t>0,  (1.6) 
Ot Ox 2' 
u(z,O) : Uo(Z), z e [0, L], (1.7) 
u(O, t) = ~1, u(L, t) = ~2,  t > 0. (1.S)  
Namely, if we apply the method of lines to the space discretization and the one-step method 
(so-called "0-method") to the numerical solution of the obtained Cauchy-problem on the uniform 
mesh 
ah,~-= (xi,tj); x i= ih ,  tj =jT,  h -  (n+l~ '  T>0 , (1.9) 
then we get the above problem at each time-level, where M = 1/6 tridiag [1,4,1] by using the 
linear finite element method and M = E (the unit matrix) by using the finite difference method 
to the space discretization; q = r /h  2, 0 E [0, 1] is some given parameter of the one-step time 
discretization method; Zl = -q0 and z2 = (1 - 0)q. In this case, yJ means the approximation of
the solution of the problem (1.6)-(1.8) at the jth time level. 
The analytical solution of the continuous problem (1.6)-(1.8) has different qualitative proper- 
ties. For instance, 
x 
lim u(x,t) = u*(x) := ,1 + ~(#2 - #I). (1.10) 
t--*OO 
Furthermore, if u0 _> 0, #1 -> 0, #2 _> 0, then u(x,t) > 0 for all (x,t) E [0, L] x N+. If u0 is convex 
(concave) or monotonic function, then u(x, t) is the same for all fixed t c !R +. 
In our paper, we investigate the condition of the analogical behaviour of the numerical solu- 
tion yJ on the fixed mesh 12h,~. We require such choice of the mesh (that is, of the parameters h 
and T) for which the main characteristic properties of the solution of the continuous problem 
are preserved to the numerical solution obtained by the iteration (1.1). (Of course, a priori it is 
provided the convergence of the iteration, that is, we assume that X is a convergent matrix.) 
We will examine the following properties of the convergent sequence of vectors (YJ)y=I,2 ..... o0: 
(a) linearity of the vector y* := limj_.~yJ, 
(b) preservation of the nonnegativity of the initial function, 
(c) conservation of the convex or concave shape of the initial function, 
(d) conservation of the monotonicity (in the space variable) of the initial function. 
Problems (b) and (e) were investigated in papers [1,2] for the homogeneous boundary condi- 
tions. There we formulated the exact (necessary and sufficient) conditions of the nonnegativity 
of the matrix X := Xi - Ix2 for each fixed number n of the space division. Clearly, the condi- 
tion X >_ 0 is a necessary and sufficient condition of the conservation of the nonnegativity of the 
scheme for the homogeneous problem. We also pointed out that under this condition, the scheme 
preserves the shape of the initial function. In the next section, we examine problems (a),(b), 
and (c) in the ease of nonhomogeneous boundary conditions. 
2. L INEARITY  OF  THE L IM IT  D ISTR IBUT ION,  
NONNEGATIV ITY  AND SHAPE-CONSERVATION 
Let us note that 
Xl  -- X2  ~--- (Zl -- z2 )Q.  (2.1) 
This means that under the condition to be X, a convergent matrix, the pair of the matrices 
(Xl ,X2) is a convergent splitting of the matrix (Zl - z2)Q. So the iteration process (1.1) is 
convergent to the solution of the equation [4] 
(z2 - z l ) ( -Q)y* = ~. (2.2) 
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That is, for the limit distribution, we get the vector 
1 
y* = G*tt, (2.3) 
Z2 - -  Zl  
where G* = (_Q) - I  is the matrix with the elements 
{ i(n+l-j), 
G* ----~_~]- -- i f / _<j ,  
( )id = j (n+l - i )  , ifj<i. 
Taking into the consideration the form of the vector tt for the i th coordinate of the limit vector, 
we have 
i 
(Y*)i = #1 + ~-~--~(#2 - #1), i = 1,2 , . . . ,  n, (2.4) 
that is, the exact values of the function u*(x) at the mesh-points xi. 
Further, we assume that (X l ,X2)  is a weakly regular, convergent splitting of the matrix 
(Zl - z2)Q, that is, X is a nonnegative, convergent matrix and X{ 1 _> 0. Clearly, it is a necessary 
and sufficient condition of the conservation of the nonnegativity. At the same time, in [1], it was 
proved that under the assumption X > 0, the condition X i  -1 >_ 0 can be omitted; that is, X > 0 
implies the relation X{ 1 > 0. This means that the nonnegativity of the matrix X is a necessary 
and sufficient condition of the nonnegativity of the iteration (1.1). 
Since X ly*  -- X2y* + tt, obviously y* is a fixed point of the iteration (1.1). Now let us 
decompose yJ into the vectors 
YJ = Y* + YJl" (2.5) 
Then, for the vectors YJl, we have the iteration 
X-"  j+ l  j (2.6) l a 'n l  : X2Yn l "  
Obviously, y* is the numerical solution of the equation (1.6) with the initial condition u(x, O) = 
u*(x) and the boundary condition (1.8). Simultaneously, YJl is the numerical solution of equa- 
tion (1.6) with homogeneous boundary condition and initial condition u(x, O) = uo(x) - u*(x). 
Since under the condition X > 0, the iteration process (2.6) preserves the concavity (convexity) 
of the initial function, so it is valid to the nonhomogeneous problem also. 
We can summarize our results as follows. 
THEOREM i. Let us suppose that X is a convergent matrix. Then the iteration process (1.1) is 
convergent to the linear vector y* having the coordinates (2.4). ~hrthermore, if X is a convergent, 
nonnegative matrix, then the iteration process (1.1) conserves both the nonnegativity and the 
concavity (convexity) of the initial vector at any fixed iteration-step. 
Assume that #~ and #3 are nonnegative numerical sequences convergent to ~1 and #2, respec- 
tively. Introducing the notation 
0, 4 ,  
we examine the iteration process 
X ly  j+x = X2y j + tt j, j = 0, 1, 2 , . . . .  (2.8) 
LEMMA 1. Assume that the spectral radius p(A) of the matrix A less than one and (an) is an 
arbitrary zero-sequence of the vectors. Then the vector-sequence (xn) defined by the iteration 
X,+l  = Ax, + an, n = 1 ,2 , . . . ,  (2.9) 
where xl is an arbitrary vector, converges to zero. 
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PROOF. Obviously, Xn+l can be expressed in the form 
Xn+l = ~ An-kak + An+lXo. (2.10) 
k=O 
We prove that  both terms standing on the right-hand side are going to zero as we let n tend to 
infinity. For the second term, it is obvious since A is a convergent matrix. 
Further, we examine the first term. Since by definition of the spectral radius, we have p(A) := 
lim IIAnll 1/n < 1, so the numerical series ~--:~n~__0 IIAnll is convergent. We employ the following 
notations: (x) 
S = ~ IIA~II, M = max Ha~l{- 
n=0 
For every c > 0, there exists an integer number N1 such that the inequality 
£ 
Ilakll < ~,  Vk < g I (2.11) 
holds. Obviously, 
n N1 
n-k  E An-kak = E A ak + A '~-kak. (2.12) 
k=0 k=O k=N1 +1 
For the first term, we have 
N1 N1 
E An-kak = An-Na E AkaN,_k; 
k=0 k=0 
that  is, 
k=~O An-k ak N1 <_ IIA -Nlll IlAkll IlaN,-kll <-- MS IIAn-N II • 
k=0 
Since A is a convergent matrix, there exists a natural number N2 such that 
IIA - 'II-< 2SM 
holds for every n - N1 > N2. That is, for n >_ N1 + N2, we get the estimation 
~-~ An-kak -< 2" (2.13) 
k=0 
For the second term, we have the relation 
k=Nl~+lAn-kak <_ k=~Nl+l HAn-kl' ,,ak,] 
n-N -i (2.14) n 
IIA -kll--  IlAkll<_ gS=3. 
k=N1 q- 1 k=0 
That  is, for all e > 0, there exists an integer N such that II ~'~=o A"-kakll < ~, for all n > N. 
Thus, (xn) is a zero-sequence of the vectors which was to be proved. 
REMARK. As can easily be seen from the proof, the statement of Lemma i is valid in any Banach 
space. 
COROLLAKY 1. The statements of Theorem 1 are valid for the iteration process (2.8) also. 
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3.  CONSERVATION OF  THE MONOTONIC ITY  
IN  THE SPACE VARIABLE  
With  the notat ions already used, we employ the following notations: 
0 = [0,0, . . .  ,0,0], e (n) ----[1, 1 , . . . ,1 ,  1] T, e l  = [1 ,0 , . . . ,0 ,0]  T, en = [0 ,0 , . . . ,0 ,  1] T, 
for the vectors from ~n; G = zX~-lC ~nxn,  [} E ~nxn is the zero matr ix  ( oo) (lOO) 
X1- -  - ze l  X 1 -Zen  , :K2--  se l  X2 Sen , 
0 0 1 0 0 1 /i oo... oi/ 1 0 . . .  0 
S = ' . . . .  " , 
1 1 . . .  1 
1 1 . . .  1 
B -- TX1, A -- :X1 - :X2 ,  C -- B -TA ,  D --- diag [dl, d2, . . . ,  dn+2] (where di = (Be(n+2))i) and 
-- X~-I:K2 for the matrices from ~(n+2)×(n+2); ~j __ [#1, y jT,  #2]T for the vector from ~n+2. 
REMARK. The elements of the matr ix  G are defined similarly to the elements of G* in Section 2. 
According to the definitions of the matrices, it is easy to see the validity of the following 
relations: S -1 = tridiag [ -1,  1,0]: 
/!e o 0) 1o0) 
X1-1~ = 1 !Gz Gen , :K= ~Gel0 X0 o~Genl ' 
0 1 
where a = (z + s) /z .  
In the case of w ~ 2, by using the identity 
tr idiag [ -1,  w, -1 ]e  (n) = (w - 2)e (n) + [1, 0 , . . . ,  0, 1] T, 
the reader can readily verify that  
n 1 (1 -- (G)i,1 - (G)i,n) (3.1) 
- w -  2 j=l  
It  is obvious that  the iteration process (1.1) can be rewritten in the form 
Xly  j-{-i = X2~ rj, j = 0, 1 ,2 , . . . ,  (3.2) 
where ~o is given. 
DEFINITION. The iteration process (3.2) is said to conserve monotonicity in the space vaxiable i f  
• " - J  (or ~1 j > ~ _> . . .  >_ Yn+2) implies the same relation to the the relation ~ < ~r~ < . . .  < Yn+2 - " - j 
components of the vector ~j+l  also. 
Now let us recall the following lemma. 
LEMMA 2.  [5] Assume that di > 0 and Ae (n+2) = 0; then (3.2) conserves the monotonic ity in 
the space variable i f  the matr ix  T ,  defined by 
T = -Cs  Bs  ' 
is of monotone kind, where Bs  = $ - ID-1B$ and Cs  = S -1D-1CS.  
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In our case, we have C = T:K2; Bs  = rS -1D- I :K lS ;  Cs = TS-1D- IX2S .  Evidently 
Bs  1 = (1 / r )S -1X11DS and BsXCs = SlXS.  Since 
= Bs lCs  Bs  1 ' 
T is of monotone kind if and only if the relations 
S - lX lDS  > 0, (3.3a) 
and 
S - IXDS >__ 0 (3.3b) 
hold. 
Let Z with the elements (zi,j) be an arbitrary matrix from Nnxn. With simple calculation, 
one can easily check that for the elements of the matrix Z* = S - IZS ,  we have the relation 
( z*h , j  = E~=~(z~,k  - z,-1,k). 
That is, T is of monotone kind if and only if both the relations 
n+2Edk [(~-1)1 _ (~-1)1 ] ~ 0 ,_  (3.43) 
k=j i,k i-l,k 
and 
~ [(X)i,k--(X)i_l,k] ~ 0 (3.4b) k~-j 
are fulfilled for all indices i , j  E {1, 2, . . . ,  n + 2}. 
So, we can reformulate Lemma 2. 
LEMMA 3. The iteration process (3.2) conserves the monotonicity in the space vaxiable if 
(a) the row-sums of the matrix ~f~l are positive; 
(b) the row-sums of the matrix Xl  - X~. are zero; 
(c) the relations (3.43) and (3.4b) are valid. 
Let Si(X{ -1) and Si(X) (i = 1,2,. . .  ,n + 2) denote the sum of the (nonnegative) elements of 
the i th row of the matrices :~-1 and X, respectively. Using the form of the matrix ~{-1 and the 
relation (3.1), we have 
$1 (X11) = Sn+2 (:Kll) = 1, 
(3.5) Si(~ll)__ 1 ( 1 ) z (w- -e )  + 1 z (w-2)  ( (G) i , l+(G) i ,n) ,  i=2 , . . . ,n+l .  
Since for the matrix X, we have the expression [1] 
x = -1 [(ws + p)G - sE] (3.6) 
Z 
(which can be checked directly), we have 
S l  = 1, 
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(for i = 1, 2 , . . . ,  n + 1). In case of w > 2 for the elements of the matrix G,  we have 
{ sh(i~)sh(n + 1 - j )O i f i  < j, 
sh#sh(n + 1)0 ' - 
(G)~,j = sh(jO)sh(n + 1 - i)O 
sh@sh(n + 1)z9 , if i > j, 
where ch@ = w/2. 
Since the function sh is a strictly monotonically increasing function, then 
(G)~-I,~ < (G)~,j, for j = i + 1, i + 2 , . . . ,  n + 2, (3.8a) 
and 
(G) i - l , j  _> (G)~,j, for j = 1, 2 , . . . ,  i. (3.85) 
Assume that di > 0, for all i = 1, 2 , . . . ,  n + 2. By using relations (3.8a) and (3.8b), it is easy to 
see the validity of (3.4a) for the cases j = i + 1, i + 2 , . . . ,  n + 2. For the cases j = 1, 2 , . . . ,  i, the 
first members in the sum (for k = j , j  + 1,... ,i) are negative. So, in these cases to the validity 
of (3.4a), the condition for j = 1, that is, the condition 
E dk 1 i,k 1 i - l , k  
k=l  
is not only a necessary, but also sufficient condition. In the case of 
z(w - 2) -- 1, (3.10) 
the row-sums of the matrix ~-1  are the same at each row. It results that  under the assumption 
di > 0 (i = 1, 2 , . . . ,  n + 2) and (3.10), the condition (3.9) is fulfilled. 
In a similar manner, due to the representation of the matrix 2(, the condition (3.4b) for the 
case j = 1, that  is, the condition 
E X - ~ > 0 (3.11) 
k=l i,k i -  l,k 
is a sufficient condition of (3.4b) for all j .  Since (3.11) is equivalent o the condition Si(X) _> 
S i - l ( :~) ,  (i = 2, 3 , . . . ,  n + 2) and S I (X)  = Sn+2(X) -- 1, so it yields the requirement 
Si (1~) = 1, for i= 2,3 , . . . ,n+ 1. (3.12) 
Evidently it may be only in the conditions 
ws +p s 
= 1, (3.13a) 
z (w - 2) z 
and 
ws +p 
z (~ - 2~ = o. (3.13b) 
Since a = 1 + s/z, trivially, these conditions are equivalent. That  is, (3.10) and (3.13a) together 
guarantee the fulfillment of condition (c) in Lemma 3. In case of (3.10), the condition (3.13a) 
turns in the condition 
p + 2s = 1. (3.13c) 
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The conditions (3.10) and (3.13c) mean that the row-sums in the matrices :K1 and X~ should be 
equal to 1. 
Since under these conditions, the requirement (b) is also valid, we can finally state our theorem 
in its final form. 
THEOREM 2. Assume that for the elements of the matrices X 1 and X2 having the form (1.4) 
and (1.5), the conditions 
(a) z>0andw>2,  
(b) z (w-  2) = 1, 
(c) 2s + p = 1 
are satisfied. Then the iteration process (1.1) conserves the monotonicity for any monotone initial 
vector yO. 
REMARK. Using the values of the parameters for the commonly used finite difference and linear 
finite element methods with a direct computation, we obtain that under the nonnegativity's 
condition, the conditions of Theorem 2 are fulfilled. 
DEFINITION. [5] A two-level method is called completely monotone if it satisfies the maximum 
principle and conserves the monotonicity. 
COROLLARY 2. Under the nonnegativity's conditions, both the finite difference and the linear 
flu/re element methods are completely monotone. 
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