Satellite-based information on significant waves is increasingly being made available to ocean scientists and engineers at low costs. While such measurements have a number of useful applications the manner with which the satellites sense the waves limits their applications to nearshore locations. This paper discusses an approach based on the radial basis function (RBF) type of artificial neural networks to map remote-sensed deep-water waves with the coastal waves. Significant wave heights at a number of locations over a track parallel to the coastline are used to estimate the significant wave heights at a nearshore site. The success of the method adopted was confirmed from the satisfactory error measures it produced during the testing carried out following the network training. It was also found that the satellite data need a 'local tuning' as done in the RBF before their further use in network computations. This work also highlighted importance of innovative approaches to calibrate a network on the basis of a given data set.
Introduction
Since last couple of decades remote-sensed information on ocean waves has been finding increasing applications in ocean engineering. However such measurements suffer from two major drawbacks, namely, relatively small accuracy compared with in-situ observations and low spatial as well as temporal resolution. Spatial averaging involved while reporting the satellite data to the end-users limits its applications to a nearshore site, away from the coastline. Remote-sensed data typically recorded by an instrument like a radar altimeter provide vast set information available at a very cheap rate and hence attempt to use such measurements at nearshore locations increase its importance.
The traditional approach to project the satellite data collected on online or continuous basis at deeper oceanic locations to a selected shallow water site could be performed by statistical regression. This would be in preference to that of the numerical modeling technique because the latter is more oriented towards deriving a spatial and temporal distribution of waves over a wider region and also because it may suffer from mathematical modeling limitations and numerical approximations, apart from its requirement of considerable exogenous information and huge computer storage and time demand. In recent past the method of statistical regression has been found to be less attractive compared with that of the artificial neural networks (ANN) (see e.g., [1] ). Altunkaynak and Ozger [2] point out the arbitrariness with which this method is applied. Further it has also been shown [3] that the ANN can do whatever the numerical models do. However the accuracy of the ANN model cannot be guaranteed. It depends on the problem in hand and also on the quality and quantity of data as well as the manner in which the input is presented to the network. At this backdrop this paper discusses application of a useful but relatively unknown network in ocean engineering, called the radial basis function (RBF), to predict the daily values of significant waves at a specified location near the coast from their satellite observations made somewhere in the deeper water. The results of the RBF net are compared with those of the traditional feed-forward back-propagation (FFBP) as well as the most recent adaptive neuro-fuzzy inference system (ANFIS), which is also untried in oceanic studies.
Applications of ANN in ocean engineering made so far are mainly oriented towards estimating or predicting values of some particular random variable. The variables related to ocean environment are (a) wave height [2, [4] [5] [6] [7] , (b) wave directional characteristics [8] , (c) tidal levels and timings of high and low water [9, 10] , (d) sea levels [11, 12] , (e) wind speeds [13, 14] , (f) estuarine characteristics, [15] (g) coastal currents [16] and (h) other metocean parameters [17, 18] .
The present work differs from the previous ones exemplified above in that it tackles a different problem of wave mapping and additionally incorporates and compares performances of recent network architectures: RBF and ANFIS.
The networks
A typical neural network (exemplified in Fig. 1 ) represents interconnection of computational elements called neurons or nodes, each of which basically carries out the task of combining the input, determining its strength by comparing the combination with a bias (or alternatively passing it through a non-linear transfer function) and putting out the result in proportion to such a strength. Mathematically,
where
where O is the output from a neuron; x 1 , x 2 ,y the input values; w 1 , w 2 ,y the weights along the linkages connecting any two neurons and indicating strengths of the connections; y the bias value. Eq. (1) indicates a transfer function of sigmoid nature, commonly used, although there are other forms available, like sinusoidal, Gaussian, hyperbolic tangent. Textbooks like Wu [19] , Kosko [20] and Wasserman [21] give theoretical details of working of an ANN. A majority of the ANN applications made in ocean engineering so far have involved a feed-forward type of the network as against the feedback or the recurrent one. The feed-forward network ( Fig. 1) processes the information only in forward direction and can be commonly trained using the technique of error-back propagation. The resulting network is thus called feed-forward back propagation network. It has ability to approximate any continuous function. The input nodes receive data values and further pass them on to the first hidden layer nodes. Each one of the latter nodes collects the input from all input nodes after multiplying each input value by a weight, attaches a bias to this sum and passes on the result through a nonlinearity like the sigmoid transfer function. This forms the input either for the second hidden layer or the output layer that operates identically to the hidden layer nodes. The resulting transformed output from each output node is the one obtainable from the network. The known input-output patterns are first used to train a network and the strengths of interconnections (or weights) and bias values are accordingly fixed. Thereafter the network becomes ready for application to any unseen real world example. A supervised type of training involves feeding input-output examples till the network develops its generalization capability while an unsupervised training would involve classification of the input into clusters by some rule. In past, oceanic applications supervised learning is most common. During such training the network output is compared with the desired or actual/target one and the error or the difference so resulted is processed through some training algorithm. Normally such algorithms involve an iteration process to continuously change the connection weights and bias till the desired error tolerance is achieved. The most common training method is the standard back-propagation, although numerous training schemes are available to impart better training with the same set of data, as indicated by Londhe and Deo [3] in their harbor tranquility studies. The back propagation method involves minimization of the total network error using the steepest descent or gradient descent approach in which the network weights and biases are adjusted by moving a small step in the direction of negative gradient of the error function during each iteration. The iterations are repeated till a specified convergence or number of iterations is achieved. Mathematically, the gradient descent is given by
where X kþ1 is the vector of weights at (k+1)th iteration index; X k the vector of weights at kth iteration index; n the step size (supplied by the user); g the gradient vector rf ðX Þ; f ðX Þ the error function for a general weight vector X . The RBF network ( Fig. 2 ) is similar to a general feed-forward network trained using the back-propagation scheme or FFBP net in that it has three layers of neurons, namely input, hidden and output. However it uses only one hidden layer, each neuron in which operates as the Gaussian transfer function, as against the sigmoid function of the common FFBP. Further while the training of FFBP is fully supervised (where both input-output examples are required), the same of the RBF is fragmented, wherein unsupervised learning of the input information, first classifies it into clusters, which in turn are used to yield the output after a supervised learning. This 'local tuning' not only is more efficient, but can sometimes model the data non-linearities in a better way (as in the present case-to be discussed later) than the common FFBP. Mathematically, the output y of an RBF network corresponding to input x (Refer to Fig. 2 ) is computed by the equation:
where w i is the connection weight between the ith hidden neuron (of n number) and output neuron; w 0 the bias. j x À c i k k indicates a radial basis function which is normally Gaussian having following expression:
ARTICLE IN PRESS where c i are centers of the receptive field; and s i the widths of the Gaussian function which indicates the selectivity of a neuron. The major task of RBF network design is to determine centers. The easiest way to do so is to choose the centers randomly from the training set.
Another approach is to use the k-means technique consisting of clustering the input training set into groups and choose the mean of each group as the center. Also, the centers can be treated as a network parameter along with w i and adjusted through error-correction training. After the center is determined, the connection weights w i between the hidden layer and output layer can be obtained through ordinary back-propagation-based training. The ANFIS on the other hand is a hybrid scheme which uses the learning capability of the ANN to derive the fuzzy if-then rules with appropriate membership functions worked out from the training pairs leading finally to the inference [22, 23] . The difference between the common neural network and the ANFIS is that while the former captures the underlying dependency in the form of the trained connection weights, the latter does so by establishing the fuzzy language rules. The input in ANFIS (Fig. 3) is first converted into fuzzy membership functions, which are combined together, and after following an averaging process, used to obtain the output membership functions and finally the desired output. The treatment of data non-linearities in this way has been recently found to be useful in fields like hydrology [24] , traffic engineering [25] and soil analysis [26] .
The data mining
The study area was chosen in the western side of the Indian coastline (Fig. 4) . The remote-sensed information was collected by a radar altimeter aboard the satellite 'Topex'. Observations of the significant wave heights made by this satellite along its various tracks in deep water for 4 years from 1998 to 2001 were available for this study along with the wave rider buoy measurements taken during this period at the coastal location SW3. The satellite data were sensed along different tracks and at several points over a given track. For mapping purpose the desirable input of deep-water waves would have belonged to a fixed path roughly parallel to the western coastline (see Fig. 4 ) from where the waves driven by wind and controlled by bottom refraction, diffraction wave could propagate to the coastal location of SW3. However such input information was difficult to get due to the changing position of the track. Hence satellite data most close to the selected ideal track, which in turn was near the coastline, were selected at one-degree intervals of the latitude. Daily observations of significant wave heights collected in this way over 101 above and 101 below the central deep location DS1 (15.2361N and 69.3711E, water depth: 3800 m), and including it, and falling along the ideal track formed the input to the network, while the output belonged to the projected significant wave height at the coastal location SW3 either side of the central deeper location DS1 was prohibitive from the sample size requirement while training the network. For the purpose of network training simultaneous measurements made by a rider buoy at SW3 were utilized, with the understanding that for routine application of this network, deployment of the buoy after initial calibration period was not necessary.
As mentioned earlier three different network architectures, namely common FFBP, RBF and ANFIS were considered. The FFBP naturally was the first choice since most of the applications of the ANN in ocean engineering have belonged to this architecture. Some recent investigations in hydrology (e.g., [27, 28] ) have found RBF to be more useful than the former and hence the same was additionally used in this study. ANFIS is one of the most recent schemes used by hydrologists and hence the same is adopted here in order to see how it performs compared to FFBP and RBF.
The number of input and output nodes for all the networks mentioned above was 21 and 1, respectively. The number of hidden nodes in FFBP was decided by trials, till the most acceptable testing performance was reached. This was 9 in the present case (see Fig. 1 ). The number of hidden neurons for the RBF was 13 in the present problem (Fig. 2) .
Studies were made separately to know the necessity of so many input points (or neurons) as well as sufficiency of the wave height information alone. Owing to limitations on the quantum of the data set needed, larger input stations beyond those mentioned above could not be brought into picture. The number of input neurons (each one representing a deepwater location along the preferred track parallel to the coastline) was then reduced in steps to only one (at the central location DS1, Fig. 4 ). However the testing results were generally less satisfactory than the present case. In addition, providing input of wind speed and wave period along with the wave height at these deep locations was also attempted. The validation results in the end however showed that for better generalization the present method of providing the input should yield consistent results in terms of the error measures. Physically this may be justified in that waves could reach the shallow water station, traveling from any of the deep-water location along the selected track and hence consideration of a large number of such input locations should be beneficial. The main processor code of this study belonged to the neural network toolbox of the Matlab software [29] .
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Network validation
About 80 percent of the available data were used for calibrating the network and the remaining ones were employed to test or validate it. The testing period involved the severe monsoon season of 1998. It was found that sometimes a few lower-value predictions at a stretch had a tendency to systematically over-predict the actual observations, which could be due to gaps in the measurements. In such case an empirical correction was made in that if there were a systematic over-prediction for 3 previous days then the future predictions would be reduced by the corresponding ratio between the actual and the predicted values. This was found to considerably improve the prediction of the lower waves. mean square relative error, MSRE, the scatter index, SI, and the mean absolute error, MAE. Expressions for these measures could be seen in Appendix A. It may be noted that each one of these error criterion has usefulness and limitations and hence they should be viewed together while drawing any inference based on their magnitudes. The linear R is a widely accepted measure of the degree of linear association between the target and the realized outcome but the extreme values heavily affect it. The RMSE is specially suited for iterative algorithms and is a better measure for high values; however for assessing the fit at moderate values within the range of the given output the MSRE is suitable; although in general the measures involving the error-square terms are sensitive to extreme values [30] . The RMSE in proportion to the observed mean, i.e., the SI, forms a good non-dimensional error measure, while, the MAE has the advantage that it does not distinguish between the over-and under-estimation and does not get too much influenced by higher values.
The magnitude of R for the RBF-based predictions (Fig. 5) was high as 0.90, while the same of MAE, RMSE, SI and MSRE were low as 0.26, 40, 0.28 and 0.11, respectively, indicating satisfactory working of this scheme.
In order to see how the RBF performs compared with the traditional FFBP as well as the latest ANFIS the training and validation exercise was repeated with respect to these schemes.
A few alternative methods of training the FFBP were attempted in order to get the best possible training and these included the resilient back-propagation (RP), scaled conjugate gradient (SCG), conjugate gradient Powell Beale (CGB), Broyden-Fletcher-Goldfarb (BFG) and Levenberg-Marquardt (LM). The details of these algorithms can be found in Demuth et al. [29] and at http://www.mathworks.com/products/neuralnet/. [31] . Although the level of testing accuracy was more or less similar in case of all these alternative learning methods, the RP scheme produced most acceptable predictions. Fig. 6 . shows the validation done by the same in terms of the time history comparison and the scatter plots. The same testing made with respect to the ANFIS is given in Fig. 7 . Table 1 shows values of all error measures produced by the RBF, FFBP and ANFIS methods. The table clearly indicates superiority of the RBF in that it has the highest magnitude of R and the lowest values of all other error measures. A common application of all these criteria thus confirms the best performance of the RBF in this particular mapping problem. The hybrid technique of ANFIS is the latest addition to the soft tools made available to engineers for computations and is believed to combine advantages of both ANN and fuzzy logic. However in the current application it was not found to be superior to the RBF. Nayak et al. [24] had also noted in their riverflow prediction problem that when overall error criteria were applied ANFIS performed similar to the ANN, although Akbulut et al. [26] had observed that ANFIS predictions were closer than the FFBP to the experimental predictions of certain sand mixture properties. It appears that the treatment to non-linearities in the satellite wave data meted out in the present problem by the RBF approach worked much better than the other schemes. In other words the satellite data need an unsupervised 'local tuning' before their further use in network calibration. The RBF ensures localized functioning of the transfer function as against the globalized one of a general FFBP. This results in smaller number of nodes participating in the mapping process, which in turn requires limited data for training (as against the FFBP) [32] . This could also be another reason for more acceptable performance of RBF in the present case.
The validation studies discussed in this paper mostly involved severe monsoon conditions where the direction of wave approach was predominantly south-west. It is recognized that the conclusions drawn need reconfirmation by involving a larger database for both testing and training. Also, the current study dealt with evaluation of significant wave heights only. In applications like evaluation of response of floating structures information on significant wave periods would be needed in addition. It is necessary to extend the present study to mapping of the wave periods long with that of the wave heights.
Conclusions
This paper presented a technique based on the RBF type of the ANN to estimate the daily significant wave heights at a coastal location based on the wave heights sensed by a satellite along its tracks. The success of the method adopted was seen from the satisfactory error measures it produced during the testing exercise, carried out subsequent to network training.
The selected method of providing input information, namely significant wave heights over a sufficiently large number of points near a selected track, was necessary in order to consider the effect of all deep water stations in the occurrence of waves at the target coastal station. The RBF network was found to be most suitable for this type of the mapping procedure in comparison with the recent ANFIS and the common FFBP architectures. It thus shows that the satellite data need a 'local tuning' before their further use in network calibration.
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This work also highlighted importance of innovative approaches to calibrate a network on the basis of the specified data set. 
Appendix A. The error measures
Correlation coefficient (R), 
Mean absolute error (MAE),
Mean square relative error (MSRE),
Scatter index (SI),
