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Abstract
Minus domination in graphs is a variant of domination where the vertices must be labeled
−1; 0;+1 such that the sum of labels in each N [v] is positive. (As usual, N [v] means the set
containing v together with its neighbors.) The minus domination number − is the minimum
total sum of labels that can be achieved. In this paper we prove linear lower bounds for − in
graphs either with 63, or with 64 but without vertices of degree 2. The central section is
concerned with complexity results for 64: We show that computing − is NP-hard and MAX
SNP-hard there, but that − can be approximated in linear time within some constant factor.
Finally, our approach also applies to signed domination (where the labels are −1;+1 only) in
small-degree graphs. ? 2001 Elsevier Science B.V. All rights reserved.
1. The notion of minus domination
Let G = (V; E) be a simple undirected graph with n vertices. N [v] denote the
closed neighborhood of vertex v, that is, v together with all adjacent vertices. A minus
dominating function is a labeling of the vertices by values −1; 0;+1 such that the
sum of labels in N [v] is positive, for each v. (For convenience, we will also say that
each v \is dominated".) This generalizes the classical and extensively studied concept
of domination in graphs, where only labels 0 and +1 are permitted. Similar to the
domination number (G), the minus domination number −(G) is dened to be the
minimum total sum of labels, where the minimum is taken over all minus dominating
functions. Since the graph G is understood, we suppress the argument and simply write
− for −(G). In contrast to , the minus domination number − can be negative. The
standard example is a clique of p>4 vertices, together with m further degree-2 vertices
whose neighborhoods are distinct pairs in the clique, p<m6(p2 ).
Note that, in any graph, there exist minus dominating functions with any total sum
from − to n.
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The interest in minus domination comes from the following reformulation: If the
vertices of a graph can have one of two properties (−1;+1) or none of them (label
0), then in case of −< 0 there can be a global majority of one property in spite of
local majority of the other property in every neighborhood. In contraposition, if −> 0
then local majority in every neighborhood implies total majority.
A \sociological" motivation has been suggested by [5]. Let our graph be the model
of a network of people. An edge means that the joined vertices are somehow closely
related (acquaintances, neighbors, or the like). The label −1; 0;+1 indicates the opinion
of every \vertex" about some controverse question (i.e. negative, undecided, or positive,
respectively). Then it may be interesting to know for a given network whether e.g. the
negative opinions can abound, although every \vertex" observes a majority of positive
opinions in his own neighborhood. Other motivations may come from facility location
problems. Assume that a community plans to settle industry in its municipal area, but it
also wishes a dispersed townscape and thus avoid pure industrial estates, i.e. a majority
of business buildings in the neighborhood of any place. The community earns trade
tax from the rms and has to pay for maintenance costs of other facilities. The loss
should be minimized. Of course, minus domination is only a toy version of this type of
problem, but the scenario suggests that parameters of similar spirit might be interesting
in such a context.
A purely graph-theoretic motivation is given by the fact that the minus domination
problem can be seen, in a clear sense, as a proper generalization of the classical
domination problem; cf. the remark in Section 2.
A similar concept is signed domination where only labels +1 and −1 are allowed
[6,7]. The signed domination number s is dened to be the minimum total sum of
labels for signed dominating functions (i.e. the sum of labels in each N [v] must be
positive again). Obviously, we have −6s, but there is no general relation between
s and .
In the present paper we study minus domination in graphs of small maximum vertex
degree , which is a natural restriction. Our work is inspired by some observations in
[5] which we shall extend and rene.
It can be simply inferred from [5] that −>n=3 for 62 (unions of paths and
cycles). Further, it has been shown there that −>0 for 65, and −>1 for 63.
For = 6 or greater, − can be negative. Moreover, for -regular graphs, the sharper
result −>n=(+ 1) has been proven in [4].
The intuition behind these results may be explained as follows: −− is in some
sense a measure for the uneven \inuence" of vertices in a graph. We have −< 0
if the positive vertices occupy strategic positions (large degrees, large connectivity)
and thus form a center of inuence, whereas the negative vertices have small degrees
and are relatively isolated from each other. So we can expect −>0, or even stronger
− =
(n), if the vertex degrees do not dier very much.
Only a few results are known about the complexity of minus domination [3]. The
problem is NP-complete for bipartite graphs and chordal graphs, and eciently solvable
for trees.
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In the present paper we prove some lower bounds for −, but mainly we study the
complexity aspects in case of 64. Here we highlight two main results:
 In 63 graphs we have −>n=5 which is tight bound. This improves upon
the above-mentioned result from [5] on these graphs. Similarly, the tight bound
−>n=7 can be shown for 64 graphs not containing vertices of degree 2. On
the other hand, there exist innitely many connected graphs with =4 and −=0.
 In 64 graphs, − can be approximated within some constant ratio. A simple
algorithm achieves approximation ratio 15. (However the analysis is not very
easy.)
We also provide a couple of other new observations on minus domination, and we
prove similar results for signed domination.
2. Preliminaries
Considering some xed minus dominating function in G=(V; E), we introduce a list
of subsets of V with respect to labels and degrees.
First of all, let P, Z , and M be the sets of vertices with labels +1, 0, and −1, also
called positive, neutral, and negative vertices, respectively. Let Pi denote the set of
those positive vertices having exactly i negative neighbors. Similarly, Mi is dened to
be the set of those negative vertices having exactly i positive neighbors. It is clear that
M0 =M1 = ;. Let Di be the set of all vertices of degree i.  is the maximum degree.
It is useful to split the set M2 as follows: Let M 02 = M2 \ D2 and M 02 = M2 n M 02 .
Note that every vertex in M 02 is negative, has exactly two positive neighbors and atleast
one further neighbor, and all these further neighbors are neutral. Similarly, Z 0Z is
the set of neutral vertices having any negative neighbor.
In 64 graphs we make another important observation. Any vertex in P2 has two
negative neighbors by denition, and two positive neighbors in order to be dominated.
Particularly we have P2D4.
The lower case symbols p; z; m; pi; mi; di; m02; m
0
2; z
0 denote the cardinalities of the
so-dened sets. Note that −=min(p−m) where the minimum is taken over all minus
dominating functions.
If X; Y are disjoint sets of vertices of G, symbol [X; Y ] denotes the bipartite subgraph
of G consisting of the parts X; Y and of all edges between X; Y inherited from G; edges
inside X or inside Y are ignored. Trivially, the edge number of a bipartite graph may be
counted in two ways, namely as the sum of degrees (i.e. with respect to the subgraph)
in X and in Y , respectively. We will frequently derive useful equations and inequalities,
applying this argument to carefully chosen bipartite subgraphs of G.
The rst central lemma describes p− m in 64 graphs in nonnegative terms.
Lemma 1. Any minus dominating function in a 64 graph satises
p− m= p0 + p1=2 + m3=2 + m4:
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Proof. 64 implies p = p0 + p1 + p2 and m= m2 + m3 + m4. The edge number of
[P;M ] is p1 +2p2 =2m2 +3m3 +4m4. Solve this equation for −m2 and eliminate −m2
in p− m.
Next we bound m02 and z in terms of p0 and p1.
Lemma 2. In a 64 graph we have:
(1) m026z
06z64p0 + 2p1.
(2) m0262p0 + p1.
(3) 2m02 + z66p0 + 3p1.
Proof. As already mentioned, every M 02 vertex has a neutral neighbor. Since 64, a
neutral vertex has at most one negative neighbor, otherwise it cannot be dominated.
So the left part of (1) follows by considering the edge number of [M 02; Z
0].
Consider [Z; P0[P1]. Every neutral vertex has a positive neighbor which must be in
P0 or P1. (Due to 64 and an earlier observation, a P2 vertex cannot have a neutral
neighbor.) Conversely, every vertex from P0 has at most 4 neutral neighbors, and every
vertex from P1 has at most 2 neutral neighbors, since two other neighbors must be
positive. With z06z this completes the proof of (1).
We can reduce our estimate for m02. Consider [Z
0; P0[P1]. The dierence to [Z; P0[
P1] is that every Z 0 vertex has at least two positive neighbors to compensate the
negative neighbor. So we even have 2z064p0 + 2p1. Altogether this yields (2).
Next consider [P; Z]. Every vertex in Z has at least one neighbor in P, and every
vertex in Z 0 has at least one further neighbor in P. So z+z064p0+2p1. Since m026z
0
we get z + m0264p0 + 2p1, and adding (2) yields (3).
The next lemma holds in any graph and is useful for reductions.
Lemma 3. If x 2 D1 and w is the unique neighbor of x then there is an optimal
minus dominating function such that x 2 Z and w 2 P.
Proof. Since x must be dominated, at least one of x; w is positive. Assume x 2 P.
Then either w 2 Z or w 2 P. In the former case we may exchange the labels of x
and w. By this, all vertices remain dominated and p − m is not aected. If w 2 P
then w must have some neighbor w0 2 M , otherwise we could reset the label of x
to 0, and all vertices remain dominated. This contradicts optimality. But now we can
make both x and w0 neutral. Then x remains dominated, and the sum of labels in each
neighborhood other than N [x] does not decrease.
As a consequence, the classical domination problem can be reduced to special in-
stances of minus domination: If H is any graph of n vertices then append a path of
length 3 to every vertex u of H , say (u; v; w; x). Let G be the augmented graph. By
Lemma 3 we may assume x 2 Z , w 2 P, and, by similar arguments, v 2 Z and u 62 M .
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This yields −(G)=n+ (H). Thus many hardness results for domination immediately
translated to minus domination.
3. Linear lower bounds
First we strengthen the result of [5] for 63.
Theorem 4. If 63 then −>n=5; and this bound is tight.
Proof. Consider an optimal minus dominating function. Since 63, Lemma 1 simpli-
es to −=p0+p1=2+m3=2, and we also have p2=0. Note that n=p0+p1+m2+m3+z;
every vertex must belong to one of these subsets.
From the edge number of [M2; P1] we immediately see 2m26p1. Next consider
[Z; P]. Every neutral vertex has a positive neighbor. Every P0 vertex has at most 3
neighbors in Z , and every P1 vertex has at most one neighbor in Z . So z63p0 + p1.
Replacing m2 and z with these estimates we obtain n64p0 + 5p1=2 + m365−.
On the other hand, we present arbitrarily large (connected) graphs with  = 3 and
− = n=5: Take a cycle of length divisible by 3 and append a further vertex of degree
1 to every vertex of this cycle, except every third vertex. Now let P = D3, M = D2,
and Z = D1. Obviously, this is a minus dominating function with an \excess" of 1 in
a group of ve vertices.
In contrast, there exist arbitrarily large connected graphs with = 4 but − = 0: Take
a 2-regular graph (union of cycles) whose n=2 vertices are positive. Then add an
independent set of n=2 negative vertices in such a way that P=P2, M =M2. This can
be easily done in many dierent ways, even if the graph is required to be connected.
Remember that linear lower bounds for − hold in regular graphs [4]. So it is
interesting to relax this condition and to consider graphs with given minimum degree
 and maximum degree . The next result refers to the case  = 3,  = 4. However,
it turns out that vertices of degree 1 are not disturbing; actually we only need d2 = 0.
Theorem 5. If 64 and d2 = 0 then −>n=7; and this bound is tight.
Proof. Consider an optimal minus dominating function. Since d2=0 and 64, we get
P=P0[P1[P2 and M =M 02[M3[M4. Hence [P;M ] has p1 +2p2 =2m02 +3m3 +4m4
edges, which shows p2 = m02 + 3m3=2 + 2m4 − p1=2. With n = p0 + p1 + p2 + m02 +
m3 + m4 + z we obtain n= p0 + p1=2 + 2m02 + 5m3=2 + 3m4 + z. From Lemma 2 we
know 2m02 + z66p0 + 3p1. Thus n67p0 + 7p1=2 + 5m3=2 + 3m467
− by Lemma 1.
To show that this bound is tight, we present for any k>2 a connected graph of
7k vertices and a minus dominating function with p − m = k. The graph consists of
k copies of the following component: The vertices are a; b; c; d; e; f; g, the edges are
ab; bc; ad; db; be; ec;fa; fc; ga; gc; fd; ge. Add subscript i to the names of vertices in
the ith component, and introduce further edges g1f2; g2f3; : : : ; gkf1 to form a cycle
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of components. Vertices ai; bi; ci are positive, di; ei are negative, and fi; gi are neutral.
Check that only degrees 3 and 4 appear, and all vertices are dominated.
It remains open whether a linear lower bound can be shown for = 5 and d2 = 0.
We may further relax our assumptions and allow a few vertices of degree 2. Mod-
ifying the above proof we see that a (smaller) positive linear lower bound remains.
This applies, for example, to the complete grid graphs which answers a question from
[5].
4. Complexity results for degree 4
In the following, (H) denotes the size of a maximum independent vertex set in
graph H .
Theorem 6. Minus domination is NP-hard for planar 64 graphs.
Proof. We give a reduction from the maximum independent set problem for planar
63 graphs which is NP-hard [8]. Let H be such a graph with n vertices and e
edges. We may assume that no vertex has degree 1; this does not remove the hardness
of computing (H). Replace every edge uv of H with a component consisting of new
vertices x; w; y; z and edges xw; wy; yz, and link w to both u and v. The so obtained
planar graph G satises 64.
By Lemma 3 we may assume x; z 2 Z and w; y 2 P. Regardless of the labeling
of the original vertices from H , all vertices in G are dominated, except perhaps the
vertices w subdividing the edges of H . Note that at most one of u; v can be negative,
and that vertices from G that should be positive can be made neutral. Since M forms
an independent set in H , we have −(G) = 2e − (H).
Moreover, we can use our reduction (but without planarity) to show:
Theorem 7. For some > 0; the minus domination number in 64 graphs cannot
be approximated in polynomial time within a factor 1 + ; unless P = NP.
Proof. By [1], the maximum independent set problem in 63 graphs is MAX
SNP-complete, so there exists a constant > 0 such that (H) cannot be approxi-
mated for such H in polynomial time within, say, 1 + 12 unless P = NP. Assume
that − in 64 graphs can be approximated within factor 1 + . Since 2e63n and
(H)>n=4, this could be used to approximate (H) = 2e − −(G) within 1 + 12, a
contradiction.
Despite NP-hardness in general, we can simply characterize the graphs with 64
and − = 0: These are exactly the graphs addressed in the remark before Theorem 5.
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Theorem 8. A graph with 64 satises − = 0 if and only if the following holds:
d4 = d2 = n=2; every vertex of D2 has its two neighbors in D4; and every vertex of
D4 has two neighbors in D4 and D2; respectively.
Proof. If the conditions are fullled then P=D4 and M =D2 give a minus dominating
function, this is easily checked.
Conversely, consider a graph with 64 and − = 0. So there exists some minus
dominating function with p−m=0 on this graph. Lemma 1 yields p0=p1=m3=m4=0,
hence p=p2=m=m2. Moreover we have m02=z=0 by Lemma 2. So p=p2=m=m
0
2.
Remember that P2D4 (due to 64) and M 02 D2. Since in our case V = P2 [M 02 ,
we have d2=d4=n=2, and D4=P, D2=M satisfy the asserted neighborhood conditions,
since all vertices are dominated.
Consequently, we can simply decide in linear time whether a 64 graph satises
−=0. More elaboration of the idea of Theorem 8 leads to the constant approximability
of − in 64 graphs. The analogous statement for 63 is trivial, due to Theorem 4.
The existence of such a constant for 64 is not evident, since −=n can be arbitrarily
small.
Theorem 9. In 64 graphs, − can be approximated in linear time within some
constant ratio [here 15].
Proof. We may consider graphs with −> 0, since the case − = 0 can be easily
recognized, by Theorem 8.
Before we go into the details, we roughly describe the idea leading to our approxima-
tion. First of all, there exists a subset of O(−) vertices such that the graph outside this
set has essentially the structure addressed in Theorem 8. To be more precise, consider
an optimal minus dominating function. By Lemma 1 we have −=p0+p1=2+m3=2+m4,
so n − p2 − m02 = p0 + p1 + m02 + m3 + m4 + z67p0 + 4p1 + m3 + m468− where
m02 + z is estimated due to Lemma 2. That means, all but 8
− vertices belong to
P2 [M 02 . Moreover, these two sets must have \nearly" equal size. Note that P2D4
and M 02 D2. Thus, in our approximation we will make \almost" all vertices of D4
and D2 positive and negative, respectively. However, in order to guarantee both the
minus domination property and a small excess of positive vertices, we have to consider
the vertex neighborhoods, too.
In the following, we collect some useful inequalities.
First let us bound p2 − m02. Consider [P1 [ P2; M ] and note that p1 + 2p2 = 2m02 +
2m02 + 3m3 + 4m4, or equivalently
p2 − m02 = m02 + 3m3=2 + 2m4 − p1=2:
Recall from Lemma 2 that
2m02 + z66p0 + 3p1:
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At most 2p0 + p1 vertices of P2 may have neighbors in P \ D2. We dene Q to
be the set of D4 vertices having at most two neighbors in D2. In particular, all but
at most 2p0 + p1 vertices of P2 are in Q: They have degree 4, and at most the two
negative neighbors may have degree 2.
Next, at most p1 vertices of M 02 may have neighbors outside P2. Let U be the set
of D2 vertices having both neighbors in D4. So the cardinality of U satises
u>m02 − p1:
In other words, all but p1 vertices of M 02 have both neighbors in P2, and we have
seen above that at most 2p0 + p1 of them are not in Q. Hence at most 4p0 + 2p1
vertices of M 02 may have neighbors in P2nQ. That means, at least m02 − 4p0 − 3p1
vertices of M 02 have both neighbors in Q.
Now let T be the set of D2 vertices having both neighbors in Q. (Note that QD4
implies T U .) For the cardinality of T we have
t>m02 − 4p0 − 3p1:
Note that our sets Q;U; T can be constructed in linear time, since we have to check
some local conditions for degrees in neighborhoods only. Moreover, T is close enough
to the (hard-to-compute) set M in any optimal labeling, as shown by the last inequality.
Now we dene a new labeling by ~M =T , ~Z =U nT , and ~P=V nU . First we make
sure that this is a minus dominating function. Since ~Z[ ~M U D2, both neighbors of
any negative or neutral vertex are in ~P. Hence all these vertices are dominated. Next
consider a vertex v 2 ~P. If v has no neighbor in ~M then v is dominated. Otherwise
let w 2 ~M be some negative neighbor of v. Then w 2 T . By the denition of T , all
neighbors of w, including v itself belong to Q. By the denition of Q, at most two of
the four neighbors of v are in D2. Since V n D2 ~P, v has at least two neighbors in
~P. Therefore, the sum of labels in N [v] is positive. So all vertices are dominated.
It remains to show that our labeling is a constant approximation of an optimal
minus dominating function. Using the highlighted inequalities and Lemma 1 we get
the following estimation:
~p− ~m= n− u− t
6p0 + p1 + p2 + m02 + m
0
2 + m3 + m4 + z − u− t
65p0 + 5p1 + p2 − m02 + m02 + m3 + m4 + z
=5p0 + 9p1=2 + 2m02 + 5m3=2 + 3m4 + z
611p0 + 15p1=2 + 5m3=2 + 3m4
615−
Obtaining a ratio being not too large did already require some eort; the approxi-
mation is not straightforward. However, further improvements are desirable. We hope
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that a better ratio can be achieved by utilizing graph factors [9], since [P2; M 02 ] forms a
large subgraph of degree at most 2. Possibly, the approximation ratio of the algorithm
proposed above is actually smaller than 15.
However, large approximation ratios are not untypical in the eld. For a recent
example, namely an 8k-approximation algorithm for the minimum ll-in problem where
k is the optimal solution, see [10]. The ratio remains large even in the bounded-degree
case. This result is of similar spirit: First it is shown that only a small subset of
O(k2) vertices, called a kernel, is \interesting" for the ll-in problem, independent
of n.
The parametric version of the problem is: given G with 64 and an integer k,
decide whether −6k. Our approach yields another generalization of Theorem 8:
Proposition 10. For every xed k there is a polynomial algorithm deciding whether
a given 64 graph satises −6k.
Proof. Assume −6k. We observed above that at most 8−68k vertices are outside
P2 [M 02 . A naive algorithm might try all 38k labelings of all ( n8k ) candidate subsets,
and label all other vertices by +1 and −1. Since P2D4 and M 02 D2. the labeling
of n− 8k vertices is uniquely determined.
Admittedly, the last result is of rather academic interest in the present form, because
of the unreasonable time bound. We conjecture that large subsets of D4 and D2 have
labels +1 and −1, respectively, in any optimal solution. This would drastically reduce
the number of candidate subsets. However we were not able to prove such a conjecture.
Here our problem behaves quite dierent from the mentioned ll-in problem. The O(k2)
kernel in [10] could be eciently constructed, whereas we only know that O(−)
vertices are outside P2 [ M 02 , but we did not see how to nd all these exceptions
without exhaustive search.
Furthermore, it would be nice to characterize the 64 graphs with − = 1; 2; 3; : : :
by degree conditions, too. This might shed some light on the above conjecture.
It is not clear whether analogues of the previous results remain true for =5. Lemma 1
changes only slightly, but the problem is the lack of a counterpart of Lemma 2. So
we can no longer upperbound z simply by terms appearing in Lemma 1.
5. Signed domination
We have already dened the signed domination number s in Section 1. Our approach
works also for signed domination, moreover, since label 0 disappears, some things
become easier, and some results can be extended to 65. In the following, we will
not repeat all proofs in full detail, since they are very similar. It suces to report the
dierences to the − case.
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Lemma 11. Any signed dominating function in a 65 graph satises p−m=p0 +
p1=2 + m3=2 + m4 + 3m5=2.
The proof works essentially in the same way as in Lemma 1.
Theorem 12. If 63 then s>n=3; and this bound is tight.
Proof. Consider an optimal signed dominating function. Since 63, Lemma 11 sim-
plies to s = p0 + p1=2 + m3=2, and we also have p2 = 0. As in Theorem 4 we get
2m26p1. Note that n= p0 + p1 + m2 + m36p0 + 3p1=2 + m363s.
On the other hand, there exist arbitrarily large connected 63 graphs with s=n=3:
Consider a cycle of even length and color the edges alternatingly red and blue. For
every red edge, add a further vertex being adjacent to both endpoints of this red
edge. Let P contain the cycle vertices and M the \corona" vertices. This is a signed
dominating function with an excess of 1 in every triangle.
In graphs with vertex degrees 2 and 3 only, there is a relationship to another graph
parameter, namely the neighborhood packing number  which is dened to be the
maximum number of disjoint neighborhoods N [v].
Theorem 13. If 26663 then s = n− 2.
Proof. Consider a maximum neighborhood packing, consisting of sets N [v], v 2 S, for
some S V . Let M = S. Since >2, we easily see that every vertex is dominated,
hence s6p− m= n− 2jSj= n− 2.
Consider an optimal signed dominating function. If two negative vertices are adjacent
then each of them is undominated, since 63. If two negative vertices have distance
2 then some positive vertex has two negative neighbors and is undominated. So the
negative vertices have mutual distance of atleast 3. That means, the N [v], v 2 M form
a neighborhood packing. So >m and p>n− , hence s = p− m>n− 2.
Theorem 14. If 65 and d2 = 0 then s>n=5; and this bound is tight.
Proof. Assumption d2=0 implies m2=0, hence [P;M ] has p1+2p2=3m3+4m4+5m5
edges, and n=p0 +p1 +p2 +m3 +m4 +m5. Thus p2 = 3m3=2+ 2m4 + 5m5=2−p1=2,
and n= p0 + p1=2 + 5m3=2 + 3m4 + 7m5=265s, due to Lemma 11.
A witness for s = n=5 is given by the following connected graphs, for any k>1.
Take a cycle C of length 3k and a set I of 2k further vertices. Add 6k edges such
that every vertex in C (I) has exactly 2 (3) neighbors in I (C). Let P=C and M = I .
Theorem 15. Signed domination is NP-hard for planar 63 graphs.
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Proof. Again we give a reduction from the maximum independent set problem for
planar 63 graphs which is NP-hard. Let H be such a graph with n vertices and e
edges, and w.l.o.g. without vertices of degree 1. Replace every edge uv of H with a
component consisting of an edge xw, and link w to both u and v. The so obtained
planar graph G satises 63.
We have a signed dominating function in G if and only if all additional vertices x; w
are positive, and at most one endvertex of every edge uv from H is negative. Thus
s(G) = 2e + n− 2(H).
Theorem 16. For some > 0, the signed domination number in 63 graphs cannot
be approximated in polynomial time within a factor 1 + , unless P = NP.
This follows similarly as Theorem 7, using the reduction graph from Theorem 15.
Theorem 17. A graph with 65 satises s = 0 if and only if the following holds:
d4 + d5 = d2 = n=2, every vertex of D2 has its two neighbors in D4 [ D5, and every
vertex of D4 [ D5 has exactly two neighbors in D2.
Proof. If the conditions are fullled then P = D4 [ D5 and M = D2 gives a signed
dominating function.
Conversely, consider a graph with 65 and s = 0. So there exists some signed
dominating function with p−m= 0 on this graph. Lemma 11 yields p0 = p1 =m3 =
m4=m5=0, hence p=p2=m=m2. We have P2D4[D5 (due to 65) and M2D2.
Since V = P2 [M2, we get d2 = d4 + d5 = n=2, and D4 [ D5 = P, D2 =M satisfy the
asserted neighborhood conditions, since all vertices are dominated.
It may be interesting to prove a s counterpart of Theorem 9 for 65 graphs, with
possibly small approximation ratio.
Proposition 18. For every xed k there is a polynomial algorithm deciding whether
a given 65 graph satises s6k.
Note that the naive algorithm as in Proposition 10 runs in O(n2k) time.
6. Concluding remarks
Our nal remarks are not restricted to small-degree graphs.
We mention a nice identity that holds in many cases. A subset S of vertices is called
an independent perfect dominating set (IPDS) if every vertex of the graph belongs to
exactly one set N [v], v 2 S. For a bibliography on perfect domination cf. e.g. [2].
Theorem 19. If a graph admits an IPDS then all IPDS have the same cardinality;
namely − = .
Proof. Let S be an IPDS of size s. In a minus dominating function, every N [v] must
contain more positive than negative vertices, hence −>s. On the other hand, there
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exists a minus dominating function with p−m= s: Choose P=S and M =;. Note that
S is also a dominating set, hence 6−, and the reverse inequality holds, trivially, in
any graph [5]. So all three invariants are equal. Since this consideration is true for any
IPDS, the assertion follows completely.
Note that domination is the hitting set problem in the hypergraph whose hyperedges
are the vertex neighborhoods in a graph, or equivalently, the covering problem in the
dual hypergraph. So it should be attractive to investigate the minus counterpart of the
covering problem in general hypergraphs and in hypergraphs of bounded rank.
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