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Abstract 
The inherent uncertainty in the prediction of seabed scour depth at offshore structures such as 
wind turbines is currently a significant barrier to realising optimised, cost effective foundation 
design. One significant aspect thought to contribute to this uncertainty which has not been 
extensively studied is the variation in the sediment properties in the marine environment where 
sediment beds often consist of complex mixtures of materials stratified with depth. 
This research project encompasses the design and execution of an extensive laboratory study 
investigating this aspect of the scour problem. Two uniformly graded sands were used to build a 
range of simplified mixed and layered sediment beds, as a first step to improving understanding 
of scour behaviour in these situations. A variety of hydrodynamic conditions including 
unidirectional current, tidal and wave-current flows were tested to ensure relevance to the 
marine environment. As part of the experiment design a detailed review of scour measurement 
techniques was conducted leading to the implementation of a photogrammetry system which 
delivered high resolution, high accuracy scour hole profiles.  
This study has led to a number of original results. In a layered bed of fine sand overlying coarse 
sand interaction effects at the grain scale resulted in an enhancement of scour depth in the 
underlying coarse sand. Bimodally distributed mixed sands were found to alter significantly the 
scour time development curve. Novel scour tests under a spring-neap tidal cycle in the clear 
water regime indicated a considerable lengthening of the time to equilibrium. A review of 
prediction methodologies was undertaken and modifications proposed to take into account the 
research outcomes. 
This project has demonstrated that the configuration of the sediment bed is highly influential on 
scour development, and will contribute towards the future development of more sophisticated 
design models for implementation in industry. 
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pile in the coastal flume in wave-current flow, 6.9% motor speed, 2.5 s wave. 
18 
 
Figure 6.87 Maximum and minimum ADV streamwise velocity profiles in the coastal flume in 
wave alone (2.5 s wave). 
Figure 6.88 Typical water surface elevation upstream of the pile a) wave alone b) wave and 
6.9% current c) wave and 4.8% current d) wave and 2.5% current. 
Figure 6.89 Flow visualisation technique of flow in the scour hole around the pile in the 
streamwise direction in the small flume a) and b) laser sheet position along centreline of scour 
hole, c) and d) laser sheet positioned to the side of the pile in the cross-stream direction. 
Figure 6.90 Ex-situ bulk density measurements of samples of the mixed and uniform sands. 
Figure 6.91 Permeability of the mixed and uniform sands, (F) falling head test, (C) constant 
head test a) plotted against percentage of fine sand in the mixture b) plotted against median 
grain size with logarithmic axes. 
Figure 6.92 Fine sand grain size distribution, comparison of laboratory measurements with 
factory data sheet. 
Figure 6.93 Coarse sand grain size distribution, comparison of laboratory measurements with 
factory data sheet. 
Figure 6.94 50% fine, 50% coarse mixed sand grain size distribution. 
Figure 6.95 Grain size distributions for each of the mixed and uniform sands. 
Figure 6.96 Core sample taken at end of test C.90.13 (50%-50% mixed sand) from the deepest 
part of the scour hole, directly upstream of the pile. 
Figure 6.97 Core sample taken at end of test R.10 (90%-10% fine-coarse sand mix) from the 
deepest part of the scour hole, directly upstream of the pile. 
Figure 6.98 Core sample taken at end of test C.90.13 (50%-50% mixed sand) from the dune 
downstream of the scour hole. 
Figure 6.99 Separation of mixed sands downstream of the pile a) coastal flume test b) small 
flume test. 
Figure 6.100 Core sample taken at end of test C.90.11 (layered bed with fine sand overlying 
coarse sand) from the deepest part of the scour hole, directly upstream of the pile. 
Figure 6.101 Core sample taken at end of test R.29.3 (layered bed, fine sand overlying coarse 
sand) from the deepest part of the scour hole, directly upstream of the pile. 
Figure 6.102 Core sample taken at end of test C.90.12 (layered bed, fine sand overlying coarse 
sand) under square wave reversing current taken from the scour hole slope on the last 
downstream side. 
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Figure 6.103 Core sample taken at end of test C.90.12 (layered bed, fine sand overlying coarse 
sand) under square wave reversing current taken directly adjacent to the pile on the last 
downstream side. 
Figure 6.104 Comparison of scour development in tests R.29.1, R.29.2, R.29.3, R.29.4 under 
same flow conditions in small flume, layered bed with 40 mm upper fine sand layer. 
Figure 6.105 Comparison of scour development in tests R.1 and R.2 under same flow 
conditions in small flume (fine sand). 
Figure 6.106 Comparison of scour development in tests R.4 and R.7 under same flow 
conditions in small flume (fine sand). 
Figure 6.107 Comparison of scour development in tests R.5 and R.6 under same flow 
conditions in small flume (coarse sand). 
Figure 6.108 Comparison of scour development in tests R.19, R.20, R.24, R.17 under 
approximately the same flow conditions in the small flume (fine sand). 
Figure 6.109 Comparison of scour development in tests R.21, R.N.27, R.16 under 
approximately the same flow conditions in the small flume (coarse sand). 
Figure 6.110 Comparison of scour development in tests C.90.10 and C.90.18 under the same 
flow conditions in the coastal flume (coarse sand). 
Figure 6.111 Comparison of scour development in tests C.90.15, C.90.11 and C.90.12 under 
the same flow conditions in the coastal flume (fine sand). 
Figure 6.112 Comparison of scour development in tests C.20.10 and C.20.18 under the same 
flow conditions in the coastal flume (coarse sand). 
Figure 6.113 Comparison of scour development in tests C.20.11, C.20.12 and C.20.15 under 
the same flow conditions in the coastal flume (fine sand). 
Figure 6.114 Comparison of scour development in tests C.50.29 and C.50.31 under the same 
wave-current flow in the coastal flume (fine sand). 
Figure 6.115 Comparison of scour development in tests C.90.13 and C.90.14 under the same 
current in the coastal flume (mixed sand). 
Figure 6.116 Comparison of scour development in tests C.20.13 and C.20.14 under the same 
current in the coastal flume (mixed sand). 
Figure 6.117 Comparison of repeated tests with 25% fine sand, 75% coarse sand mixed bed in 
the small flume (unidirectional current). 
Figure 6.118 Comparison of repeated tests with 50% fine sand, 50% coarse sand mixed bed in 
the small flume (unidirectional current). 
Section 7 
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Figure 7.1 Non-dimensionalised quasi-equilibrium scour depth versus flow intensity for uniform 
fine and coarse sand tests in unidirectional current. 
Figure 7.2 Comparison of data given in Sheppard et al. (2011a) (blue) and present study 
(orange), Se/D versus V/Vcr, uniform fine and coarse sands in unidirectional current. 
Figure 7.3 Scour development at different pile diameters in the small flume under the same flow 
conditions (coarse sand). 
Figure 7.4 Scour development at different pile diameters in the coastal flume under the same 
flow conditions (fine sand). 
Figure 7.5 Comparison of scour development at the three pile diameters used in the coastal 
flume in unidirectional current, fine sand. 
Figure 7.6 Relationship between relative grain size and non-dimensionalised equilibrium scour 
depth in the uniform sand tests. 
Figure 7.7 Relationship between relative water depth and non-dimensionalsied equilibrium 
scour depth in the uniform sands. 
Figure 7.8 Relationship between Froude number and non-dimensionalised equilibrium scour 
depth in the uniform sands. 
Figure 7.9 Relationship between Euler number and non-dimensionalised equilibrium scour 
depth in the uniform sands. 
Figure 7.10 Relationship between pile Reynolds number and non-dimensionalised equilibrium 
scour depth in the uniform sands. 
Figure 7.11 Quasi-equilibrium scour depth versus time to quasi-equilibrium in the uniform 
sands. 
Figure 7.12 Relationship between flow intensity and time to quasi-equilibrium in the uniform 
sands. 
Figure 7.13 Scour development plotted as normalised scour depth versus normalised time a) 
normal plot b) log-log plot. 
Figure 7.14 Observations of the vortex at the base of the scour hole slope in fine sand overlying 
coarse sand layered test. 
Figure 7.15 Comparison of mixed sand tests with uniform sand tests in terms of the relationship 
between flow intensity and non-dimensionalised equilibrium scour depth. 
Figure 7.16 Scour hole with deepest point at a) pile side (cross-stream direction) b) pile front 
(upstream). 
Figure 7.17 Schematic of scour development under symmetric reversing flow. 
Figure 7.18 Schematic of scour development under asymmetric reversing flow. 
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Figure 7.19 Comparison of scour development in first half cycle of spring-neap tidal cycle with 
unidirectional current test (coarse sand). 
Figure 7.20 Comparison of the present data (clear water) with the data of Sumer and Fredsøe 
(2001a) and Hartvig et al. (2010) (live bed) in terms of the relationship between non-
dimensionalised equilibrium scour depth and KC number based on the wave component of 
wave-current flow. 
Figure 7.21 Comparison of the present data (clear water) with the trend lines derived by Sumer 
for live bed conditions to represent the relationship between non-dimensionalised equilibrium 
scour depth and ratio of wave and current components in wave-current flow. 
Figure 7.22 Relationship between θ/θcrit and non-dimensionalised equilibrium scour depth for 
the wave-current tests in test series C-2. 
Figure 7.23 Relationship between combined KC number for the wave-current tests in series C-2 
and non-dimensionalised equilibrium scour depth. 
Figure 7.24 Relationship between θ/θcrit and time to equilibrium in the wave-current tests, series 
C-2. 
Figure 7.25 Relationship between combined KC number for the wave-current tests, series C-2 
and time to equilibrium. 
Figure 7.26 Normalised scour depth against normalised time for wave-current tests. 
Figure 7.27 Scour development in wave-current flow in uniform fine sand at the two different 
piles (20 mm and 50 mm). 
Figure 7.28 Scour development in wave-current flow in uniform coarse sand at the two different 
piles (20 mm and 50 mm). 
Figure 7.29 Comparison of scour development in wave-current flow with that in unidirectional 
current with velocity equal to the maximum combined velocity in the wave-current case, coarse 
sand. 
Figure 7.30 Predicted scour time development compared with present test data for the worst 
fitting equation (Sumer and Fredsøe, 2002a) a) normal plot b) logarithmic plot. 
Figure 7.31 Predicted scour time development compared with present test data for the best 
fitting equation (Guo, 2014) a) normal plot b) logarithmic plot. 
Figure 7.32 Predicted scour time development using the Guo (2014) equation compared with 
present test data for scour in wave-current flow. 
Figure 7.33 Modelling scour development in layered beds with the Guo (2014) equation. 
Figure 7.34 Predicted scour development using the equation of Guo (2014) compared with 
scour in mixed sand bed (unidirectional current) a) normal plot b) logarithmic plot. 
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Figure 7.35 Comparison of prediction of linear trend in mixed sand bed with laboratory data. 
Figure 7.36 Equilibrium scour depth equations: comparison of key methods for uniform sands 
and mixed sands using the present data. 
Figure 7.37 Prediction of quasi-equilibrium scour depth in the layered tests with fine sand 
overlying coarse sand compared with the experimental data. 
Appendix 2 
Figure A2.1 a) largest wave-current combination b) middle wave-current combination c) smallest 
wave-current combination. 
Appendix 3 
Figure A3.1 Scour development curves for tests R.13 and R.14 in the small flume, coarse sand. 
Figure A3.2 Scour development curves for tests R.22 and R.24, fine over coarse sand layered 
tests, Lu=70 mm. 
Figure A3.3 Grain size distributions for test R.22 contaminated sand analysis. 
Figure A3.4 Scour development curves for tests R.25, R.25.a, R.25.b, small flume, coarse sand. 
Figure A3.5 Scour development curves for coarse sand tests before and after flow visualisation 
testing. 
Figure A3.6 Scour development curves for rough and smooth 50mm piles in the coastal flume, 
under unidirectional current. 
Figure A3.7 Scour development curves for rough and smooth 50 mm piles in the coastal flume, 
under wave-current flow. 
Figure A3.8 Scour development curves for test series P-1. 
Figure A3.9 Scour development curves for test series P-2. 
Figure A3.10 Scour development curve in coarse sand, with flow reversal after equilibrium scour 
depth was reached. 
Figure A3.11 Comparison of scour development in off-site blended and in-house blended sands 
Appendix 4 
Figure A4.1 Linear and logarithmic plots of Borghei et al. (2011) equation compared to test 
R.17. 
Figure A4.2 Linear and logarithmic plots of Lanca et al. (2013) equation compared to test R.17. 
Figure A4.3 Linear and logarithmic plots of Zhao et al. (2012) equation compared to test R.17. 
Figure A4.4 Linear and logarithmic plots of Rudolph et al. (2008) equation compared to test 
R.17. 
23 
 
Figure A4.5 Linear and logarithmic plots of Melville and Chiew (1999) equation compared to test 
R.17. 
Figure A4.6 Linear and logarithmic plots of Oliveto and Hager (2002) equation compared to test 
R.17. 
Figure A4.7 Linear and logarithmic plots of Chang et al. (2004) equation compared to test R.17. 
Figure A4.8 Linear and logarithmic plots of Sheppard et al. (2004) linear equation compared to 
test R.17. 
Figure A4.9 Linear and logarithmic plots of Sheppard et al. (2004) exponential equation 
compared to test R.17. 
Appendix 5 
Figure A5.1 initial fine and coarse sand grain size distributions. 
Appendix 6 
Figure A6.1 core samples for test C.90.11, a) sample 2 b) sample 3 c) sample 4 d) sample 5. 
Figure A6.2 core samples for test C.90.12, a) sample 3 b) sample 5. 
Figure A6.3 Core samples for C.90.13, a) sample 2 b) sample 3 c) sample 4 d) sample 5. 
Figure A6.4 core samples for test R.29.3, a) sample 2 b) sample 3 c) sample 4 d) sample 5. 
Appendix 7 
Figure A7.1 50% mixed sand test R.15. 
Figure A7.2 Test R.16 coarse sand. 
Figure A7.3 Test R.17 fine sand. 
Figure A7.4 Test R.18 slow velocity 50% mixed sand. 
Figure A7.5 90% coarse sand test R.23. 
Figure A7.6 Layered 70 mm fine sand layer over coarse sand test R.24. 
Figure A7.7 Echosounder profiles from end of fine over coarse sand layered test run to S=60 
mm, Lu=40 mm, small flume. 
Figure A7.8 Echosounder profiles from end of fine over coarse sand layered test run to S=50 
mm, Lu=40 mm, small flume. 
Figure A7.9 Echosounder profiles from end of fine over coarse sand layered test run to S=40 
mm, Lu=40 mm, small flume. 
Figure A7.10 Scour extent development, test R.18 slow velocity 50% mixed sand. 
Figure A7.11 Scour extent development, test R.15 50% mixed sand. 
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Figure A7.12 Scour extent development, test R.29 40mm layered fine over coarse sand. 
Figure A7.13 Scour extent development, test R.28 dense coarse sand. 
Figure A7.14 Scour extent development, test R.19 55mm layered fine over coarse sand. 
Figure A7.15 Scour extent development, test R.20 fine-coarse-fine layered sand. 
Figure A7.16 Scour extent development, test R.21 coarse-fine-coarse layered sand. 
Figure A7.17 Scour extent development, test R.23 90% coarse sand. 
Figure A7.18 Scour extent development, test R.24 layered 70 mm fine sand layer over coarse 
sand. 
Appendix 9 
Figure A9.1 calibration graphs for each probe a) probe 1 b) probe 2 c) probe 3 d) probe 4 e) 
probe 5. 
Figure A9.2 Surface elevation for each probe in wave flow used in test series C-2 a) probe 1 b) 
probe 2 c) probe 3 d) probe 4 e) probe 5. 
Figure A9.3 Reflection coefficient using probes 4 and 5. 
Figure A9.4 Reflection coefficient using probes 3 and 4. 
Appendix 10 
Figure A10.1 Estimate of bed shear stress from LDV data. 
Figure A10.2 Velocity profiles for tests R.19-R.29 measured with LDV and ADV systems. 
Figure A10.3 ADV velocity profile for tests R.4-R.9. 
Figure A10.4 Average velocity in each half cycle of test C.90.9 in reversing flow. 
Figure A10.5 Calibration of motor speed with depth averaged velocity measured in flume. 
Figure A10.6 Comparison of design flow velocity with measured flow velocity during spring-neap 
test. 
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Nomenclature 
 
Length Parameters 
D  Pile diameter 
h  Water depth 
H  Wave height 
A  Amplitude of wave orbital motion at bed 
λ  Wavelength 
As  Cross-sectional area of structure 
Af  Cross-sectional area of flume 
B  Flume width 
Lu  Upper layer thickness in layered sand bed 
S  Scour depth 
Se  Equilibrium scour depth 
Sqe  Quasi-equilibrium scour depth 
Se,m  Equilibrium scour depth in mixed sand 
Se,uc  Equilibrium scour depth in uniform coarse sand 
Se,layered  Equilibrium scour depth in layered sand bed (fine sand overlying coarse sand) 
Se,Ll Equilibrium scour depth that would be reached in a uniform bed of the lower 
layer sand type from a two-layered bed 
Se,Lu Equilibrium scour depth that would be reached in a uniform bed of the upper 
layer sand type from a two-layered bed 
Sc  Scour depth under the current component in wave-current flow 
Sf  Final scour depth recorded i.e. at end of test run time 
S(t)  Scour depth as a function of time 
Time Parameters 
t  Time  
te  Time to equilibrium scour depth 
tqe  Time to quasi-equilibrium scour depth 
Tc  Characteristic scour timescale 
Tc,current  Characteristic scour timescale in current 
Tc,waves  Characteristic scour timescale in waves 
T*  Non-dimensional scour timescale 
T  Wave period 
tB  Time at which S/D = A2Se/D  
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Flow Parameters 
V  Depth averaged streamwise ambient flow velocity 
Vcr  Critical depth averaged velocity for sediment entrainment  
Va  Critical velocity for bed armour layer 
Vlp  Velocity required for peak equilibrium scour depth in live bed regime 
Ubed  Near-bed velocity 
Um  Maximum bottom orbital velocity in waves 
Uc Depth-averaged streamwise velocity of current component in combined wave-
current flow 
Ucw  Representative streamwise velocity in combined wave-current flow 
Uw  Depth-averaged streamwise velocity in waves  
u(z)  Streamwise velocity as a function of depth 
u*  Shear velocity 
u*cr  Critical shear velocity for sediment entrainment 
τ  Bed shear stress 
τcr  Critical bed shear stress for initiation of sediment motion 
τmax  Maximum bed shear stress 
τmean  Mean bed shear stress 
τwave  Bed shear stress in waves 
τcurrent  Bed shear stress for current component in wave-current flow 
CD  Drag coefficient 
fw  Wave friction factor 
Cr  Wave reflection coefficient 
ø    Angle between wave and current directions in wave-current flow  
Sediment parameters 
d50  Median grain size 
d10  Grain size at which 10% of particles are smaller 
d90  Grain size at which 90% of particles are smaller 
d84  Grain size at which 84% of particles are smaller 
d16  Grain size at which 16% of particles are smaller 
d60  Grain size at which 60% of particles are smaller 
d95  Grain size at which 95% of particles are smaller 
d5  Grain size at which 5% of particles are smaller 
d25  Grain size at which 25% of particles are smaller 
d75  Grain size at which 75% of particles are smaller 
d95  Grain size at which 95% of particles are smaller 
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d99  Grain size at which 99% of particles are smaller 
d85  Grain size at which 85% of particles are smaller 
φ  Angle of repose of sediment 
Dcfm  Sediment coarseness factor  
σg  Geometric standard deviation of sediment grain size distribution   
Cu  Sediment uniformity coefficient 
θ  Shields parameter 
θcrit  Critical Shields parameter for incipient motion of sediment 
Kmob  Sediment mobility number 
ws  Sediment fall velocity 
D*  Dimensionless grain size 
ρb  Bulk density 
ρs  Sediment density 
s(=ρs/ρ)  Relative density (specific gravity) 
z0  Roughness length 
Non-dimensional parameters 
V/Vcr  Flow intensity 
h/D  Flow shallowness 
S/D  Non-dimensional scour depth 
Se/D  Non-dimensional equilibrium scour depth 
Se/Dpred  Non-dimensional equilibrium scour depth obtained from prediction equation 
Se/Dexp  Non-dimensional equilibrium scour depth measured from experiment 
Z  Relative scour depth 
Re  Reynolds number 
Reλ  Boundary layer Reynolds number 
ReD  Pile Reynolds number 
Fr  Froude number 
Fd  Densimetric Froude number 
Fdi  Inception densimetric Froude number for initiation of clear water scour 
Fdt  Threshold densimetric Froude number for initiation of live bed scour 
KC  Keulegan-Carpenter number 
KCwc  KC number for combined wave-current flow 
KCwave  KC number of the wave component in wave-current flow 
D/λ  Diffraction parameter 
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Constants 
g  Gravitational acceleration 
υ  Kinematic viscosity 
κ  Von Karman constant 
ρ  Fluid density 
Empirical coefficient or curve fitting coefficient 
A1, A2  Empirical coefficient or curve fitting coefficient    
a1, a2, a3, a4 Empirical coefficient or curve fitting coefficient  
K1, K2, K3, K4 Empirical coefficient or curve fitting coefficient 
KA  Empirical coefficient or curve fitting coefficient    
n  Empirical coefficient or curve fitting coefficient  
P1, P2  Empirical coefficient or curve fitting coefficient  
Kv,   Empirical factor to account for flow intensity 
Kh   Empirical factor to account for flow depth 
KhD   Empirical factor to account for flow shallowness 
Kd   Empirical factor to account for sediment size 
Kσ   Empirical factor to account for sediment gradation 
Ks   Empirical factor to account for pier shape (=1 for cylindrical pile) 
Kα   Empirical factor to account for pier alignment (=1 for cylindrical pile) 
KG   Empirical factor to account for channel geometry (=1 for cylindrical pile)  
Kt   Empirical factor to account for scour timescale  
Echosounder Nomenclature 
β  Beamwidth for circular transducer  
d  Sensor diameter 
Permeabiilty Nomenclature 
k  Coefficient of permeability 
Ax  Cross-sectional area of test section 
ax  Cross-sectional area of standpipe in falling head permeameter test 
L  Length of test section in constant head permeameter test 
h0  Initial head level in falling head permeameter test 
h1  Final head level in falling head permeameter test 
q  Flow rate 
Δh  Head difference in constant head permeameter test   
Photogrammetry Nomenclature 
XA  3D coordinates of the object points 
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Xo  3D coordinates of the camera position 
μ  Scaling factor 
xa  2D coordinates of points in the image plane 
c  Principle distance 
R  Rotation matrix 
ω, ϕ, κ  Rotation angles about the x, y and z axes respectively  
xideal, yideal Theoretical coordinates of a point in the image plane 
xmeas, ymeas Actual coordinates of a point in the image plane 
δrx, δry  Radial lens distortions in x and y directions 
δtx, δty  Tangential lens distortions in x and y directions 
ao  Orthogonality factor 
aa  Affinity factor 
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1. Introduction 
This research project initiated from industry recognition of the need to better understand scour 
in the marine environment. The project was jointly funded by HR Wallingford and the EPSRC 
and therefore took its initial direction from discussion with HR Wallingford to ascertain core 
areas in which research would be particularly beneficial for the design of offshore structures.  
Fundamentally, this project is concerned with improving understanding of the scour process 
around marine structures. While this research is relevant to a range of structures, particular 
attention is given to the application to offshore wind turbine monopile foundations in order to 
align with the current priority in industry. As will be shown in the literature review, Section 2, 
there is a gap in existing research regarding the effect of mixed and layered sediment beds on 
scour time development and maximum scour depth. Heterogeneous sediment beds consisting 
of sand mixtures with a range of grain sizes or with grain size stratification with depth are 
commonly encountered in the field (see Section 2.5) yet research has predominantly focused on 
scour in uniformly graded sand beds (see Section 2.2). This project aims to address this gap in 
the research by conducting an extensive laboratory investigation of scour in mixed and layered 
sand beds under a range of hydrodynamic conditions applicable to the marine environment.  
The thesis begins by introducing the scour topic, and the context and motivations for the 
research, before presenting the research question in Section 1.3. The literature review follows in 
Section 2 in which the core knowledge is outlined and the gaps in the research are identified in 
order to inform the specifics of this project. A detailed breakdown of the research question is 
then given in Section 3 based on the conclusions from the literature review, and the project 
scope and limitations are defined. The methodology for the project is presented in Section 4 
detailing the experimental design and some preliminary tests; the full test programme is 
provided in Section 5. The main findings of the laboratory study are presented in Section 6. A 
more in-depth discussion of the results follows in Section 7. The results are first compared with 
existing knowledge before a physical understanding of the novel results is developed, and an 
assessment is made of the suitability of existing prediction equations in light of the new findings. 
An evaluation of the methodology is included in Section 7.4 and recommendations for future 
work are given in Section 7.5. Concluding statements are delivered in Section 8. 
1.1 Background 
Scour occurs at structures situated in flowing water where there is potential for seabed 
sediments to be eroded. The presence of the structure results in changes to the flow patterns in 
its vicinity, causing an increase in shear stress at the seabed, providing the necessary force to 
entrain sediment particles from the seabed local to the foundation of the structure. Over time as 
more sediment is transported downstream a scour hole forms at the base of the structure. This 
can have severe consequences for the stability of the structure due to exposure or undermining 
of the foundation leading to structural failure in extreme cases with substantial associated 
financial losses as well as potentially loss of life. Failures of bridge structures due to scour have 
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been numerous, see Prendergast and Gavin (2014) for a more detailed review and Coleman 
and Melville (2001) for examples of bridge failures due to scour in New Zealand. For deep 
monopile foundations even if stability is not affected, the fatigue life of the structure may be 
significantly reduced (Van Der Tempel et al., 2004), resulting in further expenditure on 
maintenance and remedial measures. 
Scour occurs at many types of structures in rivers and coastal environments. Scour at bridge 
piers has been studied quite extensively, the findings from which will be presented in Section 
2.2 of the literature review, also see Melville (2008) for a review of bridge scour. However, more 
recently the focus has turned to scour in the coastal environment due to the increasing number 
of projects relating to installation of offshore wind turbine structures in these areas. The 
relatively shallow water depths, highly dynamic flows and often sandy seabeds have meant that 
scour has been prevalent at many farms (see Section 2.5 for further details). 
Currently two methods are used to mitigate scour. The foundation can be designed to take into 
account the likely depth of scour, i.e. make the foundation deeper, or scour protection can be 
placed at the structure e.g. rock armour. However, both methods add considerable expense to 
the project. The latter has also had a limited success rate, due to a variety of failure 
mechanisms (see Chiew, 2008; De Vos et al., 2011; Whitehouse et al., 2011; Sumer and 
Nielsen, 2013). Scour protection can be laid prior to scouring or once a scour hole has formed. 
In both cases secondary scour can occur around the edge of the protection which may affect its 
stability and fitness for purpose. One way to reduce secondary scour around backfilled armour 
material is to ascertain the volume of armour required to just fill the scour hole. However, this 
requires accurate knowledge of the scour depth at a given time at the structure. Knowledge of 
the maximum scour depth at the structure is also required to size appropriately the foundation if 
no scour protection measures are used. The scour depth that will occur at the structure must be 
known with high certainty to avoid overdesign of the foundation, or conversely under-design of 
the foundation, both of which add considerable cost to the project.  
Unfortunately existing approaches for scour prediction do not enable a high level of accuracy to 
be achieved in many cases, severely limiting the optimisation of foundation design. Modelling 
the scour process in the marine environment is particularly difficult due to the complex nature 
and high variability of the flow conditions imposed by waves, storms and tidal flows, as well as 
complexities in the seabeds which often consist of highly variable material (see literature review 
Section 2.5 for further details). Scour models have been predominantly based on simplified 
laboratory testing of scour around basic structure shapes, in uniform sands and under constant 
unidirectional flow, so conditions that are more realistic for the marine environment have not yet 
been fully incorporated into the equations (see Section 2.6).  
The scour process has proven difficult to model even under simplified conditions because it 
involves fluid-structure-sediment interaction. This makes it a multidisciplinary problem, drawing 
on areas such as hydrodynamics, sediment transport and soil mechanics. Limitations in these 
fields feed into the scour problem; an example of this is the empirical nature of sediment 
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transport modelling. Furthermore, there are a substantial number of variables affecting the 
scour process. The individual effects of these on the scour process can be difficult to separate 
and additional interaction effects between sets of variables add further complexity for modelling. 
Fluid-structure-sediment interaction is difficult to model numerically because of the linkages 
between fluid-structure and fluid-sediment models and the requirement for continual updating of 
boundary conditions as the scour hole develops.  
Further research to improve understanding of scour and to begin to understand the effects that 
more complex conditions have on the scour process would lead to a reduction in uncertainty in 
the prediction of scour, enabling greater optimisation of foundation design and considerable 
cost savings. 
Reduction in project costs is particularly important for the offshore wind energy industry 
because of the need to compete with more traditional, cost effective technologies such as oil 
and gas. 
1.2 Context 
Now that the problem and research motivations have been introduced this section identifies the 
wider context of the research. The relevance and impact of the research is highlighted through 
discussion of the offshore wind energy industry.  
The offshore wind energy industry has grown rapidly in the last decade, particularly in Europe. 
The UK is currently the world leader in offshore wind energy, with 4 gigawatts installed capacity 
(The Crown Estate, 2015). This has stemmed from the setting of targets for reduction in carbon 
emissions in the EU and UK, with key milestones to be achieved in 2020 (DECC, 2011) and 
through to 2030 (European Commission, 2014). Wind energy has been identified as a key 
sector for meeting these targets, because it is one of the more developed and proven 
renewable technologies. Offshore wind has significant political advantages over onshore wind 
because it avoids noise and visual pollution. Furthermore, the wind climate is generally superior 
offshore where wind speeds are higher and more stable (Estaban et al., 2011; Bilgili et al., 
2011). The lack of space and noise constraints offshore enables bigger, more efficient turbines 
to be built. However, offshore deployment is considerably more expensive than land-based 
construction, and so finding ways to reduce costs in these projects is imperative to achieving 
cost competitiveness with other technologies and to reduce the reliance of the industry on 
government incentives (see Green and Vasilakos, 2011 for more information on the economics 
of offshore wind). 
In the UK, 3 phases of offshore wind turbine deployments have been organised. Stages 1 and 2 
are now operational. Phase 3 deployments are mostly in the planning phase, but some have 
been consented and are due to start construction as early as 2016. Phase 3 sites will be 
considerably bigger in scale as well as located further offshore (see RenewableUK, 2015 for 
further details). Offshore wind energy is concurrently rapidly developing in Northern Europe, 
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particularly in Germany and Denmark (EWEA, 2015). Interest in offshore wind is also gathering 
globally, particularly in the USA and East Asia (GWEC, 2015).  
The continued commitment to developing offshore wind with deployments planned well into the 
future shows the direct relevance and potential impact research into the scour problem can 
have both immediately and in the longer term. Furthermore, research at this stage is crucial to 
sustaining the UK’s position as leader in the field. Maintaining the lead in the field will further 
develop the industry promoting economic growth and providing opportunities for expanding 
research and consulting services as interest in developing offshore wind grows globally.  
1.3 Research question overview 
This section provides an outline of the research question to define the focus of the literature 
review which follows in Section 2. A detailed research question will be formulated in Section 3 
from the conclusions of the literature review.  
The overarching objective of this research project is to improve understanding of the scour 
development process. As has been explained above (and will be discussed in greater detail in 
the literature review, Section 2), current scour prediction equations are limited at least partly 
because they do not take into account a variety of factors that have the potential to affect scour 
depth. The influence of realistic sediment beds consisting of mixtures and layers of materials 
was identified in conjunction with HR Wallingford as a key area for investigation. 
The aim of this project is to design and conduct an extensive laboratory investigation of scour 
development in a range of sediment beds to fill this gap in the research. In order for the 
research to be relevant to the marine environment testing will include a range of hydrodynamic 
conditions. A secondary aim of the project is to gain new insights into scour in tidal and wave-
current flows, as these have been studied less extensively in the scour literature. The results 
are then compared with existing prediction methodologies to develop preliminary methods for 
incorporating the new findings. The success of the project depends on the design of a 
comprehensive and high quality experiment methodology and measurement techniques 
capable of measuring the sediment and flow properties, and the scour depth development 
through time. 
Therefore, the main areas that will be focussed on in the literature review are: 
• understanding of scour in complex sediments, particularly layered and mixed materials 
 
• understanding of the scour process in complex hydrodynamic conditions relevant to the 
marine environment (wave-current interaction, tidal flow) 
 
• understanding of the methodologies and limitations in existing prediction methods both 
for scour time development and equilibrium scour depth in order to assess how 
uncertainty can be reduced and new findings for complex sediments can be 
incorporated 
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• experimental modelling approaches and measurement techniques in order to develop a 
robust laboratory set-up 
To enable in-depth investigation of scour in mixed and layered sediment beds, it is necessary to 
set some limitations to the range of conditions tested in the laboratory. Firstly only one type of 
structure will be used in the study - the cylindrical monopile. This will provide a baseline for 
understanding scour in complex sediment beds and enable direct comparison with the literature 
which has predominantly focused on this type of structure. Also, the monopile is a popular 
design and likely to continue to be used in the field in shallow to medium water depths where 
wind farms are commonly located. Secondly, the study will focus on non-cohesive sediments 
(median grain size of the sediment, d50 > 0.1 mm) as scour is generally more prevalent in sands 
compared to clays (Whitehouse, 2006), and this will serve as a baseline case for future 
extension to cohesive materials. 
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2. Literature review 
The intention of this literature review is to provide an overview of the scour issue, and to identify 
the gaps in understanding in order to demonstrate the ways in which this project can contribute 
to the research field. The review begins by introducing some basic concepts and terminology in 
Section 2.1 before detailing the key relationships between parameters that are understood to 
influence the scour process, which have been analysed mostly through laboratory testing, in 
Section 2.2. Those aspects which have been less extensively addressed will then be discussed 
in Sections 2.3 and 2.4 which relate to the influence of the hydrodynamic and sediment 
properties on scour development. Section 2.5 focuses on observations of scour at wind turbine 
foundations in the field, providing the context and justification for this research to be conducted. 
A discussion of scour modelling and prediction techniques follows in Section 2.6, highlighting 
the current gaps between research and design. Lastly the methodology for scour research is 
considered in Section 2.7, including issues for scour measurement and experiment design in 
the laboratory. 
2.1 Understanding scour – basic concepts 
The purpose of this section is to introduce the basic concepts and relationships between 
parameters. Key terms will be defined before detailed discussion of scour mechanisms and the 
interaction processes between the soil, structure and fluid.  
2.1.1 Key terms and definitions 
As discussed in Section 1, scour is the erosion of sediment from around the foundation of a 
structure situated in flowing water, such as in river and coastal environments. Images of the 
scour process at different points through time around a cylinder are shown in Figure 2.1. Under 
unchanging flow conditions (such as a unidirectional current with constant depth-averaged 
velocity) the scour process evolves through time with a distinctive curve when considering the 
increase in scour hole depth (Sumer and Fredsøe, 2002a). The shape of a typical scour depth 
time development curve is given in Figure 2.2. It is clear that the scour process begins rapidly, 
but slows over time, until a plateau is eventually reached. This is known as the equilibrium scour 
depth, and signifies that the depth of the scour hole has stabilised and reached a maximum 
value under the given unchanging conditions. 
Dargahi (1990) conducted a detailed study of the shape of a scour hole. Under unidirectional 
current the scour hole is asymmetrical in the streamwise direction with a steeper upstream 
slope and shallower downstream slope (Link et al., 2008). The upstream slope angle is typically 
about equal to the angle of repose of the sediment (Hoffmans and Verheij, 1994).  
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a)  b)   
c)  d)  
Figure 2.1 Initial stages of scour development at a cylindrical pile: a) 3 s b) 15 s c) 42 s d) 
105 s after the initiation of scour. 
 
Figure 2.2 Typical scour depth development curve at a cylindrical pile in uniform 
sediment under unidirectional current. 
S
/D
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Scour is essentially a sediment transport problem, but with the added complication of the 
presence of a structure. Soulsby (1997) provides an excellent review of the subject. Sediment is 
transported when the force of the flowing water (represented as a bed shear stress) is sufficient 
to overcome both the weight of the particle, and friction between adjacent sediment particles. 
White (1940) described the balance of forces on a sediment particle, defining the conditions at 
which it will just start to move on a flat bed, known as initiation of motion. Shields (1936) 
conducted extensive laboratory testing of this, and adopted the non-dimensional critical Shields 
parameter to describe the conditions in which a given sediment would start to move. This can 
also be described in terms of a critical bed shear stress which can be related to a critical depth-
averaged velocity, which is a more practical parameter for use in design, see Appendix 2 for 
details of these formulae. 
While Shields’ approach is commonly adopted, a variety of other formulae and approaches for 
modelling initiation of particle motion have been offered, see Beheshti and Ataie-Ashtiani (2008) 
and Paphitis (2001) for a review of these. The range of methods indicates that there are 
limitations in the understanding of the sediment entrainment process and consequently a 
degree of empiricism is used in these methods. Scatter is also induced when comparing these 
models with data due to the difficulty of consistently defining the point of incipient motion 
experimentally (Paphitis, 2001). According to Le Roux (2005) the critical shear stress is 
dependent on grain size, shape and density, boundary roughness and internal friction angle, the 
bed slope angle and the flow velocity (laminar or turbulent, uni-directional or oscillatory). Zanke 
(2003) found that turbulence was also an important parameter for sediment entrainment. 
However, precise relationships have not been established for each of these effects, and many 
approaches do not take all of these factors into account, for example the effect of grain shape is 
not included in Shields’ method. These limitations are important to consider in terms of empirical 
and analytical scour modelling approaches (see Section 2.6 for further discussion). 
Another key concept for scour is the definition of two different sediment transport regimes. If 
scour occurs at the structure, but the ambient shear stress on the flat bed away from the pile is 
also large enough to entrain sediment then the regime is termed ‘live bed’. If scour occurs at the 
structure but in the far field the shear stress is not large enough to entrain sediment then the 
conditions are known as ‘clear water’.  In the first case there is an influx of sediment from the 
flat bed in and out of the scour hole, but in the second case there is not, and this results in 
fundamentally different scour behaviours (see Section 2.2).  
A final concept to note is that scour directly around a structure is termed ‘local scour’ which is 
the focus of this study. Other types of scour such as general and contraction scour will not be 
discussed (see Melville and Coleman, 2000 for details of these). 
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2.1.2 Scour mechanisms 
a) 
 
 
 
 
 
 
 
 
 
b) 
 
 
 
Figure 2.3 Diagram of scour mechanisms and flow around a cylinder a) vertical plane 
showing velocity profile, downflow, horseshoe vortex and developing scour hole b) plan 
view showing contraction of streamlines, separation of flow and wake vortices around 
the cylinder.  
Now that the basic terms have been established this section will discuss in detail the 
mechanisms for scour in terms of the flow-structure-sediment interaction processes. As 
mentioned previously the presence of the structure causes alteration to the ambient flow 
patterns. This results in an amplification of bed shear stress in the vicinity of the structure 
resulting in the entrainment of sediment. The main alterations to the flow are described in Figure 
2.3. There are two distinctive mechanisms for scour. Firstly, the fluid is brought to rest at the 
upstream side of the structure, resulting in a high pressure region compared to downstream, 
accelerating the flow to a maximum velocity at the sides of the structure (contraction of 
streamlines), and leading to separation of flow, vortex shedding and formation of a wake region 
behind the cylinder (see Sarpkaya and Isaacson, 1981 and Sumer and Fredsøe, 2006 for more 
detailed discussion of flow around cylinders). Secondly a pressure gradient forms vertically 
down the upstream face of the structure due to the difference in flow velocity between upper 
layers of fluid in the free stream and lower layers of fluid in the boundary layer which are 
Downflow 
Horseshoe 
vortex 
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retarded by friction with the bed. The streamwise flow velocity varies with depth as shown in 
Figure 2.3. The vertical pressure gradient at the structure causes a downflow which separates 
at the bed where its path is blocked, resulting in horseshoe vortex formation. Flow acceleration 
and vortex formation increase the bed shear stress and sediment transport capacity of the flow 
(Roulund et al., 2005). As long as the enhancement in bed shear stress is above a threshold 
value for entrainment of the sediment (such as that described by Shields see Section 2.1.1), 
then erosion will occur at the structure. A detailed description of the scour process and 
mechanisms is provided by Niedoroda and Dalton (1982) and Guo (2012). 
2.1.3 The horseshoe vortex system 
The horseshoe vortex is the primary mechanism for scouring in currents (Whitehouse, 1998), 
being more significant than the contraction of streamlines and wake vortices. These are 
discussed in more detail in relation to scour in waves in Section 2.3.3. A detailed treatment of 
the horseshoe vortex system on a flat bed around a cylinder is given by Baker (1979) and Baker 
(1980).  
The mechanism for entrainment of sediment by the horseshoe vortex system is described by 
Graf and Yulistiyanto (1998). The upstream flow on the bed near the pile (counter current) is 
responsible for initiating motion of the particles, and the main vortex is responsible for 
transportation of those particles downstream. 
The strength of the horseshoe vortex depends on the strength of the downflow which in turn 
depends on the bed boundary layer profile, so that bed shear stress under the horseshoe vortex 
and consequently scour depth increase with increasing steepness of the gradient in the 
boundary layer and as the thickness of the boundary layer relative to the pile diameter 
increases (Roulund et al., 2005). The boundary layer gradient also increases with bed 
roughness because of the greater frictional effect on the lower layers of fluid (Ahmed and 
Rajaratnam, 1998). Campbell et al. (2005) found that sediment transported as bed-load also 
increased the gradient in the velocity profile and altered the mean flow velocity by affecting the 
bed roughness and level of turbulence in the flow. 
The downflow at the cylinder has been investigated by Dargahi (1989), Raudkivi (1986) and 
Unger and Hager (2007) who found that it does not vary through time as scour depth increases. 
However, the horseshoe vortex is not time invariant as it is affected by the development of the 
scour hole. The time evolution of the horseshoe vortex during scouring has been studied by Dey 
and Raikar (2007a), Veerappadevaru et al. (2011), Dey (1996) and Unger and Hager (2007). It 
has been shown that the size of the horseshoe vortex core increases as the scour hole 
develops (Dey and Raikar, 2007a), and Veerappadevaru et al. (2011) measured the weakening 
of the vortex in terms of a reduction in its rotational speed. The decrease in horseshoe vortex 
strength with increasing scour depth explains the shape of the scour time development curve. 
The resulting change in bed shear stress with depth has been measured by Dey and Raikar 
(2007a) who found that bed shear stress initially increased before decreasing with depth until it 
42 
 
was about equal to or just under the critical value (in agreement with Graf and Istiarto, 2002), at 
which point the equilibrium condition has been reached and no further scouring occurs.  
The horseshoe vortex is strongly related to the pile Reynolds number. Graf and Yulistiyanto 
(1998) found that the horseshoe vortex was stronger and closer to the base of the cylinder at 
higher approach flow velocity (or flow Reynolds number), but the dimension of the vortices is 
dependent only on the pile diameter (Dargahi, 1989). 
In terms of the maximum amplification of bed shear stress under the horseshoe vortex, a range 
of values have been reported. Ahmed and Rajaratnam (1998) measured an amplification of 
13.5 and Roulund et al. (2005) found it was amplified by a factor of 10. Whitehouse (1998) 
notes that a bed shear stress amplification factor of 4 is expected from potential flow theory, but 
that a range of amplification factors up to 12 have been measured in laboratory studies. There 
is a need for further investigation of this to better define the effect of a full range of parameters 
on bed shear stress amplification at the pile and to improve understanding of the relationship 
between horseshoe vortex strength and bed shear stress. Bed shear stress is difficult to 
measure directly in the laboratory which presents a barrier to research in this area. 
The structure of the horseshoe vortex has been investigated by Link et al. (2008) and Dargahi 
(1989) who found that up to five vortices could be present in the system and that the number of 
vortices increases with increasing Reynolds number. Unger and Hager (2005) found that the 
number of vortices reduced with increasing scour depth. Unger and Hager (2007) also noted a 
difference in the initial horseshoe vortex which only developed into the full system once the 
scour hole was more developed. They found that sediment entrainment began at the pile sides 
due to the acceleration of flow caused by the contraction of streamlines around the pile, while 
the initial horseshoe vortex upstream of the pile was too weak to induce scouring. The deepest 
part of the scour hole moved upstream around the pile to the pile front as the horseshoe vortex 
became fully established.  
The horseshoe vortex spatial characteristics have been investigated by Graf and Yulistiyanto 
(1998) and Kumar et al. (2012) who found that the horseshoe vortex system decays in strength 
as it stretches around the cylinder in the horizontal plane in the downstream direction. This 
explains why the deepest part of the scour hole is found on the upstream side of the cylinder 
once the horseshoe vortex system is fully established. 
A final point to note is the short term variability of the horseshoe vortex strength and position. 
Apsilidis et al. (2012) showed how the position of the primary horseshoe vortex moves towards 
and away from the cylinder aperiodically as the wall-extracted vorticity fluctuates, influencing the 
sediment entrainment and transport processes. 
2.1.4 Concluding remarks on scour mechanisms 
While the horseshoe vortex and flow patterns around a cylinder have been studied in some 
detail, it should be noted that many studies employed a smooth flat bed to investigate this (e.g. 
Graf and Yulistiyanto, 1998; Apsilidis et al., 2010) or a rough flat bed (e.g. Dargahi, 1989). 
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Distinctly fewer studies have been conducted to investigate flow patterns in the presence of a 
scour hole (Barbhuiya and Dey, 2003; Arkhipov, 1984; Ahmed and Rajaratnam, 1998; Graf and 
Istiarto, 2002; Istiarto and Graf, 2001; Isiarto, 2001; Kirkil et al. 2007; Kirkil et al. 2008). These 
studies only consider an equilibrium scour hole due to the difficulties in determining suitable 
measurement techniques to monitor the transient flow patterns as the scour hole develops, 
although a few researchers, Melville (1975), Dey and Raikar (2007a), Unger and Hager (2007) 
and Roulund et al. (2005) developed methodologies in order to do this. Ahmed and Rajaratnam 
(1998) found that the downflow was stronger over a scour hole than over a flat rough bed 
demonstrating the significant effect that the scour hole can have on the flow. These types of 
measurements also enabled Roulund et al. (2005) to identify an additional mechanism for 
scouring under the vortex due to the erosion at the foot of the upstream scour hole slope which 
causes sand avalanching effects. The relatively small number of studies means that the range 
and number of parameters that have been tested is limited and consequently there are still gaps 
in the research relating to full understanding of the effects of certain parameters on the flow 
patterns during scouring. 
2.2 Influence of parameters 
This section details the influence of a range of parameters on the scour process. These have 
not been studied extensively in terms of the effect on the horseshoe vortex or flow field. Instead 
these have been investigated primarily in terms of the effect on the depth of the scour hole 
which is more easily measured and hence more suitable as a design parameter. The most 
extensively investigated parameters in the scour problem are the flow velocity, pile diameter, 
grain size and water depth. These are the key dimensional parameters for the simple case 
under consideration in this section (cylindrical pile, uniform sediment, unidirectional current). 
However, it is often more useful to think of these non-dimensionally in order to understand the 
problem in terms of the relative change in behaviour of one parameter compared to another. In 
this respect the Reynolds and Froude numbers will also be discussed.  
2.2.1 Pile diameter 
One of the most influential variables on scour depth is the pile diameter, which is used 
extensively to normalise the scour depth enabling data from different piles to be collapsed onto 
one curve. This is because the scour depth increases approximately linearly with pile diameter 
(Raudkivi and Ettema, 1983). Raudkivi and Ettema (1983) also found that the time to 
equilibrium scour depth increases with pile diameter because the scour hole volume is 
proportional to the cube of the pile diameter and hence larger piles have larger scour holes 
which take longer to erode.  
It is difficult to treat the pile diameter as a separate variable because a change in pile diameter 
often instigates a change to the ratios of other parameters such as flow shallowness (D/h), 
relative roughness (D/d50), Euler and Reynolds numbers (V2/gD and VD/ν), and rate of scour 
development (Melville, 2008). The effects of these parameters on scour are discussed in more 
detail in the following sections. It should be noted that equivalence in scour depth when 
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normalised by pile diameter is only found in certain ranges of these parameters, and this is 
often not the case when comparing small scale laboratory studies with field scale, making direct 
comparison difficult, see Section 2.7.4 for more detailed discussion of laboratory scaling 
considerations. 
2.2.2 Velocity  
When discussing the relationship between ambient depth-averaged velocity and scour depth, it 
is important to differentiate between the clear water and live bed regimes. The use of a non-
dimensional velocity parameter, Vi=V/Vcr, known as flow intensity which describes the velocity 
condition in respect to the critical velocity for the sediment, distinguishes between the live bed 
and clear water regimes depending on whether the flow intensity is above or below 1. The use 
of flow intensity rather than flow velocity not only takes into account regime change but also 
enables data from different sediment sizes which have different critical flow velocities to be 
collapsed onto one curve. Some researchers prefer to normalise shear stress or shear velocity 
parameters with the corresponding critical value (see Imberger et al., 1982 for discussion of 
this) as these are the true drivers for scour, but the trends are essentially equivalent, and the 
velocity intensity parameter is more commonly used due to ease of measurement. 
Raudkivi and Ettema (1983), Melville (2002), Melville and Sutherland (1988), Melville (1984), 
Chiew (1984) and Sheppard and Miller (2006) present conceptual graphs of velocity or flow 
intensity versus scour depth, showing how scour depth increases with velocity through the clear 
water regime up to the critical velocity. The scour depth then starts to decrease as velocity 
increases through the first part of the live bed regime. A similar graph is given in Raudkivi 
(1986), but the relationship is extended further into the live bed regime to show the occurrence 
of a second peak in scour depth. The reduction in scour depth with velocity in the live bed 
regime is due to the migration of bedforms through the scour hole (Melville 1984). Melville 
(2008) found that the second peak occurs when ripples no longer form on the bed due to the 
higher capacity for sediment transport, known as the transition flat bed stage, but in uniform 
sediment the live bed peak is smaller than the peak at critical velocity, as there is still a flux of 
sediment through the scour hole.  
Melville (2008), Elliot and Baker (1985), Chiew (1984), Raudkivi and Ettema (1983) and 
Raudkivi (1986) reported that the equilibrium scour depth increases almost linearly with flow 
velocity through the clear water regime. Melville (1984) plotted a large set of laboratory data 
which despite some scatter demonstrates this trend clearly.  
Melville (2008) showed that the timescale of the scour process also increases linearly in the 
clear water regime to a peak at critical velocity, before decreasing through the live bed regime 
mirroring the scour depth trend and indicating that larger scour holes take longer to erode (as 
already mentioned in Section 2.2.1).  
At very low flow velocity scour will not occur because the shear stress at the structure will not be 
increased above the critical value. There is some disagreement as to the point at which scour is 
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initiated as velocity is increased. Raudkivi (1986) defines the threshold for scouring as 0.6 V/Vcr, 
Melville (2008) as 0.3 V/Vcr, and Sheppard et al. (2011a) between 0.3 - 0.4 V/Vcr, where V is the 
ambient depth-averaged flow velocity, and Vcr is the ambient depth-averaged flow velocity that 
would result in initiation of sediment motion on the bed. There is also considerable scatter in the 
data used to define these values (see Melville and Sutherland, 1988) and although these 
differences are potentially due to discrepancies in the scour depth and critical velocity 
measurement methodologies it probably indicates the importance of other variables on the 
scour initiation condition which have yet to be investigated as this aspect is considered less 
important for design. 
2.2.3 Water depth 
Water depth is most usefully considered non-dimensionally in comparison to the width of the 
pile. For shallow water depths compared to the pile diameter, equilibrium scour depth increases 
with water depth, but scour depth becomes independent of water depth in deeper conditions 
(Melville, 2002; Melville, 2008; Yanmaz and Altinbilek, 1991; Lança et al., 2013a). Raudkivi 
(1986) noted that this trend occurs in both the clear water and live bed regimes. 
Chiew (1984) describes how the reduction in equilibrium scour depth in shallow water is due to 
the proximity of the surface roller which interferes with the downflow and horseshoe vortex 
systems. Melville and Sutherland (1988) explain how the opposite directions of rotation of the 
surface and horseshoe vortices result in a decrease in vortex strength.  
There is some disagreement as to the point at which scour becomes independent of water 
depth. Mueller and Wagner (2002) and Chiew (1984) define it as when the ratio of water depth 
to pile diameter, h/D>4, Melville and Sutherland (1988) and Raudkivi and Ettema (1983) at 
around h/D=3, and in the study of Melville (2002) independence appears to have been achieved 
by 2 h/D. Chiew (1984) found that the point at which scour becomes independent of water depth 
depends on the ratio of pile diameter to median grain size of the sediment, D/d50 (this parameter 
is discussed in the following section), because for a constant value of flow intensity the flow 
velocity will be lower over a fine sand bed than a coarse sand bed and hence the stagnation 
pressure and vortex interaction at the pile is less significant. The considerable scatter in the 
Se/D (where Se is the equilibrium scour depth) versus h/D plots (see for example Lança et al., 
2013; Yanmaz and Altinbilek, 1991) also contributes to the difficulty in defining the point of 
independence and suggests that a wider range of parameters are likely to be of influence.  
Chiew (1984) notes that it is essential to keep the shear velocity ratio, u*/u*cr, constant to 
observe an increase in scour depth with increasing water depth for shallow flows. If the flow rate 
is instead kept constant then the bed shear stress will decrease as water depth increases hence 
reducing the potential for scour. Despite keeping the flow intensity parameter constant, 
opposing results were reported by Link and Zanke (2004a) and Link and Zanke (2004b) who 
found that scour depth decreased with increasing h/D, in both clear water and live bed 
conditions. It is currently unclear as to the reason for this, suggesting that further investigation of 
the relationship between water depth and scour depth is warranted. 
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Raudkivi and Ettema (1983) noted that it is difficult to change water depth without changing the 
ratios of other parameters, and this may alter the apparent relationship between scour depth 
and water depth. One must be careful to understand and separate these effects in order to 
discern the vortex interaction mechanism that reduces scour depth as the proximity of the two 
vortices increases with decreasing water depth. 
2.2.4 Grain size 
The effect of sediment grain size on scour depth is partly taken into account by using the V/Vcr 
parameter, but additional effects on scour depth depending on the ratio of the grain size to the 
pile diameter have also been determined. It is generally agreed that equilibrium scour depth 
decreases with decreasing ratio of D/d50 for small values of D/d50 (Raikar and Dey, 2005; 
Raudkivi and Ettema, 1983; Raudkivi, 1986; Melville and Sutherland, 1988; Lee and Sturm, 
2009) so that if the grain size is very large compared to the pile diameter erosion is impeded as 
a significant amount of energy from the downflow is dissipated in the coarse bed material 
(Raudkivi and Ettema, 1983). 
There is some disagreement as to when this effect becomes negligible, but commonly a value 
of D/d50=25 is taken (Lee and Sturm, 2009; Raikar and Dey, 2005) or D/d50=50 (Raudkivi, 1986; 
Melville and Sutherland, 1988; Melville, 2008). However, Sheppard et al. (2004) reported that 
the influence of D/d50 on the scour process ceases somewhere in the range of 25-100 D/d50. 
This is linked to some disagreement as to the relationship with equilibrium scour depth at larger 
values of D/d50. Lee and Sturm (2009) and Sheppard et al. (2004) reported a decrease in scour 
depth with increasing D/d50 beyond D/d50>25, until independence of D/d50 at around D/d50=100. 
However, Lança et al. (2013a) found that scour depth decreased over a larger range of D/d50 
from 100-1000. In contrast, Raudkivi and Ettema (1983) and Raikar and Dey (2005), found no 
dependence on D/d50 once D/d50>25-50. The effects of several parameters were removed from 
the data set used by Lee and Sturm (2009), which may partly explain the discrepancies 
between these studies. Despite this there is still considerable scatter in their data indicating that 
the dependence on D/d50 in this range is fairly weak. The influence of other factors not removed 
from the data may be important such as bedforms in ripple forming sediments reducing the 
scour depth for larger values of D/d50 (Chiew, 1984), see Section 2.7.4 for further discussion of 
ripple effects.  
Lee and Sturm (2009) link the variation in Se/D with D/d50 to the effect of D/d50 on the horseshoe 
vortex system in terms of the ratio of vertical to streamwise turbulence fluctuations. At D/d50=25 
the ratio is such that it enables both the entrainment and transport of sediment. At higher values 
of D/d50 more sediment is entrained but less can be transported, whereas at lower values of 
D/d50 sediment entrainment is reduced. 
In terms of the scour timescale Melville (2008) reported that the time to equilibrium increases 
with D/d50 up to D/d50=100. This may be a reflection of the timescale increasing with pile 
diameter and decreasing with increasing d50 rather than a direct dependence on the ratio of 
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grain size to pile diameter, as in general as the scour hole size increases (at larger piles and in 
finer sediments), the scouring process takes longer.  
2.2.5 Froude number 
The Froude number, V/√(gh), represents the ratio of the inertial to external (gravitational) forces 
in the fluid. The Froude number has the potential to affect the scour process because it 
influences the water surface profile and hence the flow field around the pile (see Ting et al., 
2001). However, the effect of Froude number on the flow patterns around the pile in relation to 
the scour problem has not been investigated in detail in the laboratory.  
Most scour studies are conducted in the subcritical regime (Fr<1) because this is usually 
representative of the conditions in the marine environment. Within this regime, it is expected 
that scour depth will increase with Froude number (Richardson and Davis, 2001) although this 
trend may be more directly linked to the flow velocity. Conversely the trend may not be 
observed in shallow flows where the h/D parameter dominates. Chiew (1984) notes that using 
Froude number as the only parameterisation for the effect of the flow on scour is limited 
because the relationship with the sediment is not considered (i.e. the clear water-live bed 
regime change in not modelled). As noted by Raudkivi (1986), the use of the flow intensity 
parameter instead of Froude number enables data from different sediments to be collapsed 
onto the same curve. However, a consensus has not been reached as to whether to use the 
flow intensity parameter or Froude number when formulating scour prediction equations, see 
Section 2.6 for further discussion. 
2.2.6 Reynolds number 
The Reynolds number, VD/ν (where V is the ambient depth-averaged velocity, D is the pile 
diameter and ν is the kinematic viscosity), represents the ratio of inertial to viscous forces in the 
fluid, which determines whether the flow is laminar or turbulent, the separation point of 
boundary layers (on the bed and around the pile) and the vortex shedding and wake patterns. 
The relationship between Reynolds number and the horseshoe vortex was discussed in Section 
2.1.3 demonstrating the potential importance of Reynolds number as a parameter for scour.  
At low Reynolds numbers (Re<500) scour depth is expected to increase with Reynolds number 
due to the increasing strength of the horseshoe vortex (Ting et al., 2001; Roulund et al., 2005). 
However, Ettema et al. (1998) state that once the Reynolds number is high enough for fully 
developed turbulent flow to persist, there is little dependence of the horseshoe vortex system on 
Reynolds number. This is true in the subcritical range of the pile Reynolds number between 
1000 and 3x105, although according to Sumer et al. (1993) at the top of this range there may be 
a small decrease in scour depth with increasing Reynolds number from 105 to 3x105 (transition 
from subcritical to supercritical flow) as the position of the separation point around the pile 
changes. 
Ettema et al. (2006) reported a different result, that scour depth increased if the Reynolds 
number was reduced by decreasing the pile diameter while keeping flow velocity constant. 
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Melville (2008) attributed this to the influence of Reynolds number on the frequency of vortex 
shedding, with a higher frequency of eddies at narrower piles. Melville (2008), Ettema et al. 
(1998) and Ettema et al. (2006) also used the Euler number, V2/gD to describe this effect. The 
non-dimensional scour depth increases with increasing Euler number due to the relatively 
stronger eddies at smaller pile diameters. As this effect is related to small pile diameters it may 
be most prevalent in the laboratory and is therefore discussed in greater detail in respect to 
laboratory ‘scale effects’ in Section 2.7.4. 
As noted in Section 2.1.4 scour research is limited by the lack of full understanding of the 
effects of parameters on the flow patterns at the pile. It is clear from this review that 
measurements of the flow patterns for a range of Reynolds, Froude and Euler number would be 
beneficial to better understand the scour process over a wider range of values. 
2.3 Scour in complex hydrodynamics: time-varying, tidal and wave flows 
The previous section established the basic concepts, scour mechanisms and the principle 
parameters that influence the process. However, this project is concerned with scour in more 
complex hydrodynamic conditions and sediment beds, aspects which have not been so 
extensively studied. This section sets out what is currently understood about scour in velocity 
varying and tidal flows, in waves, and in combined wave-current conditions, before the effects of 
sediment non-uniformity, bed stratification and a range of sediment properties are considered in 
Section 2.4. Where gaps exist in the research these will be highlighted in view of the project 
objectives. 
2.3.1 Time-varying (unidirectional) current 
The research in the previous section was concerned with scour under constant ambient flow 
conditions. However, in the field the flow velocity is often time varying due to flood or storm 
surge events, tidal cycles and changing wave fields so it is important to understand the effect 
that this has on the scour process.  
Scour in unidirectional time-varying flow in the form of a variety of hydrograph shapes has been 
investigated by Kothyari et al. (1992), López et al. (2014), Borghei et al. (2012) and Chang et al. 
(2004), and a more extensive investigation of this was conducted by Chreties et al. (2013). 
These studies consistently show that regardless of the order, magnitude or duration of the flow 
variations the scour development is equivalent to that found in steady flow under the same 
conditions and from the appropriate depth, if in the clear water regime, with uniform sediment 
and structure shape. It is not yet known if this result extends to the live bed regime, or if it is 
valid for non-uniform sediments and structure shapes, or bi-directional flows. 
2.3.2 Tidal flow 
Only a few laboratory scour studies have been conducted in tidal flow (Simons et al., 2007; 
Jensen et al., 2006; Margheritini et al., 2006; Escarameia, 1998; Escarameia and May, 1999; 
May and Escarameia, 2002; Mcgovern et al., 2014; Zhao and Wang, 2009; Zhao et al., 2003). 
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This is probably due to the difficulty of replicating this type of flow in the laboratory, as both 
water depth and velocity are required to vary continuously and flow direction reverses 
periodically. Continuous variation of just one of these parameters can be practically difficult in 
laboratory facilities depending on the mechanics of flume operation. Because of this, most of 
the studies approximate tidal flow to a square wave so that velocity and water depth are kept 
constant and the only variable is the flow direction. This has the advantage of allowing 
separation of variables to better understand the problem, but it means that the work is limited in 
terms of fully representing the influence of tidal flow on scour that would be present in the field.  
Probably the most extensive study of tidal scour to date is that of Escarameia (1998), also 
discussed in Escarameia and May (1999) and May and Escarameia (2002). In these studies a 
key variable for scour depth was determined to be the length of the tidal cycle with equilibrium 
scour depth increasing with tidal cycle length, although in general they found that scour depth 
was reduced compared to scour in unidirectional current, a result which is supported in most of 
the other studies. However, Margheritini et al. (2006) found that scour depths were similar in 
reversing and unidirectional flow, and Jensen et al. (2006) found that scour depth was greater in 
tidal flow than in unidirectional current, although they noted some uncertainty in the 
measurements due to correcting for a general lowering of the bed (global scour). These tests 
were for live bed conditions, which may explain the difference in the findings compared to the 
other studies which were in the clear water regime. Escarameia (1998) attributes the smaller 
scour depth in clear water reversing flow to the presence of downstream ripples and bedforms 
triggered by the deposition zone behind the pile, because these are situated on the upstream 
side of the pile once the flow direction is reversed. Similarly Mcgovern et al. (2014) reported that 
infilling occurred from the mound of deposited sediment downstream of the scour hole once this 
was located on the upstream side of the scour hole after flow reversal (also noted by Simons et 
al., 2007). Mcgovern et al. (2014) reported that this infilling caused a delay to scour 
development and a reduction in scour depth. This is an interesting result, because it is unclear 
as to whether this is characteristic of processes in the field considering the likely 
unrepresentative scale of such ripples in small scale laboratory experiments. Scale effects of 
ripples are discussed in greater detail in Section 2.7.4. In the live bed regime, ripples migrate 
through the scour hole in both reversing and unidirectional flows which may explain the smaller 
difference in scour depth between these. 
These studies consistently show that the equilibrium scour depth is reached after only a few 
tidal cycles so that the scour timescale is much shorter than in unidirectional flow. This may also 
be a consequence of the ripple effects in a similar way that scour in unidirectional current is 
quicker in live bed conditions compared to in the clear water regime (see Section 2.2.2).  
Another interesting effect of tidal flows is the resulting change to the shape of the scour hole. 
Margheritini et al. (2006) found that initially the slope angle remained steepest on the upstream 
side so that it alternated with each flow reversal, but after a few cycles the two sides became 
symmetrical, and compared to the scour hole shape in unidirectional current the slope angles 
were shallower and the eroded volume was larger. This is in agreement with the findings of 
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Mcgovern et al. (2014) who reported that the slope angles were typically about 10 degrees 
under tidal current. 
A few researchers have investigated the influence of some of the more complex aspects of tidal 
flows on scour development. Zhao and Wang (2009) investigated tidal asymmetry by employing 
a weaker velocity in one direction of a square wave reversing flow. May and Escarameia (2002) 
conducted scour tests under sinusoidally varying flow but without water depth variation, and 
only at a square foundation. McGovern et al. (2014) conducted a single scour test in which both 
water depth and velocity were varied in tandem, but with a significantly simplified signal 
consisting of just three step changes in the parameters per half cycle. One issue with these 
tests is determining a suitable unidirectional current test for comparison to enable appropriate 
conclusions to be made as to whether the tidal flow has resulted in an increase or decrease in 
equilibrium scour depth. McGovern et al. (2014) compared their tidal flow test to a unidirectional 
current test set equal to the maximum velocity in the tidal test (live bed) but with a slightly 
different water depth to any of those used in the tidal test. May and Escarameia (2002) altered 
the length of the tidal cycle so that the discharge per half cycle in the sinusoidal tidal test was 
equal to that in a square wave reversing test run at the maximum velocity employed in the tidal 
test. These comparisons led to the conclusion that scour depth was considerably less in the 
velocity varying tidal tests, but this may well be because a considerable portion of the velocity 
varying flow in each half cycle was below the threshold for the initiation of scour or the velocity 
was considerably reduced compared to the square wave or unidirectional current test used for 
comparison.  
To date tidal scour studies have been limited due to the small number of tests conducted, the 
short duration of tests and the significant simplifications made to the tidal signal. Consequently 
several research gaps for scour in tidal flows can be identified: 
• Effect of spring-neap cycles 
• Combined flow asymmetry, water depth and sinusoidal velocity variation  
• Different tidal patterns (diurnal, semi-diurnal etc.) 
• Variation in flood and ebb flow directions from 180 degrees 
• Tidal flows combined with waves 
• Impact of ripples and infilling on the scour process 
2.3.3 Scour in waves 
Scour in waves is somewhat different to that in a current because wave flow causes substantial 
alterations to the flow field around the structure and hence to the scour mechanisms. Under a 
unidirectional current the boundary layer has the time and distance to become fully developed, 
but this is not the case in waves where due to the oscillatory flow the boundary layer 
development is confined to half of the wave period. The thinner boundary layer under the wave 
results in a much weaker downflow and horseshoe vortex system around the pile, so that the 
main mechanism responsible for scour in waves is actually the acceleration of flow around the 
pile sides and the wake vortices (Niedoroda and Dalton, 1982; Dey et al., 2006).  
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This change in scour mechanism is generally agreed to result in a reduction in scour depth 
compared to in a unidirectional current with depth-averaged velocity equal to the maximum 
bottom orbital velocity under the wave (Jensen et al., 2006; Raaijmakers and Rudolph, 2008; 
Sumer et al., 1992), as the horseshoe vortex mechanism is a stronger mechanism for scouring 
than the wake vortices.  
An important parameter identified for scour in waves in live bed conditions is the KC number, 
UmT/D (where Um is the maximum bottom orbital velocity, T is the wave period and D is the pile 
diameter), with equilibrium scour depth increasing with KC number (Petersen et al., 2012, 
Sumer and Fredsøe, 2002a). As the ratio of the wave excursion to pile diameter increases the 
horseshoe vortex system will gradually become more dominant so that at high KC numbers 
scour in waves tends towards the steady current value. Sumer et al. (1992) found that Se/D 
became independent of KC number once KC>100, as the wave period was sufficiently 
increased to enable the horseshoe vortex system to be fully established within each half-cycle. 
Sumer et al. (1992) and Faraci et al. (2000) investigated the effect of KC number on the scour 
mechanisms using flow visualisation techniques. Sumer et al. (1992) found that neither the 
horseshoe vortex nor the vortex shedding mechanisms occurred if KC<6 and hence concluded 
that scour does not occur in waves below this value. Furthermore Faraci et al. (2000) found that 
no scour occurred if the boundary Reynolds number, Reλ<50, as at this point the boundary layer 
becomes too thin to generate a horseshoe vortex.  
However, studies by Baglio et al. (2001), Sumer and Fredsøe (2001b), Sumer and Fredsøe 
(2002b), Larsen (2004) and Khalfin (2007) have shown that a small amount of scour can occur 
in waves with KC<6, as flow is still accelerated around the pile sides (Baglio et al., 2001). 
Sumer and Fredsøe (2001b) also conducted a study of scour at low KC numbers in order to 
determine if diffraction effects are important for scour. They found that steady streaming (mean 
flow at the pile not equal to zero) due to wave reflection in the radial direction induced scouring 
below KC=6, but ultimately the scour depths were small, Se/D≤0.05. The scour depth increased 
with the diffraction parameter, D/λ and the KC number. Khalfin (2007) obtained larger scour 
depths of Se/D≤0.2 at low KC numbers. They attributed this to the use of non-rippling coarser 
sediment, and they obtained smaller scour depths in finer, rippling sediment. This is an 
interesting result as it demonstrates the significance of ripples on scour development, and there 
is a potential issue if these do not scale representatively in the laboratory compared to the field 
(see Section 2.7.4). 
In the clear water regime, the KC number and also the flow intensity (or Shields parameter) 
have been found to be important for scour with scour depth increasing with Shields parameter 
to a peak at critical velocity in a similar manner to that in unidirectional current (Umeda, 2011). 
However, there is some disagreement as to the relationship in the live bed regime as Sumer et 
al. (1992) found only a weak dependence on Shields parameter, but the data of Hatton (2006) 
indicated (with some scatter) that scour depth increased with increasing Shields parameter in 
live bed conditions.  
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The scour hole shape is quite different in waves compared to in a current. Kobayashi and Oda 
(1994) found that in the clear water regime the maximum scour depth was situated up to 1 pile 
diameter downstream from the cylinder, corresponding with the wake vortex scour mechanism. 
This was most pronounced for low KC numbers, indicating that the erosion and deposition 
patterns depend on the KC number due to the associated changes in vortex patterns and 
separation point around the cylinder (Neidoroda and Dalton, 1982). 
Scour studies in waves have employed a variety of wave types. Carreiras et al. (2000) found 
that scour in non-linear waves was equivalent to that in linear waves if a modified definition for 
wave velocity in the KC number was used. Hatton (2006) and Sumer and Fredsøe (2001a) 
found that the scour process was equivalent between regular and irregular waves, however, 
Prepernau et al. (2008) suggested using alternative definitions for Um and T in order to achieve 
this result. Although there may not be agreement in terms of the best definitions of parameters, 
it is clear that the overall trends are consistent between these cases. 
2.3.4 Wave-current flow 
Wave-current interaction effects are complex and the focus of much research; see Wolf and 
Prandle (1999) for a more in-depth discussion of this topic. Non-linear interaction effects 
between the wave and current components produce a distinctive boundary layer and velocity 
profile in wave-current flows (Olabarrieta et al., 2010), and consequently the flow patterns 
around the pile and scour mechanisms in wave-current flows are altered compared to the wave 
alone or current alone cases.  
Sumer and Fredsøe (2001a) introduced the parameter 
Ucw = Uc/(Uc+Um)    (2.1) 
to represent the ratio of the wave and current components in wave-current flows. They found 
that in the live bed regime scour depth increases with Ucw up to the steady current value, as the 
current component becomes more dominant and the strength of the horseshoe vortex 
increases. This means that in live bed conditions the equilibrium scour depth is always expected 
to be less when a wave is added to a current than in that current alone. This is in agreement 
with Breusers (1971), Rudolph and Bos (2006), Bijker and Bruyn (1988) and Chen et al. (2012). 
In contrast, Eadie and Herbich (1986) and Kawata and Yoshito (1988) found that adding a wave 
to a current increased the equilibrium scour depth. This difference may be explained by a 
change in scour behaviour between the clear water and live bed regimes. This is probably due 
to the presence of ripples in the live bed regime, and Kawata and Yoshito (1988) observed that 
scour depth decreased once ripples started to form on the bed. 
Qi and Gao (2014b) investigated the transition between the clear water and live bed regimes by 
adding a wave to a clear water current which resulted in live bed conditions under the combined 
wave-current flow. They found that in this case the scour depth was still increased when the 
wave was added, but that there was little difference in scour depth when they added a wave to 
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a live bed current. In general they noted that the scour depth under wave and current was 
greater than the linear sum of the scour depths in the individual wave and current cases. 
It is important to consider in greater detail the effect of having a wave-dominated or current-
dominated flow. In wave dominated conditions the flow direction reverses every half cycle, 
resulting in an alteration to the scour hole geometry compared to in current dominated 
conditions where the flow direction does not change (Niedoroda and Dalton, 1982). Niedoroda 
and Dalton (1982) note that when the current and wave velocities are equal, the situation is 
difficult to evaluate and has not been studied extensively. However, study of flow around 
cylinders has indicated that unique vortex patterns occur under this condition with a KC number 
about equal to 10 (Grass et al. 1985), and a peak in the drag force occurs (Mackwood et al., 
1997). It has not yet been considered how these aspects might affect the scour process.  
Similarly to scour in waves, the KC number has been identified as an important parameter for 
wave-current scour, with equilibrium scour depth increasing with KC number (Petersen et al., 
2012). In terms of the scour timescale Petersen et al. (2012) found that it increases with KC 
number in wave dominated flows (as it did with wave only scour), but KC number does not 
affect the scour timescale in current dominated conditions. The timescale was also found to 
decrease as Shields parameter increased. Breusers (1972) and Niedoroda and Dalton (1982) 
found that the scour rate is faster in wave-current flow compared to in unidirectional current and 
Qi and Gao (2014b) reported that the scour rate in wave-current flow was faster than both scour 
in wave alone and current alone cases. 
One aspect that requires clarity for scour in wave-current combinations is the set of parameters 
used in the comparative unidirectional current case. In many studies (see above) the wave-
current case is compared to the unidirectional current prior to adding the wave, so that the 
maximum velocity under the current is smaller than the maximum velocity in the wave-current 
flow. However, some studies have compared a current with velocity equal to the maximum 
combined velocity in the wave-current combination. Niedoroda and Dalton (1982) found that in 
this case the scour depth was always less in the wave-current flow in both live bed and clear 
water regimes, because of the reduction in strength of the horseshoe vortex which is disrupted 
by the oscillatory motion of the wave component. 
Similarly to wave scour, no difference in scour behaviour has been found between random and 
regular waves in wave-current flows (Eadie and Herbich, 1986). Sumer and Fredsøe (2001a) 
found that there was little difference to scour if the waves were parallel or perpendicular to the 
current direction. However, Ong et al. (2012) and Ong et al. (2013) presented initial results 
using a stochastic approach that indicated there may be a difference in scour development 
under short and long crested waves, but this is yet to be tested in the laboratory.  
2.3.5 Breaking waves 
Very few studies have investigated the effect of breaking waves on scour depth. Nielsen et al. 
(2012) found that in live bed conditions the maximum scour depth was less than in a 
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unidirectional current but was significantly larger than under non-breaking waves. They 
determined that the pile diameter, height of breaking wave at the break point, wavelength, and 
distance between the break point and the pile influenced the process. Bijker and Bruyn (1988) 
found that breaking waves added to a current increased the scour depth compared to that 
current on its own.  
One issue with tests in breaking waves in live bed conditions is the difficulty in measuring the 
scour depth and datum level due to the extensive movement of the bed (Carreiras et al., 2000). 
This aspect is likely to affect the conclusions as to whether scour depth in breaking waves is 
greater or less than in a current (Jensen et al., 2006).  
2.3.6 Backfilling 
Backfilling is the opposite of scouring, where sediment is deposited into the scour hole resulting 
in a reduction in scour depth. This occurs in the live bed regime, and can be caused by a 
change in the hydrodynamic conditions, such as running waves after a scour hole has been 
formed by a current. 
Sumer et al. (2013) found that the scour depth was reduced to the same equilibrium depth after 
backfilling as the equilibrium scour depth that would be reached from a flat bed under the same 
flow conditions, but the timescale to equilibrium was different. They found that the backfilling 
timescale was larger than the scour timescale for small KC but smaller for large KC. Hartvig et 
al. (2010) reported that the backfilling process is about 10 times slower than scouring. However, 
Rudolph et al. (2008) note that the rate of backfilling is about 10 to 100 times the scour rate. 
Backfilling is likely to be important in marine environments where changes in hydrodynamic 
conditions are common.  
2.3.7 Concluding remarks on scour in wave-current flows 
This review has shown that research into scour in wave-current flows has been somewhat less 
extensive than in other conditions. In particular only a few studies have considered wave-
current scour in the clear water regime, and the relationship between parameters such as KC 
number and flow intensity in clear water conditions are not fully understood. 
There is also some disagreement as to whether scour depth can be larger in a wave-current 
combination than in the current alone and the differences in this regard between the two 
sediment transport regimes would be worth further investigation. 
Finally it would be interesting to study the effects of different vortex patterns on sediment 
transport as the KC number and the ratio of wave and current components vary. In particular it 
was identified that the impact of wave-current flows with equal wave and current components 
has not been fully investigated. 
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2.4 Sediments 
In the uniform sediment scour studies discussed thus far, only d50, the median grain size of the 
sediment has been viewed to be important in describing the influence of the sediment on the 
scour process. This section discusses the literature relating to scour in sediments other than the 
uniform sands which many studies are limited to, and investigates the influence that a wider 
range of sediment properties may have on the scour process. As will become apparent in this 
section, there is currently a significant lack of research into the impacts of many of the sediment 
properties on scour. This is probably because scour research is usually approached purely from 
a hydrodynamics or sediment transport perspective rather than as a geotechnical problem. De 
Vriend and Barends (2006) and Heibaum (2002) discuss some of the issues associated with 
ignoring the geotechnical aspects. In particular they highlight the likely importance of pore water 
pressure in scouring mechanisms, which, along with other sediment properties are not usually 
monitored in scour experiments.  
Where investigation into the effect of the sediment parameters on scour has been conducted it 
has principally been concerned with the effect of non-uniformity in the sediment gradation on 
scour depth. This is closely linked to the process of bed armouring which has also received 
some attention in the scour literature, both in terms of scour in non-uniform sediments and 
scour in layered sediment beds with a layer of uniform coarse armouring material overlying a 
uniform finer sand. The available research on these topics is reviewed in Sections 2.4.1 and 
2.4.4, before the few studies that have investigated other aspects of sediment effects on scour 
are presented.   
2.4.1 Scour in non-uniform sediments 
Non-uniform sands are characterised by a wider distribution of grain sizes, and are typically 
parameterised by the geometric standard deviation of the sediment grain distribution: 
σg = 8416    (2.2) 
where d84 and d16 are the sieve sizes for which 84% and 16% of grains will pass through 
respectively. The geometric standard deviation is used to define non-uniformity because 
sediments are often approximated as having a log-normal distribution; see Wu et al. (2004) for 
explanation of the use of the log-normal distribution to model sediments, and Molinas (2003) for 
discussion of some of the limitations of this model when applied to natural sediments. Some 
studies have used alternative definitions of the geometric standard deviation. For example 
Chiew (1984) used σg=d84/d50 which is appropriate if the coarse fraction is dominant (Raudkivi, 
1986), although in a true log-normal distribution this would be identical to the geometric 
standard deviation as defined previously. Note that σg=d50/d16 and σg=0.5*(d84/d50+d50/d16) are 
also equivalent in a log-normal distribution (Molinas, 2003). Raudkivi (1998) presents a wider 
range of formulas used to classify sediments such as the uniformity coefficient, Cu=D60/D10, and 
Whitehouse et al. (2010b) reported that the sediment is uniform if Cu<5. 
56 
 
There is some uncertainty as to the point at which a sediment should be classified as non-
uniform in terms of its effect on scour. Melville and Sutherland (1988) defined uniform sands as 
having σg<1.3 and Raikar and Dey (2005) and Dey and Barbhuiya (2005) defined non-uniform 
sediment as having σg>1.4, although Chiew and Melville (1989) and Raudkivi (1986) found that 
the effects of sediment gradation on scour were negligible if σg<2. 
There is general agreement in the literature that when comparing a uniformly graded sediment 
with a non-uniform sediment where both have the same d50 value, the scour depth will be less in 
the non-uniform sediment, and the scour depth decreases as the non-uniformity of the sediment 
increases (Raudkivi and Ettema, 1983; Melville and Sutherland, 1988; Molinas and Noshi, 1999; 
Oliveto and Hager, 2002; Dey and Barbhuiya, 2005; Raikar and Dey, 2005; Melville, 2008; Guo, 
2012).  
Molinas and Noshi (1999) found that the reduction in scour depth with increasing sediment non-
uniformity is a function of the flow intensity parameter. Melville and Sutherland (1988), Melville 
(2008) and Raudkivi (1986) provide schematics of the effect of sediment non-uniformity on the 
relationship between flow intensity and equilibrium scour depth. As velocity intensity increases 
the scour depth linearly increases up to a first maximum, then decreases before further 
increasing through the live bed regime to a second peak (in a similar manner to that in uniform 
sand, see Section 2.2.2, although the scour depth is less in the non-uniform sands). The height 
of the first peak reduces with increasing sediment non-uniformity and the position of the peak 
moves to the right so that the peak occurs at a higher flow intensity than it does in the uniform 
sand, where the peak coincides with the critical velocity for the sediment. In contrast the second 
peak in the live bed regime is in the same location and of the same height in the uniform and 
non-uniform sands. In the non-uniform sand this means that the live bed peak is actually higher 
than the first peak once the non-uniformity parameter increases sufficiently. Chiew and Melville 
(1989) concluded that the shift of the first peak to higher flow intensity in the non-uniform sands 
is due to bed armouring. This is an effect which acts to increase the sediment’s resistance to 
erosion so that a greater shear stress (and hence flow intensity) is required for incipient motion 
of the particles. The position of the peak is aligned with the new threshold condition for the 
sediment. Once flow velocity increases so that every grain size in the sediment mixture is 
mobile, sediment non-uniformity has little effect on scour (Melville, 2008). This explains why the 
second peak in the live bed regime is similar in the uniform and non-uniform cases. 
The bed armouring process is described by Shen and Lu (1983), Borah (1989), Bettess (2002), 
Dey and Barbhuiya (2005), and Froehlich (1995). Bed armouring occurs under a flow condition 
in which not all of the particle sizes in a mixture can be transported. The finer sediment is 
preferentially removed from the bed and consequently the median size of the surface sediment 
layer becomes coarser and coarser as the finer more mobile particles are entrained leaving 
behind the larger particles. Chang et al. (2004) measured this change in distribution in the upper 
layer of sediment by collecting sediment cores from the bed. Once the armour layer has formed 
it will protect underlying finer material from erosion.  
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Armour layers can be classified as stable or unstable, depending on whether they are mobile or 
static under a given condition. Froehlich (1995) states that the stability of the armour layer will 
depend on its thickness, the non-uniformity of the sediment, and the ambient flow conditions. 
Due to the difference between local shear stress at the structure in the scour problem compared 
to the ambient condition on the flat bed away from the pile, the armouring process may occur 
both in the scour hole and on the flat bed or only at one of these locations, and the properties of 
the armour layer and its stability may be different between the two locations. 
As with uniform sediment, the change in the relationship between velocity intensity and 
equilibrium scour depth in non-uniform soils as the bed transitions between the clear water and 
live bed regimes is linked to the development and migration of ripples along the bed. However, 
an interesting effect specific to sand with σg=1.5 was observed by Raudkivi and Ettema (1983). 
In this case ripples were prevented from forming on the bed due to the formation of a grain thick 
armour layer and the scour depth was increased beyond that in a uniform sediment where 
ripples did form. However, as σg was increased beyond this value an armour layer formed in the 
scour hole, reducing the equilibrium scour depth below that in the uniform sediment once more.  
Another aspect affecting the scour depth in non-uniform sand is whether there is a continual 
supply of sediment from upstream. As the bed armours, if there is still an influx of fine grains 
from the upstream bed then scour depth is reduced compared to in uniform sand due to ripples 
passing through the scour hole creating a dynamic equilibrium condition. However, if the 
sediment feed dries up then ripples will diminish and the scour depth will tend towards that in 
uniform sand equating to the armour layer that has formed (Chiew and Melville, 1989; Raudkivi, 
1986; Chiew, 1984; Melville and Sutherland, 1988).  
2.4.2 Sediment distribution shape effect on scour 
Most scour studies have used sediments with log-normal distributions. However, Molinas (2003) 
tested sediments with different distribution shapes but with the same σg and d50 values in order 
to consider the effect of sediment coarseness on scour. He found that the velocity for initiation 
of scour was independent of the coarse fraction in the sediment, but the scour depth was 
reduced as the coarse fraction increased. This is an important study as it shows that the scour 
process in non-uniform sediments depends on not only the σg parameter but also the shape of 
the grain size distribution. Therefore, it would be interesting to study the effects on scour of a 
wider range of distribution shapes. 
Guney et al. (2011) conducted scour tests using a mixed sand and gravel bed, with a bimodal 
distribution. Although this study is limited because the scour depth is not compared with other 
non-uniform or uniform sediments, Guney et al. did observe interesting deposition patterns with 
the two types of sediment segregating as the scour hole developed. However, they do not 
discuss what influence this has on the scour process. 
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2.4.3 Incipient motion of non-uniform sediment 
In order to understand the behaviour of non-uniform soils in the scour problem it is important to 
consider the mechanisms of incipient motion and sediment transport for these materials more 
generally in terms of the sediment transport research, especially seeing as the scour literature is 
quite sparse in this respect. These types of sediments are still undergoing research in the field 
of sediment transport, demonstrating that this is a complex problem. As noted by Yang et al. 
(2010), the physical processes of sediment transport in non-uniform sediment have not been 
described analytically yet, and one reason for the considerable scatter in empirical methods 
such as the Shields diagram is the complex effects induced by grain non-uniformity (Buscombe 
and Conley, 2012). 
Paphitis (2001) states that the incipient motion of sediment depends on sorting and packing, 
particle exposure, bed configuration, particle orientation, pivoting angles, particle shape 
variations, bed slope, ratio of flow depth to particle diameter and bed armouring. Additionally 
Yang et al. (2010) list particle size, density, and sheltering from other particles as key 
parameters that influence initiation of motion. Some of these parameters relate directly to non-
uniform soils and will be discussed in this section but others apply to both uniform and non-
uniform materials (see previous discussion in Section 2.1.1). 
One mechanism that is unique to entrainment in non-uniform sediments and hence is likely to 
influence scour development in these materials is the exposure and sheltering of grains. 
Exposure and sheltering effects are caused by alterations to the flow patterns in close proximity 
to the bed due to the variability in the grain size (Wörman, 1992). This causes particles to be 
entrained at a different shear stress than would be required in a uniform bed of that grain size. 
Larger grains are more exposed in a non-uniform sand, because of the smaller grain sizes in 
their vicinity, and the more the grains protrude, the lower the shear stress needed to move them 
(Shen and Lu, 1983). Saadi (2008) notes that the exposure of grains is dependent on the 
mixture of grain sizes, and may also vary in time. For example as fine particles are eroded from 
between the coarser particles this may result in an increase in exposure of the coarse particles. 
Shen and Lu (1983) describe how in the viscous sublayer the fine particles are not subjected to 
the same lift forces as they are in a uniformly sized bed due to larger particles sheltering them. 
This sheltering effect of the finer grain sizes increases their resistance to erosion so that a 
higher shear stress is required to entrain them.  
Therefore, in non-uniform sediments the incipient motion of each size fraction is influenced by 
the other sizes in the mixture, so that in general fine grains are entrained at a higher shear 
stress and coarser particles at a lower shear stress than in a uniform bed of that grain size 
(Hossain and Sarker, 2006; Shen and Lu, 1983; Saadi, 2008). Hossain and Sarker (2006) note 
that this means in some non-uniform sediments all of the particle sizes are entrained at about 
the same shear stress, but in others incipient motion of different grain sizes within the mixture 
occurs at different shear stresses (and bed armouring effects are observed).  
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Wilcock (1993) investigated the difference in incipient motion characteristics for a range of 
distribution shapes including skewed, lognormal, rectangular, and weakly and fully bimodal. The 
individual grain sizes in the mixtures were consistently entrained at about the same shear 
stress, apart from in the fully bimodal case where the two grain sizes were entrained at separate 
shear stresses due to the substantial difference in grain size in this case. Kuhnle (1993) 
reported that the incipient motion of bimodal sediments depends on the absolute size of the 
sediment, the relative size of each fraction, the separation in sizes between the two modes, the 
proportion in each mode and the fraction of sediment sizes contained between the two modes. 
Another interesting effect in bimodal sands was observed by Wilcock et al. (2001) who reported 
that in bimodal sand-gravel mixtures bed armouring did not occur. They attributed this to the 
sediment structure increasing the entrainability of the gravel fraction. However, Kuhnle (1993) 
determined that the change in bed roughness was responsible for the movement of the fine 
particles at higher shear stress and the coarse particles at lower shear stress in bimodal 
mixtures.  
This review has highlighted some significant research gaps for scour in non-uniform sands: 
• The hydrodynamic conditions used in non-uniform sand experiments have been limited 
(no wave or wave-current tests) 
• Most studies have used log-normally distributed non-uniform sediment and the effects 
of other distribution shapes have not been studied extensively 
• There is no agreement on the parameters to define sediment non-uniformity, which 
shows a lack of understanding of the underlying physical processes 
2.4.4 Layered sands - with an armour layer 
Bed armouring can be a transient process created by preferential entrainment of finer material 
from the surface layer of a non-uniform sediment (as discussed previously). However, bed 
armouring can also be present when a bed is stratified with a layer of coarse (armouring) 
material overlying finer sediment. This case has been studied by a few researchers in the 
laboratory by layering a uniform coarse sand over a uniform fine sand. 
Raudkivi and Ettema (1985) identified four cases for scour in this type of layered armoured bed, 
depending on the flow intensity, the ratio of the grain sizes between the two layers, and the 
layer thickness, and depending on these factors the equilibrium scour depth could be either 
smaller or greater in the underlying fine sand compared to a uniform bed of that fine sand i.e. 
without the presence of the armour layer. Dey and Raikar (2007b) agreed with these findings 
but presented an alternative classification system consisting of three cases for scour. These 
cases broadly depend on whether the armour layer stays intact under the flow conditions, or if 
and how it is breached either locally to the pile, or a longer way downstream and upstream of 
the pile. In general the thicker the armour layer and the greater the difference in grain size, the 
smaller the scour depth in the lower fine sand layer. 
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In the cases in which scour depth in the fine sand is reduced by the armour layer, the larger 
particles start to fall into the scour hole once the amour layer is breached (Kothyari et al., 1992) 
creating what Dey and Raikar (2007b) term a secondary armour layer in the scour hole which 
limits further scouring.  
However, at higher flow intensity Dey and Raikar (2007b) note that a secondary armour layer 
does not form in the scour hole, (if the difference in grain size between the layers is not too 
large) as the amplification of bed shear stress at the structure enables the armour material to be 
scoured, but the armour layer is still in the clear water regime on the ambient bed. In this case 
the armour layer enables an extension of ‘clear water’ conditions for the underlying fine sand, 
because general movement of the bed and bed rippling is inhibited by the stability of the armour 
layer. This results in an increase in scour depth compared to the peak scour depth that can be 
obtained in a uniform bed of the fine sand. However, if flow intensity is further increased the 
armour layer will also reach the live bed regime on the flat bed and the equilibrium scour depth 
will be reduced.  
2.4.5 Layered sands – other configurations 
It is difficult to find studies that have investigated layered beds other than with an overlying 
armour layer at a cylindrical pile (see previous section). However, Govsha and Gjunsburgs 
(2012) presented a study of scour in a stratified bed at guide banks in a river and in Gjunsburgs 
et al. (2014) at an abutment. The layered bed tested was of two layers with fine sand overlying 
coarse sand. They suggested that the scour depth development could be predicted by changing 
the sediment parameters to coincide with each layer. However, the agreement with the 
experimental data in the lower layer appears to be reduced compared to that in the upper layer 
using this method. This study was limited by the small number of tests conducted and the two 
sand layers were assumed to scour independently, so a more extensive study of scour in 
layered sands would be warranted to understand the scour behaviour in a wider range of 
layered bed configurations and flow conditions, and to investigate the potential for additional 
influences on the scour process due to interaction effects at the sediment grain scale in 
stratified beds. 
2.4.6 Effects of other soil parameters 
A number of parameters were listed in Section 2.4.3 that are thought to influence sediment 
transport, and hence these are likely to also influence the scour process (Harris, 2003). Very 
few scour studies have looked into these aspects, so sediment transport studies have also been 
reviewed to consider the likely impacts of these parameters on the scour process and highlight 
the limitations in understanding.  
a) Bulk density 
Bulk density, or porosity of a sediment (the two are linearly related) is a property of a bed of 
sediment rather than of individual grains. It takes into account both the density of the sand 
material and the amount of space or voids between particles. Consequently bulk density is not a 
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material property but varies with degree of compaction. Porosity decreases with increasing 
sediment non-uniformity as the greater range of sizes of particles can fit more closely together 
than uniformly sized grains (McLachlan and Brown, 2006). 
Briaud et al. (2001) found that bulk density is likely to affect the incipient motion of a sediment 
and Govindasamy et al. (2008) note that sediment becomes less erodible with increasing 
compaction and increasing bulk density, especially if the soil is well graded. 
Higher porosity also means that the downflow energy is dissipated more in the bed (Raikar and 
Dey, 2005). This affects the equilibrium scour depth when the grain size is large compared to 
the pile diameter (as was discussed previously in Section 2.2.4). 
Sumer et al. (2004) and Sumer et al. (2007) investigated the effects of bulk density on the scour 
process by conducting experiments in two silt beds of different density under waves. They found 
that the denser silt resulted in a larger scour depth. This counter-intuitive result is probably 
caused by cohesive effects and Sumer suggested it was due to an increase in the angle of 
friction for the denser material. It is probable that a different result would be obtained in 
cohesionless sands.  
Another study that has considered the bulk density of sediment in a scour hole is that of 
Sørensen et al. (2012). They noticed a significant increase in bulk density of backfilled material 
compared to the original sediment, but they did not consider the effect that this would have on 
future scouring, only the effect that it had on structural stability. This study is interesting 
because it demonstrates that changes in bulk density can occur during the scour process, but 
further research is needed to ascertain what impact this has. 
b) Permeability 
Permeability is a measure of how easily water moves through the sediment. This depends on 
the connectedness of void spaces and grain size. Permeability increases with increasing 
median grain size, and non-uniform sediments are less permeable than uniform sediments 
(Blanco, 2003). Permeability is influenced by the shape of grains, their packing, orientation and 
grain size distribution (Soulsby, 1997). Permeability affects the rate of dissipation of excess 
pore pressures in the soil (Cheng et al., 2014a) and consequently the entrainment of sediment 
under waves (Soulsby, 1997) but it is not known if and how permeability affects the scour 
process. 
c) Particle shape 
The shape of the grains affects the threshold of motion of a sediment, with rounded particles 
being more mobile than angular and flat particles because of increased interlocking effects 
between the particles (Gomez, 1994). Grain shape also affects porosity as irregular shapes 
have poorer packing and hence higher porosity (Selley, 2000). These two aspects demonstrate 
some of the complexities in modelling incipient motion, as in a sediment with irregular grains 
one effect acts to increase erodibility (increasing porosity) while the other decreases it 
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(increasing interlocking effects), and it is difficult to understand how these aspects interact. The 
effects of particle shape on scour development have yet to be investigated.  
d) Pore pressure 
Heibaum (2002) describes how the pore pressures in the soil will fluctuate under unsteady flows 
due to turbulence, vortices, and waves, and this will influence the stability of the soil skeleton. 
However, laboratory studies have predominantly focused on the effect of waves on pore 
pressures in the seabed with regards to the liquefaction process and burial of pipelines (Sumer 
et al. 2006a; Sumer et al. 2006b; Sumer and Fredsøe, 2002a). Qi et al. (2012) present one of 
the few studies in which pore pressures were monitored during scour testing at a cylindrical pile, 
and noted that the upward seepage force may increase the propensity for sand to be scoured. 
However, the interaction between the flow patterns around the pile and the pore pressures, and 
how this influences scour development is still poorly understood.  
2.4.7 Concluding remarks on scour in complex sediments 
This section has shown that studies of scour in non-uniform and stratified sediments have 
predominantly been conducted under unidirectional current, and so extension of this work to 
other flow conditions would be necessary for applicability to the marine environment.  
For non-uniform sands the limited range of sediment distribution shapes considered in the 
research was highlighted, while for layered beds, investigation of a wider range of bed 
configurations would be interesting. 
In order to understand scour development in more realistic conditions the effects of 
heterogeneity in the bed need to be considered, and there is a distinct lack of research into the 
effects of the sediment properties on the scour process.  
2.5 Field Data 
Now that the laboratory based scour research deemed relevant to this project has been 
presented, this section provides an overview of the scour problem in the context of realistic 
marine conditions through discussion of data from offshore windfarms in European waters. A 
comparison of the field data with the laboratory data is then made in Section 2.5.1 in order to 
assess the current limitations in understanding and priorities for further research.  
Obtaining field data in general is not straightforward. There are two aspects to obtaining usable 
field data, one relates to measurement of the hydrodynamics, the other to the monitoring of 
scour depth at the structure. In terms of the hydrodynamics one must rely on organisations to 
put in place the measurement infrastructure and to publish the data. Analysis of wave data in 
UK waters is given in Boukhanovsky et al. (2007) and Woolf et al. (2003). While these data sets 
are not specific to offshore windfarm sites, they do provide an overview of typical conditions and 
can be used to inform the design of laboratory experiments to ensure the parameters are within 
the appropriate range. 
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Similarly, scour depth data is difficult to acquire because it depends on monitoring equipment 
being deployed, and this data being made public. Often at windfarm sites seabed bathymetry 
data is collected from one-off acoustic surveys or a sequence of surveys carried out months or 
years apart (Rudolph et al., 2008; Stahlmann and Schlurmann, 2010; Raaijmakers et al., 2010). 
The significant length of time between surveys means that the dynamic scour process is simply 
not captured. Higher frequency monitoring of scour depth over a limited duration has been 
conducted in a few cases by fixing equipment to the pile, see Dixen et al. (2012a), however this 
is prone to damage if left in place for a long period, and maintenance will be required adding 
expense. As yet, the limited duration of deployment has meant that neither the initial scour 
stages nor the long-term scour depth evolution have been captured in any detail. The 
complexity and expense of monitoring scour depth in the field are significant barriers to 
obtaining comprehensive data sets. 
The field environment is characterised by changing conditions over many scales, and this will 
affect the scour development. Therefore, at any given survey point it is difficult to determine 
whether the scour hole is in an equilibrium or transient condition. If comprehensive 
hydrodynamic data was available for the site, an attempt could be made to correlate this to the 
scour survey, but there is seldom a comprehensive flow measurement system in close proximity 
to the scour data, and in the few cases where tandem systems have been installed the 
deployment time or data captured has been limited, see Lu et al. (2008), Rudolph et al. (2008), 
Dixen et al (2012a). Scour protection installed at piles also reduces the amount of available 
scour data. These points demonstrate why in reality it is difficult to use field data directly to 
advance understanding of the scour process.  
One reason to study the field data is to improve the experiment design so that conditions in the 
laboratory are representative of those in the field. Whitehouse et al. (2008), Whitehouse et al. 
(2010b), ABPmer Ltd et al. (2010), Matutano et al. (2013), Harris et al. (2011), DECC (2008) 
and Dixen et al. (2012a) have provided descriptions of some of the existing windfarm sites 
around the UK and across Europe including flow conditions, typical pile diameters, water depths 
and seabed properties as well as measured scour depths in some cases. The key facts from 
these studies are shown in Table 2.1. 
What is clear from reviewing these papers is the significant level of variation of the 
hydrodynamics, soil properties and scour depths between sites. Furthermore there is 
substantial variation in the soil properties within a site in the horizontal plane and with depth into 
the seabed, with mixtures as well as distinctly different layers of materials common. Further 
information regarding soil layering in the field is given in Harris et al. (2010b), Whitehouse et al. 
(2008), Mengé and Gunst (2008) and Harris and Whitehouse (2012). This variation in soil 
properties is likely to be the reason for also observing highly variable scour depths over one 
site, seeing as the hydrodynamic conditions are fairly consistent at this scale. This 
demonstrates the importance of conducting research into the effects of sediment properties on 
scour depth so as to advance understanding of scour behaviour in the field. 
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Table 2.1 Summary of field conditions at offshore wind farms. 
Pile description The majority of turbines have steel monopile foundations between 4-5 m in 
diameter. 
Water depths Up to 30 m. The water depth at Burbo bank and Robin Rigg sites is up to 
around 10 m, while the water depth at Lynn and Inner Dowsing is between 
18-26 m. 
Hydrodynamics Sites vary from tidal- to wave-dominated, and breaking waves are common 
at Kentish flats farm. Typical peak tidal currents are in the range of 1-1.5 
m/s but can be as much as 2 m/s (Robin Rigg). Wave heights are in the 
range of 4-8 m with a period typically around 10 seconds but with varying 
return period (1 year at Barrow and Burbo Bank, but 50 years at Princess 
Amalia). Asymmetry is common in the tidal flows; Robin Rigg has a 7 hour 
ebb and 5 hour flood, and the peak ebb and flood flows are 0.9 m/s and 0.7 
m/s respectively at Kentish flats. 
Soils The seabed usually consists of surficial sediment deposits and dense clay 
or rock strata underneath. The upper layers of sediment often consist of 
mixtures of materials including fine to medium sands, gravels, clay and silt, 
and shells and seaweed may be prevalent. Some sites do have sediments 
with a more uniform nature (Robin Rigg is fine-medium sand). The density 
of the material is quite variable, for example the surface layer consists of 
loose to medium dense sand at the Princess Amalia site. 
Scour depths Scour depth, S, typically in the range of 2-6 m (0.5-1.3 S/D) but it is noted 
that scour depth is limited at some sites by underlying clay. A maximum 
non-dimensional scour depth of 1.8 S/D was recorded at Robin Rigg and 
Scroby sands, and 1.7 S/D at Gunfleet sands. Very small scour depths of 
up to 0.125 S/D were recorded at some piles at North Hoyle. The scour 
depth varied significantly between different piles at Scroby sands, from 0-7 
m. 
 
Very few studies have captured scour time development in the marine environment. 
Whitehouse et al. (2010a) plotted scour depth through time for several piles at Barrow offshore 
windfarm, but the data points are 3 - 6 months apart with the scour depth both increasing and 
decreasing between measurement points, indicating variable hydrodynamic conditions during 
that time. Whitehouse et al. (2011) and Rudolph et al. (2008) plotted some unique scour depth 
data through time from the N7 site, with measurements collected close enough to the 
installation date to enable the more familiar scour development curve (i.e. an increasing function 
but with reducing gradient) to be observed. Harris et al. (2011) plotted single measurements of 
scour depth from different sites in terms of time after installation. The data is quite scattered but 
there is evidence of the expected scour development trend here also. 
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Scour hole extents have also been measured in the field (Dixen et al., 2012a; Harris et al., 
2011). Harris et al. (2011) found that scour hole slope angles tended to be shallower than the 
angle of repose of the sediment, and symmetrical upstream and downstream of the pile with 
slope angles of approximately 10 degrees at the bottom of the scour hole, in agreement with the 
findings of McGovern et al. (2014), Section 2.3.2, for scour in tidal flows. Harris et al. (2011) 
suggest that the change in scour hole shape is due to the hydrodynamics of the site but note 
that more research is needed to understand properly scour hole shape development. Rudolph 
et al. (2008) reported that scour extents were significantly wider and the slope angle was 
shallower in the field compared to in the laboratory. However, they propose that this is due to 
greater levels of turbulence in the field causing sediment to remain in suspension for longer. In 
contrast scour holes at Gunfleet sands windfarm were found to be asymmetric in the direction of 
flow, in closer agreement with laboratory studies under unidirectional current (Hoffmans and 
Verheij, 1994). Therefore, further investigation into the effects of a range of parameters on the 
scour hole shape would be useful to understand these differences in the field. 
2.5.1 Comparison of laboratory and field data 
A few studies have made comparisons between parameters for scour in the field and those in 
the laboratory. Guo et al. (2012), Whitehouse et al (2010a), Whitehouse et al (2011) and DECC 
(2008) plotted h/D or water depth versus S/D for laboratory and field data. Commonly, the data 
are so scattered that it is difficult to determine if the trends found in the laboratory are also 
observed in the field, but it can be seen that both data sets populate a similar range of values, 
Guo et al. (2012).  
Mueller and Wagner (2002) plotted a range of parameters including S/D versus V/Vcr, D/d50 and 
h/D for bridge scour data compared with laboratory data. Again there is significant scatter in the 
data, but for the V/Vcr and h/D versus S/D graphs the envelope curves fitted to the laboratory 
data seem also to be valid for the field data.  
One reason for the scatter in the field data in the above comparisons is that it is difficult to 
separate variables in the field data and multiple parameters will be varying in tandem. Secondly, 
scatter will be due to the field data not necessarily representing an equilibrium condition due to 
the changing flow parameters.  
An alternative to this comparison is to take a case study approach. Lee et al. (2004) compared 
laboratory scour depth data with field data for a bridge during a specific flood event, which 
resulted in reasonable agreement. This shows that laboratory studies can be informative and 
can successfully model the scour process. However, this approach does not produce results 
that will be applicable to a wider range of sites.  
Harris and Whitehouse (2014) plotted field data from only sandy sites against the laboratory 
data of Sheppard et al. (2011a) and found that, although with some scatter, there was a clear 
exponentially decreasing trend so that scour depth relative to water depth decreased with 
increasing water depth relative to pile diameter. This is interesting as it is the opposite to the 
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results most commonly reported in the literature, except for that of Link and Zanke (2004a). 
Harris and Whitehouse (2014) also point out that the laboratory data is for unidirectional flow but 
the field data relates to tidal sites yet both data sets are in agreement, thereby suggesting that 
scour depths can be equivalent under these flow conditions in contrast with the findings of the 
clear water tidal scour studies discussed in Section 2.3.2. 
Jensen et al. (2006) made a comparison of field data from Scroby sands windfarm and Otzumer 
windfarm with laboratory data of tidal flows (Escarameia, 1998; Jensen et al., 2006), as well as 
unidirectional current (Sheppard 2003). Similarly to Harris and Whitehouse (2014) they found 
that there was substantial overlap between the tidal data from the field sites and the 
unidirectional current data from the laboratory so that it does not appear that scour depth under 
unidirectional flow is greater than under tidal flow as has been commonly suggested based on 
experimental data (see Section 2.3.2). This could be due to a difference in behaviour under 
clear water and live bed conditions, or due to other factors yet to be investigated such as the 
influence of bedforms, flow asymmetry, and spring-neap cycles. This is clearly an area in which 
further research would be useful. 
This section has demonstrated the inherent difficulty in validating experimental work. The 
conditions in the field are more complex than tested, both in terms of steady state complexities 
(i.e. heterogeneous sediment beds) but also due to the dynamic nature of the sites including 
changing hydrodynamic conditions, 3D effects in the flow, and migrating sandwaves. Without an 
understanding of how these complexities affect the scour process it will not be possible to 
accurately model scour development in the field.  
2.6 Scour Prediction 
This section discusses the approaches to predicting scour depth. Modelling can be broadly split 
into three categories: ones with a basis in the physics of the problem (analytical or numerical), 
those that are based on experimental data and so are a combination of descriptions of physical 
processes and regression analysis (empirical or semi-empirical approaches), and ones that are 
purely based on finding a best fit to the data (algorithm style/neural networks). Deng and Cai 
(2010) provide a comprehensive review of the range of scour prediction methods in the context 
of bridge scour. 
Overviews of numerical modelling of scour are given by Sumer (2004, 2007, 2008). While 
numerical modelling is an active area of research and is developing rapidly, there are currently 
some key limitations to this approach: 
• difficulties with modelling turbulence and the free surface  
• assumptions made in terms of the scour hole shape as it develops 
• reliance on sediment transport formulas which have their own limitations (discussed 
previously in Section 2.1.1) 
• the compromise between model resolution and computational time reduces the 
accuracy of the solution  
67 
 
These limitations mean that even in simple conditions the agreement between the numerical 
model and laboratory data may be limited, see Baranya et al. (2014). Most methods combine a 
hydrodynamic model to calculate bed shear stress with a morphology model to represent scour 
development. Simplified analytical equations based on this approach have also been offered 
(Mia and Nago, 2003; Veerappadevaru et al., 2012; Kothyari et al., 1992; Kothyari and Kumar, 
2012). These reduce the computation time but have the same limitations in terms of the model 
assumptions. For this project numerical methods are not suitable because of the complex 
conditions to be investigated. 
A wide range of neural network algorithms have been utilised by numerous researchers in 
recent years in an attempt to find a solution to the scour prediction problem (Bateni et al. 2007; 
Ismail et al., 2013; Azamathulla et al., 2010; Pal et al., 2012; Laucelli and Giustolosi, 2011; 
Najafzadeh et al., 2013; Akib et al., 2014; Hong et al., 2012; Ayoubloo et al., 2010; Kaya, 2010). 
Because of the difficulties in defining physical relationships between parameters analytically, 
this method uses an algorithm to define a best fit relationship between a set of inputs and 
outputs. While this means that no assumptions are made about the physical processes that 
might limit the model, it also means that the relationship determined between the parameters 
has no immediate physical meaning. The solution is dependent on the input parameters, the 
selected functional form/algorithm type, and the data used (i.e. field, laboratory, live bed, clear 
water) which are selected by the user. While a close fit may be achieved with the calibration 
data, the agreement is likely to reduce when the results are applied to a different data set, as 
the model is unlikely to be a true representation of the scour process.  
Empirical approaches to scour prediction are the most widely used in design. This is probably 
because of their ease of use, applicability to a wide range of conditions and greater confidence 
in quantifying their performance. These approaches are somewhat similar to neural networks in 
that they are based on experiment data (and in some cases also field data), but consideration is 
given to the physical processes, in combination with the use of empirical constants. Because of 
the applicability to design, this type of modelling will be the focus in this project. A review of 
empirical prediction methods is given in the following section. 
Empirical approaches can be split into two categories: 
• approaches that provide a prediction of equilibrium scour depth only 
• approaches that predict scour development over time 
The first of these is discussed in Sections 2.6.1 – 2.6.4, and the second in Sections 2.6.5 - 
2.6.7. 
2.6.1 Equilibrium scour predictors  
When reviewing the literature on empirical equilibrium scour predictors it is clear that there are a 
considerable number of formulas and range of formulations in terms of the mathematical 
functions and the choice of parameters. It is not the aim of this section to detail every approach, 
but instead key differences will be discussed. For further details and a comprehensive list of 
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prediction equations see Sheppard et al. (2011a). Some of the equations are also given in 
Appendix 4. 
The simplest approaches to equilibrium scour depth prediction are based on only one variable, 
the pile diameter, being linearly proportional to equilibrium scour depth (Neill, 1973; Sumer and 
Fredsøe, 2002a). The equation of Sumer and Fredsøe is as follows: 

 = 1.3     (2.3) 
Sumer and Fredsøe (2002a) defined the standard deviation as 0.7 Se/D for their equation 
indicating the considerable potential for improvement of this method. 
Another simple approach was offered by Shen et al. (1969) who treated scour depth only as a 
function of Reynolds number: 

 = 0.000223  
.
     (2.4) 
Following the discussion in Section 2.2.6 it is not thought that Reynolds number is an important 
parameter for scour within the subcritical range. Therefore, it is more likely that this equation is 
simply representing scour depth as a function of pile diameter and flow velocity.  
The approaches mentioned thus far have not included any influence of the sediment properties. 
Hancu (1971) and Breusers et al. (1977) included the velocity intensity parameter in their 
equations in order to account for the propensity for a particular sediment to erode under a given 
flow condition. Breusers’ equation is given as (for the clear water regime): 

 =  − 1 2 tanh 

 !!           (2.5) 
Hancu’s formula also contains the Euler number whereas Breusers’ equation accounts for flow 
shallowness. These choices probably reflect the parameter ranges in their respective laboratory 
studies. 
Breusers’ approach as well as that of Melville and Sutherland (1988) and Sheppard et al. 
(2011a, 2011b) is based on the flow intensity concept but also employs a set of K factors in the 
equation to account for a greater range of effects including structure shape and alignment, 
sediment size and water depth.  
Melville’s approach is interesting because it is based on envelope curves fitted to the data 
rather than best fit lines so that conservatism is built into the approach. While the agreement 
with data will therefore be reduced, this approach is potentially more useful in design. 
Conservatism can also be introduced by applying safety factors, so it is not necessarily 
beneficial to include conservatism in the original equation. Instead the main criteria for use of a 
prediction equation in design is the level of certainty in its performance over a full range of 
conditions. 
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Jain (1981) and Richardson and Davis (2001) use the Froude number as an alternative to the 
Reynolds number or V/Vcr parameter to represent the influence of velocity on scour depth. Both 
of these methods also take into account flow shallowness and the equation of Richardson and 
Davis (2001) uses the k factor approach to include the influence of pier shape and alignment 
and bed rippling condition (a way of accounting for clear water and live bed regimes). Their 
equation is given as: 

 = 2.0!!!"!# 
."$ %&.#"      (2.6) 
Where h is the water depth, D is the pile diameter, Fr is the Froude number, and K1, K2, K3, K4 
are factors used to incorporate the effects of pier geometry and bed condition, see Appendix 4 
for further details. 
The problem with using Froude number instead of flow intensity is that the same scour depth 
will be predicted regardless of the sediment grain size. However, this approach was designed to 
be conservative, meaning that the agreement will be closest with data for the most severe scour 
conditions, i.e. in fine sands. The Richardson and Davis (2001) equation (known as HEC-18) is 
frequently used in design due to its conservatism. Even though it can be excessively 
conservative in some conditions, Ghosn and Wang (2003) suggest that a safety factor of 2 
should be added to HEC-18 because of its poor reliability. This issue is also discussed by 
Briaud et al. (2014) who propose that an additional safety factor is used in certain scour 
conditions. This highlights the substantial level of uncertainty in even the most conservative of 
prediction approaches. Guo et al. (2012) and Calappi et al. (2010), have developed 
modifications to the HEC-18 formula to try to reduce the level of conservatism. These have not 
replaced the HEC-18 formula in design, because while the level of conservatism has been 
reduced, the uncertainty hasn’t. 
Most comparisons of laboratory and field data with prediction equations are characterised by 
significant scatter for both bridge and marine scour (Den Boon et al., 2004; Briaud, 2002). 
Several authors have made comparisons between a range of equilibrium scour prediction 
equations. Perhaps the most comprehensive of these is that of Sheppard et al. (2011a, 2011b), 
but also see Melville and Sutherland (1988), Johnson (1995), Jensen et al (2006), and Høgedal 
and Hald (2005). Some equations tend to over-predict while others under-predict scour depth, 
with Melville’s approach consistently being the most conservative. However, for a given 
equation scour depths are commonly found to be both over and under-predicted when 
compared to a range of data (Matutano et al., 2013). For example, despite the fairly uniform 
sandy seabed at Scroby sands windfarm Jensen et al. (2006) found that neither the approach of 
Breusers, Sumer, Richardson and Davis nor Sheppard enveloped all of the data points. This is 
difficult for design because of the need for conservatism. These comparisons demonstrate the 
shortcomings of present prediction methods; that they do not deliver the level of accuracy that 
would indicate full understanding of the scour process.  
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2.6.2 Scour prediction in complex flows 
Sumer et al. (1993) and Petersen et al. (2012) modified Sumer’s original equation to model 
scour in waves and wave-current combinations in the live bed regime by including dependence 
on the KC parameter and also on the Ucw parameter in the case of wave-current flows 
(Appendix 4). Rudolph and Bos (2006) offer an alternative wave-current scour equation based 
on the same parameters but with a different formulation. Qi and Gao (2014a) developed an 
equation for scour in wave-current flows based on the Froude number rather than KC number.  
Few studies have addressed prediction of equilibrium scour depth in tidal flows, apart from May 
and Escarameia (2002) who offered an equation based on Melville’s approach. This 
incorporated a parameter to reflect the tidal cycle duration relative to the scour timescale, 
however, this approach has not been validated. 
2.6.3 Modelling approaches for complex sediments  
Annandale and Smith (2001) provided an approach for scour prediction in complex soils based 
on the erodibility index method detailed in Annandale (1995). The approach is also discussed in 
Harris et al. (2010b) who note that while this method was developed for rock scouring, it can 
also be applied to scour depth calculation in layered marine soils. An erodibility index is 
calculated for each soil type with depth and compared to the stream power at that depth which 
is a function of the equilibrium scour depth calculated for example using the HEC-18 formula. 
Therefore, this approach is limited by the performance of HEC-18, the relationship between 
stream-power and depth and classification of the soil parameters.  
The erodibility method is also discussed by Govindasamy et al. (2008), Briaud et al. (1999), and 
Briaud (2002). Erosion tests on soil core samples are used to construct a chart of shear stress 
versus erosion rate. This is then incorporated into established prediction techniques, thereby 
sharing their limitations. Importantly, each of these approaches assumes that there are no 
interaction effects between the different layers of sediment with depth. 
A variety of approaches have been used to incorporate effects of sediment non-uniformity into 
prediction equations. One method is to define an effective sediment size to replace the d50 
parameter so that the scour depth reached in the non-uniform sediment is modelled by the size 
of uniform sand which would attain an equivalent scour depth. However, different definitions for 
effective sediment size have been suggested demonstrating the difficulty of obtaining close 
agreement with this approach (Lim, 1994; Kothyari et al., 1992). Melville and Sutherland (1988) 
also defined an effective sediment size but additionally altered the definition of flow intensity to 
account for the increase in critical velocity due to bed armouring.   
Molinas (2003) developed a representative grain size for non-uniform sediment based on the 
size of the coarse fraction and developed a K ‘reduction’ factor to account for the influence of 
the coarse fraction on scour depth. Similarly Den Boon et al. (2004), Raikar and Dey (2009) and 
Richardson and Davis (2001) developed factors that could be incorporated into existing 
prediction equations to take into account sediment non-uniformity and bed armouring effects, 
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although in the HEC-18 formula sediment gradation effects are only taken into account for 
coarser sands where d50>2 mm and d95>20 mm. 
2.6.4 Concluding remarks for equilibrium scour prediction  
The wide range of equilibrium scour predictors indicates that the scour process cannot be 
comprehensively modelled to account for the full range of conditions experienced in the field. 
Clearly there is a gap in the research in terms of understanding: 
• The parameters that are important for scour  
• How to non-dimensionalise parameters 
• The correct relationships between parameters 
• For wave-current flows, how to define the combined velocity from wave and current 
components 
• For mixed sediments how to define non-uniformity and bed armouring effects 
Representation of scour in the clear water regime is also lacking in the wave and wave-current 
formulae. The focus on live bed conditions is probably due to the prevalence of this regime in 
the field, however, better understanding of scour in the clear water regime may help to improve 
modelling in the live bed regime also. 
2.6.5 Prediction of scour time development 
As with the equilibrium scour predictors there is no consensus in the literature as to an 
approach for modelling the time development of scour, and again many different equations are 
offered. These are also reviewed in Sheppard et al. (2011a) and the details of some of the 
equations are given in Appendix 4. This section will outline the different methodologies and 
discuss the limitations associated with a range of approaches.  
Scour time prediction methods can be classified as those that are fully predictive techniques 
that provide a solution from a simple set of measureable input parameters, and those 
techniques that require empirical adjustment of the parameters in order to fit the data. The latter 
will be termed ‘curve fitting techniques’.  
Firstly considering fully predictive methods, Melville and Chiew (1999), Melville (2002) and 
Melville and Coleman (2000) extended their equilibrium scour prediction model by adding a K 
time factor, defined as: 
!' = ()* +−0.03 , -.  '',
./    (2.7) 
This method is therefore still based on flow intensity and is still designed to be conservative due 
to the use of envelope curves. The time factor follows an exponential function and depends on 
the time to equilibrium parameter which they defined using flow intensity and pile diameter. 
Oliveto and Hager (2002) and Hager et al. (2002) developed an equation based on a log 
function and with Froude number rather than flow intensity: 
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0 = 0.068%.$ log6789             (2.8) 
where 0 = :; <⁄ > <⁄ ?.  
However, they used the densimetric particle Froude number, Fd, in which the length scale is 
based on the sediment grain size, thereby accounting for sediment parameters in a similar way 
to the flow intensity parameter. The equation is a function of a timescale parameter defined from 
σg, median grain size, pile diameter, water depth and relative gravity ((s-1)*g).  
Lança et al. (2013a) provide another equation based on an exponential function which was first 
used by Franzetti et al. (1982): 

 = 1 − (@AB>6' ⁄ 9
C;D             (2.9) 
but with new parameterised definitions for the original empirical constants, a1 and a2, in the 
equation. This equation is different to the others in that it does not have a ‘timescale’ parameter 
or a flow intensity concept because it was formulated from a limited range of data (at critical 
velocity). Therefore, this equation is unlikely to be suitable when applied to a wider range of 
data sets. The equation is a function of the equilibrium scour depth parameter, and this must be 
calculated using a standard approach (see Section 2.6.1) which may significantly limit the model 
performance.  
The approach applied by Sumer and Fredsøe (2002a), Sumer et al. (1992), Sumer et al. (1993), 
Petersen et al. (2012) and Whitehouse (1998) is probably the most well-known approach for 
scour time development modelling: 

6E9 = 
F1 − :(A' G⁄ ?HI            (2.10) 
This simple equation is also based on an exponential function and requires knowledge of the 
equilibrium scour depth and a timescale parameter, Tc. A variety of approaches have been 
offered to obtain the timescale parameter, from curve fitting techniques such as the time at 
which a line drawn tangent to the scour time curve at time t = 0 intersects a line marking the 
equilibrium scour depth (Sumer and Fredsøe, 2002a), or defining the timescale as 63% of the 
time to equilibrium (Whitehouse, 1998). Petersen et al. (2012) presented a method which does 
not require prior knowledge of the scour curve or equilibrium time by defining a non-dimensional 
timescale parameter which they related empirically to the dimensional timescale used in the 
scour time prediction equation. Clearly there is not currently a consensus on how best to model 
this aspect of the scour problem. 
In summary, the main limitations of these approaches are: 
• reliance on knowledge of the equilibrium scour depth, and/or the equilibrium time 
parameter  
• dependence on the accuracy of the equilibrium scour predictor used to obtain Se 
• the correct definition of a timescale parameter or equilibrium time 
73 
 
• the mathematical function used and the relationships between parameters 
• the choice of parameters used in the equation to represent the scour development 
process 
In terms of curve fitting approaches, Borghei et al. (2011) used a trial and error approach to 
determine which mathematical function could best represent the scour development curve. 
They concluded that a power function was more appropriate than a logarithmic function. They 
devised a new scour time development equation: 

6E9 = 
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B;            (2.11) 
However, this did not include definitions for the empirical coefficients, a1 and a2, so these must 
be selected based on the fit to data, which limits the predictive capabilities of this approach. 
Sheppard et al. (2004) suggested two different equations that can be used to model the scour 
development curve in a range of conditions by adjusting the coefficients. One uses exponential 
functions, while the other is a linear formulation (Appendix 4). The purpose of these equations is 
to enable extrapolation of laboratory curves to equilibrium scour depth, so that tests in the 
laboratory don’t need to be run for such long durations. Sheppard et al. (2004) note that there is 
a minimum test duration in order for the curve fitting to result in accurate equilibrium scour 
depths, in agreement with Simarro-Grande and Martin-Vide (2004), see Section 2.7.4. However, 
there is uncertainty in this approach which is exacerbated by the use of two different equations 
without determining the situations in which each formula should be applied.  
Another approach employed by a few researchers is to model different parts of the scour 
development curve with different functions. While this necessitates a more complex equation, it 
enables assessment of whether one of the limitations of other prediction approaches is due to 
the scour depth not following the same function throughout its progress. There is physical 
evidence for this in terms of changes in the development of the horseshoe vortex and bed shear 
stress with depth, as was discussed in Section 2.1.3. 
Talebi et al. (2004) concluded that the initial part of the curve is almost linear, so proposed 
modelling the scour curve with a linear function followed by an exponential function. Chang et 
al. (2004) split the scour development curve into three separate models, with a linear function 
for the initial section, followed by two different exponential formulations. No definitions for the 
empirical constants in these approaches were offered. Guo (2014) produced a combined 
equation that models the first part of the scour curve with a power law, the second part with a 
logarithmic function and the final part with an exponential function. The full equation can be 
written in the form: 
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This equation uses the equilibrium scour depth and a characteristic time as input parameters; 
the latter is reported to be a little smaller than the equilibrium time, but again is not fully defined.  
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Sheppard et al. (2011a) found that there was no consistency in the results when comparing a 
range of scour time development prediction methods and all of the approaches tested had 
relatively large errors. Sheppard et al. (2011a) discounted the approaches of Sumer and 
Fredsøe (2002a) and Chang et al. (2004) after a preliminary comparison indicated that the 
errors were particularly large in these equations.   
2.6.6 Scour time prediction in complex hydrodynamics and sediments 
Sumer and Fredsøe (2002a) present an extension to their time prediction equation to apply to 
scour development in waves by adjusting the non-dimensional timescale parameter to be a 
function of KC number and Shields parameter. Similarly Rudolph et al. (2008) modified Sumer’s 
method to predict scour in waves or currents by altering the definition of the timescale 
parameter depending on each of these conditions. Rudolph et al. included the sediment mobility 
number in the definition, so that the influence of the sediment size on the scour process is taken 
into account (Appendix 4). However, they note that this is an order of magnitude approach. 
Scour development in time-varying unidirectional flow has been modelled by linear 
superposition of scour time predictions for each change in hydrodynamic condition (Chang et 
al., 2014b) following the findings from laboratory studies of scour development in these flows 
(see Section 2.3.1). In terms of designing for the marine environment Harris et al. (2010a) 
developed a time stepping model based on the equilibrium scour depth equation of Breusers et 
al. (1977) and Sumer’s scour time prediction equation, that enabled varying hydrodynamic 
conditions to be input. Time varying field hydrodynamics have also been input into models by 
Dixen et al. (2012a) and Rudolph et al. (2008). While the agreement with data has been shown 
to be reasonable for a few cases, the full validity of these approaches has yet to be assessed.  
Few methods incorporate effects of complex soils in the prediction of scour time development 
directly. Instead these are taken into account through the use of the Se (equilibrium scour depth) 
parameter, assuming that the scour curve in non-uniform sediment is equivalent to that in a 
uniform sand with the same equilibrium scour depth. 
2.6.7 Concluding remarks on scour prediction 
The wide range of prediction methodologies demonstrates that there is no universally accepted 
approach to scour prediction. Scour prediction is challenging because the scour process is 
influenced by many different parameters, and without a full understanding of these, as has been 
demonstrated in Sections 2.2 and 2.3 it is difficult to derive a prediction methodology that is 
comprehensive enough to perform satisfactorily in design. This highlights the limitations in 
knowledge and understanding of scour, and the need for further research in order to improve 
the prediction methods which are so crucial for optimized foundation design. 
2.7 Research methodology 
As has been shown in this literature review the scour research is predominantly based on 
laboratory measurements, but other research approaches have also been employed, including 
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analytical and numerical modelling, regression analysis and field studies. This section presents 
the justification for the laboratory based approach chosen for this project and then reviews 
some of the aspects in the literature pertinent to this methodology. 
2.7.1 Research approaches 
Given the limitations of the analytical approaches for scour modelling and the use of empiricism 
in at least some parts of the solution (see Section 2.6), investigation of more complex conditions 
for scour relating to the soil and hydrodynamic parameters would currently be difficult using this 
approach. Instead laboratory testing is determined to be the most appropriate method to meet 
the aims of this project because it enables complex interaction effects between parameters to 
be observed.  
Zevenbergen et al. (2004) listed the main advantages of laboratory testing: 
• None of the simplifications integral to numerical modelling are needed  
• Scale modelling is cheaper and more practical than field studies 
• Scale modelling enables better control of parameters than is possible in the field  
• Laboratory testing results in qualitative, insightful results at the same time as 
quantitative measurement of parameters 
2.7.2 Laboratory testing 
Before presenting the full details of the experiment design for the laboratory flumes in Section 4, 
it is important to first discuss those aspects which required research in order to implement. In 
particular, a detailed review of measurement techniques for scour monitoring in the laboratory 
was conducted (Section 2.7.3). Other aspects of the test procedures also needed to be 
considered in order to fully understand the limitations of laboratory testing and the potential 
influence of a range of factors on the tests, these are discussed in Section 2.7.4. 
2.7.3 Scour measurement techniques 
On inspection of the literature, many different techniques have been used to measure scour 
depth development in the laboratory. No single technique is ideally configured for this 
application, and so various configurations have been proposed that suit the specific tests and 
laboratory facilities of each study. This section summarises the main techniques and seeks to 
highlight the advantages and disadvantages of each so that the most suitable techniques can 
be determined for use in this project. 
a) Scales 
Probably the simplest measurement technique in the literature is to attach or mark a scale onto 
the pile itself. Appendix 1 details those studies which have used this technique, in a variety of 
configurations. As well as being cheap and simple to set-up and collect measurements, it has 
the advantage of measuring both time development of scour and the equilibrium scour depth.  
76 
 
Another advantage is the capability of this system to be completely nonintrusive, although some 
of the more complex automated techniques lose this advantage (Lin et al., 2005; Kong et al., 
2013; Babu et al. (2002, 2003a, b)). 
The temporal resolution of this technique is also excellent. However, the vertical depth 
resolution varies depending on the system used. 
The main disadvantage of this technique is that it is a point measurement so the scour hole 
shape and extent are not measured, although some researchers have placed multiple scales 
around the pile to monitor scour depth at more than one point (Chaudhuri and Debnath, 2013; 
Sheppard et al., 2004). Sumer and Fredsøe (2001b) used a set of measurement pins to monitor 
scour depth across the scour hole. However, this is an intrusive technique and scour is likely to 
occur local to each pin making it difficult to measure the true bed level. 
Note that the type of system used depends on the scale of the laboratory facilities and it will not 
be possible to set-up monitoring equipment such as cameras inside small diameter piles. 
b) Point gauge 
Mechanical point gauges generally consist of a thin probe with a pointed end which is slid 
vertically relative to a fixed scale until the point is just touching the sand. The depth of the bed 
can then be read off the scale, although some digital point gauges have also been developed 
(Akib et al., 2014). The point gauge systems described in the literature for scour measurement 
are detailed in Appendix 1.  
The main advantages of this technique are its simple and cost effective set-up, and the high 
precision of measurements which can be taken at any point on the bed. Therefore, in contrast to 
pile scales the point gauge can be used to collect 3D profiles of the scour hole. However, a 
point gauge has to be traversed to take multiple measurements and repositioning the gauge in 
the z direction takes time. The time taken to collect a bed profile will be long compared to the 
rate of scour development and consequently a bed profile collected in this way during a running 
test cannot be approximated as an ‘instantaneous’ scour hole. Many authors resort to only 
taking measurements at a small number of points on the bed (Hager et al., 2002; Li et al., 
2002), or only considering the equilibrium condition (Sturm and Janjua, 1994; Whitehouse et al., 
2006; Eadie and Herbich, 1986; Thompson and McCarrick, 2010; Babu et al., 2002; Debnath 
and Chaudhuri, 2010).  
Another issue with point gauges is that they can be intrusive to the experiment. Unless the 
diameter of the submerged part of the probe is very small a scour hole local to the gauge may 
form if measurements are collected while the flow is running. It is also very easy to disturb the 
bed by overshooting the gauge, especially where bedforms obscure the bed level at the location 
of the probe. Ballio and Radice (2003) attempted to reduce intrusivity by using an optical non-
contact probe. While this did not directly contact the bed, it needed to be in close proximity to it 
and the sensor diameter was such that it was still likely to cause disturbance to the flow (see 
Appendix 1).  
77 
 
c) Echosounder 
An echosounder measures the time taken for sound waves to be reflected from the bed and 
received back at the sensor. As the speed of sound in water is known, the distance travelled 
can be calculated. The emitted sound wave spreads out as it travels through the water so that 
the beam has a conical shape. This means that rather than being reflected from a point on the 
bed, it intersects a small area known as the beam footprint from which it derives a single depth 
reading. The size of this area depends on the distance that the beam has travelled (proximity of 
sensor to bed) as well as the size and specifications of the sensor. According to De Jong et al. 
(2002) the beamwidth for a circular transducer is approximately: 
P = 65 R             (2.13) 
where d is the sensor diameter and λ is the wavelength of the transmitted signal. Therefore, for 
a given wavelength (or frequency) the smaller the transducer diameter, the larger the 
beamwidth. This is unfortunate in terms of small-scale laboratory work where both a small beam 
footprint is needed so that the horizontal resolution is acceptable and a small sensor diameter is 
necessary to reduce the level of disturbance to the flow, so this can only be achieved by using 
high frequency sensors. A plot to illustrate the difference in depth measurement between wide 
and narrow beam echosounders is given in IHB (2005), and Thorne and Hanes (2002) provide 
a comprehensive review of acoustic measurement techniques. Also see De Jong et al. (2002) 
for discussion of the wider issues for echosounder technology.  
Because of the compromise between sensor diameter and horizontal resolution, acoustic 
sensors are more suited to use in the field or in large-scale laboratory studies (Stahlmann and 
Schlurmann, 2010; Sheppard and Miller, 2006), where larger sensor sizes and beam footprints 
are acceptable. Despite these limitations echosounders have also been used in small-scale 
laboratory facilities and a review of the studies employing echosounders for scour measurement 
is given in Appendix 1.   
The loss of horizontal resolution due to the relatively large size of the beam footprint in 
comparison to the scale of the bedforms in the laboratory can be significant. Dingler et al. 
(1977) compared measurements collected with a point gauge and an echosounder. They found 
that while the accuracy was similar on a flat bed the accuracy of the echosounder 
measurements decreased over a sloping bed. Best and Ashworth (1994) also reported erratic 
measurements over sudden slope changes and Shepherd (1996) noted that steep ripples and 
edges of small stones were not measured accurately. Loss of accuracy can also be induced by 
noise (Dingler et al., 1977) and by reflections from suspended particles (Mcgovern et al., 2014) 
which may be problematic in live bed conditions and in the initial stages of scouring in clear 
water conditions. 
Echosounders can be traversed in a similar manner to a point gauge to map the bed. One of the 
main advantages of echosounders is that they do not need to be in close proximity to the bed so 
they have the potential to be significantly less intrusive than point gauges (assuming the sensor 
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is not very large), and echosounders can be traversed at significantly faster speeds because the 
vertical position does not need to be altered. Despite this the time required to collect a bed 
profile may still be long compared to the rate of scour, especially in the initial stages of testing. 
Some authors have collected profiles only at the equilibrium stage (Chen et al., 2012; Lee and 
Sturm, 2009) while others have used more than one sensor to record simultaneous depth 
measurements at different locations (WenGang and FuPing, 2014; McGovern et al., 2012; 
Guney et al., 2012; Guney et al, 2011; Stahlmann and Schlurmann, 2010; Sheppard and Miller, 
2006). It is difficult to determine the level of intrusiveness of the sensors in many of the studies 
as the sensor dimensions and submergence depth are often not reported.  
d) Laser  
Laser probes have also been used for scour depth measurement in the laboratory. Similarly to 
the echosounder systems, laser probes provide point measurements from a reasonable 
distance away from the bed and can be attached to a traverse to facilitate 3D bed profiling. For 
information on the different types of laser distance sensors see Marszalec and Marszalec 
(1994).  
The scour studies employing laser distance sensors in the laboratory are detailed in Appendix 
1. As with the point gauge and echosounder techniques there is a wide range of system 
configurations. 
The fine horizontal resolution achievable with laser probes is a significant advantage compared 
to using an echosounder. Lasers have a footprint of about 1 mm on the bed, which is an order 
of magnitude smaller than the resolution that can be obtained with an echosounder. Mlaenik et 
al. (2004) quantified the performance of a laser probe by collecting measurements over a series 
of objects of known dimensions. While the agreement in this study was excellent, some issues 
with measurement accuracy in scour studies have been reported by Jensen et al. (2006) and 
Hartvig et al. (2010) due to the pile causing interference with the backscattered light.  
In most of the studies employing laser distance sensors (Stahlmann and Schlurmann, 2010; 
Margheritini et al., 2006; Jensen et al., 2006; Hartvig et al., 2010; Zhao et al., 2010; Unger and 
Hager, 2007) see Appendix 1, the flow is paused or drained prior to collecting measurements. 
Many studies do not report the dimensions of the sensor, but in the few that do the dimensions 
are quite substantial, so these systems are likely to be more intrusive to an experiment than 
echosounder devices if operated while the test is running. Link (2006) developed a fully non-
intrusive system by traversing a horizontally aligned laser inside the pile, although this places 
constraints on the areas of the surrounding bed that can be measured and is limited by the pile 
diameter. This makes laser sensors (as with echosounders) perhaps more appropriate for use 
in larger scale facilities.  
e) Photogrammetry 
Photogrammetry is a technique whereby 3D measurements of an object are obtained from 
photographs of the object. The 3D object coordinates can be computed from the 2D image 
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coordinates by establishing a geometric relationship between them using the principal of 
colinearity; that light travels in a straight line from the point on the object through the camera to 
the point on the image plane. A detailed description of the underlying theory for photogrammetry 
is given in Mikhail et al. (2001) and Cooper and Robson (1996), and the mathematical 
computation for this method is summarised in Appendix 8. 
Due to the number of unknowns compared to the number of equations in this method, a 
calibration step is necessary in order to compute some of the parameters specific to the camera 
used (focal length etc.) by initially photographing an object with known coordinates. Once the 
camera parameters have been determined, the equations can be solved if at least two images 
of the object points to be computed are available. However, a more rigorous solution is obtained 
by simultaneously processing the coordinates of many points in the object space from a large 
number of photographs taken from different orientations. This is known as bundle adjustment.  
While the above method is an explicit method because all of the variables have physical 
meaning, there are alternative implicit methods for computing the 3D coordinates from the 
images using a linear direct transformation or the two-step method (see Wei and Ma, 1994 and 
Mikhail et al., 2001 for details of these). However, the bundle adjustment method is generally 
considered to be the most accurate (Remondino and Fraser, 2006). Salvi et al. (2002) and 
Remondino and Fraser (2006) provide further discussion of the differences in the computational 
methods and camera calibration techniques.  
There has been increasing interest in using photogrammetry for scour measurement in the 
laboratory, however as noted by Shepherd (1996) photogrammetry still requires development 
for use in this application, because of the departure from the colinearity principal caused by the 
air-glass-water interfaces if the cameras are set up outside of the flume. A comprehensive 
solution to account for refraction of light through media interfaces has yet to be adopted in the 
field of photogrammetry, although some methods have been proposed. Chari and Sturm (2009) 
note that as a result of this, refraction is either ignored, included as an aberration to perspective 
imaging (i.e. in a similar way to lens distortion modelling, see Appendix 8), or a correction is 
made by using iterative optimisation. Kotowski (1988) states that the presence of refractive 
surfaces between the object and camera may cause too much of a deviation from the colinearity 
principle to be appropriately modelled in this way, but if the refractions are small, or close to the 
camera and symmetrical this may not be an issue; for example this works well for underwater 
cameras (Agrawal et al., 2012; Mulsow, 2010; Kotowski, 1988). 
A method for accounting for refraction was proposed by Kotowski (1988). He suggested a 
physically based approach known as ray tracing, where the paths of individual light rays 
between the object and image are modelled following Snell’s law. Muslow (2010) notes that this 
method is problematic because the direction in which light travels from a point on the object is 
unknown and an iterative method is needed to find a solution, which is reliant on deriving 
appropriate algorithms to increase the chance of solution convergence. 
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Compared to the other measurement techniques discussed in this section, 3D multi-media 
photogrammetry has the significant advantage of being completely nonintrusive as the 
equipment can be set up from outside the basin, while also providing instantaneous 
measurement of many points over an area during testing, thereby negating the need for slow 
traversing systems and pausing the flow. As refractive photogrammetry is an area of ongoing 
research, only a few authors have attempted to use photogrammetry systems in the laboratory, 
and a variety of compromises have been made for successful application of the technique to 
scour measurement. The known studies are listed in Appendix 1. 
It is clear from the table in Appendix 1 that to date no systems have attained the optimum level 
of temporal and spatial resolution simultaneously with a nonintrusive system. Although Baglio et 
al. (2000), Baglio et al. (2001), Baglio and Foti (2003), Baglio et al. (2005) and Sumer et al. 
(2013) configured a system to monitor scour development during testing from outside of the 
flume, the algorithms used do not account for refraction effects and consequently the accuracy 
of the solution is reduced. Higher accuracy techniques have compromised by collecting 
measurements with the flow paused or drained (Raaijmakers at al., 2012; Umeda et al., 2008; 
Rosier et al., 2004), or alternatively the spatial coverage has been reduced to 2-dimensional 
profiling (Huang et al., 2010).  
f) Concluding remarks on scour measurement 
This section has reviewed the main techniques for scour measurement in the laboratory 
comprising pile scales, point gauges, echosounders, laser distance sensors and 
photogrammetry. While photogrammetry has the potential to provide nonintrusive, high 
precision, high resolution measurements of many points on the bed instantaneously, a system 
capable of properly accounting for refraction while enabling time development of scour to be 
captured has to date not been accomplished. The lack of development of a workable and robust 
solution for dealing with refraction indicates that this technique would require significant 
development prior to successful implementation in the laboratory, or compromises would need 
to be made in terms of the operational performance. Laser distance sensors and echosounders 
have the potential to be reasonably nonintrusive if the sensor diameter is small, but this has to 
be balanced by the resolution and expense of the device. Point gauges may be more precise 
but it is considerably more time consuming to collect a bed profile, and none of these three 
methods enable simultaneous measurement of a number of points on the bed. The pile scale is 
a nonintrusive and simple system providing scour depth measurement at high temporal 
resolution, but does not allow the scour hole shape development to be captured. The scale of 
the laboratory facilities has been shown to be important for choosing an appropriate 
measurement technique depending on its dimensions and resolution, and affecting the 
placement and configuration of equipment. 
2.7.4 Other considerations for experimental work 
In this section the limitations of laboratory testing are considered and aspects which will aid 
experiment design are discussed. 
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a) Scaling experiments for the laboratory 
In order to model correctly the processes in the field at smaller scale in the laboratory, 
consideration should be given as to how to scale correctly the different parameters to ensure 
similitude in the model. As discussed by Heller (2011) the principle is that geometric, kinematic, 
and dynamic similarity must be maintained, so that all length scales, flow patterns and ratios of 
forces between prototype and model are constant including inertia, gravity, viscosity, surface 
tension, elastic compression and pressure (Fowler, 1993). 
Hughes (1993) provides a comprehensive discussion of scaling for the laboratory and presents 
the derivation of a set of non-dimensional parameters from the continuity and Navier-Stokes 
equations: the Strouhal, Froude, Reynolds, Weber, Cauchy and Euler numbers. These must 
remain constant for perfect similitude between the model and field scales. 
However, as discussed by Payne (2008) it is not easy to scale the Froude and Reynolds 
numbers at the same time because the fluid viscosity and gravity are usually constant between 
model and prototype. These could be changed by using a centrifuge or a different liquid but this 
is difficult in practice. Instead a commonly adopted solution is to determine the dominant forces 
in the given situation and ensure that these are scaled correctly.  
Fowler (1993) states that for coastal modelling inertia and gravity forces are usually dominant 
hence it is most important to scale Froude number correctly. Heller (2011) notes that scaling 
based on the Froude parameter is suitable where friction effects are negligible or for highly 
turbulent phenomena since the energy dissipation depends mainly on the turbulent shear stress 
terms which are correctly modelled by Froude scaling. Reynolds scaling becomes important in 
air, or in laminar boundary layer problems.  
The impact of the incorrect scaling of Reynolds number in the laboratory is expected to be small 
if the boundary layer is in the fully rough turbulent regime, where viscous effects are generally 
confined to the boundary layer and independent of Reynolds number (Heller, 2011). However, a 
study by Huang et al. (2009) indicated that the lack of similitude in Reynolds number may affect 
scour experiments due to differences in the level of turbulence in the flow field altering the 
sediment transport characteristics.  
The lack of Reynolds number similitude may be more apparent in wave flows. The effect of this 
was demonstrated by Prepernau et al. (2008) who ran large scale wave scour tests and found 
that the non-dimensionalised scour depth was consistently larger than that in the small-scale 
tests of Sumer et al. (1992). 
b) Issues with sediment scaling in the laboratory 
Consideration also needs to be given as to how to scale correctly the sediment properties. 
Hughes (1993) discusses criteria for sediment scaling and derives a set of non-dimensional 
parameters that should be conserved between the prototype and model: grain Reynolds 
number, densimetric Froude number, relative length, relative fall speed, and relative density. 
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This is difficult in practice because of conflicts between the fall velocity of the sediment and 
geometric scaling requirements (Sutherland and Whitehouse, 1998). In the scour problem it is 
generally expected that bedload is the dominant sediment transport process rather than 
suspended load and therefore it is the geometric scaling that is important (Fowler, 1993). This 
also satisfies the Froude scaling requirements discussed in the previous section. However, 
there is an issue with geometric scaling of sediment grain size if it is reduced to less than about 
0.08 mm in the laboratory because of the introduction of cohesive effects (Hughes, 1993). 
Furthermore, if the sediment size is reduced to below about 0.6 mm a ripple forming sediment 
will be used to model a non-rippling sediment (Jehanno et al., 2012).  
One commonly adopted solution for these issues is to instead ensure similitude of the Shields 
parameter (Whitehouse, 1998). This results in the use of a larger grain size in the laboratory 
than would be determined from geometric scaling considerations thereby avoiding cohesive 
effects, and ensures that the correct sediment transport regime is observed in the laboratory 
(clear water or live bed conditions), but the compromise with this method is that the flow velocity 
will be faster than that specified by Froude scaling.  
Another option discussed by Jehanno et al. (2012) is to use a lighter material to model the 
sediment so that the critical velocity is correctly represented, adhering to Froude scaling. 
However, Sutherland and Whitehouse (1998) note that when using lightweight sediment, due to 
the lower density and larger diameter of the particles the effects of pressure gradients on the 
flow within the bed will be more apparent. 
The lack of similitude for all parameters can cause distortions to the size of scour depth and to 
the timescale of the process in experiments (Sumer et al., 2001), particularly due to differences 
in Reynolds number, bed roughness, pile roughness, bed ripples, wave-soil interaction, and 
incoming flow turbulence (Sumer 2004). Sumer (2004) notes that the best way to reduce scale 
effects is to run larger scale experiments, or experiments can be conducted at a range of scales 
to try to quantify the effects on the scour process.  
It is often noted that scour depths tend to be larger compared to the pile diameter in the 
laboratory than in the field because of the relatively larger grain size and increased flow velocity 
to maintain similitude of the Shields parameter, resulting in differences in the flow patterns 
around the cylinder (Ettema et al., 1998). Ettema et al. (2006) and Kirkil et al. (2004) used ADV 
measurements to show that small cylinders shed more frequent, stronger eddies with a higher 
capacity for sediment transport than larger cylinders in the same flow conditions. Ettema et al. 
(1998) also note that the Euler number is larger in the laboratory than in the field so that there is 
a steeper pressure gradient in the flow at smaller cylinders, and Lee and Sturm (2008) attribute 
the larger scour depths in the laboratory to the larger D/d50 ratio. They concluded that the 
sediment entrainment and transport processes in the scour hole are linked to the frequency of 
the horseshoe vortex fluctuations, which they found to depend on D/d50. Each of these aspects 
contributes to the differences in the processes between small and large scale. However, it is 
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currently uncertain as to how these aspects interact with each other and which are the dominant 
processes and the situations in which these occur. 
Sumer et al., (2001) note that laboratory tests do not have to be seen as scaled down models 
from prototype but instead as investigations of basic processes, so that regardless of the 
scaling issues laboratory testing is a valuable first step towards understanding the scour 
problem.  
c) Ripples and bed forms 
One issue ensuing from the scaling considerations to discuss further is the formation of ripples 
on the sediment bed. Kawata and Yoshito (1988) found that the ripple dimensions are usually 
considerably smaller than the dimensions of the scour hole in the field whereas in the laboratory 
ripples are often of a similar order of magnitude to the scour hole when the sediment is not 
scaled geometrically (Sutherland and Whitehouse, 1998). Although the existence of a ripple 
induced scale effect in the laboratory is well known, the impacts of this on scour development 
have so far proven difficult to quantify (Ettema et al., 1998). The various influences ripples have 
on scour tests are discussed in this section. 
Ettema et al. (1998) note that sediments have a propensity to ripple if the grain size is less than 
about 0.6 mm because the particles are small relative to the viscous sublayer. According to 
Coleman and Melville (1996) ripples start to form on a mobile bed as random pile ups of 
sediment build up, trapping further sediment. When the ripple approaches the bed roughness 
height, ripples begin to be generated at preferred spacings downstream. The wavelength of the 
ripples is a function of the sediment size, which explains the relatively larger ripple dimensions 
in the laboratory when geometric similitude of the grain size is not observed in experiments.   
Melville (1984) found that the scour depth was significantly smaller in ripple forming sediments 
than in non-rippling sediments under a unidirectional current close to critical velocity due to the 
change in bed roughness and the migration of ripples through the scour hole, although further 
into the live bed regime the ripples were washed out and the scour depth coincided with that in 
non-rippling sediments again. Khalfin (2007) reported that scour depth was similarly reduced in 
ripple forming sediment compared to non-rippling sediments in waves.  
Prepernau et al. (2008) noted that it can be difficult to distinguish between the scour patterns 
and ripple formation around the pile in the laboratory, which has consequences for the accuracy 
of scour measurement, and may explain differing results in some studies. Sutherland and 
Whitehouse (1998) suggested that the influence of ripples located at some distance from the 
pile may be negligible as the amplification of shear stress at the pile may be sufficient to cancel 
out any effect. Sumer et al. (1992) reported that there was little difference in scour depth in the 
live bed regime when the ripple dimensions were varied, although they did not compare these 
results with non-rippling sediment. 
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Yoon (2004) found that the dimensions of bedforms generated downstream of a pile decrease 
with increasing pile diameter, and that the bedform dimensions are dependent on the Froude 
number, implying that in the laboratory the effects of ripples will vary with the test conditions. 
Ripples also influence the flow patterns by increasing turbulence in the near bed region and 
altering the velocity profile (Fredsøe et al., 1999), and in wave flows ripples increase wave 
reflection (Dalrymple and Kirby, 1986). While it is probable that these aspects will have 
additional impacts on scour development these have yet to be quantified. 
d) Global scour and depth degradation 
Another sediment transport process that can affect scour development in the live bed regime is 
a general lowering of the bed level from the initial height, making scour depth difficult to 
determine. This occurs when there is a lack of upstream sediment to replenish the downstream 
section as sediment is transported along the flume.  
In the design of live bed scour tests it is important to consider this effect as it is an inherently 
different process to the scour induced by the structure. Bed lowering can be prevented by 
having adequate sediment upstream of the structure compared to the timescale of the scour 
tests (Roulund et al., 2005; Sumer et al., 2013) or by introducing a sediment feed (Sheppard 
and Miller, 2006; Chiew, 1984; Melville, 1984). Otherwise bed degradation can be taken into 
account when measuring scour depth by adjusting the datum level to coincide with the global 
scour level (Dey et al., 2008; Prepernau et al., 2008).  
e) Blockage and side wall effects 
In the design of flume studies it is important to consider the effect of the proximity of the flume 
walls on the experiment. Blockage effects occur when the flow is accelerated due to a reduction 
in cross-sectional area. This will occur in scour studies if the pile is overly large relative to the 
width of the flume, resulting in contraction scour. Whitehouse (1998) states that blockage 
effects will be negligible when  
ST
SU < 0.167             (2.14) 
where As in the cross sectional area of the structure and Af is the cross sectional area of the 
flume. However Hager et al. (2002) found that a higher ratio of D/B<0.65 was adequate, where 
D is the diameter of the pile and B is the width of the flume. In contrast Chiew (1984) 
recommended using a smaller ratio of D/B<0.1. Ballio et al. (2009) conducted a series of tests 
with different blockage ratios. For the most part there was little change to the scour depth when 
D/B<0.33, and there was no change to the scour depth once D/B<0.1-0.17 so there is 
reasonable agreement between these studies.  
The proximity of the structure to a wall may also impact the tests, causing flow acceleration and 
changes to the wake structure. Based on potential flow theory Sumer and Fredsøe (1997) 
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calculated that the wall effect is negligible in wave flows once the distance to the wall is greater 
than 1 pile diameter, and 1-2 pile diameters in currents.  
A further consideration is the distance of the circumference of the scour hole from the flume 
walls. Interestingly few studies report these dimensions and there is little information on the 
impact that the proximity to the wall may have on scour hole development. 
f) Interaction of two piles  
A similar issue to interaction between the pile and the flume wall is the interaction of one pile 
with another pile. Consideration of this point will establish whether two piles can be tested 
simultaneously in the same flume without affecting each other, thereby increasing the efficiency 
of the test programme.  
Zdravkovich (1987) conducted an extensive study of flow around many different arrangements 
of cylinders on a flat bed, in the subcritical regime. For two piles side by side in the cross stream 
direction there was no interference once the separation distance between the pile centres was 
greater than about 4-5 pile diameters. 
Only a few studies have considered the effect of pile spacing on scour depth. Under 
unidirectional current in the clear water regime Ataie-Ashtiani and Beheshti (2006) and Beg 
(2010) agree that the effect on scour depth is much reduced once the separation distance is 2-4 
pile diameters. Full independence occurred at about 6-7 pile diameters according to Ataie-
Ashtiani and Beheshti (2006) and Elliot and Baker (1985) but at 8-10 pile diameters according 
to Beg (2010).  
Sumer and Fredsøe (1998) investigated how the interaction effects between piles impacted the 
scour depth in waves. They found that the piles acted independently at a separation distance of 
only 2 pile diameters, although only one flow condition was tested.  
g) Criteria for reaching equilibrium scour depth in the laboratory 
The gradual decrease in the rate or scouring in the later stages of the process makes it difficult 
to assess when a scour test has reached a true equilibrium condition. However, this issue has 
largely been ignored in the literature. One method that has been implemented is to reduce the 
test duration and use a predictive curve to extrapolate the data to an equilibrium condition 
(McGovern et al., 2014; Sheppard et al., 2004). However, Simarro-Grande and Martin-Vide 
(2004) demonstrated that extrapolation of short duration tests is likely to result in significant 
error using existing scour time development equations.  
To address this issue some researchers have devised criteria defining an equilibrium or quasi-
equilibrium condition at which experiments can be ended consistently. The different approaches 
are given in Table 2.2. 
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It is clear from Table 2.2 that there is not a general consensus as to an approach to adopt and 
the criteria differ in terms of whether they are a function of the grain size or pile diameter, and 
the timescale over which they apply.  
A more comprehensive investigation of the equilibrium scour condition has been conducted by 
Simarro et al. (2011) by running very long duration experiments. They concluded that the 
criteria of Cardoso and Bettess (1999) and Melville and Chiew (1999) can lead to significant 
error, because in some tests a noticeable increase in scour depth occurred after these criteria 
were reached.  
A new perspective on this problem is given by Chreties et al. (2008). They developed a different 
approach to scour testing to enable the equilibrium condition to be found in a much shorter 
timescale by conducting tests initially at a faster flow velocity before reducing the velocity until 
an equilibrium condition was achieved at the desired scour depth. However, this approach is 
only applicable if the time development of scour is not of interest. Also it is unknown if it is valid 
in the live bed regime or under different hydrodynamic conditions such as waves. 
Table 2.2 Test stopping criteria used in the scour literature. 
Paper Criteria 
Link et al. (2006) 
Link and Zanke (2004b) 
d50 per hour 
Melville and Chiew (1999) 
(also used by Umeda et al., 2008) 
0.05 D in 24 hours 
Cardoso and Bettess (1999) Start of flat line on log plot 
Fael et al. (2006) 2 d50 in 24 hours 
Grimaldi et al. (2009) 0.05 D/3 in 24 hours 
Lança et al. (2013a) 2 mm in 24 hours (approx. 2 d50) 
 
h) Effect of pausing experiments 
The measurement technique tables in Appendix 1 demonstrate that it is common for scour tests 
to be paused at regular intervals for bed profiling or other practical reasons and it is important to 
consider the effect this may have on the tests. Only a few authors have commented on this 
point. Zanke et al. (2011) found that the scour depth was reduced by up to about 0.8 S/D when 
tests were paused in live bed conditions. Hartvig et al. (2010) also noticed a reduction in scour 
depth during live bed tests of a few millimetres when the flow was paused due to settlement of 
suspended sediment. However, in clear water conditions Unger and Hager (2007) concluded 
from preliminary testing that pausing the test did not affect the experimental results, probably 
due to the smaller volume of suspended material in this regime. 
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2.8 Summary 
This literature review has discussed the core parameters that influence the scour process, scour 
under different hydrodynamic conditions and the effect of the sediment bed configuration and 
properties on scour development. It was demonstrated that there is a significant gap between 
field measurements of scour and scour prediction techniques based on either laboratory data or 
analytical models. The need for further research is clear in order to bridge this gap and reduce 
uncertainty in prediction techniques, to enable a decrease in the level of conservatism in current 
approaches for the design of marine structures. Key gaps identified in the research were as 
follows: 
• Scour in complex sediments  
o mixed materials with different distributions 
o layered beds with finer material overlying coarser material or multiple layers 
o effects of sediment properties on scour: bulk density, permeability, pore 
pressure 
• Scour in more complex tidal flows (spring-neap cycles) 
• Scour in wave-current flow in the clear water regime 
• The effect of the variation in vortex patterns on scour in wave-current combinations  
• Prediction approaches for scour in complex sediment beds and hydrodynamic 
conditions 
The chapter finished by reviewing a range of issues for laboratory modelling of scour providing 
the background for the development of the research methodology for this project which is 
detailed in Section 4. 
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3. Aims and objectives 
The general scope of the project was outlined in Section 1.3. This section will present the aims 
and objectives of the project on a more detailed level taking into account the findings from the 
literature review. 
The overall research aim is to improve understanding of scour development in complex, realistic 
conditions. The main focus is on the sediment bed, as this has been shown to be highly variable 
in the field (see Section 2.5), and this is probably a key factor for the discrepancies between 
field measurements and prediction methods. It was shown in Section 2.4 that more complex 
aspects of sediments have been investigated in terms of a general sediment non-uniformity 
parameter and the concept of bed armouring. However, more detailed study of the influence of 
the distribution shape of mixed sediments, and layered beds without an armour layer have 
largely been overlooked. In terms of complex sediment beds this research will complement and 
add to the literature by: 
• Focusing on the effect of bi-modal and varying grain size distribution shape in sediment 
mixtures rather than testing log-normal distributed non-uniform sediments  
• Focusing on layered beds with fine sand overlying coarse sand to investigate interaction 
effects other than bed armouring  
• Investigating the effects of sediment properties on scour such as bulk density and 
permeability  
• Investigating the sediment mixing processes within the scour hole and scour hole shape 
development to illuminate an understanding of new scour mechanisms related to 
sediment properties 
• Presenting design guidance on the impact of the above through indicative adjustments 
to empirical formulae, as these aspects are not currently included in design approaches  
To provide a reasonably comprehensive assessment of the above objectives, it is important that 
the tests are conducted over a range of hydrodynamic conditions in order for the results to be 
applicable to a number of cases in the marine environment. However, it was concluded in 
Section 2.3 that there are still many gaps in the research regarding scour under complex flows. 
Therefore, a secondary focus of the project is to also improve understanding of scour in more 
complex hydrodynamic conditions before combining the first and second parts of the research 
together to improve understanding of scour in mixed and layered sediments under a range of 
hydrodynamic conditions. In particular, in Section 2.3.2 it was identified that knowledge of the 
scour process in tidal flows is limited. Secondly for scour in wave-current flows there was a lack 
of agreement as to whether a wave added to a current enhances or reduces scour depth, and 
only limited data was available in the clear water regime for scour. These aspects lead to the 
following secondary research questions: 
• Does adding a wave to a current increase or reduce scour depth compared to the 
current alone? 
• What are the key parameters and trends in the clear water regime in wave-current flow? 
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• Does the vortex pattern have an impact on scour development in wave-current flow? 
Are there particular wave-current combinations that result in enhanced sediment 
transport around the structure due to the wake patterns? 
• In tidal flow what is the effect on scour development of a spring-neap cycle where flow 
varies within and between cycles? 
• In tidal flow tests what are the effects of upstream ripples on scour development in the 
laboratory? 
In order to meet these objectives an extensive laboratory study has been conducted, the design 
of which will be detailed in Section 4. Prior to starting the testing it is important to ensure a 
robust methodology is in place. Section 2.7 provided justification for the experimental 
methodology for this project. However, it was also shown that there are a variety of issues 
associated with laboratory studies of scour. These present a number of objectives and areas for 
development that must be met in this project to ensure a robust methodology: 
• Determine or develop suitable measurement systems to monitor scour depth and scour 
hole shape in the laboratory. Can a comprehensive measurement system be tested and 
validated to help to standardise measurement techniques and to improve the quality 
and dimensionality of the data (i.e. 3D scour hole shape rather than point 
measurements)? 
• Determine suitable methods for investigating sediment interaction effects and mixing 
processes in the scour hole  
• Determine methodology for simulating complex spring-neap tidal cycles in the 
laboratory  
• Investigate the scaling issues created in the laboratory, building on current 
understanding and providing confidence in the relevance of the research to the field 
scale 
To meet these aims and objectives in practice, the scope of the project needs to be further 
refined. Firstly it was decided to at least initially place limits on the types of sediment beds that 
would be tested, to enable a more systematic study and separation of variables. Therefore, two 
sand sizes were selected from which to construct a variety of mixed and layered sediment beds, 
also making these more directly comparable with uniform sand beds. In terms of the 
hydrodynamics the main constraint is to limit the majority of testing to the clear water regime, so 
as to prevent ripple scaling effects from being significant and because of practical difficulties 
with providing a constant influx of upstream material in live bed conditions. Scour is likely to be 
most severe under clear water conditions close to the critical velocity for the sediment so this 
limitation will not reduce the importance of the research. In order to assess scale effects, two 
flumes of different dimensions are used and a selection of pile diameters tested, with multiple 
independent piles located within the same flume during a test (see Section 4.2.1 for assessment 
of the feasibility of this). The following points set out the detailed scope of the project: 
• The work will be constrained to testing cylindrical surface piercing monopile foundations 
• Only non-cohesive sands will be tested  
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• Two uniform sand grain sizes will be selected which will be mixed together or layered in 
a range of configurations 
• Two flumes will be employed with different dimensions, one smaller scale, one larger 
scale 
• Tests will be limited to the clear water regime 
• A range of pile diameters will be tested  
• A range of unidirectional flow velocities will be tested 
• In layered beds the layer thickness, number of layers and order of layers will be varied 
• In mixed beds the proportion of the two sands will be varied  
• Tests will be conducted in a variety of waves, wave-current combinations, constant 
velocity reversing flow and time-varying tidal flow (spring-neap cycle)  
• The uniform sands will be tested under each flow condition for direct comparison with 
the mixed and layered cases and for validation of the methodology through comparison 
with the literature 
• The key variables to be monitored are: ambient velocity, water surface elevation, 
sediment properties, time development of scour depth and scour hole shape to enable 
thorough comparison with prediction equations and literature studies 
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4. Methodology 
The methodology for this project is to investigate the scour process experimentally through the 
use of scaled model tests in laboratory flumes. This method is adopted because of the complex 
situations to be examined which, as discussed in Section 2.6 are difficult to model numerically 
or analytically. Experimental work will enable the fundamental physics of the problem to be 
studied in a controlled way through careful selection of parameters.  
Due to the scaling issues mentioned in Section 2.7.4 it is not envisaged that the results from the 
laboratory work will be directly applicable to the field situation, instead the research should be 
viewed as one stage in the progression of understanding of the scour process in more complex, 
realistic environments. Nonetheless, the scale effects will be quantified where possible in order 
to maximise the insight that can be gained from the work. To facilitate the study of scale effects 
and ensure the results are applicable to a range of scales, two laboratory flumes of different 
dimensions were chosen for use in the project, one at small scale and one at a medium scale. 
The small flume had the advantage of being a more practical environment for conducting the 
tests, while the dimensions of the larger flume were similar to many of those used in the 
literature, so that direct comparison between studies would be possible. In the larger of the two 
flumes, further assessment of scale effects was made from the simultaneous testing of two piles 
of different diameters, as the flume was wide enough for two piles to be situated side by side in 
the cross-stream direction without any interference (see calculation in Section 4.2.1). This 
allowed a greater range of parameters to be tested without extending the timescale of the test 
programme. A range of hydrodynamic conditions were tested in the medium scale flume, 
including wave and current combinations, complex tidal flows and unidirectional current. Only 
unidirectional current tests were conducted in the small scale flume.  
Due to practical considerations the entire test programme was constrained to the clear water 
regime. This prevented large quantities of suspended sediment infiltrating the pumps in the 
medium scale flume facility, and avoided the need for a complex sediment feed or recirculation 
system to be fitted upstream. One advantage of confining the tests to the clear water regime is 
that the development of ripples and ripple migration through the scour hole which can cause a 
significant scaling issue was avoided (see Section 2.7.4). Restricting the tests to the clear water 
regime is also justified because this allowed testing of the most severe case for scour, which is 
expected to occur in the clear water regime close to the critical velocity of the sediment before a 
condition of general sediment transport occurs on the bed. Another practical constraint that 
affected the test design was that for health and safety reasons the flumes had to be switched off 
overnight. 
It was not possible to carry out repetitions of each test as is standard practice in a laboratory 
because of the long timescale of a scour test. Therefore, another method was required to 
provide confidence in the results. This was achieved through comparison of control tests with 
other studies, repetition of tests at different scales and repetition of the initial stage of some of 
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the tests. In this way the experiment methodology was verified, and the repeatability and 
uncertainty of the test results was assessed. This aspect is dealt with in Section 6.10. 
This section specifies the experiment design, flume set-up, and test procedures, as well as the 
preliminary tests which informed the development of these. The differences in the scale and 
operational systems between the two flumes made it necessary for the experimental set-up to 
be somewhat different in the two cases, so the design of the experiments in both of the flumes 
will be discussed separately. The theoretical basis for the choice of parametric values in the 
tests will be outlined and typical values of these parameters in the field will be given to provide 
an indication of the scale of the tests. Following on from the discussion in Section 2.7.3, the 
choice of measurement techniques and the development of these systems will also be detailed. 
4.1 Experiment design 
4.1.1 Small flume facility 
The small scale flume facility used in this study (which will henceforth be termed the ‘small 
flume’) is located in the Civil Engineering fluids laboratory at University College London. It is a 
10 m long, 30 cm wide and 35 cm deep glass walled flume. The experimental design and flume 
dimensions are shown in Figure 4.1. Flow through the channel is controlled by a constant head 
tank above the flume and a combination of valves and weir gates. A pump supplies the water 
from an underground sump to the constant head tank. The excess water flows over a weir in the 
tank and directly back to the sump. Water enters the flume from the constant head tank via a 
series of pipes. The discharge of water from the constant head tank to the flume is controlled by 
a valve in the pipe just beneath the tank. Water flows through this valve and along a pipe 
running parallel with the flume underneath the main channel. The direction in which water flows 
along the flume is controlled by opening one of two valves that are positioned at either end of 
this pipe.  
 
Figure 4.1 Schematic of test set-up in small flume. 
Control of the flume water depth and flow rate was facilitated through the valve settings and the 
use of weir gates at both ends of the flume. An adjustable weir gate was located at the 
downstream end of the flume so that, using an iterative approach, the valve on the constant 
head tank and the height of the adjustable weir gate could be positioned to achieve the desired 
flow rate and water depth, with the valve underneath the flume left fully open. Once the design 
conditions were obtained, identical flow conditions were ensured each time the flume was 
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switched on/off by leaving the constant head tank valve and weir gates in the same positions 
and opening or closing fully the valve underneath the flume. This procedure was developed 
following preliminary testing in which the upper valve was realigned each time the flow was 
paused and re-started which resulted in a small change in flow velocity, thereby affecting future 
scour development (see preliminary test R.2 Appendix 3).  
When the flume was switched off overnight, it was important that some water was retained in 
the flume above the level of the sand to prevent disturbances to the bed that would be caused 
by the draining process and de-saturation of the sand. The weir gates were fixed in place with a 
waterproof silicone sealant thereby preventing water from draining below the level of the lower 
section of the adjustable gate. This arrangement resulted in the water level holding at about 6 
cm above the sand. Retaining water in the flume was also important so that the restart process 
would not have an impact on the test due to a surge of water along the flume as the valve was 
reopened. This occurred in preliminary test R.5, Appendix 3 where there is a noticeable 
discontinuity in the scour curve at the point at which the test was paused, with a sudden 
increase in scour depth due to the surge of water. From the preliminary testing it was found that 
as long as the valve was opened slowly the effect on the test was minimal, as shown in 
Appendix 3 where in the main test series the scour curves continue on smoothly either side of 
the test pauses. Following this procedure it took approximately 2 minutes to re-start the 
experiment. This length of time is small compared to the timescale of the scour process during 
the later stages of scouring so was not considered to be of significance. However, this is not 
true in the initial stages of scour testing. Consequently the flow was not paused until a test had 
been running for at least 4 hours. 
Only unidirectional currents were operated in this flume because it would have been difficult to 
reposition the weir gates for the reverse flow direction as they were sealed in position, and also 
due to the iterative nature of the method for positioning the weir gate levels to obtain the 
required flow. Therefore, in practice it would be difficult to run the flow in the opposite direction 
while at the same time ensuring repeatability of the flow conditions.  
The test set-up consisted of a layer of sand placed in the flume around a scale model of the 
foundation structure. For practical reasons, the loose sand bed only occupied the central 2 m 
section of the flume. The sand was held in place with a ‘false bed’ section on either side 
preventing the flume from having to be filled with sand along its entire length, and ensuring a 
level and controlled approach section. The loose sand bed was smoothed flush with the false 
bed sections to maintain a constant bed level. The transition to the sand bed was made 
smoother by attaching a rounded sloping section to the false bed so that the height of the false 
bed reduced gradually at the start of the sand bed. The false bed sections were made of plastic 
and screwed to the base of the flume to hold them in place. The surfaces were painted with 
varnish so that a thin layer of sand could be stuck to them. This fixed roughness aided in the 
development of a consistent boundary layer at the test section and an even transition between 
the false bed and real sand section. Due to scaling considerations, a rough turbulent boundary 
94 
 
layer was preferable at the test section to reduce issues associated with ignoring Reynolds 
scaling (see Section 2.7.4).  
Dong et al. (1992) found that the turbulent boundary layer is established within a distance of 20 
h (h = water depth) from the entrance of the flume over a rough bed, but that the boundary layer 
continues to adjust for a further distance of 20-30 h. However, Bonakdari et al. (2014) noted that 
a wide range of entrance lengths have been reported in the literature, from 55-130 h for smooth 
beds and between 50-140 h for rough beds although it is generally agreed that bed roughness 
reduces the entrance length. Bonakdari attributes the range of values to differences in defining 
fully developed turbulent flow: 
• when a characteristic boundary layer thickness parameter becomes constant 
• when the mean velocity profile along the centreline of the flume becomes constant 
• once the mean velocity profile across the width of the channel is unchanging 
In the present test programme the available entrance length (approx. 30 h) was constrained by 
the length of the flume and so it was important to incorporate a rough bed upstream of the 
model to promote quick transition to a turbulent boundary layer. The coarsest sediment used in 
the tests was chosen to roughen the false bed sections. While ideally the sand glued to the 
false bed sections would be the same sand as used in the test section, it was impractical to 
change this multiple times during a test series. The streamwise velocity profile was measured 
upstream and downstream of the pile location to assess the state of the boundary layer at the 
test section, and the velocity profiles were observed to be unchanging in this region, see 
Appendix 10. The boundary layer was also found to be similar over the different sand types 
used in the test bed, probably because the majority of the approach section (i.e. the rough false 
bed) was the same for each test (Appendix 10). 
The model pile was made from cylindrical ceramic water pipe of the desired diameter. This was 
a rigid material so that the pile was assumed to be stationary under the test flow conditions, and 
no vibrations of the pile were observed during testing. The surface was considered to be 
smooth, but note that the tests were found to be insensitive to pile roughness in the parameter 
ranges tested (see Section 4.1.2 for a more detailed discussion of this point). The pile was 
screwed into a 10 mm thick flat plastic base board and positioned in the centre of the flume prior 
to placing sand around it (Figure 4.2).  
Before placing sand in the flume section it was soaked in water to reduce the quantity of 
trapped air in the test section. It was assumed that the sand bed was fully saturated so that 
complex effects of partially saturated material were not considered.  
A test was set up by first filling the flume until the water level was above the level of the false 
bed, so that the sand would be kept saturated when placed in the flume. The sand was then 
placed carefully around the pile until the section was full. As the sand was introduced in the 
flume it was gently mixed to prevent stratification of the material due to the variation in settling 
velocities of different grain sizes in water. The sand bed was in a loose state and was not 
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compacted apart from for one specific test (test R.28, Appendix 3) where the effect of the sand 
bed density was investigated. For this test the bed was vibrated using a concrete poker to 
increase the bulk density. Further sand was added as the volume reduced and this process was 
repeated until the full depth of the sand section was compacted.  
In all tests the bed level was smoothed flush with the false bed section using a scraping device 
that rolled along rails above the flume (Figure 4.2). This consisted of a flat scraper mounted on 
a vertical arm the height of which could be adjusted. This was manually pulled across the sand 
bed until the sand surface was as smooth and level as possible. The pile section was split into 
two sections that screwed together at the height of the false bed so that while the smoothing 
device was being operated it could run straight over the top of the bottom pile section ensuring 
the sand was smooth in the vicinity of the pile. Where a layered sand bed was tested, the height 
of the smoothing device was lowered to the desired depth and the sand layer smoothed in the 
same way, before the next layer of sand was placed on top and the smoothing process 
repeated. For these tests the pile was split into multiple sections that screwed together at the 
height of each sand layer. Any excess sand after smoothing was removed from the flume prior 
to running the test. Figure 4.2 illustrates the different stages of the test set-up.       
         
Figure 4.2 Test set-up procedure in the small flume a) false bed and empty test section b) 
smoothing device c) base pile section. 
To start an experiment, the valve underneath the flume was opened gradually until the pre-set 
flow condition and water level were reached. It was observed in the initial tests, R.X.1, R.X.2, 
R.X.3, (see Appendix 3) that with the pile in place during start-up scour occurred before the 
design flow velocity and water depth were obtained. Therefore, in future tests the upper section 
of the pile was only screwed into place once the flow conditions had finished adjusting. The 
a) 
b) 
c) 
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preliminary experiments (test series P-1 and P-2) showed that this approach enabled a near 
instantaneous start to the test, see Figure 4.3. 
While the experiments were designed to be in the clear water regime, and in theory ripples 
would not develop on the bed upstream of the scour hole, the preliminary experiments revealed 
that ripples did gradually form during the tests, in agreement with the discussion about rippling 
sediments in Section 2.7.4. This was triggered by any slight unevenness in the smoothed sand 
bed, but was mostly due to a small discrepancy between the flat false bed and the rounded end 
section. This meant that the ripples were initiated in the far field relative to the pile, and so while 
initially this did not impact scour development, over time these ripples migrated downstream, 
eventually affecting the shape of the scour hole and the scour depth as they migrated past the 
pile. This is shown in the scour curves in preliminary tests R.2, R.4, R.7, Appendix 3 where 
there is a departure from the expected trend in the latter part of the curves. As ripples do not 
scale correctly in the laboratory and inhibit scour development (see Section 2.7.4) the effect of 
ripples in the clear water regime were removed in the main test series by carefully smoothing 
out the upstream ripples while the test was paused (i.e. overnight).  
The influence of the downstream bedforms on scour development was also considered. In test 
R.N.27 the downstream dunes were smoothed out, but leaving the scour hole intact, once the 
test had reached a quasi-equilibrium condition. The test was then continued and it was found 
that there was no change to scour development, see Appendix 3. This indicates that at this 
stage of the test, scour depth is not influenced by the shape of the downstream bedforms or at 
least that the downstream bedforms are not hindering scour development. 
a)   b)     
c)   d)   
Figure 4.3 Test start-up procedure in the small flume with flow running, but scour 
initiates only once the pile is screwed into place. 
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In some tests in situ measurements of the density of the sand bed were collected. This enabled 
comparison of the consistency of the bed set-up between tests and investigation of the spatial 
variability of bulk density within a test. Nine round lidless plastic containers were placed at a 
variety of locations in the sand bed during its preparation. The containers were 46.4 mm deep 
with an internal diameter of 87.2 mm, giving a volume of 277 cm3. Figure 4.4 shows the layout 
of the containers in plan and elevation. 
 
Figure 4.4 Density pot layout in the small flume (not to scale). 
For practical reasons the exact coordinates of each container were difficult to fix. Instead once 
each container had been placed in the flume, its x and y position was measured using a ruler 
(Appendix 5). The smoothing device was used to create a level surface in the sand bed to 
position each container at the required depth. Sand was placed into the flume in a similar way to 
the tests without the buried pots, and without any compaction (except in test R.28 where a 
concrete poker was used). The containers were located in the far field of the test bed relative to 
the pile to reduce possible disturbances to the scour process due to the impermeability of the 
pots, and at a depth where they would not become uncovered during the scour tests. Once a 
test had been completed, the water was drained to the level of the sand and each container was 
carefully extracted from the flume without disturbing its contents. A steel rule was used to gently 
level the surface of the container by scraping off the excess sand. Each of the containers was 
immediately weighed before placing them in an oven on a low heat to remove the water from 
the sand. The samples were then weighed again so that the dry bulk density of the samples 
could be calculated.  
4.1.2 Medium scale flume 
The medium scale flume, known as the ‘Coastal flume’ is based in the Mechanical Engineering 
department at University College London. The flume is glass-walled, 1.2 m wide, 1 m deep and 
20 m long. Active-absorption, Piston-type wave makers are positioned at either end of the flume 
so that while one is generating waves the other actively absorbs waves to reduce wave 
reflection. Pumps are situated under one end of the flume and can be run in forward or reverse 
to drive a recirculating current in either direction along the flume. The current inlet and outlet are 
situated in the floor in front of the wave paddles at either end of the flume, and are connected to 
the pipe running underneath the flume to the pumps. The motor speed of the pump is controlled 
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electronically by selecting the desired percentage of the maximum speed the motor can run at. 
The flume is filled from a tap located above the flume and the water remains in the flume as 
long as the outlet valve beneath the flume is shut. Therefore, the water level holds constant 
regardless of whether the pump is running (unlike in the small flume facility). Once the desired 
water level is attained, the flow is started by simply choosing the required motor speed.  
Waves are controlled electronically using Edinburgh Designs’ WaveSynthesiser and Wave 
Runtime softwares. For regular waves, only the wave amplitude and frequency values need to 
be selected; otherwise more complex wave patterns can be programmed. The wave amplitude 
was calibrated by adjusting the gain parameter iteratively in the software so that the selected 
wave height in the software matched the measurement of wave height in the flume. This was 
necessary due to the presence of the false bed which affected the waves propagating over it. It 
was anticipated that the test set-up may induce wave reflection and the degree of wave 
reflection was estimated following the method of Goda and Suzuki (1976) using two wave 
probes. The reflection coefficient was found to be no more than Cr=0.16. The results of the 
wave reflection analysis are given in Appendix 9. 
The experimental set-up (shown in Figure 4.5) was similar in principle to that in the small flume. 
A false bed was constructed to run either side of a section of loose sand. Due to the layout of 
the flume however, ramps were needed at the far ends of the false bed sections to provide 
smooth transition to the base level of the flume. The false bed and ramps were constructed from 
marine plywood sheets with 12 mm thickness. The false bed sections were held in place by 
sticking them to the flume base and side walls with Silicone sealant. Sediment traps were built 
into the false bed as the flume did not have a system in place for preventing sediment from 
reaching the pumps where it could cause serious damage. The flume layout was symmetrical 
with ramps and sediment traps at both ends of the flume so that flow could be run in either 
direction in a consistent manner. 
The sediment traps were designed based on the assumption that the majority of material would 
be travelling as bedload by the time it reached the sediment trap. The greatest distance 
required for suspended particles to settle out was estimated based on the fall velocity of the 
smallest particle size (d50=0.2 mm) which would just be caught in the trap, when starting from a 
height equal to 70% of the water column just downstream of the pile. This calculation ignores 
complex factors such as the presence of wake turbulence and the effects of downstream 
bedforms on sediment transport but provided a baseline from which to determine the 
downstream location and width of the trap. The calculation is detailed in Appendix 2. The traps 
were covered with a metal perforated plate with holes of 5 mm diameter. This was meant to 
reduce as much as possible the influence of the traps on the flow and waves propagating over 
them while still allowing sediment to easily pass through to the trap. In the preliminary test 
series P-3 (Appendix 3) before the success of the sediment traps had been verified in the flume, 
the current inlet and outlet were covered with a sheet of steel mesh of 0.1 mm aperture to 
provide further protection to the pumps. However, in practice these created several problems. 
As was expected, the sheets reduced the flow velocity. Although this could be accounted for if 
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the reduction was constant during testing, because the sheets became blocked over time with 
very fine particles the velocity reduction varied with time. It was also difficult to secure the 
sheets effectively and in some of the initial tests the sheet became partially unattached from the 
inlet, resulting in a change in flow conditions. The sediment trap design was proven to be 
successful during the initial testing as sediment was deposited upstream but not downstream of 
the traps. Therefore the steel mesh did not need to be utilised in the main test series.   
As with the small scale flume, a thin layer of the coarse sand was glued using varnish to the flat 
false bed sections either side of the loose sand bed, following the same reasoning as discussed 
in Section 4.1.1. Sand was not glued to the parts of the false bed and ramps beyond the 
sediment traps as their presence disrupted continuity in the bed roughness. 
The dimensions of the false bed section and ramp slope angles were restricted by the location 
of the current inlet and outlet, and the depth of the false bed (which is discussed in Section 
4.2.1). Within these constraints the main criterion was to ensure that the flat bed sections were 
long enough to allow the boundary layer to develop fully before reaching the piles. The flume 
was a little short (only 12 m in-between the current inlet and outlet) so some compromises had 
to be made. Ideally the ramps would have been set at a shallower gradient to reduce their 
influence on wave propagation. However, these effects can be taken into account in the 
analysis by measuring the actual surface elevation and velocity profiles under the waves in the 
flume rather than relying on the programmed wave parameters. 
Two piles of different diameters were tested simultaneously in this flume to help quantify scale 
effects, and so that a greater number of parameters could be tested in the given time. The 
larger of the two piles was placed at the nearside of the flume as it was of greatest interest, and 
a smaller pile was placed at the far side of the flume. As the access to this location was limited, 
only basic monitoring of the small pile was feasible (see Section 4.4 for details of the 
measurement techniques employed). In order for this set-up to be successful, the two piles 
needed to be positioned in the flume so that there would be no interaction between them. The 
cross-stream separation distance was set equal to 9 times the largest pile diameter (0.09 m), 
following the discussion in Section 2.7.4 where it was found that piles acted independently at a 
separation distance of 7 pile diameters. Using a value of 9 pile diameters provided extra space 
to accommodate the uncertainty in this value and ensure that there would be no interference 
under any condition. The choice of pile diameters and locations of the piles are discussed in 
Section 4.2.1. 
The larger pile was made from ceramic pipe in the same manner as those used in the small 
flume, but the smaller diameter pile was made of thick walled plastic tube. The piles were 
screwed into a marine plywood base board.  
A rough pile was employed under two flow conditions (unidirectional current and wave-current 
flow) to simulate a higher pile Reynolds number in comparison with a smooth pile of the same 
diameter, in order to assess the influence of pile Reynolds number on the scour process but 
with all other test parameters constant. The diameter of the rough pile was reduced to 48.3 mm 
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before being painted with varnish and rolled in sand so that the diameter was consistent with 
the smooth pile once the roughness elements had been added. The coarse sand was passed 
through 1000 micron and 850 micron sieves so that only this fraction was used to coat the pile 
with uniform roughness. The pile was carefully rubbed down and re-rolled as required to 
produce an even sand layer of single grain thickness on the pile surface. It was determined that 
the scour behaviour was unaffected by the pile roughness and hence pile Reynolds number in 
the range that was tested (subcritical Reynolds number regime) and therefore the pile 
roughness is not an important factor in the methodology. The full analysis of these tests is given 
in Appendix 3. 
The tests were set up in a similar way to those in the small flume. The sand was pre-soaked 
and the flume filled with water to a level just above the false bed before the sand was added to 
the central 3 m section. The pile was split into sections so that the sand could be smoothed at 
the depth of the sand layers and at the false bed level. As the flume was not equipped with rails 
running along the tops of the walls, the method of smoothing had to be adapted for this flume. A 
sheet of marine plywood was glued to the flume wall on each side of the sand bed with a height 
equal to the false bed sections so that a plastic scraper could run along these boards to smooth 
the sand at the correct level. A secondary board was fitted to the first board at the required 
depth for the layered tests.  
The sand bed was smoothed by a person located within the flume. It was smoothed 
methodically from one end to the other, and the sand had to be walked on to do this. In the 
layered tests where a similar approach would have resulted in disturbance of the lower sand 
layer when the upper layer was smoothed, a dividing board was fitted in-between the two piles 
running parallel with the flume walls (see Figure 4.5). This provided the level for the smoother to 
run along on the other side of the main pile, but importantly meant the smoothing could be 
completed from the far side of the divider, without walking on the smoothed lower sand layer. 
Consequently layered tests could not be set up around the smaller pile, but in any case this 
would not have been practical because different layer thicknesses would have been needed at 
each pile in the same test. Once the bed was smoothed to a point just past the piles, the upper 
portions of the piles were screwed into place before the rest of the bed was levelled. The 
smaller pile was held rigid by fixing a cross-bar to the top of the pile (above the water level) 
which was clamped to the side of the flume. In the preliminary tests no vibrations of the larger 
pile were observed and so it was considered to be rigid without extra support.  
A solid scraper was used to smooth the bed in the initial tests. However, this resulted in the 
generation of large scale vortices as it was pulled through the water which disturbed the sand 
bed. In the main series of tests this was mitigated by using a perforated plastic sheet to smooth 
the bed. Handles were attached to the smoothing device so that it could also be used from a 
platform above the flume, and with the full depth of water in place. This enabled small sections 
of the bed such as where ripples had developed upstream of the piles during the tests to be re-
smoothed while the test was paused but without draining the water, following the methodology 
for removal of ripples in the small flume (Figure 4.6). 
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Figure 4.5 Plan view and side elevation of experimental set-up in the coastal flume. 
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In contrast to the small flume methodology, the water level was topped up to the required depth 
with the full height of pile already in place at the end of the smoothing process. Scour was not 
initiated around the piles during this procedure because the inflow rate was slow (it took approx. 
45 min to fill the flume), and there was no recirculation in the flume during this time (pumps not 
switched on). 
Once the desired water level was reached, the test was begun by simply switching on the motor 
and/or the wave paddles. This resulted in a near instantaneous start to the test, bearing in mind 
that there is a short warm up time before the motor runs at the desired speed or the wave 
paddles produce the programmed wave pattern. However, the finite start-up and power-down 
times ensured that the transition was gentle enough to prevent surge wave effects from 
occurring. Tests were paused overnight by simply switching off the motor and wave paddles, 
which did not cause the water level to drop as was the case in the small flume. 
In the wave-current tests the waves were initiated before the current was switched on because 
it took longer for the waves to settle. However, the current was always switched off before the 
waves when pausing a test. This helped to reduce the influence of the finite time of the start-up 
and shut-down procedures as waves on their own were expected to cause less scour. For this 
reason the test start and stop times were recorded to coincide with the current.  
a)  b)  
c)  d)  
Figure 4.6 Test set-up and procedures in the coastal flume a) false bed section including 
sediment trap b) base sections of piles and dividers for bed smoothing levels c) 
smoothing device d) smoothed sand bed prior to start of test.  
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4.1.3 Ending a test 
Following the discussion of test stopping criteria in Section 2.7.4, and given the time constraints 
in this project the test duration would have been too long to enable a full programme of 
experiments to be conducted if the longest criteria were used, especially because the tests 
could not be run overnight. However, those criteria which specified a much shorter test duration 
would result in stopping the tests when the scour depth was clearly still increasing. Therefore, a 
new criterion was developed to maximise the length of the experiments within the time 
constraints, defining a quasi-equilibrium condition. The scour tests were stopped when a 
maximum of 0.025 S/D of scour occurred in 6 hours (i.e. 1 mm of scour at the 40 mm pile, ≈2 
mm of scour at the 90 mm pile, and ≈0mm of scour at the 20 mm pile). This was a fairly arbitrary 
condition in terms of scour development but offered a degree of consistency between the tests. 
A few tests were run for a considerably longer period, allowing analysis of scour time 
development in the latter stages and assessment of the suitability of the stopping criterion, see 
Section. 7.1.9.   
4.2 Choice of test parameter values 
4.2.1 Pile diameter, water depth and bed depth 
The main criterion for determining the pile diameter was to ensure the blockage effect would not 
be significant (see Section 2.7.4) and that the water depth to pile diameter ratio would be 
sufficiently large so as not to be an important parameter (see Section 2.2.3). The largest pile 
diameter that fitted with these conditions was then chosen to reduce scale effects as much as 
possible. In the small flume initially the limits for these conditions were applied so that a 50 mm 
diameter pile and a water depth of 15 cm were tested. This gave a blockage ratio of 1/6 (the 
limit proposed by Whitehouse, 1998) and water depth ratio of 3, both of which are less 
conservative than some authors recommend in the literature. The sand bed was 10 cm deep so 
that the scour could equal up to 2 pile diameters in depth, which is often considered to be the 
maximum possible scour depth. However, in this set-up the scour depth came very close to 
reaching the bottom of the flume in preliminary test R.1. Therefore, a 40 mm pile diameter was 
selected so that 2.5 pile diameters of scour could be accommodated. With a water depth of 16 
cm this also improved the ratio of water depth to pile diameter so that the more conservative 
criterion of Whitehouse (1998) was observed (h/D=4). These dimensions also reduced the 
blockage ratio, which is sensible considering the limits are only indicative. For the most part the 
water depth and pile diameter dimensions were held constant in this flume, but a 25 mm pile 
diameter was used in one case (test R.9) to assess the effect of the pile diameter on scour 
depth in comparison with the 40 mm and 50 mm piles. A full list of parameters for each test is 
given in table 5.1, and the dimensions of the test set-up are shown in Figure 4.1. 
A similar approach was employed in the larger flume for parameter sizing. However, based on 
the experiences in the small scale flume, in the coastal flume a slightly greater degree of 
conservatism in the parameter values was applied compared to the limiting criteria of 
Whitehouse (1998). Also the clearance required for waves had to be taken into account so that 
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the maximum water level was situated approximately 25 cm from the top of the flume. The false 
bed depth was set to accommodate 2.5 pile diameters of scour, with a small amount of extra 
allowance so that scouring would not be influenced by the impermeable flume bottom. Using an 
iterative process, an optimal combination of dimensions for the false bed, pile diameter and 
water depth was obtained. This resulted in a pile diameter of 9 cm, water depth of 45 cm and a 
25 cm depth of sand bed, giving a water depth to pile diameter ratio of 5. Using a 9 cm pile 
diameter meant there was room to add a second pile in the cross-stream direction (as 
mentioned in Section 4.1.2). The blockage criterion was still satisfied with the addition of a 2 cm 
diameter pile. The placement of the piles relative to the flume walls was based on the expected 
maximum width of the scour hole, so that the centre of the larger pile was located at a distance 
of 4 pile diameters from the side wall. The smaller pile was located at a distance of 20 cm from 
the wall so that it would be situated outside of the horizontal boundary layer. This positioning 
facilitated a suitable separation distance between the two piles as discussed in Section 4.1.2. 
In one test series (C-2) the 9 cm pile was replaced with a 5 cm pile so that it would be possible 
to test a specific combination of wave-current parameters. Also, the 2 cm pile was swapped with 
a 5 cm pile in a few experiments so that two 5 cm piles were tested side by side to investigate 
the effect of pile roughness (see previous discussion in Section 4.1.2). In these cases the 
nearside pile was located in the same position as the 9 cm pile but the pile on the far side of the 
flume was located 5 cm further from the far wall compared to the position of the 2 cm pile to 
allow room for the larger scour hole around this pile. The parameters for each test conducted in 
this flume are given in Table 5.2 and the details of the flume set-up are shown in Figure 4.5. 
4.2.2 Current velocity 
The velocity for the tests was designed to be in the clear water regime, and although a range of 
velocities were tested, in particular velocities close to critical needed to be investigated as this 
was expected to be the most severe case for scouring. The critical velocity for each of the 
sediments in both of the flumes was estimated theoretically using the method of Soulsby and 
Clarke (2005) in conjunction with the method of Soulsby (1997) for determining the critical 
Shields parameter. This method was found to agree well with observations of initiation of 
sediment movement in the flumes, and provided a consistent method to determine critical 
conditions for current, wave and wave-current flows. The details of these calculations are 
presented in Appendix 2. To avoid extensive ripple formation upstream of the scour hole the 
velocity was set between 80-90% of the critical value in many of the tests. The ambient flow 
conditions required for initiation of scour at the structure were also determined, following the 
criterion of Whitehouse (1998) (τ/τcr>0.25). This set the lower limit of the velocity range for the 
tests. 
4.2.3 Wave design 
In the main series of tests regular waves were used, although irregular waves based on the 
Pierson-Moskowitz spectrum were employed in some of the preliminary tests in the P-3 test 
series, see Appendix 3 for further details. Linear wave theory was used to provide a simple 
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method for estimating the design parameters (Appendix 2). The actual wave height and velocity 
profiles under the waves were then measured in the flume prior to testing.  
The parameters that needed to be selected for wave design were the wave amplitude and 
frequency. The maximum orbital velocity at the bed under the wave was calculated and this was 
checked against the critical velocity computed using the Soulsby and Clarke (2005) method 
(Appendix 2). The KC number also needed to be defined, being a particularly important 
parameter for scour in waves (see Section 2.3.3). Calculations were run for a range of 
amplitude and frequency combinations for the two pile diameters to determine the best 
compromise between KC number and wave orbital velocity, as a high KC number but clear 
water conditions were desired. This was difficult in practice for the larger pile given that there 
were limitations to the frequency that the wave paddles could operate at. This meant that some 
of the preliminary wave tests were conducted in the live bed scour regime, while in the main 
series of tests the pile diameter was reduced to resolve this issue as discussed previously in 
Section 4.2.1.  
4.2.4 Wave-current design 
The Soulsby and Clarke (2005) method was also used to calculate the critical velocity for the 
combined wave-current cases and the main series of tests were designed to be in the clear 
water regime. The wave-current design procedure is detailed in Appendix 2. The main series of 
wave-current tests investigated the transition between wave-dominated and current-dominated 
flow, including a case in which the velocities of the wave and current components were set 
equal, at a combined wave-current KC number of 10 to investigate possible effects on the 
sediment transport and scour process of the unique vortex patterns under these conditions 
found previously by Grass et al. (1985) for flow around cylinders.  
4.2.5 Tidal flow 
Two types of tidal flow signal were studied during the test programme. The different tidal signals 
are shown schematically in Figures 4.7 and 4.8. The simplest consisted of a square wave 
pattern so that the velocity was held at a constant value in the forward and reverse directions. 
This provided a means to investigate the influence of flow reversal as an isolated parameter in 
direct comparison with unidirectional flow tests at the same velocity. Six cycles were run for 
these tests, based on the literature review where equilibrium scour depth was found to be 
achieved after only 2 or 3 cycles (see Section 2.3.2). The cycle length was determined from 
Froude scaling of field dimensions, resulting in a 48 minute half cycle. However, for the layered 
test a 130 minute half cycle was used to ensure that scour would reach the lower sand layer 
prior to flow reversal, and enabling investigation of the effect of cycle length on scour depth 
through comparison of these tests. 
The second tidal flow case was designed to model a full spring-neap cycle. A real tidal signal 
from the field was scaled for the laboratory by equating the RMS based on the peak value from 
each half cycle to the current velocity used in the unidirectional current test in test series C-1. 
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The signal was simplified into discrete velocity steps, as the flume was not set up to run 
complex velocity signals automatically. Each velocity step consisted of 5 original data points. 
These were arranged so that a step was always centred on the peak value in each half cycle, 
resulting in 7 or 8 velocity changes per half cycle. The steps at the start and end of each half 
cycle were slightly shorter and varied in length to coincide with the small variation in the length 
of each half cycle in the real tidal signal. As can be seen in Figure 4.8 the tidal signal contained 
a small degree of asymmetry between the flood and ebb tides which was replicated in the tests. 
To operate the tidal signal in the flume the relevant motor speed was selected manually at the 
time prescribed by the simplified spring-neap pattern. The motor speed was calibrated by 
plotting the motor speed against the depth-averaged velocity obtained from in-flume 
measurements, see Appendix 10. This resulted in a linear relationship between the parameters. 
However, there was some scatter in the data, so the velocity was also measured during these 
tests to check for consistency (see Appendix 10 for comparison of the design and measured 
signals). Note that similarly to the reversing current tests the scaled cycle length for the spring-
neap tests was approximately 48 minutes per half cycle. 
One important difference in the methodology for the tidal tests compared to the studies reported 
in the literature review, Section 2.3.2, was that the downstream bed was resmoothed prior to 
flow reversal each time so that the new upstream side was flat. Note that the deposition dune 
immediately downstream of the scour hole was left intact, only the farstream bedforms were 
removed. This enabled assessment of the influence of ripples on tidal scour tests in the 
laboratory through comparison with the findings in the literature where bedforms were left to 
develop. 
 
  
Figure 4.7 Depth-averaged ambient current velocity for square wave reversing flow 
signal, a) 48 min half cycle b) 130 min half cycle. 
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Figure 4.8 Spring-neap tidal cycle a) signal measured in the field compared to scaled 
signal based on the RMS of the peaks b) simplified, stepped tidal signal compared with 
original scaled signal. 
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4.2.6 Scaling parameters 
A further consideration for choosing the water depth, pile diameter and flow parameters was 
their relationship with typical field values. Nominal field parameters were chosen for comparison 
based on the findings in Section 2.5 of the literature review. The field values were linked to the 
flume dimensions using Froude scaling (see Section 2.7.4), to give an indication of the 
applicability of the experiment design. However, it should be remembered that it is not the aim 
for these laboratory tests to be directly compared with the field. The typical field dimensions that 
were used are given in Table 4.1 along with the scaled laboratory values. Note that this scaling 
does not apply in the same way to the smaller pile in the large flume, where the water depth to 
pile diameter ratio is significantly higher. This scaling is only approximate as it does not take into 
account the sediment sizing which is discussed in the next section. The wave parameters were 
also not scaled directly from typical field values because of the need to remain in the clear water 
regime. 
Table 4.1 Typical field and laboratory parameters to give an idea of the scale of the 
laboratory experiments in the two flumes  
Parameter Field Coastal flume 
experiments (1:55 scale) 
Small flume experiments 
(1:125  scale) 
Water depth 20-25 m 45 cm 16 cm 
Pile diameter 5 m 9 cm 4 cm 
Velocity 1.8-2.7 m/s 24 cm/s 24 cm/s 
Tidal cycle duration 12 hours 1.6 hours - 
 
4.3 Sediments 
4.3.1 Sediment size and distribution 
The sand size was selected so that it would not exhibit cohesive behaviour, so the median grain 
size of the sand could not be smaller than about 0.1 mm. As discussed in Section 2.7.4 this 
means that the ratio of grain size to other parameters in the experiments will be larger than 
those in the field. This is one shortcoming of laboratory testing and there is no solution to this 
other than to attempt to quantify the effect that this has.  
The aim of this study was to investigate scour in different bed configurations such as stratified 
and mixed sediments. Therefore, two uniformly graded sands were chosen, of different sizes 
but so that both would scour under clear water conditions (i.e. if the difference in grain size was 
large, one might be in live bed conditions before scour initiation even occurred in the other 
sand). This resulted in choosing sands with median grain sizes approximately equal to 0.2 mm 
and 0.6 mm. It should be noted that initial testing was conducted with materials readily available 
in the laboratory, which happened to be 0.2 mm and 0.5 mm sands. For the main test series 
new washed Silica sands were sourced at 0.2 mm and 0.6 mm; the data sheets supplied with 
these sands are given in Appendix 2. 
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Layered beds and mixed beds were constructed from these two sands. For the mixed tests the 
two sands were combined in a variety of proportions. Where a sand mixture was required for 
testing in the small flume, the appropriate proportions of the dry base sands were measured out 
by mass. Once the correct proportions of the sand types had been measured, they were 
carefully combined while dry to ensure they were as evenly mixed as possible, before water 
was added to saturate the mixture. For practical reasons, only one sand mixture was tested in 
the larger flume (50% fine – 50% coarse). This would help verify the results in the smaller flume, 
and extend the mixed sand results to a greater range of hydrodynamic conditions. In this case 
due to the large volume required the mixture was blended off-site by the supplier. 
The grain size distributions for each of the sands used in the laboratory were measured and 
compared with the data from the manufacturer, see Section 6.8.4. The sand was sieved by 
passing a sand sample through a series of sieves from larger to smaller mesh size and then 
weighing the sand caught in each of the sieves. The sample mass was measured prior to 
sieving and compared with the combined total of the weighed sand fractions from the sieves so 
that the losses during sieving could be quantified (and error calculated). Sieve sizes were 
selected at approximately 0.1 mm steps but this depended on what was available in the 
laboratory. The sand in each sieve was shaken through into the next sieve until there were 
visually very few grains still falling through. The sand retained in the sieve was emptied into a 
container for weighing. Sand grains that were stuck in the sieve mesh but that could be tapped 
out were added to the container before it was weighed.  
Due to the manual sieving method used in the laboratory it was expected that a slightly smaller 
proportion of sand would pass through each sieve than in a more rigorous testing procedure as 
the sieves were not shaken for as long or as quickly as in an automated process. However, the 
close agreement between the distributions measured (see Section 6.8.4) from several samples 
of the same sand type demonstrated a high level of consistency in the approach.  
4.3.2 Sediment bulk density 
The bulk density of the sand both wet and dry, compacted and uncompacted was measured 
prior to the experiments. A specified quantity of each sand was weighed and placed in a 
container marked with a volume scale. The sand was either left loose, or compacted by shaking 
the container and using a solid plastic rod to compact and flatten the surface. In each case the 
volume of sand in the container was recorded. To measure the density of wet sand a known 
volume of dry sand was mixed in the container with a known volume of water. The water volume 
was chosen so that the sediment was completely submerged beneath the water in the 
container. The volume of sediment was again read from the scale. As with the in situ density 
measurements (see Section 6.8.1) the mass of the water was removed in the calculation so that 
an equivalent dry density is given for the wet density condition. 
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4.3.3 Sediment permeability 
A second parameter measured externally to the tests was the permeability of the sands. This 
was measured in a permeameter. A permeameter works by measuring the flow rate of water 
through a sample of the sand placed in a vertical tube, which in these tests had a diameter of 3 
cm. Each of the uniform and mixed sands was tested. There are two methods available; the 
falling head test, and the constant head test. Both methods were implemented in this study to 
help quantify the error in the results. These tests are fairly standard and are described in detail 
by Murthy (2002). The details of the permeability calculations using each method are given in 
Appendix 5.  
The top of the permeameter tube is either connected to a constant head tank, or to a vertical 
tube with an attached scale. The flow from the bottom of the permeameter can be connected to 
a drain or directed into a calibrated container to measure discharge in the constant head test. 
Two piezometer tubes attached to the sample section at different heights provide the head 
readings for the constant head test. Foam with permeability an order of magnitude higher than 
the sands to be tested was placed in the bottom of the permeameter and in the ends of the 
attached piezometer tubes to prevent sand from escaping, while not influencing the measured 
permeability of the sand.  
To set up a test, the permeameter tube was first filled with water so that the sand would be 
properly saturated as it was placed in the tube. To prevent stratification of the sediment in the 
permeameter due to a range of fall velocities in the sample, a small quantity of the sand was 
placed in the tube at a time so that it could be carefully re-mixed in situ.  
4.3.4 Core sampling 
A core sampling method was devised to facilitate analysis of the change in sediment grain 
distribution in the sand bed at different depths and locations. This was especially relevant to the 
tests involving stratified or mixed sand beds. The cores were collected at the end of a test.  
Due to the small scale of the tests, it was not possible to purchase off the shelf coring 
equipment of the desired dimensions. Instead the equipment was developed at UCL. Initially in 
test series P-2, readily available metal tubes were used to investigate the practicalities of such a 
technique. These had an internal diameter of 19 mm and wall thickness of 3 mm. The end of the 
tube that was inserted into the bed was tapered over a depth of 5 mm so that the wall thickness 
at the end of the tube was 1 mm. After clarifying that this technique was feasible, clear plastic 
tubes were chosen instead of the metal ones so that visual insights could also be gained. The 
tubes had an internal diameter of 26 mm and wall thickness of 3 mm with the ends tapered in a 
similar manner to the original metal tubes. While these tubes provided a useful means to 
observe the sand cores, in the final version of the technique, used in the R-3 test series, thinner 
walled copper tubing of 0.9 mm wall thickness and 26.2 mm internal diameter was selected to 
reduce as much as possible the disturbance to the bed as the cores were inserted.  
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In the initial method water was left in the flume when the cores were inserted, as would be the 
case in a real streambed. However, as the sand had very little resistance to the cores in this 
arrangement, the final methodology (used in test series R-3) involved very slowly draining the 
water below the surface level of the sediment (so the draining process did not disturb the bed) 
and then inserting the cores into the sand which was now able to hold its shape better. Note 
that the agreement between the results from the different coring techniques was shown to be 
reasonable, see Appendix 6.  
Figure 4.9 shows the layout of the core samples around the pile. The exact locations of each 
tube varied from test to test, see Appendix 6. Once the cores had been inserted the sand 
around the tubes was excavated. Each tube was carefully slid onto a thin plastic sheet and then 
lifted out of the flume. Once the cores had been removed from the flume, observations of the 
sand pattern were recorded in the case of the plastic tubes. In all cases the sand was then 
removed from the tubes in 1 cm sections. A 1 cm thick plastic disk of slightly smaller diameter 
than the tube connected to a plastic handle was used to push the sand out of the tube. In order 
to do this the water content of the sand within the tube was adjusted by carefully adding water 
into the top of the tube so that the particles held together as they were removed. A 1 cm scale 
was marked onto the handle of the plunger. Once it had moved one centimetre the displaced 
sand was put into a container by levelling the end of the sample tube with a metal rule. This 
process was repeated for the rest of the sample. The 1 cm sections were dried out and sieved 
to provide a measure of the grain size distribution. Due to the small size of each sample only 3 
sieves were used with mesh sizes of 420, 600 and 850 microns so that the sand was grouped 
into 4 grain size bandings. Based on the grading curves for the two sizes of sand used in the 
test programme, the smallest mesh size was chosen to act as a separation point between the 
fine and coarse sand distributions, see Figures 6.92 and 6.93, Section 6.8.4 where it can be 
seen that less than 3% of the coarse sand distribution is finer and less than 1% of the fine sand 
distribution is coarser than the 420 micron sieve aperture. Therefore, the smallest banding was 
considered to be the original fine sand and the other grain size bandings together were the 
coarse sand. The two largest sieve sizes divided the coarse sand into three sections, to help 
assess processes such as the development of bed armouring during the tests.     
 
 
 
Figure 4.9 General layout of core samples taken from the scour hole at end of test. 
The core sample technique was used in both flumes. However, the technique was much more 
effective in the small flume, as considerable force was needed to insert the tubes into the 
deeper false bed section in the larger flume. This resulted in them needing to be hammered in, 
the vibrations causing further disturbance to the samples. Consequently the compression of the 
samples was more evident and it was more difficult to remove the sand from the tubes.  
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4.4. Scour measurement 
After the discussion of scour measurement techniques in Section 2.7.3, a suitable scour 
measurement system had to be selected. It was important to consider the requirements of the 
system in the given laboratory setting and relating to the specific test programme and 
objectives. It was desirable to investigate 3D aspects of scour hole development as these may 
be important for characterising the scour process, especially in more complex sediment beds 
and hydrodynamic conditions. This is also important when considering the basic way in which 
the scour hole shape evolution is currently characterised in state of the art analytical models 
(see Section 2.6). 
To summarise, the criteria for the ideal measurement system in this context is: 
• Non-intrusive - no equipment in the flow (or equipment is very small), no pausing the 
flow or draining the water 
• Instantaneous and simultaneous measurement of multiple points covering the scour 
hole and surrounding area, or the whole measurement area covered during a small 
change in time 
• Measurements at 1 cm intervals or finer in the horizontal plane 
• Vertical resolution of about 1 mm or finer 
• Accurate to 1 mm or better in both horizontal and vertical 
• Temporal resolution from seconds to hours 
Due to the relatively small scale of the tests, some of the measurement options were impractical 
where the equipment placed in the flow would be large relative to the pile. Positioning a camera 
or other equipment such as stepper motors inside the pile was not very practical considering the 
pile diameter would be as small as 20-40 mm for many of the tests. The resolution and 
accuracy requirements stated above are also a consequence of the test scale. Note that the 
above requirements can be relaxed slightly for the larger scale flume, so that slightly coarser 
measurement resolution and slightly lower accuracy would be acceptable.  
Point gauge methods were ruled out because of their intrusiveness and due to the length of 
time required to collect a 3D bed profile. Techniques using a plastic sheet on the flow surface 
were discounted because of the need to run waves in some of the tests. As it was not essential 
to automate the measurement process, more complex pile scale systems such as those 
involving steel wires were of little benefit and were likely to be more intrusive than a simpler 
approach. The techniques left for consideration were the simple pile scale systems, small echo 
or laser devices with minimal equipment submergence, and photogrammetry techniques. 
The optimum technique identified in Section 2.7.3 was (multimedia) photogrammetry, as this is 
the only technique with the potential to meet all of the above requirements. However, to the 
author’s knowledge this type of system has yet to be successfully implemented in the scour 
literature because refraction has not been properly accounted for, resulting in a compromise in 
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terms of the measurement accuracy. Therefore, this technique would need further development 
and validation before it could be used with confidence.  
Because of the uncertainty in the performance of photogrammetry systems, it was important to 
consider the merits of the other options for scour measurement. Laser and echosounder 
distance sensors have been used quite extensively in fluids laboratories and are standard 
technologies. Assuming a device with small enough dimensions without unacceptable loss of 
resolution could be found within budget then this would provide a reasonable compromise to the 
requirements. Commercial echosounder devices were found to fit these constraints more so 
than laser systems; the latter having larger dimensions and being considerably more expensive. 
The limitations of these systems – that measurements are affected by suspended sediment and 
poor visibility, and have reduced operability in close proximity to the pile – made it prudent to 
also employ the simple pile scale method to deliver measurements close to the pile and 
especially in the very initial stages of scour at high frequency. 
This led to the decision to use several methods for scour depth measurement in the flume 
simultaneously, so as to have confidence in the results through cross-validation and so that the 
strengths of each method could be combined to obtain all of the required information. The three 
techniques that were used are discussed in the following sections. 
4.4.1 Echosounder 
Initial testing of acoustic devices was conducted to determine their potential. An ADV sensor 
was used for this purpose which was readily available in the laboratory and includes a basic 
distance measurement. Comparison between the ADV and a point gauge was conducted in the 
small flume over a sand bed, but there was poor agreement between the two techniques, see 
Porter (2011) for further discussion of this. This was most likely due to the large size of the 
ADV’s beam footprint. Therefore, a search was conducted to find a sensor with higher 
specifications. While laser sensors were also explored there were none to hand for initial 
testing, and either the dimensions of the device or the high cost meant that in the circumstances 
it was an echosounder device that best matched the requirements. 
An echosounder device was purchased that had been designed specifically for small-scale 
testing in fluids laboratories such as for measuring bed profiles. The echosounder had been 
designed with reasonably small dimensions but with high frequency to maintain good resolution 
on the bed. According to the manufacturer, the General Acoustics Ultralab UWS echosounder 
has vertical resolution of 1 mm with accuracy equal to 1% of the measured value. The 
echosounder frequency is 1 MHz with a beam angle of less than 3 degrees. The sensor has a 
30 mm diameter, and only the surface of the sensor needs to be in contact with the water in 
order to take measurements. In these experiments a submergence depth of the sensor face of 
1-2 mm below still water level was employed. 
The echosounder is connected to a data box which outputs the depth measurement in real time 
at a user selected frequency (i.e. 0.1 s). Alternatively the box can be connected to a data logger 
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so that the signal is recorded directly to a computer. In this case the output is a voltage signal 
and the echosounder must be calibrated to equate the voltage signal with distance 
measurement. The calibration is straightforward as there is a linear relationship between the 
voltage and depth measurements (the calibration methodology is detailed later in the section).  
A range of settings can be adjusted on the data box. The main parameters that need to be 
specified are the minimum and maximum measuring distances, the measurement window and 
the delay time so that the signal processing is optimised for the experiment. If the settings are 
not adjusted correctly the signal may be very noisy or it may not output a reading at all (e.g. if 
the measurements are outside of the programmed minimum and maximum distances). With the 
right settings it is possible to measure depths between 2 cm and 15 m.  
The set-up of the echosounder system was different in the two flumes. In the larger flume the x 
and y positioning of the echosounder was computer controlled by fixing the echosounder to a 
traverse sitting over the flume. In the smaller flume this was not possible so the echosounder 
was traversed manually. In both cases the echosounder was attached to a metal rod of 
approximately 10 mm diameter via a custom made holder. This provided it with a degree of 
stiffness to reduce vibration of the sensor and enabled it to be positioned so that the sensor 
face was parallel to the flat bed. Due to the width of the holder and the radius of the sensor the 
closest the centre of the echosounder could be placed to the edge of the pile was 2 cm. The 
echosounder sensor and its set-up in each of the flumes is illustrated in Figure 4.10. 
In the small flume the echosounder was clamped via the rod to a board above the flume. The 
echosounder was used to measure profiles along the centreline of the scour hole in the 
streamwise direction at 1 cm intervals. Once the cross-stream position had been set by 
clamping the echosounder in the required position, the echosounder could be moved in the 
streamwise direction by simply sliding the board along the flume wall. The board was lifted over 
the pile to switch between upstream and downstream measurements. The streamwise position 
was determined by fixing a rule along the rail above the flume so that the board could be moved 
the correct distance relative to the scale. At each measurement point the recording on the box 
was noted. As there was considerable variation in the reading when the echosounder was 
stationary, the maximum depth reading over a 30 second period was recorded. The maximum 
rather than an average depth was taken because of the tendency for the readings to relate to 
reflections from suspended particles. This approach resulted in good agreement between the 
echosounder and pile scale measurements in the small flume (see Section 4.4.5). The sensor 
face was approximately 16 cm from the flat bed level. This meant that the beam footprint 
diameter was just over 8 mm on the flat bed. 
In the larger flume the metal rod was fixed to an x-y traverse. The sensor was positioned 
approximately 45 cm from the flat bed level, giving a beam footprint diameter of nearly 24 mm. It 
should be noted that as the scour hole deepens the beam footprint diameter will increase.  For 
example for a 10 cm deep scour hole in this flume the beam footprint diameter will increase to 
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almost 29 mm. The beam footprint will also be larger on an inclined slope relative to the 
echosounder orientation.  
The echosounder data were recorded straight to a computer via a data logger, so the signal had 
to be calibrated prior to analysis. The calibration was completed with the full depth of water in 
the flume. 10 plastic blocks, the widths of which were measured with high precision callipers 
were stacked one at a time on the bottom of the flume (70 cm from the echosounder). Each 
block was approximately 2.5 cm thick. 10 seconds of echosounder data was collected as each 
block was added to the stack. The depth reading on the echosounder box was also recorded for 
cross-checking. The known depths (calculated from the block heights) were plotted against the 
voltage readings and a best fit was obtained to give a linear equation for conversion between 
the voltage and depth readings. It is important to note that the calibration is dependent on the 
values of the parameters programmed into the echosounder box, so these were not changed 
during a test series.  
a)  b)  c)  
Figure 4.10 Echosounder sensor with mounting, a) in the small flume b) in the small 
flume showing mounting board c) in the coastal flume with traverse. 
The traverse was controlled electronically. A matrix of x-y positions was input to the software so 
that the echosounder would automatically travel on a specified path. To reduce the time taken 
to complete one profile, measurements were limited to 2D profiles along the centreline of the 
scour hole initially (similar to those in the small flume). A complete map of the scour hole was 
obtained in the final stages of a test, see Figure 4.11.  
The speed of the traverse and the waiting time at each position could be specified in the 
software. A compromise had to be made between the time taken for a profile to be completed 
and the accuracy of the depth measurement. Therefore, the echosounder was paused for just 1 
s at each measurement point so that 10 depth readings were obtained at each location. The 
traverse speed was initially set at 5 mm/s but in later tests this was increased to 10 mm/s. While 
a faster speed would have been preferable to reduce the profiling time, increasing the speed 
beyond this value resulted in large vibrations of the echosounder at each stopping point. 
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Figure 4.11 Traverse matrix for 3D echosounder profiling in the coastal flume 
The echosounder data stream was not connected to the same software as the traverse. 
Therefore, synchronising the location data with the depth signal was difficult. They were 
synchronised approximately by starting both pieces of equipment at roughly the same time 
using two computer mice. However, the data was synchronised more rigorously at the analysis 
stage, by examining the shape of the echosounder signal (flat or sloping) to determine when the 
echosounder first started moving. 
Once the start of the echosounder signal and the matrix had been lined up, the next stage of 
data processing was to compute a time history of the traverse matrix based on the traverse 
speed and the distances between the measurement points. Taking into account the 1 second 
stopping time at each point, this gave the time at which the echosounder was at each position in 
the matrix. The data at each location could then be pulled out of the echosounder time history 
signal. Following the method in the small flume the maximum values were plotted against the x-
y position to produce 3D profiles of the depth measurements.  
One complexity during the analysis was that after following the above method there was still a 
discrepancy between the x-y positions and the depth readings. An investigation was conducted 
to determine if this was due to a difference between the true speed of the traverse and the 
specified value. A laser pointer was attached to the traverse and moved to a series of positions. 
At each point a mark was carefully made on the floor. The location of the laser dot relative to the 
marked points was then filmed as it completed the traverse path. A high resolution clock was 
positioned in view of the camera so that the true traverse speed could be calculated from the 
time taken to travel the known distances between the markers. The distances between the 
marked points on the floor were measured to check for consistency with the programmed 
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coordinates, which was the case. The markers were positioned to include single axis and 
combined axis movement of the traverse in both forward and reverse directions.  
The results indicated that the programmed traverse speed was linked only to the axis travelling 
the furthest distance during two axis movement and not to the direct path travelled between two 
points, as was assumed in the first analysis. By basing the speed calculation on the distance 
that the longest axis travelled to move between points the discrepancy in the data was 
significantly reduced. However, a small discrepancy between the traverse and echosounder 
readings was still evident. This small discrepancy added up into one that was noticeable in the 
signal over the long traverse pattern. A systematic correction was applied to the calculated 
position times to account for this, based on evidence from the video analysis as well as the 
length of the time discrepancy over the full matrix. The output results were checked against 
other techniques and visual observations to ensure they were sensible, see Section 4.4.5.  
As the echosounder records the distance between the sensor and the bed, a datum had to be 
defined to convert the data into a scour depth. The echosounder was set over the flat sand bed 
to record the datum level. In the case of the small flume the variation in the flat bed was only 1 
mm. However, in the larger flume an average value from a profile of the flat bed was used as 
there was slightly more deviation in the sand level at this scale. 
4.4.2 Photogrammetry  
To develop a working photogrammetry system, several aspects had to be considered. These 
included the practical set-up of the system such as the camera positioning and mounting, 
lighting and measurement targets. Data acquisition and image processing had to be 
investigated and a method for dealing with refraction needed to be determined.  
The computational side was approached through the use of a software package, VMS version 
8.5 (Vision Measurement System) that was developed by Robson and Shortis (2012). This 
software was chosen as the first author is based at UCL facilitating the provision of in-house 
training and support as well as detailed discussion of practical aspects and the refraction issue. 
This software uses the bundle adjustment method (see Section 2.7.3 and Appendix 8 for full 
description of the method). Using an existing software package has the significant advantage 
that it is tried and tested, and removes the need for manual image processing or writing code 
from scratch which would be time consuming. However, this software does not explicitly take 
into account refraction through surfaces between the camera and the object. The implications of 
this will be discussed after the equipment set-up is detailed.  
Initially two high resolution CCD Kodak MegaPlus ES1.0 cameras were positioned outside of 
the small flume (and 4 cameras at the larger flume) to photograph the scour hole during testing 
through the air-glass-water interface, as this was the system that had the most potential for 
scour measurement in terms of meeting all of the requirements. As discussed in Section 2.7.3 a 
minimum of two photographs are required to solve the colinearity equation, so a minimum of 
two cameras were needed in a system obtaining dynamic measurements through simultaneous 
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image capture. The two cameras were mounted at a steep downward looking angle (at least 45 
degrees to the horizontal) in order to provide the best possible coverage of the deepest scour 
holes. They were positioned so that their optical axes crossed towards the back of the scour 
hole to maximise the image quality over the area to be measured. The cameras were connected 
to a computer via a frame grabber for image acquisition. A trigger box was used to control the 
image capture and synchronisation of the two cameras. The image acquisition software was set 
to run with an external trigger and an internal trigger on the trigger box was set to the required 
frequency for image capture. To establish points for measurement in the images a grid of dots 
was projected through the flume wall onto the bed. A film projector was readily available for this 
function and was a cheaper option compared to the diffractive lasers used in some other studies 
(Section 2.7.3). The dot size that was projected was controlled through careful positioning of the 
projector and design of the grid system printed onto the slide. Using projected markers avoided 
the need to use image matching software, the capabilities of which were likely to be limited due 
to the featureless nature of the fine sand bed. A pair of lamps were used to enhance the 
ambient lighting as the best image quality was obtained with a small aperture setting (less light 
allowed into the camera).  
 
Figure 4.12 Photogrammetry technique set-up at the coastal flume. 
This set-up produced images during the scour tests of suitable quality, with excellent spatial 
coverage and frequency. The remaining issue was how to calibrate the cameras to account for 
refraction. 
Several options were investigated: 
1. Calibrate the cameras ex situ and ignore the refractive plane in the in situ 
measurements 
For this solution the intrinsic calibration parameters of the cameras were calculated a priori by 
photographing a carefully designed calibration plate made of a square sheet of glass. The sheet 
was painted mat black with reflective dot targets positioned on one face. The coordinates of the 
dots were known with a high level of accuracy from another measurement system. The 
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calibration plane was photographed with both cameras from a range of positions and 
orientations relative to the plane. These photographs along with the known coordinates of the 
targets were entered into the VMS software and a bundle adjustment calculation was run to 
obtain the lens distortions and other camera parameters. The intrinsic parameters were identical 
between the calibration and the flume measurements because the focal length was kept fixed 
by applying tape to the adjusters so that they could not be moved accidentally. The solution at 
the flume was made possible by placing a small number of targets of known coordinates on the 
front wall of the flume (i.e. no refractive planes between the targets and the camera). These 
targets provided enough information for computation of the camera orientation parameters 
relative to the flume. Along with the intrinsic camera parameters and image observations the 
unknown 3D coordinates of the scour hole could then be calculated in the bundle adjustment.  
2. Calibrate the cameras in situ and implicitly account for refraction 
For this option the calibration was completed with the cameras in place next to the flume prior to 
running the scour tests. A calibration cube with a series of targets of known coordinates was 
placed underwater in the flume in view of the cameras. The position and orientation of the cube 
was varied while a series of photographs were taken with the cameras in the fixed position. The 
known coordinates along with the measured image coordinates of the calibration cube targets 
were input and a bundle adjustment computation was run to obtain the camera orientations and 
intrinsic parameters. The idea was to obtain a best fit to the calibration cube in this method. 
Apart from computing the standard camera parameters iteratively in the solution (lens 
distortions etc.) a further set of up to 10 parameters can also be input into the bundle 
adjustment to help improve the fit between the computed and real target coordinates, thereby 
implicitly taking into account the additional effects of the refractive flume wall. 
The calibration cube is shown in Figure 4.13. The sides of the calibration cube were 30 cm long. 
Lines of white dots on a black background were printed, laminated and fixed to the calibration 
cube to make up the targets. Prior to the camera calibration the coordinates of the markers on 
the calibration cube needed to be measured to ascertain the known coordinates needed for the 
calibration. Initial estimates using callipers were refined using a standard photogrammetry 
solution. This was conducted outside of the flume (i.e. no refraction issue) with a Nikon D3200 
DSLR camera, in order to establish the coordinates of the calibration points with high accuracy. 
The first option discussed above established that as expected there was a need to account for 
refraction as the distortions in the computed solution were large, although it was possible to 
compute a solution (solution was convergent). However, the distortions were too large for the 
method to be appropriate for scour measurement. 
The second option was designed to incorporate refraction in a similar manner to accounting for 
lens distortion through an additional set of parameters that would be computed as a best fit in 
the bundle adjustment. It was hoped that this would provide at least a reasonable approximation 
between the real and computed coordinates in the object space. While some degree of 
compromise in terms of accuracy was expected, this method was preferable because of its 
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simplicity as it did not require software development. Unfortunately a convergent solution in the 
bundle adjustment could not be obtained as the initial estimates of the parameters were too 
inaccurate and the distortion too severe. A range of options were investigated to obtain a 
convergent solution, including switching between a 2 and 4 camera system, running the 
calibration for one image pair only so that the calibration cube did not move relative to the 
refractive plane, and a trial and error approach was implemented for selection of the 
combination of additional parameters used in the calculation. Using only one pair of images did 
enable a solution to be obtained for the camera calibration parameters and camera orientations. 
However, when this solution was used to measure a real scour hole, the errors were very large 
and an acceptable solution using this method could not be obtained. 
a)    b)  
Figure 4.13 Calibration of photogrammetry system in the Coastal flume a) calibration 
cube b) in-flume calibration. 
Consequently this approach had to be revised and the remaining options considered were as 
follows:  
1. Extend the software to incorporate a physical model for refraction 
This could be based on the ray-tracing method discussed in Section 2.7.3. Although this method 
has been shown to be feasible it would be complex to implement, as it relies on an iterative 
solution to calculate refraction which would require extensive code development. As discussed 
in Section 2.7.3 there are circumstances in which a solution cannot be obtained from this 
method, and other aspects may reduce the accuracy of the solution such as having very steep 
angles between the cameras and the refractive planes. Therefore, although plausible, an 
accurate solution would not be guaranteed. 
2. Compromise in terms of the measurement system requirements 
This required a rethink of the system requirements in terms of intrusiveness, time resolution, 
spatial coverage, or accuracy. 
The first of these options was considered high risk as results could not be guaranteed and the 
feasibility was an issue considering the timeframe of the project. Therefore, the second option 
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was chosen. One way to deal with the refraction issue was to switch to using underwater 
cameras. As discussed in Section 2.7.3 underwater cameras can be successfully calibrated in 
the standard way because the refractive distortions are symmetrical. This would still enable 
most of the desired measurement system requirements to be maintained, but would 
compromise in terms of intrusiveness. 
The use of underwater cameras was first investigated in terms of the feasibility of image capture 
during testing (dynamic measurements). The size of the existing Kodak cameras and the fact 
that they would need a waterproof housing would result in a large amount of equipment in the 
water. If positioned downstream of the pile this would not interfere with the experiment except in 
wave tests where reflections could be an issue or tidal flows where the downstream side 
changed with every half cycle. Another option was to switch to using smaller cameras. However, 
it was difficult to source small cameras within budget that could be synchronised accurately. 
Furthermore, the field of view of the cameras would need to be assessed to determine if the 
scour hole could be viewed without placing the cameras in intrusive locations.  
An alternative compromise to the requirements was to only take photographs when the flow was 
paused. This meant firstly that any size of camera could be used without affecting the level of 
intrusiveness, and secondly only one camera was needed as a series of pictures could be taken 
while the scour hole was stationary. This also meant that a large number of photographs could 
be taken of the scour hole which would promote a robust bundle adjustment calculation due to a 
high level of redundancy. As the system was one which can be fully accommodated by the VMS 
software, accuracy was also expected to be excellent. As mentioned in Section 4.1 the tests 
had to be paused periodically to re-smooth bed ripples, overnight, and before flow reversal in 
the tidal experiments. By taking photogrammetry measurements at these points, the new 
system compromised only in terms of the frequency of measurements.  
A specifically designed, relatively inexpensive underwater camera, (Canon PowerShot D20) 
was purchased. Critically, the focus could be set manually so that it did not change between 
photographs, making it possible to calibrate the camera in the usual way. Photographs were 
taken all the way around the pile using a range of roll angles to enable a robust computation. 
The camera was hand held and submerged just beneath the water surface so that it did not 
result in any disturbance of the bed. Calibration was conducted by marking a matrix of dots of 
known coordinates onto the pile prior to running the tests. As the targets were in situ during the 
experiments the calibration could be obtained from the same photograph sets used for the 
scour hole measurement. 
The measurement points in the scour hole were consistent with the earlier technique using 
projectors. Digital projectors were used in the final set-up, so that the clarity of the dots was 
improved (brighter and more defined). The most suitable dot size and spacing could be easily 
determined in situ by making adjustments to the computer file that was being projected. In the 
larger flume two projectors were used to cover the required area, in the smaller flume only one 
projector was needed. The projector was positioned at a steep angle of at least 45 degrees to 
122 
 
the horizontal to provide the best possible coverage on the nearside scour hole slope which 
faced away from the projectors. In this way only a small area of the scour hole slope did not 
contain any measurement points, as well as a small shadow zone directly behind the pile.  
a)         
             
b)           
Figure 4.14 Photogrammetry technique in the coastal flume a) final set-up with digital 
projector b) example underwater images used in the analysis.  
To increase the accuracy of the solution, only the known targets on the pile were used in a first 
stage solution to obtain the camera parameters. In the second stage the unknown dots on the 
bed were computed. This prevented dots that were less defined due to the projection angle 
relative to the sand bed profile from influencing the computation of the camera parameters. In 
this way the scour hole profile was successfully computed in both flumes and this was the final 
photogrammetry system adopted. The set-up and example images are shown in Figure 4.14. 
Post processing of each photogrammetry solution was required to output 3D plots of the bed 
profiles in the correct coordinate system. The coordinate system in the photogrammetry 
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software cannot be fixed because of small adjustments made in the solution to the coordinates 
of the known points. Therefore, coordinate transformations had to be applied to align the bed 
profiles with the coordinate system adopted in the flume, with the x axis in the streamwise 
direction and the z axis vertical. The profiles were also translated so that the (0,0,0) point 
coincided with the initial bed level, and the centre of the pile. 2D profiles were obtained from the 
3D bed profiles using a linear interpolation function in Matlab. 
4.4.3 Pile scale 
Initially a scale was attached to the pile by gluing a thin acetate sheet around the cylinder which 
had a 1 mm scale printed on it. However, problems arose with the sheet becoming detached 
from the pile during trial tests, eventually influencing the deposition patterns in the scour hole. It 
was also difficult to read the scale clearly due to its fine resolution. So for the final experimental 
design this system was revised to marking a scale onto the pile directly. A lathe was used to 
mark concentric circles around the pile with a thin tipped marker pen at 5 mm intervals (see 
Figure 4.15a).  
In some of the later series of tests in which the final photogrammetry system was implemented 
the scale was incorporated into the pattern of dots that were marked onto the pile as targets. A 
stencil of the required dot matrix was made by drilling the pattern into an acetate sheet using a 
0.5 mm drill bit in the case of the smaller scale tests, and a 1 mm drill bit for the larger flume so 
that the dots were suitably sized in the photographs. The sheet was then wrapped around the 
pile and spray painted to mark the dots onto the pile through the stencil. Once the paint was dry 
the stencil was removed. The dot pattern included vertical lines of dots at 5 mm intervals to 
coincide with the base section of the pile, and the scale was marked at several discrete 
positions around the pile circumference (Figure 4.15b).  
a)  b)   
Figure 4.15 Pile scales in the small flume a) concentric circle scale marked onto the pile 
b) dot scale marked onto the pile. 
The scour depth data from the pile scale was collected through visual observations, supported 
by video recording and still images. The frequency of the measurements depended on the rate 
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of scouring. The first part of the test was observed continuously with scour depth recorded at 
approximately 30 second intervals. Later in the tests the scour depth was checked hourly. The 5 
mm scale enabled scour depth to be estimated by eye to the nearest millimetre with a 
reasonable degree of accuracy. The scour depth of the deepest point at the pile was recorded, 
which was located at the upstream face of the pile apart from during the initial phase of the test 
where scour depth was deeper at the pile sides. 
4.4.4 Observational recordings 
Interesting processes and unusual features observed during the tests were recorded by making 
notes and taking photographs and videos. Time lapse photography was also used to aid in the 
monitoring of scour depth from the pile scale, see Figure 4.16. The camera was set up on a 
tripod outside of the flume and connected to a computer. The frequency of photographs could 
be set in the image capture software. Photographs were acquired at 3 second intervals initially, 
and every 5 minutes once the rate of scour had reduced. In the larger flume this method was 
employed to monitor scour progress around the small pile, as the scale could not be observed 
directly due to the pile being located at the far side of the flume with limited access. In the small 
flume these photographs were not relied upon for measuring the scour depth but instead 
provided a record, guaranteeing the integrity of the data as well as allowing further qualitative 
insight to be gained post-test.  
a)   b)   
Figure 4.16 a) Time lapse photography in the small flume b) Time lapse photography to 
monitor the small pile in the coastal flume. 
4.4.5 Comparison of measurement techniques  
To determine the suitability of the three measurement techniques detailed above for use in the 
two flumes and to have confidence in the results a comparison was undertaken of 
measurements between the systems in both flumes. 
In the small flume an echosounder profile taken in the streamwise direction along the centreline 
of the flume was compared with a 2D profile of the same scour hole interpolated from the 3D 
bed profile obtained with the photogrammetry system. The measurement on the pile scale was 
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also recorded at the same time. The comparison of the three techniques is shown in Figure 
4.17. 
In the small flume it was not possible to collect measurements in close proximity to the pile with 
either the echosounder or photogrammetry techniques, however, if the profiles are extrapolated 
to the location of the pile it can be seen that there is good agreement between these profiles 
and the pile scale measurement. 
 
Figure 4.17 Comparison of echosounder and photogrammetry scour hole profiles with 
the pile scale measurement from test R.19 in the small flume. 
The photogrammetry and echosounder profiles are also in good agreement with each other, 
particularly on the upstream side of the pile. However, there is a more significant discrepancy 
between the profiles towards the top of the upstream scour hole slope.  
This aspect was investigated by traversing the echosounder across the upstream edge of the 
scour hole in small increments. It was found that the echosounder output a step change in 
depth rather than a smooth transition as it crossed the edge of the scour hole. This can be 
linked to the size of the beam footprint of the echosounder. A stronger signal is obtained from a 
flat bed than a sloping bed, so as soon as the edge of the flat bed comes into range this is the 
value that is output rather than an average of the depth over the footprint area. This results in 
the edge of the scour hole appearing to be closer to the pile than it should be, seen in Figure 
4.17 in comparison to the photogrammetry profile.  
The small difference in the profiles on the downstream side of the pile in Figure 4.17 may be 
due to small discrepancies in the alignment of the echosounder compared to the 
photogrammetry system. A small offset in terms of the x or y position or a slight rotation of the 
echosounder sensor from horizontal would account for the difference.   
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a)     
b)  
c)  
Figure 4.18 Echosounder profile of scour hole in coastal flume at end of test C.90.19 a) 
plan view b) side elevation c) photogrammetry profile for comparison 
Flow direction 
Flow direction 
Flow direction 
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The level of agreement between the three techniques in this flume provides confidence in the 
results. While the photogrammetry technique has the better resolution and accuracy it could not 
be used as extensively because of the limitation that the flow needed to be paused. Therefore, 
the echosounder was used as the primary measurement system during tests in this flume for 
measuring 2D scour hole profiles. This system also has the advantage of quicker data 
processing time compared to the photogrammetry method. A final check of the reliability of the 
echosounder technique in the small flume was made during tests R.29.1, R.29.2, R.29.3 and 
R.29.4 which were repeated under the same conditions, enabling repeat scour hole profiles to 
be collected. Very close agreement was found for each of the comparisons (see Appendix 7).  
In the large flume excellent agreement was also found between the interpolated 2D 
photogrammetry profiles and the pile scale readings. In this flume the photogrammetry was able 
to measure almost adjacent to the edge of the pile so direct comparison with the pile scale was 
possible. The comparisons are shown in Figures 6.67 - 6.68, Section 6.  
While the photogrammetry and pile scale were in close agreement in the large flume, this was 
not found to be the case for the echosounder system. Figure 4.18 shows a 3D profile of the 
scour hole measured with the echosounder at the end of test C.90.19. The same scour hole 
measured using the photogrammetry technique is shown in Figure 4.18c and in Figure 4.21b 
alongside a photograph of the scour hole. 
It is clear qualitatively when comparing the profiles from the two techniques that there are 
significant differences between the scour hole profile shapes. In particular the region in close 
proximity to the pile is much shallower in the echosounder profile than it is in the 
photogrammetry profile. Furthermore the deepest part of the scour hole is on the left hand side 
of the pile in the echosounder profile but this does not match observations of the scour hole and 
pile scale or the photogrammetry profile in which the scour hole is deepest on the right hand 
side of the pile. To analyse these differences a direct comparison of the measurements 
interpolated from the echosounder and photogrammetry profiles at the same locations is shown 
in an identity plot in Figure 4.19. 
It is clear in Figure 4.19 that the echosounder is systematically recording shallower scour 
depths than the photogrammetry system. This was also found to be the case when comparing 
ADV depth readings with point gauge measurements in the small flume (Porter, 2011). This is a 
consequence of the larger size of the beam footprint which results in poor measurement 
accuracy over steeply sloping sections of the bed. The measured points that are in closest 
agreement in Figure 4.18 are close to the zero depth, which is the initial, flat bed level. The 
shorter measurement window (1 s) used in this flume compared to measurements in the smaller 
flume is also likely to be a factor in the poor agreement between the two techniques. Note that      
in Figure 4.19 the photogrammetry and echosounder measurements in the small flume are also 
plotted against each other demonstrating the much closer agreement achieved at the smaller 
scale. 
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Figure 4.19 Identity plot of photogrammetry versus echosounder measurements of the 
3D scour hole profile at the end of test C.90.19 (black) and echosounder measurements 
compared to photogrammetry measurements in the small flume from test R.19 (red).  
As discussed in Section 4.4.1 a substantial amount of post-processing was needed in order to 
plot the echosounder 3D profile due to the synchronisation of separate data streams. Another 
possible reason for the poor agreement between the techniques may be persisting 
synchronisation errors. As was discussed in Section 4.4.1 a small error was noted after 
synchronisation and so an additional correction was applied. One way to assess the persistence 
of synchronisation errors is to consider the features of an unaligned profile due to poor 
synchronisation. The traverse matrix moved in a spiral starting at the closest point to the 
upstream (left hand) side of the pile in Figure 4.18 and moving in an anti-clockwise direction. 
Therefore, an issue with synchronisation of the data streams would be less apparent in the 
region closer to the pile, and increase in significance at the outer extremities of the scour hole. 
Furthermore, a systematic error in the synchronisation would result in a shift of each circle of 
measurement points relative to the next in a visually recognisable pattern (as was seen prior to 
applying the final correction to the synchronisation see Figure 4.20). This indicates at least 
qualitatively that the synchronisation has been successful in Figure 4.18.  
This suggests that the synchronisation issue is not solely responsible for the significant 
differences in the 3D echosounder profile compared to the photogrammetry profile. The larger 
beam footprint and shortened data acquisition time compared to measurements in the smaller 
flume are the key factors that have resulted in poor representation of the deepest sections of 
the scour hole. Due to the poor quality of the echosounder data in the coastal flume, further 
processing was not undertaken, and instead the photogrammetry technique which has shown 
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excellent agreement with the pile scale measurements was used as the primary system for 
profiling the scour hole in the larger flume. 
 
 
Figure 4.20 Echosounder profile without final synchronisation correction 
a)   b)  
Figure 4.21 Comparison of photogrammetry and visual observations of features in the 
scour hole a) photograph of the scour hole that was profiled with the echosounder and 
photogrammetry techniques at the end of test C.90.19 b) photogrammetry profile of the 
scour hole shown in a) with matching features identified (red circles). 
A final check of the photogrammetry data was made by qualitative comparison with scour hole 
features observed in photographs. A photograph of the same scour hole profiled by the 
echosounder and photogrammetry techniques is shown in Figure 4.21a, alongside the 
photogrammetry profile (Figure 4.21b). The photogrammetry technique successfully captures 
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the finer details of the scour hole for example the small depressions and ridges marked in 
Figure 4.21a are visible in the correct locations in Figure 4.21b demonstrating the excellent 
resolution of the photogrammetry technique.  
4.5 Velocity measurement 
It was important to measure the ambient flow velocity for each test condition as neither facility 
provided explicit specification of the velocity (velocity control is based on valves and weir gates 
in the small flume and on motor speed in the larger flume). Therefore, only through in situ 
measurement could the flume be set up to be consistent with the design velocity for each test.  
The vertical profile of streamwise velocity was measured in the flumes prior to each test series 
or change in flow condition. This prevented interference between the velocity measurement 
equipment and the scour process. By removing the upper section of the pile, the ambient flow 
could be measured in the central section of the flume over a flat sand bed. This meant that the 
velocity measurements were not influenced by the pile wake or bedforms. In the larger flume 
the ambient velocity profiles were collected at the locations of both of the piles to check the 
uniformity of the flow across the width of the flume. The depth-averaged velocity was calculated 
from the velocity profiles using the trapezium rule (see Soulsby, 1997). 
In some cases the velocity was also monitored during the tests with the measurement 
equipment situated downstream of the pile. While these measurements were affected by the 
pile wake, this provided an indication that the flow conditions were consistent for the duration of 
the tests and between experiments. In the tidal tests the equipment was located upstream of the 
pile for half of each cycle as it was impractical to switch the location of the equipment with each 
flow reversal. As these tests were run in the larger flume, the effect of the equipment on the 
scour process should be minor as the equipment was placed in the far field away from the pile, 
the probe was small relative to the pile diameter, and in any case there was a greater level of 
background turbulence in the flow. It was particularly important to measure the flow velocity 
during the spring-neap tidal tests as the calibration between motor speed and flow velocity 
contained a degree of uncertainty (see previous discussion in Section 4.2.5). Measurements 
were taken 18 cm above the bed to provide an estimate of the depth-averaged streamwise 
velocity during these tests. Good agreement was found between the measured and design 
values, see Appendix 10. 
Initially, a propeller meter was used for velocity measurement in the small flume. The probe was 
mounted over the flume and was positioned vertically in the water column by aligning it with a 
ruler attached to the outside of the flume. While propeller meters provide a quick and simple 
method of measuring velocity and the small size of the equipment means that disturbance to the 
ambient flow will be small, it was found that there was considerable discrepancy in the 
measurements between the four propeller meter probes available in the laboratory. To avoid the 
time consuming process of re-calibrating the probes and because of other issues such as poor 
resolution of measurements in proximity to the bed this method was rejected in favour of other 
techniques which are discussed in the following paragraphs. Note that this technique was 
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employed in the preliminary test series P-1 but sensible velocity readings could not be obtained 
due to an issue with the calibration parameters programmed into the data box. Therefore, an 
estimate of the depth-averaged velocity for these tests was obtained from comparison of the 
results with those from the other test series, see Section 7.1.1. 
One technique used in both flumes was Acoustic Doppler Velocimetry (ADV). A Nortek 
Vectrino+ system was used. This was more successful in the larger flume, as in the smaller 
flume the signal was often very noisy due to reflections from the glass flume walls which, 
because of the small flume dimensions were always in close proximity to the sensor. ADV 
requires seeding particles to be introduced into the flow which reflect the acoustic signal from 
the probe. This allows measurement of the particle velocity using the Doppler shift principle. 
This technique was more suited to measuring the ambient flow prior to scour testing as the 
large amount of seeding required to obtain a high signal to noise ratio clouded the water to such 
an extent that during the tests the reduction in visibility would be too great for observational 
recording of the scour depth from the pile scale. Therefore, the signal quality was somewhat 
reduced when ADV was implemented during tests due to the reduction in the volume of seeding 
that could be used. This was particularly evident in the preliminary test series P-3, Appendix 3. 
During post-processing of the data, the signal quality was checked to determine its suitability for 
use. In the main test series data spikes were removed from the data using a simple cut-off, but 
data that was very noisy was discarded. The ADV system calculates the velocity of particles 
within a measurement volume of approximately 1 cm3 located 5 cm beneath the sensor. 
Therefore, it is not suited to taking high resolution measurements near the bed, and 
measurements within a few centimetres of the water surface are not possible with a downward 
looking probe.  
The ADV probe was fixed to a vertical bar above the flume. Holes were drilled into the bar at 1 
cm intervals which enabled accurate vertical positioning of the probe by simply moving it up or 
down the required number of holes. To obtain a representative average velocity profile, at each 
measurement position the velocity was recorded for a minimum of 2 minutes to account for the 
turbulence in the flow. Velocity recordings lasted a minimum of 4 minutes at each position for 
wave or wave-current profiles.  
Due to the limitations of the propeller meters and ADV probes in the small flume, Laser Doppler 
Velocimetry was also employed in this facility (Figure 4.22). This was not practical in the larger 
flume for health and safety reasons. LDV works on the same principle as ADV in that it 
measures the velocity of seeding particles in the water using the Doppler shift principle, except 
that it emits light waves instead of sound waves. This difference enables the measurement 
volume to be much smaller than for an ADV system and is of the order of 1 mm3. The laser is 
positioned outside of the flume on a traverse so that the measurements are non-intrusive. High-
resolution, near-bed measurements can be collected, so it is well suited to producing detailed 
vertical velocity profiles from which estimates of bed shear stress can be obtained (Appendix 
10).  
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a)    b)   
Figure 4.22 a) LDV system set-up at small flume, b) laser positioned to measure 
streamwise velocity on the flume centreline 5 cm upstream of the pile section over a flat 
sand bed prior to scour testing. 
The techniques described above were used to measure only the ambient or far field flow. 
However, one experiment (test R.25) was conducted to investigate the flow properties in the 
vicinity of the pile during scour development. A flow visualisation technique was used to provide 
qualitative information about the flow processes. Polystyrene balls were added to the water as 
seeding. A vertical laser light sheet was positioned above the centreline of the flume aligned 
with the streamwise direction running either side of the pile. A camera was set up on a tripod 
next to the flume to photograph the reflections from the seeding particles travelling through the 
laser sheet. The exposure time had to be adjusted on the camera so that the particles were 
displayed as streaks in the images, providing qualitative insight into the speed and direction of 
the flow. The lighting had to be carefully managed by covering the outside of the flume with 
black cardboard sheets to leave a single viewing window at the pile where the camera was 
situated under a black cloth canopy. While this technique enabled interesting insights to be 
gained (see Section 6.7.1), over time the polystyrene balls clogged the filters at either end of the 
flume channel, resulting in an increase in water depth and a reduction in velocity during the test, 
see Appendix 3 for further discussion. This meant that the technique could not be used to 
investigate scouring under controlled conditions.  
4.6 Water depth measurement 
Water depth was measured by attaching a ruler to the external wall of the flume in the central 
section close to where the pile was situated. In the wave tests the water level was monitored 
during experiments using a set of resistance-type wave gauges. These were distributed along 
the flume both upstream and downstream of the pile location (see Figure 4.23), so that the 
effects of the false bed, sand ripples, scour hole and piles on the waves could be quantified. 
The probes were placed at set distances from the wave paddles and to each other to enable 
calculation of the reflection coefficient following the method of Goda and Suzuki (1976).  
The wave probes were connected to a data logger so that the voltage signal from each probe 
was recorded directly to a computer. Prior to starting the waves, the signal was recorded with 
the probes positioned at a series of known vertical heights relative to the still water level to 
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provide the information necessary for calibration. The wave probes were held in position on a 
custom made mounting that enabled vertical position adjustment via a series of holes drilled at 
1 cm intervals. Calibration was completed with the wave paddles switched on and powered up 
so that there would be no change in still water level between the calibration and the experiment. 
The probes were calibrated at the start of each day of testing because of the sensitivity of the 
probes to the still water level, water temperature and other parameters that affect electrical 
conductivity in water. The calibration relationship was linear so that a conversion equation could 
be easily obtained by plotting the voltage signal against the known water level. The calibration 
data are given in Appendix 9.  
 
Figure 4.23 Layout of wave probes and wave probe naming convention (P1-P5) (not to 
scale). 
Direction of waves 
P1 P2 P3 P4 P5 
0.4 m 0.6 m 0.4 m 
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5. Test programme 
Following the testing criteria set out in the project aims and objectives (Section 3) the test 
programme was designed to cover a range of flow conditions for uniform, layered and mixed 
sand beds. To constrain the problem, two sand sizes were selected which for the purposes of 
this project were termed ‘fine sand’ and ‘coarse sand’ with d50 values of 0.2 mm and 0.6 mm 
respectively. These two sands were used to create a variety of layered and mixed sand bed 
configurations in the test programme. This enabled a number of interesting results to be 
obtained which will be presented in the next chapter, so the constraint of using only two sands 
did not need to be widened within this project. 
For the layered sand beds, the majority of tests consisted of a 2-layer configuration with an 
upper fine sand layer and lower coarse sand layer, as this combination has been seldom 
investigated in the literature (see Section 2.4). The main variable for these tests was the 
thickness of the upper layer.  
For the mixed sand beds, the fine and coarse sands were combined in a variety of ratios, as the 
key parameter to be varied, resulting in a range of bimodalities in the mixture, and a range of 
sediment non-uniformity parameters.   
For tests under unidirectional flow, a range of velocities in the clear water regime were tested 
for each of the uniform, layered and mixed sands. A selection of tests were also repeated in the 
larger flume to enable assessment of scale effects and check for consistency in the test 
methodology. 
Tidal and wave-current flows were also tested in the large flume for a selection of uniform, 
layered and mixed sand beds. Reversing flow tests consisted of constant velocity in each 
direction. Two tests were conducted with a spring-neap tidal cycle (coarse sand and layered 
bed). This consisted of asymmetric, velocity varying flow but with constant water depth. A set of 
wave-current tests were conducted in clear water conditions to enable investigation of this less 
studied regime for wave-current scour. Investigation of the effect of wake patterns on the scour 
process was incorporated into this test series by conducting one test with KCwc>10, one with 
KCwc<10 and one with KCwc=10 (following the discussion in Section 2.3.4). 
Each test set was designed to enable direct comparison between the standard and novel cases. 
Therefore, each flow condition consisted of testing in the uniform sands as well as in the mixed 
and layered sands to determine the differences. In the wave-current cases, tests were also 
conducted under the wave alone and current alone conditions for this reason. For tests in tidal 
flow, the velocity was set so as to enable consistent comparison between unidirectional, 
constant velocity reversing and spring-neap cycle tests. 
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The core parts of the test programme are described as follows: 
• Baseline tests in uniform fine and coarse sands for comparison with literature in 
unidirectional flow 
• Extending these tests to the large flume and to reversing flow, wave, and wave-current 
flow 
• Layered bed tests with fine sand overlying coarse sand with a variety of upper layer 
depths in unidirectional flow  
• Other layered bed configurations: coarse sand overlying fine sand and 3-layer tests in 
unidirectional flow 
• Extending selected layered cases to the larger flume in unidirectional current and 
reversing, tidal and wave-current flows 
• Mixed bed tests consisting of varying proportions of fine and coarse sand in 
unidirectional flow 
• Selected mixed tests extended to the large flume in unidirectional current, reversing and 
wave-current flows 
The programme of tests conducted in the small flume is detailed in Table 5.1, and the main 
series of tests in the larger flume are presented in Table 5.2. Each test is assigned to a test 
series, and given an individual test number. These will be used to reference specific groups of 
tests and individual tests in the following chapters. The parameters for each test are shown and 
a brief description is included to indicate the motivation for running each test. Comments are 
noted where additional factors need to be considered when analysing the results of a given test. 
More extensive descriptions of each test including the results of that test are given in Appendix 
3. Also see Appendix 3 for details of further sets of initial and preliminary tests that were run in 
each flume but were excluded from the main analysis.  
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6. Results 
In this section the main findings from the laboratory tests are presented. The key results will be 
discussed in greater detail in Section 7 in order to establish the causes and make comparison of 
the scour behaviours under the different conditions tested. The results section begins by 
presenting the measurements of time development of scour depth at the pile. The results are 
subdivided into flow type, starting with the tests in unidirectional current, then moving on to the 
tests in reversing and tidal flow, before presenting the results from the wave and wave-current 
tests. In each flow case the results are further divided by sediment type: fine sand, coarse sand, 
layered sand beds and mixed sand beds. Following the scour depth-time development results, 
the outcomes from the echosounder and photogrammetry techniques are presented. Finally the 
laboratory work investigating the sediment parameters and flow properties is detailed. These 
aspects will be brought together in the discussion section thereby developing an in-depth 
understanding of the results presented in this section. 
6.1 Unidirectional current tests 
6.1.1 Uniform sand tests 
A set of control tests were conducted under a unidirectional current in uniform sand in order to 
verify the experimental methodology and measurement techniques through comparison of the 
results with those available in the literature. These tests were also designed to provide a basis 
for comparison of tests conducted at later stages of the test programme where the sediment 
parameters and flow conditions were varied. 
The unidirectional current scour tests that were conducted are shown in Figures 6.1-6.4. For 
ease of visualisation, the results are displayed separately by flume and by sediment type (fine 
or coarse sand). 
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Figure 6.1 Unidirectional current 
scour tests in the coastal flume in fine 
sand, with 20, 50 and 90 mm piles. 
Figure 6.2 Unidirectional current 
scour tests in the coastal flume in 
coarse sand, with 20 and 90 mm piles. 
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The tests shown in Figures 6.1-6.4 follow the expected scour development trend (an increasing 
function with decreasing gradient) in agreement with the literature, demonstrating in general the 
success of the test methodology. A more detailed comparison with results from the literature will 
be given in Section 7.1 of the discussion chapter to ascertain the level of agreement in terms of 
the relationship with flow intensity and other key variables.  
While the general trend (increasing function with decreasing gradient) is similar between the 
tests, the time scale of the scour process and the maximum scour depth differ considerably 
between the tests in Figures 6.1-6.4. This is due to the variation between the tests of a range of 
parameters such as the flow velocity, grain size and pile diameter. The most severe scour case 
is shown to be a scour depth of 2.2 times the pile diameter. This occurred at the 20 mm pile in 
the larger of the two flumes. A scour depth of 2 times the pile diameter was approached in the 
smaller flume at the 40 mm pile. These values are within the range of scour depths reported in 
the literature (Whitehouse, 1998). In comparison across the tests, the largest scour depths were 
attained in the fine sand rather than the coarser sand, and the largest scour depths occurred at 
the highest flow velocities tested, within the clear water regime, following the reported literature 
results (see Section 2.2). In general the results are in agreement with the expected trends in 
terms of scaling, pile diameter, sand grain size and velocity. These aspects will be discussed in 
greater detail including a more quantitative comparison with the literature and standard 
prediction equations in Sections 7.1 and 7.3 of the discussion chapter.  
The quasi-equilibrium scour depth defined for each test is another interesting parameter to 
consider. Apart from a few tests which were run for a shorter duration due to time constraints 
(e.g. tests R.8, R.9, C.50.32) the remaining tests were stopped at the earliest once the change 
in scour depth was less than 0.025 S/D in a 6 hour period, as specified in the methodology 
Section 4.1.3. The quasi-equilibrium condition for each test is given in Tables 5.1 and 5.2. 
Where time constraints allowed, tests were run for longer than this criterion and the full length of 
the tests is also given in Tables 5.1 and 5.2 (and shown in Figures 6.1-6.4). The quasi-
equilibrium condition is important when making comparisons between tests, to provide 
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Figure 6.3 Unidirectional current 
scour tests in the small flume in fine 
sand. 
Figure 6.4 Unidirectional current 
scour tests in the small flume in 
coarse sand. 
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consistency in terms of a maximum scour depth parameter. It is important to note that at the 
defined point of quasi-equilibrium, although the curves are considerably flatter, scour depth 
development has certainly not stopped entirely. Furthermore, for those tests which were 
continued for a considerable amount of time beyond the point of quasi-equilibrium, the scour 
depth continued to develop quite substantially. In particular in tests C.20.10, C.20.11 and 
C.20.15 which were run for the longest duration compared to the timescale of the scour 
process, the scour depth continued to increase slowly right to the end of the tests. This means 
that a true equilibrium condition was not reached in any of the tests. A more in depth analysis of 
the time to equilibrium parameter is given in Section 7.1.9. An evaluation of the stopping criteria 
in the literature in comparison with the one used for these tests is also included. 
6.1.2 Layered sand tests 
Following the presentation of the baseline uniform sand tests, the results of the tests in layered 
sand beds (Section 6.1.2) and mixed sand beds (Section 6.1.3) under unidirectional current are 
described.   
The layered sand tests with fine sand overlying coarse sand in unidirectional flow are plotted in 
Figures 6.5-6.7. The time development curves follow the expected trend (increasing function 
with decreasing gradient), and similarly to the uniform sand scour tests the spread in scour 
depths between the layered tests can be linked to a number of variables including the flow 
velocity and pile diameter. Unique to these tests is a clear dependency on the depth of the 
upper layer, with scour depth increasing with upper layer thickness. 
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Figure 6.5 Unidirectional current 
scour tests in the small flume in 
layered sand beds with fine sand 
overlying coarse sand, 40 mm pile. 
 
Figure 6.6 Unidirectional current 
scour tests in the small flume in 
layered sand beds with fine sand 
overlying coarse sand, test series T-1, 
40 mm pile, V=19.2 cm/s. 
147 
 
 
 
The key question to consider for the layered sand tests is whether or not the scour behaviour is 
equivalent in these tests to the uniform sand tests. In other words, can the appropriate sections 
of the curves for the uniform fine and coarse sand tests under the same conditions simply be 
added together to correctly model the layered sand case as has previously been assumed in 
the literature (see Sections 2.4.5 and 2.6.3). In order to assess this, Figures 6.8-6.11 show each 
layered case plotted alongside the fine sand and coarse sand tests conducted under the same 
test conditions. To aid the comparison with the layered beds, in Figures 6.8-6.11 the section of 
the uniform coarse sand curve starting from the depth of the interface between the layers has 
been translated so that the start time is equal to the time at which the same depth is reached in 
the layered case. Close agreement of the translated curve with the layered test would indicate 
that the scour process is equivalent between the layered and uniform sand tests. 
In Figures 6.8-6.11 it can be seen that for each case the uniform fine sand curve and the first 
part of the layered sand curve, which is at this point scouring through the upper fine sand layer, 
are in good agreement (i.e. within the measurement uncertainty, see Section 6.10), up to the 
depth at which the interface between the layers is reached.  
In contrast, in Figures 6.8-6.11 the scour development through the lower coarse sand layer in 
these layered tests does not follow the same scour development curve as it did from the same 
depth in the uniform coarse sand test. In fact, in the layered tests once the lower coarse sand 
layer is reached the scour development is appreciably quicker, and leads to a deeper quasi-
equilibrium scour depth than in the uniform coarse sand test. This is a new and very significant 
result as it demonstrates that there is a fundamental change to scour behaviour due to sand 
layering which has not previously been identified. In the cases shown in Figures 6.8-6.11 this 
has resulted in a deeper scour depth than one would anticipate from assuming scour depth can 
be calculated based on the uniform fine and coarse sand test behaviours, hence this approach 
would lead to non-conservative predictions. This key result will be discussed further in Section 
7.2.1 where the reasons for this change in scour development will be explored in relation to 
interaction effects between the two sands at the grain scale. 
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Note that this trend was also observed in the preliminary test series P-1 and P-2 prior to the 
development of ripples upstream of the scour hole (see Appendix 3). 
While the trend of scour depth enhancement in the lower layer of coarse sand has been 
observed for a range of upper layer depths and flow velocities, not all of the layered beds tested 
exhibited this trend. Specifically, in the bed configurations with the thickest upper fine sand 
layers scour did not continue once the interface between the fine and coarse sand layers was 
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Figure 6.9 Comparison of layered and 
uniform sand tests under 
unidirectional current in the small 
flume, fine over coarse sand layered 
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Figure 6.10 Comparison of fine over 
coarse sand layered bed and uniform 
sand tests under unidirectional 
current in the small flume, T-1 test 
series, 40 mm pile, V=19.2 cm/s. 
Figure 6.11 Comparison of fine over 
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sand tests under unidirectional 
current in the coastal flume, V=24.1 
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reached. Figures 6.12 and 6.13 show these tests in comparison with the appropriate uniform 
fine and coarse sand curves.  
 
        
To describe this relationship between layer depth and scour depth more comprehensively, each 
of the layered sand tests are plotted together in Figure 6.14, where for each of the tests the 
quasi-equilibrium scour depth is plotted against the upper layer thickness. Note that both axes 
are non-dimensionalised by the pile diameter, to enable fairer comparison of the results 
conducted under different conditions. The quasi-equilibrium scour depths reached in the uniform 
fine and coarse sands are also plotted in Figure 6.14. The upper layer depth parameter in the 
uniform coarse sand tests is set equal to zero, and in the uniform fine sand tests the upper layer 
depth parameter is defined as equal to the equilibrium scour depth. The tests are divided by test 
series in Figure 6.14, with each set run at a different flow velocity.  
Two trend lines are also displayed in Figure 6.14. One marks the equilibrium scour depth 
reached in the uniform coarse sand case for each set of tests. The other trend line marks the 
points at which the equilibrium scour depth is equal to the upper layer depth, thus the uniform 
fine sand tests lie on this line. If the scour development in the layered cases was equivalent to 
that expected from superposition of the relevant sections of the uniform fine and coarse sand 
tests, all of the points would fall onto one of these two trend lines. Where the layered cases sit 
above the first trend line and to the left of the second trend line it means that the scour depth in 
these tests cannot be modelled simply by superposition of the uniform tests, and in fact 
enhancement of scour depth in the lower layer of coarse sand has occurred. In Figure 6.14 it 
can be seen that for the smaller layer thicknesses scour is enhanced in the lower layer of 
coarse sand, but as the layer depth increases there comes a point at which the quasi-
equilibrium depth reached in the layered cases starts to coincide with the second trend line. 
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This means that the scour depth is now equal to the depth of the interface between the two 
sand layers and there is no longer any scour in the lower layer. In these cases superposition of 
the uniform curves would be appropriate. The point at which the relationship between upper 
layer depth and equilibrium scour depth changes to coincide with the second trend line is likely 
due to the diminishing strength of the horseshoe vortex with depth, and this will be analysed in 
greater detail in Section 7.2.1. 
 
Figure 6.14 Quasi-equilibrium scour depth versus upper layer thickness (Lu) in the 
layered (fine sand overlying coarse sand) and uniform sand tests under unidirectional 
current. 
In Figure 6.14 the relationship between upper layer thickness and scour depth is similar in the 
four test series conducted at different flow velocities. This demonstrates that the new findings 
are repeatable, and valid for a range of flow conditions within the clear water regime. While 
qualitatively the trends are in good agreement, quantitatively there is some variation in the 
amount of scour enhancement that occurred in the lower sand layer. For example in test series 
C-1 the scour depth in the layered test is somewhat larger compared to the uniform coarse sand 
test than it is in similar layered sand tests at the other flow velocities. The C-1 test series was 
run in the larger flume and so the differences in other parameters such as water depth and the 
change of scale need to be considered to understand this difference (see Section 7.1). A more 
quantitative understanding of the scour behaviour in these layered tests will be developed in the 
form of a prediction methodology in Section 7.3. 
The majority of the layered beds that were tested consisted of a fine sand layer overlying a layer 
of coarse sand, as has been discussed above. However, three tests were conducted with 
alternative configurations and these results will now be presented.  
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For one test (R.6) the sand bed consisted of a layer of coarse sand overlying a fine sand layer 
so that the layer configuration was reversed compared to that in the tests described above. This 
layered sand test is shown in Figure 6.15 along with the uniform fine and coarse sand tests 
under the same flow conditions. Note that this test was conducted as part of the preliminary test 
series (P-2) and the fine sand test used in the comparison was affected by ripples in the later 
stages of the test, which explains the reduction and subsequent increase in scour depth in the 
2nd half of the curve. As was discussed in Section 4.1 the effects of ripples were removed in the 
main test series.  
It is clear in Figure 6.15 that the scour development through the upper layer, which in this test is 
the coarse sand, closely matches that in the uniform coarse sand case, demonstrating that the 
lower sand layer does not influence scour behaviour in the upper layer of a layered bed, in 
agreement with the findings for the layered tests with fine sand overlying coarse sand.  
Interestingly, the opposite result to the layered cases with a lower layer of coarse sand is shown 
for scour development through the fine sand lower layer of the layered test in Figure 6.15. In the 
lower layer of fine sand, the scour development is slower and the quasi-equilibrium depth is 
smaller compared to scour in the uniform fine sand test. Therefore, prediction methods based 
on the uniform fine and coarse sand scour curves would result in over-conservative predictions 
in this case. This result is in agreement with the literature for bed armouring (see Section 2.4.4). 
The scour depth in the lower fine sand layer actually closely matches the continuing coarse 
sand curve at this depth. As only one test with this layer configuration was conducted, further 
investigation would be needed to ascertain if this is a significant result that is applicable to a 
range of conditions or if it is specific to the particular flow velocity and layer depth chosen for 
this test.  
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Two further layered bed configurations were tested. In these cases the number of layers was 
increased to three. The first case consisted of an upper layer of fine sand, a thin (10 mm) 
middle layer of coarse sand, and a lower layer of fine sand. In the second case the order of the 
layers was reversed so that the upper and lower layers were made up of the coarse sand with 
the middle layer being fine sand. These tests are plotted along with the uniform fine and coarse 
sand tests in Figure 6.16.  
 
 
 
  
From Figure 6.16 it can be seen that there is very close agreement between the uniform coarse 
sand test and the layered coarse-fine-coarse sand test, indicating that the thin middle layer of 
fine sand has had little influence on the scour time development. However, the fine-coarse-fine 
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layered test curve lies in-between the uniform fine and coarse sand test curves demonstrating 
that in this case the thin middle layer of coarse sand has had a significant effect on the scour 
development.  
In order to better understand the scour behaviour in these tests, the two 3-layered tests are 
plotted separately in Figures 6.17 and 6.18. In each of these figures the predicted trend based 
on the uniform coarse and fine sand test curves for scour through each layer of the 3-layered 
sand tests is shown. This makes it clear that similarly to the layered sand tests with two layers 
the scour does not follow the trend derived from the uniform tests.  
In Figure 6.17 the fine-coarse-fine sand layered test is in close agreement with the uniform fine 
sand test in the upper layer. Once scour reaches the second layer, the scour progress is 
considerably quicker than in the uniform coarse sand test at that depth. When scour reaches 
the 3rd layer it slows down in comparison to the scour development at the same depth in the 
uniform fine sand test. Note that the uniform fine sand curve has been translated in Figure 6.17 
to help make the comparison of scour in the lower layer clearer, in a similar manner to the 
approach in Figures 6.8-6.11 for the 2-layered tests. Therefore, the scour behaviour in all three 
layers for this 3-layered test is consistent with the trends found for the two-layered tests. A layer 
of fine sand overlying coarse sand results in an increase in scouring in the coarse sand layer, 
while a layer of coarse sand overlying fine sand results in a decrease in scour compared to the 
uniform case. 
Figure 6.17 shows the coarse-fine-coarse sand layered test in comparison with the 
superimposed uniform fine and coarse sand curves. As with the other layered tests discussed 
there is no difference between scour development in the uppermost layer (coarse sand) of the 
layered test and that in the uniform coarse sand test. In the second layer (fine sand), scour is 
much slower than in the uniform fine sand test in agreement with the previous findings. A 
different result is found for the third layer (coarse sand), as there is no increase in the scour rate 
compared to the uniform coarse sand test at this depth. Instead the scour development in this 
layer is in close agreement with that in the uniform coarse sand test. This is probably due to bed 
armouring induced by the uppermost coarse sand layer and this will be discussed further in 
Section 7.2.1. 
6.1.3 Mixed sand tests 
This section presents the results from scour testing in mixed sand beds under unidirectional 
current. The mixed sand tests from the small and large flumes are shown in Figures 6.19-6.21. 
A key result is observed when considering the scour time development in these tests. While 
some of the tests in both flumes do follow the expected scour development trend, there are a 
number of tests which demonstrate a departure from this shape of curve. This is most 
noticeable in tests R.T.8 and R.T.11 (Figure 6.20) and R.18 (Figure 6.19), all of which are 50% 
fine - 50% coarse sand mixtures. After an initial section which closely follows an exponential 
function, a linear trend then prevails for a substantial portion of these tests, before the curves 
flatten off as equilibrium scour depth is approached. Interestingly, this trend does not occur in all 
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of the 50%-50% mixed sand tests. Tests R.T.8, R.T.11 and R.18, were run at fairly low flow 
velocities, but the 50%-50% mixed bed tests run at higher flow velocities (tests C.90.13, 
C.20.13, R.14, R.15) exhibited only the standard scour development trend (decreasing gradient 
as scour depth increases). Therefore, the unusual linear scour development trend appears to be 
connected to the flow velocity (or flow intensity) and hence is likely to be related to the 
magnitude of the bed shear stress.  
 
  
 
 
 
 
 
The 3-part scour development trend consisting of curved, linear, and equilibrium sections is also 
present but to a lesser extent in tests R.T.7 and R.T.9. These tests were also conducted at a 
lower flow velocity, but the proportion of the fine and coarse sands in the sediment bed differed 
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(75%-25% and 25%-75% fine-coarse sand respectively). In these tests the section of the curve 
that fits a linear trend lasts for a shorter duration. For the tests with the very lowest and highest 
percentages of fine sand in the mixture i.e. 10% and 90% fine sand, tests R.11 and R.14, and 
indeed in the uniform sand tests the trend follows the usual exponential expression under the 
same flow conditions. This implies that the 3-part trend is dependent on the proportion of fine to 
coarse sand in the mixture. As the grain size distribution varies so will the resistance to erosion 
due to changes in bed structure and interaction effects between the grains. The ratio of 
horseshoe vortex strength to the sand’s resistance to erosion may also be important in terms of 
the dependence of the linear trend on flow velocity (see Section 7.2.2 for further discussion of 
these points).  
It should be noted that test R.18 was used to verify the results from the R.T test series. R.18 
was run in a different test programme at a slightly lower flow velocity than that used in the R.T 
series, and so the fact that the same trend was found is strongly indicative that this unusual 
change to the scour development curve is a repeatable and significant result. 
The scour development curves in Figures 6.19-6.21 show that in general scour depth increases 
with increasing proportion of fine sand compared to coarse sand within the mixture and also that 
the scour depth in the mixed sand tests increases with flow velocity. To study this aspect in 
greater detail the quasi-equilibrium scour depth for each test is plotted against the proportion of 
fine sand in the mixture in Figure 6.22. The uniform fine and coarse sand tests are included in 
Figure 6.22 with the uniform coarse sand plotted at 0% on the x-axis and the uniform fine sand 
marked at 100% on the x-axis. There are four sets of tests in Figure 6.22 distinguished by the 
flow velocity. Figure 6.22 demonstrates in general the trend of increasing scour depth with 
increasing proportion of fine sand, and increasing scour depth with flow velocity. However, there 
are two notable exceptions to this. 
Firstly the similarity of two of the test sets despite different flow velocities is likely to be 
explained by the change in scale between these tests (i.e. they were conducted in different 
flumes).  
Secondly it is clear in Figure 6.22 that two of the mixed sand tests (R.11 and R.T.9), consisting 
of a low proportion of fine sand compared to coarse sand, actually resulted in a smaller quasi-
equilibrium scour depth than in the uniform coarse sand test. This unexpected result was first 
found in test R.T.9. A further mixed sand test was conducted with similar results, R.11. A repeat 
run of the coarse sand test was also conducted, test R.12, to check for consistency across the 
test programme. The two coarse sand tests and the two mixed sand cases are plotted together 
in Figure 6.23.  
It is clear in Figure 6.23 that there is poor agreement between the two uniform coarse sand 
tests. This discrepancy is substantially greater than the level of uncertainty found in the majority 
of the test programme (see Section 6.10). The scour development is unusual in test R.12 as 
there is a sharp increase in scour depth towards the end of the test, which brings the final scour 
depth in this test close to that in the original coarse sand test R.T.4. The final scour depths in 
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tests R.12 and R.T.4 are within 0.05 S/D, which is well within the expected measurement 
uncertainty discussed in Section 6.10. However, prior to the sudden increase in scour depth the 
scour development in test R.12 is significantly reduced compared to that in test R.T.4.  
 
Figure 6.22 Quasi-equilibrium scour depth plotted against percentage of fine sand in the 
fine-coarse mixed beds under unidirectional current, with uniform coarse and fine sands 
plotted at 0% and 100% respectively. 
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The two mixed sand cases, tests R.T.9 and R.11, contain different proportions of fine sand, yet 
follow similar curves and reach very similar end scour depths in Figure 6.23. Furthermore this 
end scour depth closely matches the R.12 curve prior to the sudden increase in scour depth. 
The curve for test R.11 is also in very close agreement with test R.12 from the start of the test 
up to the sudden increase in scour depth. As the sand bed in test R.11 consisted of 90% coarse 
sand, intuitively it follows that the scour curve in this mixture would be similar to that in the 
uniform coarse sand. This makes it difficult to ascertain from this comparison if the scour depth 
in the mixed sand tests is truly reduced compared to scour in a uniform bed of the coarse sand. 
To improve understanding of the scour behaviour in these mixed sands, a 90% coarse sand test 
(R.23) was run at a higher flow velocity. Figure 6.24 shows the scour development in this mixed 
sand test compared to the uniform coarse sand test conducted in the same flow conditions. As 
can be seen in Figure 6.24 there is close agreement between the 90%-10% coarse-fine mixed 
sand test and the uniform coarse sand test. This indicates that the addition of 10% fine sand to 
the coarse sand has had negligible effect on scour behaviour compared to that in the uniform 
coarse sand, in contrast with the results at the lower flow velocity which indicated that the 
mixtures with a small percentage of fine sand may result in a smaller scour depth than in the 
uniform coarse sand. However, it is possible that different scour behaviours could occur at 
different flow velocities, in a similar manner to the scour time development curves switching 
between linear and exponential expressions.  
 
 
Careful consideration of the reasons for the differences in the scour curves in the two coarse 
sand tests in Figure 6.23 is required before firm conclusions can be drawn about whether scour 
depth in these mixed sands is smaller or about the same as the scour depth in a uniform bed of 
the coarse sand. This is accomplished in Section 7.2.2 where a wider range of results including 
measurements of the sediment properties presented in Section 6.8 are used to shed light on 
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this issue. The possibility for errors to have occurred in the experimental procedure are 
assessed and an alternative explanation is formulated; that potentially the scour behaviour is 
more variable at lower flow velocities due to instabilities in the flow-seabed interactions due to 
the lengthening of the initial stages of horseshoe vortex development. 
While some of the findings from the mixed tests require further analysis and clarification, what is 
clear is that the make-up of the mixed sediment bed has had a significant influence on scour 
depth development in terms of the trend produced and the final scour depth reached. The 
reasons for these results are discussed in greater detail in Section 7.2.2, where links between 
the sediment properties and the scour behaviour are considered. The scour development in 
these types of sand mixtures is also compared with scour data in non-uniform sediments 
presented in the literature to assess the influence of the bimodal distribution of these mixed 
sands on scour behaviour. 
6.1.4 Dense sand test 
One test, R.28, was conducted in order to investigate the effect of sediment bulk density on 
scour depth in unidirectional current. A concrete poker was used to increase the density of the 
sand in the flume, as discussed in Section 4.1.1 of the methodology. The dense sand test in 
comparison with a standard coarse sand test is shown in Figure 6.25. The scour depth is a little 
smaller as scour progresses in the dense bed, but the results are for the most part within the 
measurement uncertainty (see Section 6.10). This shows that the difference in scour depth is at 
most, small for this change in density (see Section 6.8.1 for measurements of the sand density 
in this test).  
 
 
One section of the curve does show a difference between the tests of greater than the 
measurement uncertainty. In this section, marked on the graph, the maximum difference 
between the curves is approximately 0.175 S/D, which is outside the expected measurement 
uncertainty of 0.1 S/D although not by a huge margin. This may be indicative of a lengthening of 
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the scour timescale which would account for the closer agreement between the curves in the 
later stage of the test. 
Further tests would be needed to verify this result and to explore the relationship between scour 
depth and bulk density, especially by extending the work to even denser sand beds where the 
effects may be more apparent.   
The lack of sensitivity of scour depth to this change in density and the different methodology 
used for preparing the sand bed in this test compared to the other tests indicates that for a 
given uniform sand it is unlikely that the method of preparing the sand bed is having much of an 
impact on the tests, at least at this small scale in the laboratory. This gives confidence in the 
standard methodology used in this project for preparing the test beds.  
6.2 Tidal current tests (all sediment types) 
In order to develop a more thorough understanding of scour in complex sediments, it is 
important to consider a range of flow cases, including tidal flows and waves as would be more 
representative of the marine environment in which offshore wind turbines are situated. However, 
as discussed in Section 2.3.2 knowledge is limited in these conditions even for scour in uniform 
sands.  
A simple approximation of a tidal flow is obtained by periodically reversing the direction of a flow 
with constant depth-averaged velocity (square wave signal). This has the advantage of 
introducing only one additional variable, the flow direction, so that all other parameters can be 
identical to those in the unidirectional current case. A set of these tests were conducted in the 
larger flume, where it was more practical to reverse the flow direction, for four bed 
configurations: uniform coarse sand, uniform fine sand, 50%-50% mixed sand, and a layered 
bed with fine sand overlying coarse sand. 
These tests are shown in Figures 6.26-6.29. The scour development curves are plotted in a 
different colour in each flow direction to distinguish between the ‘flood’ and ‘ebb’ half cycles, 
with the initial flow direction defined as the flood flow for each test. The scour depth was 
measured at the upstream face of the pile for each flow direction (i.e. the measurements switch 
sides after each flow reversal). 
The typical exponential expression used to model scour development is in reasonable 
agreement with the curves in Figures 6.26-6.28 for the large pile. In contrast, for the tests at the 
small pile there is a significant discrepancy in scour depth between the flood and ebb directions 
which is not present to such an extent in the larger pile tests. This makes it difficult to fit an 
exponential expression to the small pile tests. In test C.20.14 the difference in scour depth 
under the flood and ebb flows reduces as the test continues, however this is not the case in test 
C.20.18 where a large difference persists throughout the test. It is also interesting that where 
there is a discrepancy between scour depth in the flood and ebb directions in the small pile tests 
it is the scour depth in the ebb direction that is consistently the smaller of the two. In contrast, in 
the tests at the larger pile, the scour depth is consistently slightly deeper in the ebb flows 
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compared to in the floods. It is shown in Section 7.2.3 that these differences are linked to a 
small variation in the velocity profiles in the cross-stream direction and between the flood and 
ebb directions at the far side of the flume at the small pile resulting in asymmetry in the flow (the 
velocity measurements are presented in Section 6.7).  
 
  
 
  
For the small pile tests the scour depth stabilises more quickly than for the larger pile tests. In 
tests C.20.14 and C.20.12 at the small pile the scour depth does not keep increasing in the later 
cycles, but either reaches the same maximum in subsequent cycles, or there is a reduction in 
scour depth in later cycles (test C.20.12) implying that an equilibrium condition has been 
reached. This could also be argued for test C.20.18 although this is less clear as there is some 
missing data due to equipment failure between hours 3 and 6.  
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Figure 6.26 Scour development under 
square wave reversing flow in uniform 
coarse sand, 90 and 20 mm piles. 
 
Figure 6.27 Scour development under 
square wave reversing flow in a 
layered bed with fine sand overlying 
coarse sand, Lu=70mm, 90 mm pile. 
Figure 6.28 Scour development under 
square wave reversing flow in 50% 
fine, 50% coarse mixed sand bed, 90 
and 20 mm piles. 
Figure 6.29 Scour development under 
square wave reversing flow in uniform 
fine sand, 20 mm pile. 
 
161 
 
For all three tests at the larger pile, the scour depth is still increasing after 6 cycles, at least in 
one of the flow directions. This demonstrates that for these cases at the larger pile equilibrium 
has not been reached after 6 cycles. This is a key result as it is contrary to many results in the 
literature where equilibrium is reportedly reached after only a few cycles (see Section 2.3.2). 
This is probably linked to other studies allowing ripples to influence the tests, which is discussed 
further in Section 7.2.3. The difference in time to equilibrium between the small and larger pile 
tests is explained in terms of the ratio between the tidal cycle length and the scour timescale in 
Section 7.2.3. 
In the layered test in Figure 6.27 a longer cycle time was used to ensure that scour would reach 
the depth of the lower layer prior to the flow reversing. This also enabled investigation of the 
effect of cycle length on the results, in conjunction with the tests from the small pile (see Section 
7.2.3). Flow was reversed every 130 minutes rather than every 48 minutes. Similarly to the 
other reversing flow tests an equilibrium condition has not been reached after 6 cycles.   
Although in general the tests at the larger pile follow the expected scour development trend 
(scour depth increases but the curve flattens with time), it can be seen when examining the 
scour development curves in more detail that there is a degree of inconsistency as to how much 
the scour depth increases between each half cycle. In fact, the scour depth does not 
necessarily increase between each adjacent half cycle, and in quite a few cases the scour 
depth actually decreases. However, between each whole cycle, in almost all cases in the large 
pile tests the scour depth increases.  
Within half cycles, in most of the tests in Figures 6.26-6.29 the scour depth remains level or 
increases; there is no sign of infilling occurring which would be shown by a decrease in scour 
depth. However, in Figure 6.29 the scour behaviour in the fine sand test at the small pile is quite 
different to the other reversing flow cases in that the scour depth fluctuates within half cycles. 
This indicates infilling has occurred in this test. Because this test was run in conjunction with a 
test at the larger pile it was not possible to smooth out all of the ripples in close proximity to the 
small pile because the smoothing device could not be brought closer than the edges of the 
larger pile scour hole which extended beyond that of the small pile. Consequently a portion of 
the downstream dunes and ripples near the small pile remained in place when the flow was 
reversed. This has had a significant impact on scour development so that the graph does not 
display the same trend, and instead infilling occurs. While this practical constraint applied to the 
other small pile tests, the effect is most significant in the test with the fine sand as this sediment 
is more mobile. This result is useful as it enables comparison of tests with and without ripples, 
and indicates that ripples act to decrease the time to equilibrium (see Section 7.2.3 for further 
discussion). 
The effect of the bed layering on scour development is difficult to determine because the test 
has not reached equilibrium. The coarse sand in the layered test has been scoured to a greater 
extent than in the uniform coarse sand test. However, it is possible that this is due to a 
difference in the time development of scour between these tests rather than necessarily 
signifying an increase in the final equilibrium scour depth that would be attained.  
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The effect of flow reversal on equilibrium scour depth was investigated in preliminary test C.90.1 
in the larger flume. The flow was reversed for the first time at the end of the test i.e. once a 
quasi-equilibrium condition had been reached under unidirectional flow conditions. The scour 
depth continued to increase when the flow was reversed at this point into the test (shown in 
Appendix 3). This may indicate that a flow reversal acts to increase scour depth regardless of 
the point in time at which it occurs (see further discussion in Section 7.2.3).  
6.2.1 Spring-neap tidal tests 
While the simple reversing flow tests showed interesting results, the simplicity of this type of test 
in terms of modelling scour in tidal flow needed to be considered. It was decided to extend this 
work to investigate scour development under a more realistic tidal flow, with variation in velocity 
during each cycle, as well as variation in the velocity signal between cycles in the form of a 
typical semi-diurnal, spring-neap tide. The processing of a suitable signal is discussed in 
Section 4.2.5 of the methodology. 
Two spring-neap tests were conducted in the large flume where flow could be more easily 
controlled than in the smaller flume. One test was conducted in the coarse sand, and the other 
in a layered bed, with an upper fine sand layer depth of 70 mm. Due to the extensive duration of 
these tests it was not possible to also conduct mixed sand tests. The fine sand was tested at 
the small pile during the layered test at the larger pile.  
The scour development in the small and large pile coarse sand tests is plotted in Figure 6.30. 
The scour development in the layered bed test is plotted in Figure 6.31 and that of the fine sand 
test in Figure 6.32. Note that the measurement points in each half cycle have been connected 
up in the figures to indicate the direction of development of scour through each flood and ebb 
half cycle.  
It is immediately clear in these graphs that the standard exponential expression for scour 
development is not a suitable fit to these tests. There is a significant difference between the 
flood and ebb scour depths and the shape of the scour development curve varies substantially 
at different stages within the spring-neap cycle.  
First to consider are the two large pile tests. In both the coarse sand and layered sand tests at 
this pile it is clear that an equilibrium condition has not been reached at the end of the 28 cycle 
test. In fact there is a significant increase in the scour depth during the last few cycles of both 
tests. This is a very important result as it demonstrates that the time to equilibrium can be longer 
than 1 spring-neap cycle, which is contrary to the literature where it is suggested that scour 
reaches an equilibrium condition in tidal flow after only a few cycles (see Section 2.3.2). In 
terms of the two small pile tests, the scour depth at the end of each of these tests is less than 
the scour depth reached near the beginning of the tests. This indicates that an equilibrium 
condition may have been reached in the small pile tests. A similar difference in the time to 
equilibrium at the two pile diameters was also noted in the reversing current tests and as 
mentioned previously this is linked to the relationship between the scour timescale and the tidal 
cycle duration in Section 7.2.3. 
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Figure 6.30 Scour development during a spring-neap tidal cycle in uniform coarse sand, 
with velocity signal (grey) plotted for comparison. 
 
Figure 6.31 Scour development during a spring-neap tidal cycle in a layered bed of fine 
sand overlying coarse sand, Lu=70mm, with velocity signal (grey) plotted for comparison. 
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Figure 6.32 Scour development during a spring-neap tidal cycle in a uniform bed of fine 
sand with velocity signal (grey) plotted for comparison. 
Broadly speaking the trend for the tests at both the large and small piles can be described as 
follows: 
• scour depth increases over the first few cycles 
• scour then starts to decrease over the next few cycles 
• scour depth holds constant for the middle cycles 
• scour depth starts to increase again in later cycles 
• In the very final cycles the scour behaviour differs between the two piles. For the large 
pile scour depth continues to increase, but at the small pile the scour depth remains 
constant or starts to decrease 
This trend coincides at least qualitatively with the velocity signal which began in the middle of 
the spring tides. Therefore, the middle cycles where scour depth holds constant relate to the 
neap tides. The increase in scour depth in the later cycles is linked to the return of the spring 
tides.  
The lack of movement of the scour depth during the neap tides was to be expected due to the 
maximum velocity in these cycles being below the theoretical threshold velocity for scouring to 
occur. This shows that the threshold for scour initiation still holds in these conditions and that 
the presence of the scour hole and its associated bedforms have not resulted in a change to the 
threshold velocity. 
It should be noted that there is a small amount of variation in scour depth during the neap phase 
of the fine sand test. This is due to the difficulty of resmoothing the bed in close proximity to the 
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small pile because of the presence of the larger scour hole around the large pile, as was 
discussed in relation to test C.20.12 in the previous section. This means that some bedforms 
close to the scour hole were not smoothed out during the test, which is likely to have contributed 
to greater variation in the scour depth as sediment ripples migrate through the scour hole. This 
is also true for the small pile coarse sand test, but the effect is less extensive as the coarser 
sediment is less mobile. 
For the majority of the cycles within each of the four spring-neap scour tests the maximum scour 
depth in each half cycle is greater in the floods compared to the ebbs. This is interesting as it is 
the opposite of the trend observed in the reversing flow tests for the large pile. This is probably 
linked to the asymmetry in the tidal cycle, where the peak ebb velocities are mostly slower than 
the peak flood velocities (see Section 7.2.3 for further discussion).  
The extent of the difference between scour depth in the floods and ebbs varies during the 
spring-neap cycle and between tests. The difference in scour depth between the floods and 
ebbs is largest during the neap tides and reduces under the spring tides. In the layered (mostly 
fine sand) and fine sand tests the difference is generally smaller than in the coarse sand tests 
where there is a greater difference between the scour depth in the flood and ebb cycles. This is 
particularly clear during the neaps where for the coarse sand tests the difference is 
approximately 0.3 S/D but is only 0.2 S/D during the neap section of the fine sand and layered 
sand tests.  
Interestingly, the scour depth was not deeper in the flood half of the cycle in every case. In the 
coarse sand test at the large pile the scour depth was actually deeper under the ebb flow in the 
21st and 23rd cycles. This is probably linked to the velocity signal for these particular cycles 
having a faster peak velocity in the ebb direction than in the flood direction. However, there are 
other cycles in the velocity signal such as the 19th and 25th cycles where the peak ebb velocity 
was greater than the peak flood velocity, but the scour depth was not greater during the ebb half 
cycle. Similar results are found in the layered case. In this test the scour depth was greater 
during the ebb half of cycles 19 and 21 but not in the 23rd or 25th cycles. For the coarse sand 
small pile test scour depth was greater under the ebb flow in cycles 21 and 23. For the small 
pile fine sand test the scour depth was never greater in the ebb compared to the flood half of 
the cycle. While this indicates that there is a link between the strength of the peak flow velocity 
and scour depth, clearly there are other factors of influence.  
To better understand the link between flow velocity and scour depth in each half cycle the 
maximum scour depth is plotted against the maximum velocity in each half cycle for the four 
tests in Figures 6.33-6.36.  
The basic trend in Figures 6.33-6.36 is that peak scour depth increases with peak velocity per 
half cycle. However there is significant scatter in the data. This results in the greatest scour 
depth not coinciding with the highest peak velocity in three of the graphs. The scatter also 
means that several different peak scour depths are observed in the same test under the same 
flow velocity. This is an important result which is discussed in more detail in Section 7.2.3 in 
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relation to the influence of ripples on the tests and the changes in the scour behaviour under 
clear water compared to live bed conditions.  
 
  
 
  
The spring-neap test conducted in the layered bed resulted in scour to a greater depth in the 
coarse sand than at that time in the uniform coarse sand test. However, as these tests did not 
reach an equilibrium condition, it cannot be determined if ultimately scour in the layered case 
will be greater than in the uniform coarse sand case. Longer tests would need to be conducted 
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Figure 6.33 Maximum scour depth in 
each half cycle of spring-neap test 
plotted against maximum velocity in 
each half cycle, test C.90.19 (uniform 
coarse sand, 90 mm pile). 
Figure 6.34 Maximum scour depth in 
each half cycle of spring-neap test 
plotted against maximum velocity in 
each half cycle, test C.20.19 (uniform 
coarse sand, 20 mm pile). 
Figure 6.35 Maximum scour depth in 
each half cycle if spring-neap test 
plotted against maximum velocity in 
each half cycle, test C.90.20 (fine over 
coarse layered bed, 90 mm pile). 
Figure 6.36 Maximum scour depth in 
each half cycle of spring-neap test 
plotted against maximum velocity in 
each half cycle, test C.20.20 (uniform 
fine sand, 20 mm pile). 
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to determine if the scour enhancement trend found for the layered unidirectional tests is also 
present under this tidal flow condition.  
6.3 Wave tests (all sediment types) 
The majority of the tests conducted in waves resulted in very little or no scour developing at the 
pile. This was anticipated, and was in agreement with the literature because to reduce bed 
rippling the velocity and hence KC number were limited to low values. More scour occurred at 
the smaller pile than the larger pile which is consistent with the dependence on KC number 
shown by other researchers (see Section 2.3.3). A comparison of the wave results with that 
expected in the literature in terms of the initiation for scouring is given in Appendix 9. See 
Appendix 3 for the full list of wave tests.  
6.4 Wave-current tests (all sediment types) 
The main series of wave-current tests were conducted in the clear-water regime with a smaller 
pile diameter (50 mm) to enable larger KC numbers to be tested within this regime. Figure 6.37 
shows the results for these tests in a uniform bed of coarse sand. Three different current 
velocities were combined with the same wave, tests C.50.26, C.50.27, C.50.28 so that one case 
had a larger wave component than current component, in one test the components were 
approximately equal and in the third case the current velocity component was larger than the 
wave velocity component. It can be seen in Figure 6.37 that the scour depth increased as the 
current velocity in the wave-current combination increased. Although the scour depths are small 
for these tests, the general trend of decreasing gradient as scour depth increases is still visible. 
This is not the case for the scour curve in test C.20.28, Figure 6.37. This test was run under the 
same flow conditions as test C.50.28, but at the smaller 20 mm diameter pile. Here, the scour 
development curve is made up of a series of steps. Initially the scour depth increases in the 
usual way, but the gradient of the curve quickly flattens out. After a time the scour curve starts 
to increase quite rapidly again before flattening off, and this process continues to repeat. This 
test could have been stopped based on the stopping criterion at the 5 hour mark, but wasn’t 
because of continuation of scour at this time at the larger pile. Unexpectedly, the scour depth 
started to increase again quite some time after this point. This demonstrates one of the issues 
with using stopping criteria in scour tests, as it is shown that it is possible for scour development 
to be intermittent. This result may be linked to changes in pore pressure affecting the erodibility 
of the sand in proximity to the pile, see discussion in Section 7.2.4.  
Another interesting result is found when comparing the scour development in these wave-
current cases to the wave only and current only tests in the coarse sand, where the same wave 
and current are used in combination or alone. Negligible scour occurred under the wave only 
case. For the three current cases only the fastest of the three currents produced any scour, and 
then only at the larger pile where a scour depth of only 0.06 S/D was reached. However, with 
the wave-current combined, even at the slowest wave-current combination some scour 
occurred at the larger pile (approximately 0.08 S/D), while 0.15 S/D occurred with the middle 
current speed plus wave. At the fastest current speed scour was much more significant at 0.5 
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S/D at the larger pile and 0.75 S/D at the smaller pile. This demonstrates that for these tests the 
wave-current condition resulted in a greater scour depth than for current alone, so that adding a 
wave to a current resulted in significantly greater scour, which is a result contrary to that in the 
literature for live bed scour (see Section 2.3.4).  
 
 
 
  
Figures 6.38, 6.39 and 6.42 plot the wave-current tests in the same flow conditions as for test 
C.50/20.28 (with the fastest of the three current velocities) but with different sand bed 
configurations. The tests in uniform fine sand are plotted in Figure 6.38, the layered bed test 
(fine over coarse sand) is plotted in Figure 6.39, and the 50% mixed sand tests are plotted in 
Figure 6.42. For the fine sand cases in Figure 6.38 the curves follow the usual scour 
development trend (decreasing gradient as scour depth increases). The short duration of test 
C.20.28 was dictated by the duration of the layered sand test run in tandem with this test at the 
larger pile.  
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Figure 6.37 Scour development in wave-current tests, 
uniform coarse sand. 
Figure 6.38 Scour development in 
wave-current tests, uniform fine sand. 
 
Figure 6.39 Scour development in 
wave-current tests, fine over coarse 
sand layered bed, Lu=30mm. 
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Figure 6.39 shows the layered case that was tested under the same wave-current combination 
as for tests C.50.28-C.50.31. The upper layer was fine sand to a depth of 30 mm, or S/D=0.6. 
The scour through the upper layer is in close agreement with scour in the uniform fine sand test 
C.50.31. 
Once the interface between the two layers was reached, scour continued a little way into the 
coarse sand but then soon flattened off with no more scour occurring. 
Figure 6.40 shows a comparison of the layered test with the uniform fine and coarse sand 
wave-current tests. Scour in the uniform coarse sand test did not reach the depth of the layer 
interface in the layered case. Therefore, any scour beyond the layer interface demonstrates that 
the scour enhancement effect first discussed in relation to the unidirectional current tests in 
Section 6.1.2 has occurred. To investigate the extent of the scour enhancement, Figure 6.41 
plots the equilibrium scour depths in the uniform fine and coarse sands in comparison with the 
layered wave-current test following the same method used in Figure 6.14 for the unidirectional 
current tests. Figure 6.41 shows that the enhancement effect is small in this case which may be 
due to the large upper layer thickness in comparison to the equilibrium depth reached in the 
uniform coarse sand test.  
 
  
The same wave-current case was also conducted with a 50%-50% mixed sand bed. The results 
for the two piles are shown in Figure 6.42. Interestingly there is a greater difference to the scour 
development trend for these tests, with the middle sections of each of the curves being more 
linear, as was found for some of the unidirectional current tests in mixed sands, see Section 
6.1.3. The same trend is seen in the wave-current cases as for the unidirectional tests where 
the initial part of the curve follows the usual exponential expression, then the middle section is 
linear, before the curve flattens off in the final section. This is a very interesting result as it is 
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Figure 6.40 Comparison of scour 
development in uniform fine sand, 
uniform coarse sand and a fine over 
coarse sand layered bed, Lu=30mm, in 
wave-current flow, KC=11.3.  
Figure 6.41 Quasi-equilibrium scour 
depth versus upper layer thickness, 
comparison of uniform and layered 
sand tests in wave-current flow, 
KC=11.3. 
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indicating this trend occurs for a different flow condition. It is also the first time this result has 
been found in the larger flume. 
 
 
6.5 Echosounder results 
This section presents the results from the echosounder profiling in the small flume. As a 
considerable number of profiles were taken, only those pertinent to the discussion will be 
presented here. For full data see Appendix 7.  
The echosounder data enables investigation of the similarities and differences between the 
scour profiles in the different sand types. This may help to explain the reasons for the 
differences in scour time development between the uniform, mixed and layered cases (see 
Sections 7.2.1 and 7.2.2).  
Figures 6.43-6.47 show comparisons of scour profiles in uniform coarse and fine sand beds, 
tests R.16 and R.17, where for each comparison the scour depth at the pile was the same in 
both tests. Note, therefore, that the time into the tests at which the profiles were taken is 
different. In Figures 6.43-6.47 the scour depth at the pile ranges from 36 mm to 55 mm.  
In each of the figures the upstream parts of the scour hole profiles are in close agreement 
between the two sands. The small difference is probably due to the issues with measurement 
accuracy over sharp changes in slope, discussed in Section 4.4.1 and 4.4.5. It seems, 
therefore, that the development of the upstream scour hole slope is consistent between these 
two sands.  
There is a more significant difference in the downstream sections of the profiles, with the coarse 
sand having a taller and wider deposition dune than the fine sand, and a smaller downstream 
scour hole extent. This difference is more pronounced in the comparisons at smaller scour 
depths, and the differences between the downstream fine and coarse sand profiles are reduced 
at the larger scour depths, later into the tests.  
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Figure 6.42 Scour development in wave-current tests 
in 50% fine - 50% coarse sand mixed beds. 
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Note that in Figures 6.43-6.46 the point closest to the pile on the downstream side is artificially 
high as this does not match with visual observations of the scour hole shape. This is also true 
for many of the points in the fine sand profile in the 36 mm comparison, Figure 6.43. This is 
likely due to spurious echoes caused by suspended sediment which is more prevalent for the 
fine sand, and during the earlier stages of the scour process. This makes comparison of the 
downstream profiles difficult in Figure 6.43. 
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Figure 6.43 Comparison of 
streamwise echosounder profiles of 
the scour hole in uniform fine and 
coarse sand beds, when the scour 
depth at the pile equalled 36 mm. 
Figure 6.44 Comparison of 
streamwise echosounder profiles of 
the scour hole in uniform fine and 
coarse sand beds, when the scour 
depth at the pile equalled 43 mm. 
Figure 6.45 Comparison of 
streamwise echosounder profiles of 
the scour hole in uniform fine and 
coarse sand beds, when the scour 
depth at the pile equalled 46 mm. 
Figure 6.46 Comparison of 
streamwise echosounder profiles of 
the scour hole in uniform fine and 
coarse sand beds, when the scour 
depth at the pile equalled 52 mm. 
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Figures 6.48-6.50 compare sets of scour hole profiles between 50% and 90% coarse sand 
mixed beds and uniform coarse sand. Similarly to the comparison between the fine and coarse 
sands (Figures 6.43-6.47), there is good agreement between the upstream profiles in Figures 
6.48-6.50, indicating that the scour process is similar on the upstream side of the pile between 
each of these sands throughout the scour development process. The downstream profiles in 
Figures 6.48-6.50 are in closer agreement compared to those shown in Figures 6.43-6.47 for 
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Figure 6.47 Comparison of 
streamwise echosounder profiles of 
the scour hole in uniform fine and 
coarse sand beds, when the scour 
depth at the pile equalled 55 mm. 
Figure 6.48 Comparison of 
streamwise echosounder profiles of 
the scour hole in 50% coarse sand 
mixed bed, 90% coarse sand mixed 
bed and uniform coarse sand bed, 
when the scour depth at the pile 
equalled 40 mm. 
Figure 6.49 Comparison of 
streamwise echosounder profiles of 
the scour hole in 50% coarse sand 
mixed bed, 90% coarse sand mixed 
bed and uniform coarse sand bed, 
when the scour depth at the pile 
equalled 52 mm. 
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the fine and coarse sand comparisons. In particular the sections of the scour hole slope closest 
to the pile are in good agreement. There is a greater difference between the peaks of the dunes 
in each of the sands, but this difference is small compared to that observed in the profiles for 
the fine and coarse sand comparisons.  
 
 
Figure 6.51 compares scour hole profiles for three of the fine over coarse sand layered tests; 
with 40 mm, 55 mm and 70 mm upper layer depths. Each profile was measured when the scour 
depth at the pile was 60 mm. Again there is very close agreement between the three profiles on 
the upstream side of the pile, despite the differences in sand bed configurations between these 
three tests. On the downstream side there is reasonable agreement between the 40 mm and 55 
mm layered tests, but the 70 mm layered test has a slightly steeper slope in the upper extent of 
the scour hole and a taller deposition dune. The differences in the downstream side may be due 
to the timescale of scour, with the 70 mm profile being taken much earlier into the test. This 
would mean that there was less time for the dune to migrate downstream.  
In Figures 6.52-6.55 profiles for the uniform fine sand are compared with those from a layered 
sand bed. As with the previous comparisons, the upstream scour hole profiles are very similar. 
On the downstream side of the pile, although the scour hole profiles are similar at the smallest 
scour depth (Figure 6.52), the difference between the two cases increases over time (from 
Figure 6.52 through to Figure 6.55). This time the uniform fine sand has a taller dune and 
smaller downstream extent than the layered case. This is likely to be linked to the differences in 
the timescale of the scour process between these two tests. Scour progresses more slowly in 
the 40 mm layered test than in the uniform fine sand, however it appears that the time-scale of 
scour does not influence the speed at which the dunes migrate along the bed. This will be 
discussed in greater detail in Section 7.2.1. 
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Figure 6.50 Comparison of streamwise echosounder 
profiles of the scour hole in 50% coarse sand mixed 
bed, 90% coarse sand mixed bed and uniform coarse 
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Note that in Figures 6.52 and 6.53 the first two points of the fine sand profile closest to the 
downstream edge of the pile are likely to be artificially high due to suspended sediment as 
discussed previously. 
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Figure 6.51 Comparison of streamwise echosounder 
profiles of the scour hole in layered beds (fine sand 
overlying coarse sand) with 40 mm, 55 mm and 70 
mm upper layer thicknesses, when the scour depth 
at the pile equalled 60 mm. 
Figure 6.52 Comparison of 
streamwise echosounder profiles of 
the scour hole in a uniform fine sand 
bed and a layered bed (fine sand 
overlying coarse sand) Lu=40mm, 
when the scour depth at the pile 
equalled 45 mm. 
Figure 6.53 Comparison of 
streamwise echosounder profiles of 
the scour hole in a uniform fine sand 
bed and a layered bed (fine sand 
overlying coarse sand) Lu=40mm, 
when the scour depth at the pile 
equalled 50 mm. 
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In Figure 6.56 two profiles are plotted from tests R.15 and R.18 in the same sand type (50%-
50% mixed sand) but at different flow velocities, to determine if the scour hole shape varies with 
flow condition. This time the agreement is very close in both the upstream and downstream 
profiles indicating that the scour hole shape is independent of the flow velocity, at least at this 
scale and under unidirectional current.  
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Figure 6.54 Comparison of 
streamwise echosounder profiles of 
the scour hole in a uniform fine sand 
bed and a layered bed (fine sand 
overlying coarse sand) Lu=40mm, 
when the scour depth at the pile 
equalled 60 mm. 
Figure 6.55 Comparison of 
streamwise echosounder profiles of 
the scour hole in a uniform fine sand 
bed and a layered bed (fine sand 
overlying coarse sand) Lu=40mm, 
when the scour depth at the pile 
equalled 64 mm. 
Figure 6.56 Comparison of streamwise echosounder 
profiles of the scour hole in 50%-50% fine-coarse 
mixed sand beds at two different flow velocities, 
when the scour depth at the pile equalled 40 mm. 
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Figure 6.57 shows all of the echosounder profiles taken during one scour test (R.29.2), so that 
each profile is at a different stage in time through the test and hence the scour depth at the pile 
is different. In Figure 6.57 it can be seen that the scour hole widens with time with the upstream 
profile moving further upstream, and the downstream profile moving further downstream. The 
slope angle of the upstream slope appears to remain fairly constant over time, although it is 
difficult to measure this precisely due to the uneven nature of the profiles. On the downstream 
side, the slope angle appears to become shallower over time, and the dune migrates 
downstream, reducing in height close to the pile. A similar result is found for the time series of 
the echosounder profiles for the other tests, and these are shown in Appendix 7. 
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Figure 6.57 Time development of the streamwise 
scour hole profile through test R.29.2, fine over 
coarse sand layered bed, Lu=40mm.  
Figure 6.58 Time development of 
upstream and downstream scour hole 
extents in uniform fine sand under 
unidirectional current (test R.17). 
Figure 6.59 Time development of 
upstream and downstream scour hole 
extents in uniform coarse sand under 
unidirectional current (test R.16).  
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The echosounder profiles allow an estimate to be made of the scour hole extent and its 
progression through time. This is a further parameter that can be considered in the analysis and 
thereby provide a greater insight into the scour process. 
Estimates of the scour hole extents were obtained from the echosounder profiles, and those for 
the uniform fine sand and coarse sand tests are plotted in Figures 6.58 and 6.59. The scour 
hole extent development for the remaining tests is included in Appendix 7. The extent of the 
scour hole is defined as the horizontal distance from the edge of the pile to the point at which 
the bed level returns to zero. Note that as the measurement of scour hole extent was not the 
primary objective of the echosounder measurements, these are approximate values due to 
interpolation of the profiles. Therefore only the general trends in the scour extents will be 
identified and discussed qualitatively.   
The time development of the upstream scour extent in general seems to follow a similar trend to 
the scour depth development curve, with the gradient of the curve decreasing as the scour 
extent increases, and there is little change to the extent in the later stages of the tests. The 
trend of the downstream extent is more variable, but in many of the tests continues to develop 
throughout the test. For the predominantly fine sand tests the downstream extent is generally 
larger than the upstream extent, but for the predominantly coarse sand tests the downstream 
extent is smaller than the upstream extent. This is indicative of the different rates of ripple 
migration in the two sands. 
6.6 Photogrammetry results  
As discussed in the methodology Section 4.4.2 and 4.4.5 the photogrammetry technique was 
used as the primary measurement of the scour hole profile in the larger flume. Due to the 
extensive amount of time required to process these data, only key cases were analysed, and in 
particular the focus was on the reversing and tidal flow cases where it was anticipated that the 
development of the scour hole shape would be more significant and more influential on the 
scour process. An evaluation of the photogrammetry technique and the other scour 
measurement approaches used is given in Section 7.4.3 and options for reducing the 
processing time are considered in Section 7.5.  
Figures 6.60 and 6.61 show 3D scour hole profiles from test C.90.19 (spring-neap tidal cycle 
over a uniform coarse sand bed). The two profiles were measured at the end of the first half 
cycle (Figure 6.60) i.e. before the flow has been reversed, and after the end of the 2nd half cycle 
(Figure 6.61) i.e. flow has been reversed once. It is clear in Figures 6.60 and 6.61 that the 
deepest part of the scour hole is on the upstream side of the pile in each case so that the scour 
hole shape close to the pile has reversed in Figure 6.61 compared to that in Figure 6.60. 
However, the dune created in the first half cycle on the right hand side of Figure 6.60 
(downstream of the pile) stays in place under the reversing flow of the next half cycle. This is 
important because it means that there is no infilling of the scour hole to any great extent from 
this dune. This is related to the clear water conditions for these tests. On the new downstream 
side there has been some deposition on the edge of the scour hole in Figure 6.61, but not to 
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such an extent as in the previous half cycle, indicating that less sediment has been removed 
from the scour hole during the 2nd half of the cycle, as the scour process slows down. 
To gain more of an insight into the differences between the 1st and 2nd half cycles shown in 
Figures 6.60 and 6.61 a volume change map of the 1st and 2nd half cycles is shown in Figure 
6.62. It can be seen that the scour hole has deepened on the new upstream side and become 
shallower on the new downstream side so that the shape of the scour hole has reversed. This is 
most noticeable in close proximity to the pile, matching with visual observations of sand being 
deposited directly adjacent to the new downstream face of the pile after flow reversal so that it 
does not leave the scour hole. Further away from the pile the differences between the scour 
hole profiles in the two half cycles are much smaller. 
Figure 6.63 shows the final scour hole profile taken from test C.90.19. The deepest part of the 
scour hole is again on the upstream side of the pile (right hand side at this point in the test). In 
comparison with the profiles taken at the start of this test (Figures 6.60 and 6.61) it can be seen 
that the scour hole has deepened, however the scour hole shape is qualitatively similar. The 
presence of the deposition zone at the initial upstream side is still evident. However, the 
deposition zone on the left hand side has grown compared to that shown after the first cycle and 
the scour hole has also widened. 
 
 
Figure 6.60 Plan view of scour hole profile obtained from the photogrammetry system 
after the first half cycle prior to flow reversal in test C.90.19, in uniform coarse sand, 
under spring-neap tidal cycle.  
Flow direction 
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Figure 6.61 Plan view of scour hole profile obtained from the photogrammetry system at 
the end of the second half cycle in test C.90.19, in uniform coarse sand, under spring-
neap tidal cycle. 
 
Figure 6.62 Plan view of the change in depth of the scour hole between the 2nd and 1st 
half cycles shown in Figures 6.61 and 6.60. 
Flow direction 
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Figure 6.63 Plan view of scour hole profile obtained from the photogrammetry system at 
the end of test C.90.19, in uniform coarse sand, after one full spring-neap tidal cycle. 
 
Figure 6.64 Plan view of scour hole profile obtained from the photogrammetry system at 
the end of test C.90.21, in a layered bed (fine sand overlying coarse sand), after one full 
spring-neap tidal cycle. 
Flow direction 
Flow direction 
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Another interesting comparison is to consider the difference in the scour hole shape between 
different sand types. In Figures 6.63 and 6.64 the final scour hole profiles are shown from the 
two spring-neap tests at the large pile, the first in coarse sand, and the second in the layered 
bed. 
Figure 6.64 shows a similar pattern close to the pile to that in Figure 6.63 although the scour 
hole is deeper and wider. There is greater variation between the two profiles in the outer 
extremities of the scour hole, with greater fluctuations in the scour depth in this region in Figure 
6.64 so that the edges of the scour hole are less well defined, probably due to the higher 
mobility of the fine sand compared to the coarse sand.  
In Figure 6.65 a scour hole profile taken after the first half cycle (prior to flow reversal) of test 
C.90.18 is shown. This test was conducted under constant reversing flow rather than under the 
spring-neap cycle so it is interesting to compare this profile with that shown in Figure 6.60 for 
the same sand type and same stage of the spring-neap test. It can be seen that in comparison 
the scour hole in Figure 6.65 is significantly shallower and narrower than that in Figure 6.60 
which gives an indication of the difference in scour behaviour due to varying flow compared to 
constant flow (discussed in Section 7.2.3). In Figure 6.65 the deposition zone behind the pile is 
clearly shown and it can be seen that the shape of the dune is ridged running from the back of 
the pile downstream. 
 
 
Figure 6.65 Plan view of scour hole profile obtained from the photogrammetry system at 
the end of the first half cycle (prior to flow reversal) in test C.90.18, in uniform coarse 
sand under square wave reversing flow. 
Flow direction 
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6.6.1 Scour hole extents and slope angles 
In order to analyse the development of the scour hole profile and the differences between the 
tests, 2D profiles of the scour hole upstream and downstream of the scour hole have been 
extracted from the photogrammetry data. The available profiles for test C.90.19 are plotted in 
Figure 6.66, for test C.90.21 in Figure 6.67 and for test C.90.18 in Figure 6.68. In each of the 
figures a trend line is fitted to the upstream and downstream 2D profiles to obtain estimates of 
the scour hole slope angles. The slope angles obtained in this way are given in Table 6.1.  
 
Table 6.1 Estimated upstream and downstream scour hole slope angles from the 
photogrammetry data. 
Test Upstream (⁰) Downstream (⁰) 
4.1 31.38 (lhs) 24.70 (rhs) 
5.1 33.82 (lhs) 30.96 (rhs) 
5.1.5 34.99 (rhs) 28.81 (lhs) 
5.28.5 33.42 (rhs) 30.11 (lhs) 
7.28.5 33.82 (rhs) 32.62 (lhs) 
 
For each case shown in Table 6.1 the upstream scour hole slope is always slightly steeper than 
the downstream scour hole slope, although the actual difference in angle is relatively small. 
There is no clear pattern to the slope angle in terms of a change through time or between the 
fine and coarse sands, implying that the slope angle remains fairly constant in these types of 
tests. This is in contrast with the results reported by McGovern et al. (2014) for scour in tidal 
flow. However, the slope angle is in the region expected for the angle of repose of these 
sediment sizes in agreement with the findings for unidirectional scour tests (Hoffmans and 
Verheij, 1997). The difference in the results compared to the study of McGovern et al. (2014) is 
likely to be a result of the removal of upstream ripples in the present tests and this is discussed 
in greater detail in Section 7.2.3. 
In Figures 6.66-6.68 the scour depth measured using the pile scale is also marked 
demonstrating the excellent agreement between the two techniques, as was discussed in 
Section 4.4.5.  
Note that the position of the flat bed level on the upstream side of the scour hole in Figure 6.68 
is approximately 8 mm above the zero level. This is due to a misalignment between the 
smoothing level and the level of the base section of the pile. A simple correction could be 
applied to account for this misalignment by increasing the recorded scour depths by the size of 
the discrepancy. However, this would not affect the results in relation to the comparison with 
test C.90.19 as the scour depth after the first half cycle would still be greater in test C.90.19 
than in test C.90.18.  
183 
 
 
Figure 6.66 Interpolated streamwise scour hole profiles from the photogrammetry data 
for test C.90.19 (spring-neap test in uniform coarse sand) with fitted lines to estimate 
upstream and downstream slope angles. 
Figure 6.67 Interpolated streamwise scour hole profiles from the photogrammetry data 
for test C.90.21 (spring-neap test in layered bed) with fitted lines to estimate upstream 
and downstream slope angles. 
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Figure 6.68 Interpolated streamwise scour hole profiles from the photogrammetry data 
for test C.90.18 (square wave reversing flow in uniform coarse sand) with fitted lines to 
estimate upstream and downstream slope angles. 
6.7 Flow characteristics 
This section presents the measurements of the flow velocity and wave heights for the tests. The 
measurements were predominantly undertaken over a flat sand bed without the pile in place 
prior to the start of each test series. Therefore, the results are applicable to a set of tests rather 
than individual cases. The velocity profiles for each test series are shown in Figures 6.69-6.73, 
and the depth-averaged velocities for each of these as well as the bed shear stress estimated 
from the profiles are given in Table 6.2. The methodology for estimating bed shear stress is 
given in Appendix 10. 
Figure 6.69 gives the velocity profiles collected for the T-1 test series and tests R.10-R.12, over 
the fine, coarse and 50% mixed sand beds without the pile in place. There is good agreement 
between the profiles demonstrating that the velocity profile is consistent between the different 
sand beds probably because the magnitude of the fixed bed roughness on the upstream false 
bed over which the boundary layer developed was kept constant between the tests.   
Figure 6.70 shows the velocity profiles measured by the LDV probe for tests R.13-R.17. Three 
profiles were taken and are in excellent agreement. Figure 6.71 gives the LDV velocity profile 
for test R.18. Again there is excellent agreement between the repetitions.  
The velocity profiles in Figure 6.72 relate to tests R.19-R.29. In this figure the profiles are taken 
at 3 different locations along the flume, 5 cm and 30 cm upstream of the pile centre, and 30 cm 
downstream of the pile centre, without the pile in place. There is very good agreement between 
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the profiles. This means that there is no discernible difference in the velocity profile with 
distance along the flume, in the vicinity of the pile and sand bed. This suggests that the velocity 
profile is fully developed when it reaches this section of the flume as was the aim in the 
experiment design.  
 
  
 
  
During test series R-3 it was noticed that two different water depths, 16 cm and 16.5 cm could 
be attained with the same valve positions due to an instability in the flow over the downstream 
weir gate. LDV profiles were collected for each of these cases to quantify the difference in the 
velocity profile. There is a noticeable although small difference in velocity due to this seen in 
Figure 6.73 and the depth-averaged velocity is altered by 0.8 cm/s. Therefore, care was taken 
to ensure the water level remained constant at the 16 cm depth during the test series.  
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Figure 6.69 LDV streamwise velocity 
profiles for flow conditions used in 
the T-1 test series and tests R.10-R.12, 
small flume.  
Figure 6.70 LDV streamwise velocity 
profiles for flow conditions used in 
tests R.13-R.17, small flume. 
 
Figure 6.71 LDV streamwise velocity 
profiles for flow condition used in test 
R.18, small flume. 
 
Figure 6.72 LDV streamwise velocity 
profiles for flow conditions used in 
tests R.19-R.29, small flume, at three 
different positions along the flume.  
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In Table 6.2 it can be seen that the depth-averaged velocity in test series R-2 and R-3 are 
similar so that direct comparison between these tests may be possible. However, there is 
greater difference between the estimated bed shear stress for these two test series. 
Furthermore, test series R-2 has the higher depth-averaged velocity, but lower bed shear stress 
estimate than test series R-3. This needs to be taken into account when comparing the results 
from these two test series. 
 
Table 6.2 Depth-averaged velocity and bed shear stress estimates from LDV profiles 
measured in the small flume. 
Test 
series 
Description of 
profile 
Depth-
averaged 
velocity 
(cm/s) 
Depth-
averaged 
velocity per 
set (cm/s) 
u* 
(m/s) 
τ  
(kg/ms2) 
Average 
τ per set 
(kg/ms2) 
R-3 
  
Centre (1) 23.2 23.3 
 
 
0.013 0.176 0.182 
Centre (2) 23.3 0.014 0.191 
Centre (3) 23.38 0.013 0.179 
Upstream (1) 23.5 23.4 
 
 
0.013 0.182 0.188 
Upstream (2) 23.4 0.014 0.194 
Downstream (1) 23.2 23.2 
 
0.014 0.190 0.189 
Downstream (2) 23.1 0.014 0.188 
R-2 (1) 23.9 23.9 
 
0.013 0.169 0.163 
(2) 23.9 0.013 0.169 
(3) 23.9 0.012 0.151 
R-3  16.5 cm water 
depth 
22.5 22.5 0.012 0.155 0.155 
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Figure 6.73 Comparison of LDV streamwise velocity 
profiles with water depths of 16 cm and 16.5 cm in 
the small flume.  
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R-2, 
test 
R.18 
(1) 18.4 18.3 
 
0.009 0.087 0.082 
(2) 18.2 0.009 0.079 
(3) 18.3 0.009 0.080 
T-1 
and  
R-1 
Fine (1) 19.6 19.2 
 
0.011 0.125 0.125 
Fine (2) 18.9 0.010 0.105 
Fine (3) 19.1 0.012 0.135 
Coarse (1) 19.2 19.2 
 
0.011 0.128 
Coarse (2) 19.3 0.010 0.108 
50% mix (1) 19.1 19.1 
 
 
0.011 0.127 
50% mix (2) 19.1 0.012 0.147 
 
Velocity profiles in the larger flume were measured with an ADV probe, due to practical 
constraints of using the LDV probe in this setting. However, in contrast with the ADV 
performance in the small flume (see Section 4.5) the noise in the ADV signal was generally 
acceptable at this larger scale and it was possible to obtain reliable measurements in most 
cases, although the vertical resolution was not sufficient to obtain estimates of bed shear stress 
from logarithmic plots of the velocity profiles. 
 
Figure 6.74 shows the velocity profiles measured prior to the scour tests in the larger flume at 
the two current flow rates that were used predominantly in test series C-1 (flume motor speed 
set to -12% and +11.5% in the forward and reverse directions respectively). The profiles were 
taken at different locations in the cross-stream direction and show that there is a certain degree 
of variation in the flow velocity across the flume. The flow at the location of the small pile is 
slower compared to that at the larger pile. This will be taken into account when considering 
these tests in Section 7. Also noticeable in the profiles is the greater deviations in expected 
profile shape in the positive direction compared to the negative direction. This implies that there 
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Figure 6.74 ADV streamwise velocity profiles in the 
coastal flume in the forward and reverse directions, 
at different locations in the cross-stream direction.  
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is a greater level of turbulence in the positive flow direction compared to the negative flow 
direction. There is also an outlier in the small pile 11.5% profile at a depth of 20 cm which is 
discounted from the depth-averaged velocity calculation for this profile. This outlier is probably 
due to noise in the ADV signal. It was observed that the ADV signal quality varied with position 
in the flume, with measurements being difficult at certain locations due to excessive noise, 
although this occurred to a much lesser extent than in the small flume. The depth-averaged 
velocities in the forward and reverse directions at the locations of each of the piles computed 
from these profiles are given in Table 6.3. 
Figures 6.75-6.80 show the velocity profiles measured with an ADV probe at the location of 
each of the piles for the 3 current velocities tested in the C-2 test series in the larger flume. The 
depth-averaged velocities for each case are given in Table 6.3.  
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Figure 6.75 ADV streamwise velocity 
profile at the location of the small pile 
in the coastal flume, 2.5% motor 
speed (unidirectional current). 
Figure 6.76 ADV streamwise velocity 
profile at the location of the larger pile 
in the coastal flume, 2.5% motor 
speed (unidirectional current). 
Figure 6.77 ADV streamwise velocity 
profile at the location of the small pile 
in the coastal flume, 4.8% motor 
speed (unidirectional current). 
Figure 6.78 ADV streamwise velocity 
profile at the location of the larger pile 
in the coastal flume, 4.8% motor 
speed (unidirectional current). 
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Figures 6.81-6.87 present the average maximum and minimum velocity profiles under the wave-
current and wave alone conditions that were used in the C-2 test series. The depth-averaged 
velocities and maximum bottom orbital velocity are presented in Table 6.3. 
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Figure 6.79 ADV streamwise velocity 
profile at the location of the small pile 
in the coastal flume, 6.9% motor 
speed (unidirectional current). 
Figure 6.80 ADV streamwise velocity 
profile at the location of the larger pile 
in the coastal flume, 6.9% motor 
speed (unidirectional current). 
Figure 6.81 Maximum and minimum 
ADV streamwise velocity profiles at 
the location of the small pile in the 
coastal flume in wave-current flow, 
2.5% motor speed, 2.5 s wave. 
Figure 6.82 Maximum and minimum 
ADV streamwise velocity profiles at 
the location of the small pile in the 
coastal flume in wave-current flow, 
4.8% motor speed, 2.5 s wave. 
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It is clear in Figures 6.81-6.86 that one of the wave-current tests has a reversal of flow direction, 
one reduces to just above zero in each half cycle and one remains in the positive flow direction 
throughout the wave period. This is close to the design objective so that one test is in the wave-
dominated regime, one is in the current-dominated regime and one is close to representing the 
in-between case with approximately equal wave and current contributions.  
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Figure 6.83 Maximum and minimum 
ADV streamwise velocity profiles at 
the location of the small pile in the 
coastal flume in wave-current flow, 
6.9% motor speed, 2.5 s wave. 
Figure 6.84 Maximum and minimum 
ADV streamwise velocity profiles at 
the location of the larger pile in the 
coastal flume in wave-current flow, 
2.5% motor speed, 2.5 s wave. 
Figure 6.85 Maximum and minimum 
ADV streamwise velocity profiles at 
the location of the larger pile in the 
coastal flume in wave-current flow, 
4.8% motor speed, 2.5 s wave. 
Figure 6.86 Maximum and minimum 
ADV streamwise velocity profiles at 
the location of the larger pile in the 
coastal flume in wave-current flow, 
6.9% motor speed, 2.5 s wave. 
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Table 6.3 Flow conditions used in test series C-1 and C-2 in the coastal flume. 
Motor speed Ave. wave 
height (cm) 
Small pile Larger pile 
Depth-ave. velocity 
max; min (cm/s) 
Um Depth-ave. velocity 
max; min (cm/s) 
Um  
11.5% - 21.7 - 23.9 - 
-12% - 22.6 - 24.1 - 
2.5% current - 4.2 - 4.5 - 
4.8% current - 8.4 - 3.4 - 
6.9% current - 12.7 - 13.5 - 
Wave only 4.7 9.5; -8.4 9.0 9.5; -8.4 9.0 
Wave  and 
2.5% current 
4.5 13.6; -2.4 12.7 14.0; -2.2 12.9 
Wave  and 
4.8% current 
4.3 18.7; 1.5 17.2 19.2; 2.2 17.8 
Wave  and 
6.9% current 
4.3 22.6; 4.5 21.2 23.8; 5.6 22.8 
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Figure 6.87 Maximum and minimum ADV streamwise 
velocity profiles in the coastal flume in wave alone 
(2.5 s wave). 
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c)      d) 
Figure 6.88 Typical water surface elevation upstream of the pile a) wave alone b) wave 
and 6.9% current c) wave and 4.8% current d) wave and 2.5% current. 
The typical water surface profile for the wave is shown in Figure 6.88a. There was some 
variation in the wave height along the flume (see Appendix 9) and the average wave height 
between the 5 probes was 4.7 cm. The water surface elevation is similar in the three wave-
current combinations, Figures 6.88b, 6.88c and 6.88d. 
6.7.1 Flow visualisation 
Flow visualisation was conducted during test R.24, with a uniform coarse sand bed. While the 
original objective was to conduct flow visualisation in a range of test conditions, this was not 
possible due to the filters becoming blocked with the seeding particles during this test (see 
Appendix 3). However, the results from the visualisation (Figure 6.89) are useful in that they 
provide a picture of the flow around the pile and enable the key flow features to be identified 
and compared with the literature. On the left hand side (upstream) of the pile the particle streaks 
are aligned horizontally, but start to bend downwards as they approach the pile, defining the 
downflow (see Figure 6.89a). The downflow profile is also shown as the particles bend to a 
greater extent nearer to the bed. On the left hand side of the pile (upstream side) there is a 
clear distinction between the uniform particle streaks above the level of the scour hole and the 
vortex flow in the scour hole. The horseshoe vortex is clearly visible in Figures 6.89b and 6.89d 
and is present along the entire upstream scour hole slope, although the main vortex core is 
closer to the pile. In Figure 6.89b the horseshoe vortex is most clear and is made up of at least 
3 smaller interacting vortices the positions of which match that described by Dargahi (1989). On 
the right hand side of the pile the streaks are more chaotic, indicating the wake, and there are 
clear vertical components to the flow (see Figure 6.89a). 
The lip in the upstream scour hole slope is also clearly visible at the bottom of the scour hole 
(Figures 6.89a and 6.89b), indicating the presence of the vortex on the bed which results in the 
entrainment of sediment and instigates avalanching effects on the slope as the strength of the 
vortex fluctuates. 
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In Figures 6.89c and 6.89d the laser sheet was repositioned to the nearside of the flume so 
there is no gap in the flow visualisation. Here the horseshoe vortex can still be seen on the 
upstream side of the pile and deflection of the flow around the pile sides can be observed. 
a)  
b)  
Flow direction 
Lip at bottom of 
scour hole slope 
Wake flow with 
vertical components 
Curved 
paths show 
Downflow 
 
Horseshoe vortex system  
with distinct vortices 
Flow direction 
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c)  
d)   
Figure 6.89 Flow visualisation technique of flow in the scour hole around the pile in the 
streamwise direction in the small flume, a) and b) laser sheet positioned along centreline 
of scour hole, c) and d) laser sheet positioned to the side of the pile in the cross-stream 
direction.  
 
Flow direction 
Flow direction 
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6.8 Sediment properties 
Additional measurements were collected in relation to the properties of the sediments. This 
section discusses the sieve analysis of the different sands, the bulk density and permeability 
measurements. The results from the core sampling technique are discussed in Section 6.9. 
6.8.1 In-situ sediment density 
The density of the sand bed was measured in four tests, R.25, R.26, R.N.27 and R.28. As 
described in the methodology Section 4.3.2, plastic pots were located at nine different positions 
in the bed, at three different depths. The general layout of these is shown in Section 4.3.2 and 
the exact locations in each of the tests are given in Appendix 5. The aim of these 
measurements was firstly to get an indication of the variability in the bulk density across the 
bed, and secondly to ascertain the difference in bulk density between tests. Table 6.4 shows the 
bulk density measured from the pots at each of the depths. Tests R.25, R.26 and R.27 were set 
up with a ‘loose’ sand bed following normal procedures, whereas in test R.28 a concrete poker 
was used to create a denser sand bed as discussed in Section 4.1.1.  
Table 6.4 Bulk density measured in the flume test bed during tests R.25, R.26, R.N.27 and 
R.28 in uniform coarse sand in the small flume. 
Bulk density, ρb (g/cm3) 
Depth above  
flume bottom (cm) 
R.25 R.26 R.N.27 R.28 
0 1.55 1.52 1.56 1.71 
0 1.53 1.52 1.59 1.70 
0 1.54 1.522 1.55 1.72 
2 1.51 1.52 1.58 1.71 
2 1.53 1.53 1.59 1.72 
2 1.55 1.51 1.57 1.69 
4 1.52 1.52 1.62 1.71 
4 1.55 1.51 1.57 1.71 
4 1.55 1.50 1.58 1.71 
Average 1.54 1.52 1.58 1.71 
 
It can be seen from Table 6.4 that the density difference between the pot locations and depths 
is small for each test indicating that the density is reasonably homogenous across the bed.  
The density is very similar between tests R.25, R.26 and R.N.27. The slightly higher average 
density in test R.N.27 (Table 6.4) may be due to the test bed preparation being undertaken by a 
different operator (see Appendix 3). However, the difference in density between these three 
tests is small, meaning that the test methodology is reasonably consistent, at least for this 
flume. It is clear in Table 6.4 that using the concrete poker has resulted in a denser sand bed in 
Test R.28. However, the sand in test R.28 would still be considered a ‘loose’ sand compared to 
typical values for dense sand given in the literature. According to Subramanian (2010) a more 
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typical bulk density for ‘dense’ sand would be around 2 g/cm3, and loose sand typically has a 
bulk density of 1.7-2 g/cm3, while the bulk density of dense sand is typically 1.9-2.2 g/cm3. 
Therefore the increase in density in Test R.28 is relatively small, and this should be borne in 
mind when considering the scour development results for this test. 
6.8.2 Ex-situ bulk density 
The dry bulk density of samples of each of the uniform and mixed sands was also measured. 
Figure 6.90 shows the density measurements for these samples. For the fine and coarse sands, 
initial density measurements were taken for both loose and shaken samples, before developing 
a more consistent method for measuring the density of dry, loose samples for all of the sand 
types, as detailed in Section 4.3.2. It can be seen in Figure 6.90 that the initial loose samples 
gave similar results to those obtained using the refined methodology, indicating that the results 
are fairly insensitive to the differences in these methodologies. It can be seen that after shaking 
the samples the bulk density increases by the order of 0.1 g/cm3 but this is still well within the 
range considered ‘loose’ in the literature (see above).  
For the fine sand, the dry density of a saturated sample was also collected. Again, the loose 
sample is in close agreement with the other two loose samples for this sand, indicating that this 
has little effect on the bulk density. A shaken wet sample was also tested which gave a similar 
result to the dry shaken sample. As there was little difference between saturated and dry 
samples, further wet samples for the other sands were not collected. 
 
 
When comparing the mixed sand samples and the uniform samples in Figure 6.90 there is only 
a very small variation in density between the sand types. The most non-uniform mixtures have 
the highest bulk density, which is in agreement with Subramanian (2010) who states that well 
graded, non-uniform sands will have a higher bulk density than poorly graded, more uniform 
sands. However, the difference in bulk density is still small so it is unlikely that this parameter 
has much of a bearing on scour behaviour in the mixed compared to uniform sands.  
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Figure 6.90 Ex-situ bulk density measurements of 
samples of the mixed and uniform sands. 
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Another point to note from Figure 6.90 is that the sand with the lowest density is the uniform fine 
sand. This is in agreement with the factory bulk density data where the loose bulk density of the 
fine sand is quoted as 1.43 g/cm3 compared to 1.569 g/cm3 for the coarse sand. Although these 
figures are lower than the measurements in Figure 6.90 probably due to differences in the 
testing methodologies, it is consistent that the fine sand has the lower density. The difference in 
density between the fine and coarse sands is related to the variability of other properties such 
as the shape parameters of the particles.  
Importantly, the density of the dry sand samples is in the same region as the in-situ density 
measurements discussed in the previous section. This helps to validate the methodology for 
density measurement. 
6.8.3 Permeability 
To help to improve understanding of scour processes in the mixed sands, the permeability of 
each of the mixtures was measured in a permeameter, following the method discussed in 
Section 4.3.3. Figure 6.91 shows the results for both constant head and falling head tests. It is 
clear from the graph that there is very good agreement between these test types which provides 
confidence in the results.  
 
a)       b) 
Figure 6.91 Permeability of the mixed and uniform sands, (F) falling head test, (C) 
constant head test a) plotted against percentage of fine sand in the mixture b) plotted 
against median grain size with logarithmic axes. 
Figure 6.91a shows that as the proportion of fine sand in the mixture increases (and hence d50 
decreases) the permeability decreases. This is as expected from the literature (Blanco, 2003) 
as the smaller grains in fine sands make it more difficult for water to find paths through. The 
permeability drops off exponentially as a small percentage of fine sand is added to the coarse 
sand, and hence there is a relatively large difference in permeability between the coarse sand 
and the 10% fine, 90% coarse sand mixture. There is little change in permeability beyond a 
percentage of 50% fines in the mixture.  
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It should be noted that in comparison to other materials, the difference in permeability between 
these sands is relatively small. For example the typical permeability of silts and clays is several 
orders of magnitude lower than the permeabilities for these sands which are of a similar order of 
magnitude to each other. However, the permeability drops by over half between the coarse 
sand and the 10% fine sand mixture. It should be considered whether this may be significant 
enough to have an impact on scour development, and this will be discussed further in Section 
7.2.2 in relation to scour in the mixed sands with low percentage of fine sand. The permeability 
drops by almost half again between the 10% and 25% fine sand mixtures before levelling off for 
the remaining mixtures.  
According to Shepherd (1989) the variation in permeability with grain size should form a straight 
line on a log-log plot with permeability increasing with grain size. However, considerable scatter 
is expected in the data due to the other parameters that are known to affect permeability. The 
data are shown in this format in Figure 6.91b. The significant deviation from the straight line for 
this data set shows the extent of the effect of other factors (i.e. the sediment non-uniformity) on 
the permeability characteristics of these sands. 
6.8.4 Grading curves 
The grain size distribution of each of the uniform and mixed sands was measured in order to 
quantify the key parameters such as the mean particle size and the sediment uniformity.  
 
 
Figure 6.92 shows a comparison of the factory-provided data for the fine sand with the sand 
distribution measured in the laboratory following the methodology in Section 4.3.1. There is 
quite a difference between the two. To check the validity of the in-house measurement, a 
second sample was sieved, also shown in Figure 6.92. The two measurements in-house show 
very close agreement. The difference between these results and the factory results may be due 
to the use of different test procedures. However, one would expect the sieving conducted in the 
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Figure 6.92 Fine sand grain size distribution, 
comparison of laboratory measurements with factory 
data sheet. 
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laboratory to represent the sand as a coarser distribution, so that the curve would be to the right 
of the factory data in Figure 6.92, as in the laboratory the sieving process was completed by 
hand and so it is likely that not all of the grains would fall through the appropriate sieve size in 
the limited time. In an automated sieving test, the sieves would be shaken at higher frequency 
and for a longer time until no further grains pass through the sieves, which would result in a shift 
of the curve to the left as a greater proportion of grains pass through the sieves. The factory 
data being on the right hand side suggests that either the factory methodology was more 
approximate than the laboratory method, or that there is some variation in the sand being 
collected from the quarry. As it is unclear as to the assumptions and methods used by the 
factory, the quantification of the sand parameters will be taken from the laboratory data, which 
relates to the actual sand used in the scour tests. This means that despite ordering a sediment 
that would have a d50 of 0.2 mm, the fine sand actually has a d50 of 0.12mm. The uniformity 
parameter of the fine sand, however, is similar between the in-house and factory data. 
 
 
As with the fine sand, the coarse sand grain size distribution was checked in the laboratory. In 
Figure 6.93 the factory data is shown along with two sieve analyses completed in the laboratory 
for different samples of the coarse sand. The agreement between all three curves is very 
reasonable. However, the sieve analysis in the laboratory showed that the sand contained 
slightly more fines than the factory data suggested, making it a little less uniform than the 
factory data. The laboratory data are used in the analysis instead of the factory data for the 
same reasons as discussed for the fine sand.  
Figure 6.94 shows two sieve analyses for the 50% mixed sand. The two curves were measured 
at different times, with different samples, but the agreement is very good, indicating consistency 
in the methodology for sieving, and consistency in the sample preparation of the mixed sand. 
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comparison of laboratory measurements with factory 
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Figure 6.95 shows the grading curves measured in the laboratory for each of the sand mixtures 
along with the standard fine and coarse sands, and these curves were used to obtain the 
sediment grading properties given in Table 6.5. The curves in Figure 6.95 clearly show the bi-
modal nature of the mixtures by the inflection in the middle of these curves. This is most 
pronounced for the 50% mixture and least so for those mixtures with less even proportions of 
fine to coarse sand. 
Note the inclusion of a 5% fine sand mixture in Table 6.5. This mixture was not used in the 
scour tests but was added for the grain size distribution, permeability and bulk density 
measurements to better define the trends and improve understanding of scour behaviour for 
mixtures with a low percentage of fine sand. 
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Figure 6.95 Grain size distributions for each of the 
mixed and uniform sands. 
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Table 6.5 Key parameters of the grain size distributions for each of the mixed and 
uniform sands including median grain size and geometric standard deviation. 
Grain 
size 
coarse coarse 
factory 
data 
5% 
fine 
10% 
fine 
25% 
fine 
50% 
fine 
75% 
fine 
90% 
fine 
fine fine 
fact. 
data 
Ave. 
fine 
sand 
d50 0.58 0.64 0.64 0.63 0.61 0.38 0.27 0.26 0.12 0.23 0.18 
d5 0.41 0.51 0.32 0.22 0.14 0.13 0.12 0.12 0.08 0.14 0.11 
d10 0.46 0.54 0.47 0.35 0.19 0.15 0.14 0.14 0.09 0.15 0.12 
d16 0.49 0.55 0.51 0.49 0.25 0.18 0.16 0.15 0.09 0.17 0.13 
d25 0.52 0.58 0.56 0.54 0.36 0.22 0.19 0.18 0.1 0.18 0.14 
d60 0.61 0.67 0.67 0.66 0.64 0.54 0.31 0.28 0.14 0.25 0.20 
d75 0.66 0.71 0.73 0.72 0.71 0.63 0.43 0.33 0.16 0.29 0.23 
d84 0.7 0.75 0.78 0.77 0.76 0.69 0.6 0.35 0.18 0.33 0.26 
d90 0.75 0.79 0.81 0.8 0.8 0.74 0.68 0.5 0.19 0.35 0.27 
d95 0.85 0.84 0.85 0.85 0.84 0.8 0.76 0.66 0.22 0.4 0.31 
Cu=d60/
d10 
1.33 1.24 1.43 1.89 3.37 3.6 2.21 2 1.65 1.67 1.67 
σg 
=d84/d50 
1.21 1.17 1.22 1.22 1.25 1.82 2.22 1.35 1.50 1.43 1.47 
σg 
=d50/d16 
1.18 1.16 1.25 1.29 2.44 2.11 1.69 1.73 1.33 1.35 1.34 
σg=0.5(
d84/d50+
d50/d16) 
1.20 1.17 1.24 1.25 1.84 1.96 1.95 1.54 1.42 1.39 1.41 
σg =√ 
(d84/d16) 
1.20 
 
1.17 
 
1.24 
 
1.25 
 
1.74 
 
1.96 
 
1.94 
 
1.53 
 
1.41 
 
1.39 
 
1.41 
 
 
Two measures of grain size uniformity which are frequently used in the literature to define sands 
have been included in Table 6.5, namely the coefficient of uniformity and the geometric 
standard deviation. These give different results because of the shift in the shape of the 
distribution between the mixtures. Three definitions of σg are used in the literature (see Section 
2.4.1). Each of these are included in Table 6.5. It can be seen that there is good agreement 
between these for the more uniform sand mixtures but for the sands with greater bimodality 
(25%, 50% and 75% fine sand mixtures) there is a significant difference between the values. 
This demonstrates the difficulty of defining non-uniformity of sands with complex distribution 
shapes and this will be discussed further in Section 7.3.2 with respect to scour modelling 
techniques in non-uniform sands. 
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6.9 Core samples 
Core samples were taken at the end of a selection of tests to analyse the variation in the grain 
size distribution with depth at different locations in the scour hole. The core sample 
methodology underwent considerable development as discussed in Section 4.3.4 and the 
processing was a delicate operation as well as being time consuming. Consequently, it was not 
possible to obtain data for all tests, and there was quite a high rate of data loss due to issues 
with the methodology; in particular it was easy for samples to be destroyed during several of the 
processing stages (i.e. during removal of samples from the flume, removal of the samples from 
the tubes, and during oven drying). The data that were collected and processed are discussed 
in this section. Not every sample is included here, but only those pertinent to the discussion. 
The full data sets are given in Appendix 6 along with diagrams of the measured sample 
locations for each test.  
It is important to bear in mind that the methodology for the core sampling technique was 
designed to enable a primarily qualitative analysis, and consequently there are a variety of 
factors such as compression of the samples and displacement of sand along the edges of the 
tube that mean that a quantitative analysis would not be appropriate. It is clear from the data 
that the samples give a reasonable representation of the general trends, as the key features 
that are expected to be seen in the data are present, such as the interface of the two sands in 
the layered tests, and intact sand in the bottom sections of the samples which have not been 
affected by the scour process. There is also good agreement in the representation of the 
uniform fine and coarse sands at different depths within samples, and between different 
samples and tests, demonstrating the consistency of the methodology.  
6.9.1 Variability of intact mixed sands 
One way in which the core samples are useful is to assess the degree of homogeneity of the 
sediment in the sand test bed, in particular for the mixed sand cases. While the samples 
indicate that the uniform coarse sand is reasonably homogenous, see Appendix 6, it is clear 
that there is greater variation in the mixed sediments compared to their design values. Table 6.6 
shows the maximum difference in the proportion of fine sand to coarse sand in the mixed cases 
within and between samples. Note that in Table 6.6 the values do not include the top layer(s) of 
the samples where these may not be representative of the original sediment mixture due to the 
scour and sediment transport processes during a test.  
The results in Table 6.6 show that the proportion of fine to coarse sand in a mixed bed can vary 
locally by up to 18% from the expected value. Although the proportions of fine and coarse sands 
were measured out carefully in order to construct the mixed sands, when the mixed sands were 
placed in the flume the actual proportion of fine to coarse sand varied quite substantially 
through the bed. It was observed during the test set-up that the fine sand in the mixed cases 
had the tendency to settle out of the mixture due to its slower settling velocity in water and this 
made it difficult to ensure an even mixture in the flume. It can be seen in Table 6.6 that there is 
slightly greater variability in the mixtures in the larger flume where the sediment bed is deeper 
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and at a larger scale, so there is more opportunity for the sediment to separate out, and it is 
more difficult to re-mix the sediment during filling of the flume test bed. The greater degree of 
fluctuation in the mixed test scour curves and the repeatability of these tests may be linked to 
the degree of heterogeneity of the bed and this is discussed in Section 7.2.2.  
Table 6.6 Variability in the mixed sand distributions with depth in the scour test bed. 
Test Minimum 
coarse sand % 
Maximum 
coarse sand %  
Maximum percentage 
difference from design value 
10% coarse R.10 7 13 3 
75% coarse R.T.9 63 77 12 
50% coarse R.T.11 47 63 13 
50% coarse R.T.8 39 55 11 
C.90.13 (50%) 36 60 14 
C.90.14 (50%) 32 63 18 
 
6.9.2 Preferential scouring and bed armouring  
A second way in which the core samples allow insight to be gained into the scour processes in 
the mixed and layered sand beds is that any changes to the sediment grading distribution in the 
top layers of the samples compared to the initial bed configuration can be determined. 
A significant result from this relating to the mixed sand tests is that the samples consistently 
show that there is little change from what would be expected initially in the top layer (see Figure 
6.96 and Appendix 6). This is a key result because it indicates that in the mixed cases there is 
not preferential scouring of the fine sand particles from in-between the coarser material; if this 
were in fact the case, the top layer of the core samples would show an increase in the 
proportion of the coarse sand as a result of the coarse sand remaining in the scour hole while 
the fine sand was scoured. Critically, this means that the greater scour depth measured in the 
mixed cases compared to the uniform coarse sand tests is a result of both the fine and coarse 
sand proportions scouring, and the configuration of the mixed sand bed is enabling coarser 
particles to be eroded under the same flow conditions compared to in a uniform coarse sand 
bed.  
In some of the samples (Figure 6.97 and Appendix 6) there is a small increase in the proportion 
of the coarsest grain size banding in the top layer of the sample. This is in agreement with 
visual observations of a thin armour layer forming in the scour hole over time. What is clear from 
the core samples is that the armouring process has only affected the very largest particles, so 
that the majority of the coarse sand particle sizes have been scoured along with the fine sand in 
the mixed bed tests. 
It was observed that the scour depth continued to develop after the armour layer formed, 
indicating that the armour layer was not thick enough to prevent further scouring, and 
preferential scouring of particles smaller than the armour layer occurred (including the majority 
of the coarse sand particle sizes). This type of bed armouring was observed in a range of test 
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types including the uniform sands, not just in the mixed sand tests. This implies that it is a more 
general process rather than being specific to the sediment mixtures.  
 
 
 
 
Bed armouring identified by a greater proportion of the coarsest size banding (>850 microns) is 
not observed in all of the mixed sand samples. In fact many of the samples show no evidence of 
bed armouring. This lack of consistency may be due to limitations in the methodology rather 
than providing a true representation of the scour process. Therefore, the core sample analysis 
is focused on the general trends shown, and what is consistent between the samples for the 
mixed sand tests is the absence of any significant increase in the overall proportion of the 
coarse sand in the top layer of the samples, indicating that there has been no preferential 
scouring of the fine sand.  
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Figure 6.96 Core sample taken at end of test C.90.13 
(50%-50% mixed sand) from the deepest part of the 
scour hole, directly upstream of the pile.  
Figure 6.97 Core sample taken at end of test R.10 
(90%-10% fine-coarse sand mix) from the deepest 
part of the scour hole, directly upstream of the pile.  
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An interesting result is seen in the core sample shown in Figure 6.98, test C.90.13, as it has 
greater proportions of all bands of the coarse sand in the top centimetre than would be 
expected in the initial distribution. This sample was collected from far downstream of the scour 
hole where it was noticeable in the photographs that the fine and coarse sands were separating 
out, see Figure 6.99. This is due to dune formation and resultant sediment transport along the 
bed and shows the different rate of transport between the fine and coarse sands. Therefore, the 
result does not contradict the finding discussed previously in this section. 
 
 
a)    b)     
Figure 6.99 Separation of mixed sands downstream of the pile a) coastal flume test b) 
small flume test. 
6.9.3 Sediment mixing  
In terms of the layered sand tests, it is interesting to consider to what extent the two layers have 
remained separate or become mixed as a result of the scour process. 
The samples from the layered tests collected from the deepest part of the scour hole, closest to 
the upstream pile face (see Figures 6.100 and 6.101), consistently show similar patterns in the 
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Figure 6.98 Core sample taken at end of test C.90.13 
(50%-50% mixed sand) from the dune downstream of 
the scour hole. 
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top layer of the sample. At this depth into the bed, the coarse sand layer has been reached, so 
the initial configuration of the sample at this depth would only consist of coarse sand. However, 
Figures 6.100 and 6.101 show a small increase in the proportion of fine sand in the top layer of 
the sample. Based on visual observations this fine sand probably falls in to the scour hole once 
the flow is stopped and the vortex suspending sediment collapses on the scour hole slope. 
However, it is possible that the increased proportion of fine sand indicates some level of mixing 
between the fine and coarse sands within the top centimetre. It is difficult to draw further 
conclusions about the sediment interaction in the top layer of the samples at this location in the 
scour hole because it is difficult to quantify and separate the effects of the deposition of the fine 
sand that was observed. If there are any mixing processes occurring these are confined to the 
top centimetre, as there is no change to the sand distribution in the lower centimetres.  
 
  
The core samples show some interesting results in the layered tests under reversing flow. In 
these cases there is clear evidence of sediment mixing processes occurring. In Figure 6.102, 
the core sample is taken from the downstream scour hole slope and it can be seen that while 
the top two centimetres consist mostly of the fine sand as would be expected based on the 
initial bed configuration at this location and scour depth, there is also a notable proportion of 
coarse sand in both of these centimetre sections, indicating that mixing has occurred. Similarly 
in the sample in Figure 6.103 mixing of the fine and coarse sands has happened in the upper 
four centimetres. The mixture is quite heterogeneous as shown by the wide variation in 
proportion of fine to coarse sands in the four centimetres. This sample was collected from within 
the scour hole, adjacent to the pile face on the left hand side of the pile, which was the 
downstream side for the final half cycle. As discussed in Sections 6.6 and 7.2.3 the deposition 
zone within the scour hole directly downstream of the pile is shifted to the opposite side of the 
pile with each reversal of flow direction. The core sample results indicate that this process has 
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Figure 6.100 Core sample taken at end 
of test C.90.11 (layered bed with fine 
sand overlying coarse sand) from the 
deepest part of the scour hole, 
directly upstream of the pile.  
Figure 6.101 Core sample taken at end 
of test R.29.3 (layered bed, fine sand 
overlying coarse sand) from the 
deepest part of the scour hole, 
directly upstream of the pile.  
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resulted in the fine and coarse sands becoming mixed. This means that the scour development 
at the pile is actually through a mixed material each time the flow is reversed, not a uniform 
sand, and this is likely to alter the rate of scour development. 
 
   
6.10 Test repeatability  
This section seeks to understand the measurement uncertainty in the scour development 
curves. The uncertainty in the laboratory measurements can be quantified where tests were 
repeated. However, due to the long duration of the scour tests it was only practical to repeat 
tests to clarify unexpected results or where a fault in the test procedure occurred. An 
assessment of the repeatability of the data can instead be made through comparison of partial 
repetitions of tests. For example, scour in the upper sand layer of the layered tests provided a 
repeated section of test for comparison with the start of the equivalent uniform sand test.  
A set of layered sand tests were also conducted where the same test conditions were repeated 
four times but the tests were stopped at different points in time so that core samples could be 
taken at different stages of scour development (see Appendix 3). Figure 6.104 shows a 
comparison of these four tests. There is very good agreement between the curves, showing that 
the errors due to the experimental methodology and measurement technique are small. For this 
set of four tests the maximum difference between scour depth measurements is 0.08 S/D, with 
the majority of points within 0.04 S/D. The largest difference occurred very near the start of the 
tests where recording scour depth was more difficult due to the high speed of erosion, making 
measurement error more likely.  
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Figure 6.102 Core sample taken at end 
of test C.90.12 (layered bed, fine sand 
overlying coarse sand) under square 
wave reversing current taken from the 
scour hole slope on the last 
downstream side. 
Figure 6.103 Core sample taken at end 
of test C.90.12 (layered bed, fine sand 
overlying coarse sand) under square 
wave reversing current taken directly 
adjacent to the pile on the last 
downstream side.  
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Table 6.7 Comparisons of parts of tests conducted under the same conditions in the 
small flume. 
Tests compared Maximum difference in S/D 
R.29.1, R.29.2, R.29.3, R.29.4 0.08 
R.1 and R.2 0.05 
R.4 and R.7 0.175* see main text 
R.5 and R.6 0.08 
R.19, R.20 and R.24 0.08 
R.17 and R.19, R.20, R.24 0.13* see main text 
R.16 and R.21, R.N.27 0.075 
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Figure 6.104 Comparison of scour development in 
tests R.29.1, R.29.2, R.29.3, R.29.4 under same flow 
conditions in small flume, layered bed with 40 mm 
upper fine sand layer. 
Figure 6.105 Comparison of scour 
development in tests R.1 and R.2 
under same flow conditions in small 
flume (fine sand). 
Figure 6.106 Comparison of scour 
development in tests R.4 and R.7 
under same flow conditions in small 
flume (fine sand). 
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In Figures 6.105-6.109 the remaining comparisons between the relevant parts of tests 
conducted in the small flume used to assess the measurement uncertainty are shown. The 
maximum difference between the curves in each comparison are given in Table 6.7. 
The maximum difference between the scour curves in Figure 6.106 is larger than in most of the 
other comparisons. In Figure 6.106 the maximum difference is approximately 0.175 S/D. 
However, there is only a small section for comparison as these tests were conducted at the 
fastest flow velocity used in the test programme. The high speed of the scour process in the 
initial stage of the test increases the uncertainty in the scour measurements. Furthermore, these 
tests were part of the preliminary test series, P-2, so the test methodology was less refined at 
this point. These factors are likely to contribute to the increased difference between the tests, 
and therefore, the larger measurement uncertainty between these tests will not be considered 
as standard.  
In Figure 6.108, while the difference between the R.19, R.20 and R.24 curves is small, the 
difference between test R.17 and these three tests is larger than most of the comparisons with a 
maximum difference of 0.13 S/D. However, test R.17 was conducted during a different test 
series than the other three tests i.e. several months before, under a slightly different flow 
velocity. The difference in the velocity between these tests is given in Section 6.7. While the 
difference in the tests is therefore not related to the measurement uncertainty, it is interesting to 
include here because it demonstrates the sensitivity of the scour tests to the velocity parameter. 
Only a small change in velocity is needed to have a noticeable effect on the scour curve.  
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Figure 6.107 Comparison of scour 
development in tests R.5 and R.6 
under same flow conditions in small 
flume (coarse sand). 
 
Figure 6.108 Comparison of scour 
development in tests R.19, R.20, R.24, 
R.17 under approximately the same 
flow conditions in the small flume 
(fine sand). 
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Table 6.8 Comparisons of parts of tests conducted under the same conditions in the 
coastal flume. 
Tests compared Maximum difference in S/D 
C.90.10 and C.90.18 0.06 
C.20.10 and C.20.18 0.125 * see main text 
C.90.11, C.90.12, C.90.15 0.06 
C.20.11, C.20.12, C.20.15 0.2 * see main text 
C.90.28 and C.90.30 0.08 
C.90.13 and C.90.14 0.05 
C.20.13 and C.20.14 0.05 
 
 
Similarly to Figure 6.108 in Figure 6.109 test R.16 was conducted some months prior to the 
other tests in the comparison, so the differences between these tests are due to the small 
change in velocity between the two test series. The change in velocity has had less of an effect 
on the difference in the scour curves compared to those in Figure 6.108 as the curves are within 
the measurement uncertainty identified from the other comparisons. This may be linked to the 
different flow intensity parameters between these two comparisons.  
In the larger flume there are also some tests that can be compared to assess the test 
repeatability, see Figures 6.10-6.116. The maximum difference between the tests in each 
comparison is given in Table 6.8.  
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Figure 6.109 Comparison of scour development in 
tests R.21, R.N.27, R.16 under approximately the 
same flow conditions in the small flume (coarse 
sand). 
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In Figure 6.112 and Figure 6.113 the maximum difference between the curves is higher at 0.125 
S/D and 0.2 S/D respectively. Both of these comparisons relate to tests at the small pile in the 
larger flume. The measurement uncertainty is expected to be higher for this pile due to the 
coarser resolution of the measurement scale compared to the pile diameter. Consequently the 
repeatability of these tests will be treated separately from those at the larger pile diameters.  
Figure 6.114 shows a comparison of scour development in wave-current scour tests rather than 
unidirectional current flow as has been discussed previously in this section. In Figure 6.114 the 
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Figure 6.110 Comparison of scour 
development in tests C.90.10 and 
C.90.18 under the same flow 
conditions in the coastal flume 
(coarse sand). 
Figure 6.111 Comparison of scour 
development in tests C.90.15, C.90.11 
and C.90.12 under the same flow 
conditions in the coastal flume (fine 
sand). 
Figure 6.112 Comparison of scour 
development in tests C.20.10 and 
C.20.18 under the same flow 
conditions in the coastal flume 
(coarse sand). 
Figure 6.113 Comparison of scour 
development in tests C.20.11, C.20.12 
and C.20.15 under the same flow 
conditions in the coastal flume (fine 
sand). 
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difference between the two curves is still within the variability expected based on the 
unidirectional current test data, indicating that the variability in the wave-current scour depth 
data is no different to the unidirectional current cases.  
 
 
 
  
There are two comparisons available for the mixed sand tests. These are shown in Figures 
6.115 and 6.116 with the maximum difference between the curves shown in Table 6.8. The 
repeatability of the mixed sand tests in the larger flume appears to be in the same region as the 
uniform sand tests. However, only two cases were available for comparison.  
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Figure 6.114 Comparison of scour development in 
tests C.50.29 and C.50.31 under the same wave-
current flow in the coastal flume (fine sand). 
Figure 6.115 Comparison of scour 
development in tests C.90.13 and 
C.90.14 under the same current in the 
coastal flume (mixed sand). 
Figure 6.116 Comparison of scour 
development in tests C.20.13 and 
C.20.14 under the same current in the 
coastal flume (mixed sand). 
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Two further cases to discuss are the tests which were repeated in the R.T test series. R.T.2 was 
a repeat of test R.T.1, and test R.T.11 was a repeat of test R.T.8. Figures 6.117 and 6.118 
compare the repeated tests in each case. 
 
  
In both cases in Figures 6.117 and 6.118, the largest difference between the repeated tests is a 
little higher than the expected maximum difference between tests due to the measurement 
uncertainty; the difference is as much as 0.15 S/D in Figure 6.118. This implies that there may 
be other factors affecting the scour development in these tests. It is important to note that these 
tests were the earliest mixed sand tests that were run in the small flume (and these were 
undertaken primarily by Ferradosa, 2012) and therefore the methodology followed was slightly 
different and somewhat less developed than in later test series, which may partially account for 
the larger differences between the tests in Figures 6.117 and 6.118. In addition, the effect of the 
heterogeneity of the sand mixtures on scour development is considered in Section 7.2.2, as well 
as the potential for variation in the flow conditions; both are factors that may explain the 
differences in these tests. 
To conclude, the difference between scour depths is mostly well under 0.1 S/D, and therefore 
this will be taken as the nominal value for the measurement uncertainty. In the few comparisons 
where the difference between scour depths was greater than 0.1 S/D it was demonstrated that 
larger measurement errors were likely to be specific to these cases. In general when comparing 
different scour cases, the effect of the parameter under consideration on the scour development 
will be deemed to be of significance if the difference in scour depths is greater than 0.1 S/D. 
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Figure 6.117 Comparison of repeated 
tests with 25% fine sand, 75% coarse 
sand mixed bed in the small flume 
(unidirectional current). 
Figure 6.118 Comparison of repeated 
tests with 50% fine sand, 50% coarse 
sand mixed bed in the small flume 
(unidirectional current). 
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7. Discussion 
Following the presentation of the results, this section provides a more detailed examination of the 
key findings. Analysis of the uniform sand tests in relation to a range of parameters and 
comparison with the literature is given in Section 7.1 to better understand the baseline cases and 
assess scale effects in the laboratory, before discussing the novel findings in the layered and 
mixed cases, as well as under the more complex wave-current and tidal flow conditions in Section 
7.2. In Section 7.3 an assessment is made of existing prediction equations for determining scour 
time development and equilibrium scour depth in the uniform sands. The most promising methods 
from this investigation are then used to develop approaches for modelling scour behaviour in the 
complex sediment beds. In the final Sections 7.4 and 7.5 an evaluation of the test methodology 
and measurement techniques is presented, and recommendations for future work are provided. 
The main conclusions from the project are then summarised in Section 8. 
7.1 Uniform sand, unidirectional current tests  
In this section a range of parameters are discussed in comparison with the literature to better 
understand their relationships with scour depth in the uniform sand tests. Dimensional and non-
dimensional parameters related to the flow velocity, sand grain size, pile diameter, water depth 
and scour timescale are discussed.  
7.1.1 Scour relationship with flow velocity and V/Vcr 
According to the scour literature (see Section 2.2.2) in the clear water regime equilibrium scour 
depth increases linearly with flow velocity up to the critical velocity of the sediment. By plotting 
Se/D against V/Vcr for the unidirectional current tests in the uniform sands, Figure 7.1, the data for 
the different pile diameters and grain sizes should plot to the same line. It can be seen in Figure 
7.1 that there is, for the most part, good agreement with this trend. The close fit demonstrates 
that the scour process is highly sensitive to the V/Vcr parameter, as more scatter in the data would 
imply a greater level of dependency on the other variables in the tests. 
However, it is evident in Figure 7.1 that the two uniform sand tests conducted at the 20 mm pile 
in the larger flume do not fit the trend so closely. These tests resulted in a deeper scour depth at 
a given value of V/Vcr compared to the other tests. For these tests the pile diameter changed but 
all other dimensional parameters remained constant relative to the larger pile tests conducted in 
the same flume. Therefore, to understand this difference, the changes in the ratios of parameters 
as a result of the decrease in pile diameter need to be considered. Possible causes are the 
increase in grain size relative to pile diameter (which is thought to induce ‘scale effects’ resulting 
in deeper scour at relatively smaller piles, Lee and Sturm, 2008), or changes in the relationship 
between the flow parameters and the pile diameter represented by the pile Reynolds number or 
Euler number (Ettema et al. 1998). These aspects will be considered in more detail in the following 
sections. A separate trendline has been added to Figure 7.1 for the tests at the 20 mm pile to 
enable quantification of the increase in scour depth compared to that in the other test cases. It is 
estimated from Figure 7.1 that an increase of approximately 0.4 S/D for a given V/Vcr value has 
occurred. 
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There is good agreement between the 90 mm pile tests in the larger flume and the 40 mm pile 
tests in the smaller flume in Figure 7.1, which indicates that there are no significant scale effects 
between these tests despite the different flume dimensions and pile diameters. Similar scaling 
parameters were used for these test sets, but the same sands were used in both flumes so the 
D/d50 ratio was not held constant. The good agreement between the tests in Figure 7.1 indicates 
that this parameter has not had a significant influence on the scour depth. The D/d50 parameter 
is discussed in more detail in Section 7.1.3. 
There is some additional scatter in the data apart from that relating to the 20 mm pile tests. In 
particular the scour depth in the 19 cm/s fine sand test (R.T.6) is about 0.2 S/D greater than 
expected. This test was conducted as part of test series T-1 and these tests were completed by 
Ferradosa (2012). It is possible that small differences in flow velocity occurred between tests in 
this series as the upper valve was used to control the flow rather than the lower valve, which may 
have resulted in small changes in the V/Vcr parameter. An increase of depth-averaged velocity of 
only 1 cm/s would bring this test much closer in line with the trendline. 
Similarly, test R.5 plots above the trendline. This was conducted as part of preliminary test series 
P-2. As noted in Section 4.5 the velocity measurement for this series were completed with an 
ADV system rather than the LDV system and so the measurements were at a much lower 
resolution and affected by noise due to the proximity of the flume walls. These factors will have 
reduced the accuracy of the ADV measurements. In this case an increase of only 0.5 cm/s in the 
depth-averaged velocity would bring it in line with the other tests in Figure 7.1. 
Scatter is also likely to be induced where tests were ended before the stopping criterion 
(preliminary test series P-1, P-2 and series T-1), or may be due to limitations in the stopping 
criterion to represent comparable points across all of the tests. An evaluation of the stopping 
criterion is given in Section 7.1.9.  
The definition of the Vcr parameter also induces some uncertainty. Although a consistent 
theoretical approach was used in this study, the theoretical approaches are limited as they were 
developed for uniform particle shapes and grain distributions, and the relationships between 
parameters in the equation are modelled with a degree of empiricism (see Section 2.1.1).  
Scatter in the data may also be the result of parameters other than flow intensity affecting scour 
development, although the good agreement indicates that the influence of other parameters for 
these test cases is likely to be small, apart from for those tests conducted with the 20 mm pile in 
the larger flume. To better understand effects of other flow and sediment parameters on the tests 
these are discussed in turn in the following sections.  
Note that in Figure 7.1 tests R.1 and R.3 from preliminary test series P-1 have been plotted 
separately to the other data, in order to determine the flow intensity parameter in these tests 
because reliable velocity measurements were not collected during this test series (see Section 
4.5). An estimate of the flow velocity for these tests has been obtained by fitting the data to the 
trendline in Figure 7.1. Good agreement is obtained for both tests at a velocity of 21.5 cm/s. This 
also fits well with observations of slower ripple formation than in the P-2 test series with faster 
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flow, and the scour time development curves for these tests fit in between the faster and slower 
tests (Appendix 3). As tests R.1 and R.3 have been fitted to the trend they have not been used to 
define the trend itself. 
 
 
A direct comparison with data in the literature is shown in Figure 7.2 where the present test data 
is plotted alongside the laboratory data reported in Sheppard et al. (2011a) from a wide range of 
studies. 
There is considerably more scatter in the published data in Figure 7.2 than in the data from the 
present study, showing that scour depth is dependent on a range of other factors. The scatter 
makes it difficult to observe a linear trend in the clear water regime.  
The data from this project fit in the middle range of the literature data in Figure 7.2. The excellent 
fit of the test data within the range of values in the literature provides confidence in the 
methodology and standard of the experiments in this project.  
The trendline from Figure 7.1 for the present data is included in Figure 7.2 as well as a trendline 
taking all of the plotted data into account. The trendline based on the full data set has a much 
shallower gradient due to a number of tests with small scour depths recorded at high flow intensity 
values. This appears to have skewed the best fit line so that it does not appropriately model the 
data, as the point of interception with the x axis is not at a sensible value (i.e. at the threshold for 
scour to occur). 
Tests conducted at low flow velocities in the larger flume as part of test series C-2, enable a 
comparison to be made of the threshold V/Vcr parameter for scour to occur. The calculated 
threshold V/Vcr value is approximately 0.5, based on the condition of Whitehouse (1998) that 
scour initiates when τ/τcrit>0.25. Other research suggests that initiation of scour occurs between 
0.3-0.6 V/Vcr (see Section 2.2.2). From Figure 7.2 the trendline for the present data indicates that 
scour initiates somewhere in the region of V/Vcr=0.35, which is in agreement with the literature 
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data in Figure 7.2 where the threshold value is somewhere between 0.3-0.5. The wide spread of 
V/Vcr for initiation of scour in the data suggests that scour initiation is dependent on a wider range 
of factors than are currently taken into account in prediction methodologies, so further research 
is needed to properly define the threshold for scouring over a range of conditions.  
 
 
7.1.2 Pile diameter 
In the literature it is widely reported that scour depth scales with pile diameter. In Figure 7.1 the 
consistency of the data when plotting Se/D versus V/Vcr demonstrates that the main sets of tests 
conducted at the 40 mm and 50 mm piles in the small flume and at the 90 mm pile in the large 
flume scale satisfactorily with pile diameter.  
As already discussed, this was not the case for the 20 mm pile tests in the larger flume, where 
the scour depth was increased relative to the pile diameter, mirroring the outcome of laboratory 
scale effects reported in the literature (see Section 2.7.4).  
An additional assessment of scale effects was made during the test programme in the small flume 
through a comparison of scour development at 25, 40 and 50 mm piles under the same flow 
conditions, Figure 7.3. Note that due to time constraints tests R.8 and R.9 were not run to 
equilibrium. In Figure 7.3 the 40 mm and 50 mm pile tests show excellent agreement when the 
results are plotted with the scour depth normalised by the pile diameter. However, this is not the 
case for the 25 mm pile in this flume, where scour depth is greater than in the other tests when 
normalised by pile diameter. This indicates that the reduction in pile diameter while maintaining 
constant flow conditions has resulted in a significant change in terms of the ratios of one or more 
parameters compared to the pile diameter thereby influencing scour behaviour. The influence of 
a range of parameter ratios on scour depth are considered in the following sections in order to 
establish the causes of this result and that of the enhanced scour depth at the small pile in the 
larger flume.  
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In the larger flume three different pile diameters were employed during the test programme, 
namely 20, 50 and 90 mm. However, due to the discrepancy in the flow velocity between the near 
and far side of the flume (see Section 6.7), only one direct comparison between tests under 
exactly the same flow condition is available, between tests at the 50 mm and 90 mm piles which 
were conducted at the same location in the flume. These tests (C.90.15 and C.50.32) are plotted 
in Figure 7.4. Note that time constraints meant that test C.50.32 could not be run to equilibrium. 
It is clear in Figure 7.4 that similarly to the results in Figure 7.3 scour depth does not scale with 
pile diameter between these two cases, with the smaller pile resulting in greater Se/D than at the 
larger pile.  
In Figure 7.5 a comparison is made of tests conducted at the 20, 50 and 90 mm pile diameters in 
the larger flume in fine sand. Note that for the 20 mm test (C.20.15) the depth-averaged velocity 
is reduced by approximately 1.5 cm/s compared to the other tests. However, in Figure 7.5 it can 
be seen that the scour depth relative to the pile diameter is already greater at the 20 mm pile than 
at the 50mm pile despite the lower flow velocity, so it is clear that the relative scour depth 
increases with decreasing pile diameter when all other parameters remain constant.  
A correction for the velocity difference for the 20 mm pile tests can be determined using the 
trendlines in the V/Vcr versus Se/D graph in Figure 7.1. This indicates that the scour depth has 
been reduced by approximately 0.1 S/D, and hence the increase in scour depth is estimated as 
0.4 S/D if the tests were conducted under the same flow velocity (as discussed in the previous 
section).  
It is more difficult to estimate the size of the scale effect at the 50 mm pile in the larger flume and 
at the 25 mm pile in the small flume because these tests were not run to equilibrium scour depth, 
and extrapolation methods are not suited to short duration tests (Simarro-Grande and Martin-
Vide, 2004).  
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Considering the scour curves in Figures 7.3 and 7.5 the effects due to the reduction in pile 
diameter are less apparent at the 25 mm pile in the small flume than at the 50 mm or 20 mm piles 
in the larger flume tests where there is a greater difference in terms of S/D between these curves 
and that at the 90 mm pile. 
It is possible that the difference in the scour curves in the initial stage of the tests in Figure 7.3 is 
due to a difference in the timescale parameter for scour, which is not normalised in the figures, 
as opposed to indicating an increase in the relative equilibrium scour depth, but the short duration 
of the tests prevents further investigation of this aspect. 
 
 
7.1.3 Grain size and D/d50 
One parameter that is reported to induce scale effects in the laboratory is the ratio of pile diameter 
to grain size (Lee and Sturm, 2008). Grains smaller than about 0.1 mm exhibit cohesive properties 
imposing a limit on the geometric scaling of sediment, so that it is often not possible to keep the 
ratio of D/d50 constant when scaling scour tests. This section will evaluate the effect of this 
parameter on the tests to help determine the cause of the relatively higher scour depths at the 
smaller pile diameters in the present study. 
As discussed in Section 2.2.4 of the literature review, Lee and Sturm (2009) presented a detailed 
analysis of the relationship between Se/D and D/d50. Se/D is expected to increase with D/d50 up to 
D/d50=25. However not all of the literature is in agreement with the trend identified by Lee and 
Sturm (2009) once D/d50>25. Some researchers have reported that Se/D is independent of D/d50 
after this point, whereas Lee and Sturm (2009) found that Se/D decreases as D/d50 increases from 
25 up to around 200 when Se/D becomes independent of D/d50. The decrease in Se/D with 
increasing D/d50 implies that Se/D will be greater when the sand grains are larger compared to 
the pile diameter, which potentially would account for the greater scour depth at the smaller piles. 
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The D/d50 values for each test condition are given in Table 7.1. Note that D/d50 is greater than 25 
in every case, so for these tests it is expected that Se/D will either decrease with increasing D/d50 
or be independent of this parameter.  
Table 7.1 D/d50 parameter for each combination of pile diameter and uniform sediment used 
in the test programme.  
Condition D/d50 
Large flume, 90mm pile, coarse sand 150 
Large flume, 90mm pile, fine sand 900 
Large flume, 50mm pile, fine sand 500 
Large flume, 20mm pile, coarse sand 33.33 
Large flume, 20mm pile, fine sand 200 
Small flume, 50mm pile, coarse sand 83.33 
Small flume, 40mm pile, coarse sand 66.67 
Small flume, 40mm pile, fine sand 400 
Small flume, 25mm pile, coarse sand 41.67 
The lowest value of D/d50 relates to the coarse sand test at the 20 mm pile in the larger flume. 
However, the fine sand test at the 20 mm pile does not equate to the 2nd smallest value of D/d50. 
In fact there are four other test conditions that result in smaller D/d50 values than in the case of 
the fine sand test at the 20 mm pile. Therefore, if scale effects at the small pile are dependent on 
the D/d50 parameter then it would be expected also to see scale effects in these other tests, which 
is not the case in Figure 7.1. Furthermore, D/d50=200 for the fine sand test at the 20 mm pile, 
which is close to the expected range for independence of this parameter as shown by Lee and 
Sturm (2009). When considering the 50 mm pile in the larger flume the D/d50 ratio is even larger 
than that at the 20 mm pile, yet the relative scour depth was still increased compared to that at 
the 90 mm pile.  Therefore, the D/d50 parameter does not account for the higher values of Se/D 
observed at these piles. 
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To make this clearer, in Figure 7.6 Se/D is plotted against the D/d50 parameter. Tests conducted 
at approximately the same V/Vcr are identified on the graph but there is no obvious relationship 
between these parameters in Figure 7.6, and Se/D does not appear to increase with decreasing 
D/d50. Therefore, these test results are more in agreement with the findings of Raudkivi and 
Ettema (1983) and Raikar and Dey (2005) that Se/D is independent of D/d50 within the range 
tested. While Lee and Sturm’s analysis applied corrections to the data for V/Vcr, h/D, pile shape 
and alignment, there is still a considerable amount of scatter in their data compared to the trend 
they identifed between Se/D and D/d50.  Clearly there are other factors of importance, and the 
scatter indicates that the dependence on the D/d50 parameter is fairly weak in the available data 
to Lee and Sturm (2009). 
7.1.4 Water depth and h/D 
Another parameter considered to influence scour depth in the literature is the water depth relative 
to the pile diameter. It is generally concluded in the literature that this parameter is only important 
for low values of h/D, and scour is thought to be independent of h/D for h/D>3 or 4 (see Section 
2.2.3). For this reason the h/D parameter for these tests was set above this value. Table 7.2 
shows the h/D values for each test condition in the two flumes. 
Table 7.2 h/D parameter for each pile diameter used in the test programme 
Condition h/D 
Large flume, 90mm pile 5 
Large flume, 50mm pile 9 
Large flume, 20mm pile 22.5 
Small flume, 50mm pile 3.2 
Small flume, 40mm pile 4 
Small flume, 25mm pile 6.4 
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In Figure 7.7 Se/D is plotted against h/D for the test series, but the results do not show a strong 
dependence on this parameter. 
In Figure 7.1 the 40 and 50 mm piles in the small flume and the 90 mm pile in the larger flume 
were shown to be in good agreement in terms of the expected trend between Se/D and V/Vcr. This 
implies that there is no influence of the h/D parameter between these tests, which is in the range 
3.2-5. However, for the tests in which equilibrium scour depth did not scale with pile diameter in 
a consistent manner, the h/D parameter increases with the observed increase in S/D i.e. from the 
25 mm pile test in the small flume, to the 50 mm pile and then to the 20 mm pile in the larger 
flume.  
This apparent link with water depth may indicate a change in the flow patterns relative to the pile 
diameter as water depth is not expected to directly influence scour behaviour in deeper water 
once interaction between the surface and horseshoe vortices ceases (see Section 2.2.3).  
7.1.5 Froude number 
The potential link of Se/D with water depth discussed in the previous section will be considered 
further in terms of other flow related parameters that may better represent this apparent effect 
across the test series. The effects of Froude, Reynolds and Euler number are addressed in turn. 
In some scour studies the Froude number has been considered an important parameter for scour, 
while others have not discussed it. In the scour prediction methods that do include Froude number 
scour depth is expected to increase with Froude number in the subcritical range.  
The Froude number is a characteristic of the flow and water depth so is not related to the pile 
diameter or sediment properties. Consequently in these tests it is a function of the flume size (as 
this resulted in a change in the water depth), and flow velocity. Therefore, the Froude number 
was constant in the larger flume, but varied with flow velocity in the small flume. Table 7.3 presents 
the Froude number for the lowest and highest velocities tested in the small flume along with the 
Froude number for the tests in the larger flume.  
Table 7.3 Froude number in the laboratory studies in each flume  
Condition Froude 
Coastal flume 0.11 
Small flume, fastest velocity 0.20 
Small flume, slowest velocity 0.15 
 
The Froude number is smallest in the coastal flume, and largest for the fastest flow velocity in the 
small flume. However, the difference in Froude number between these cases is relatively small. 
If this difference in Froude number was significant there would be a systematic change in the 
scour behaviour between the two flumes in terms of Se/D versus V/Vcr (Figure 7.1). However, this 
is not the case and so it can be concluded that Froude number is not significant over this small 
range tested. 
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In Figure 7.8 the Froude number for each test is plotted against Se/D. It is clear that for the small 
flume tests in the range Fr=0.15-0.2 Se/D increases with Froude number, in agreement with the 
literature. However, this trend is not continued to the larger flume tests at lower Froude numbers. 
The apparent trend in the small flume tests is really a proxy for the V/Vcr parameter which for 
these particular tests increases directly with Froude number, and it can be seen that the fine and 
coarse sand tests are separated in Figure 7.8 because Froude number does not take into account 
the sediment parameters. This indicates that the dependence on Froude number is weak, and 
because the Froude number is smallest for the tests at the 20 mm pile in the larger flume this 
parameter does not explain the higher value of Se/D seen in these tests.  
7.1.6 Sensitivity to V2/gD parameter 
Another parameter that has been used to understand scale effects in scour experiments by 
Ettema et al. (1998) is V2/gD (Euler number). This parameter describes the ratio of the stagnation 
pressure at the structure to the pile diameter. As the pile diameter decreases V2/gD increases 
and this means that the gradient in the flow increases at the pile, increasing the downflow and 
horseshoe vortex strength relative to the pile diameter and as a result increasing Se/D. The V2/gD 
parameter is linked to the apparent increase in Se/D with water depth in the tests at the smaller 
pile diameters, because it was the pile diameter that was reduced to increase the ratio of h/D. 
This resulted in an increase in the V2/gD parameter because the flow velocity remained constant 
as the pile diameter decreased. 
Table 7.4 displays the values of V2/gD for the tests and the data are plotted in Figure 7.9 in terms 
of Se/D against V2/gD. The V2/gD parameter is greatest for the 20 mm pile in the larger flume, 
which helps to explain the larger Se/D parameter at this pile.  
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Table 7.4 Euler number for each test condition 
Condition V2/gD 
Large flume, 90mm pile 0.065 
Large flume, 50mm pile 0.117 
Large flume, 20mm pile 0.258 
Small flume, 50mm pile, 25cm/s 0.127 
Small flume, 40mm pile, 25cm/s 0.159 
Small flume, 25mm pile, 25cm/s 0.255 
Small flume, 40mm pile, 19cm/s 0.092 
 
 
 
Ettema et al. (1998) found that Se/D increased linearly with V2/gD when plotted on a semi-log 
graph. The present test data in Figure 7.9 is in agreement with this trend. Separate trendlines are 
shown in Figure 7.9 for the fine sand and coarse sand tests as the V2/gD parameter does not take 
sediment properties into account. There is still some scatter in the data however, with the 19 cm/s 
tests in the small flume and the 20 mm pile tests in the larger flume having smaller Se/D values 
than would be expected from the trend. This indicates that the increase in Se/D at the small pile 
should be even larger based purely on this parameter, and therefore other factors may be 
influencing the Se/D parameter in these tests. 
The V2/gD parameter does not uniquely account for the higher Se/D values at the smaller pile 
diameters because the 25 mm pile in the small flume had a similar V2/gD parameter to that at the 
20 mm pile in the larger flume, but Se/D was increased by a smaller amount. Also, the V2/gD 
parameter for the 50 mm pile in the larger flume was smaller than in other tests which did scale 
consistently with the pile diameter.  
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7.1.7 Pile Reynolds number 
Another flow parameter that can influence Se/D is the pile Reynolds number, as discussed in 
Section 2.2.6 of the literature review. Table 7.5 presents the pile Reynolds number for each set 
of tests. It can be seen that the 20 mm pile in the larger flume and the 40 mm pile in the small 
flume in a current of 19 cm/s have small pile Reynolds numbers, which may link with the relatively 
smaller scour depth plotted for these tests compared to the trend on the V2/gD graph (Figure 7.9). 
Furthermore the difference from the expected trend in Figure 7.9 is greater for the 20 mm pile in 
the larger flume which is consistent with the pile Reynolds number being lower in these tests 
compared to those under 19 cm/s flow in the small flume.  
Table 7.5 Pile Reynolds number for each test condition. 
Condition Pile Reynolds number 
Large flume, 90mm pile 21600 
Large flume, 50mm pile 12000 
Large flume, 20mm pile 4500 
Small flume, 40mm pile, 19cm/s 7600 
Small flume, 40mm pile, 25cm/s 10000 
Small flume, 25mm pile, 25cm/s 6250 
 
 
 
In Figure 7.10 the pile Reynolds number is plotted against Se/D. However, it is difficult to identify 
a relationship between the parameters for the range of Reynolds number tested, suggesting that 
the influence of ReD on Se/D is small for these tests in the subcritical regime in agreement with 
the literature.  
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7.1.8 Timescales of scour  
The time development of scour is difficult to quantify, because there is no universally accepted 
parameter to describe this. Several researchers have developed definitions of a scour ‘timescale’ 
parameter, Tc, and a non-dimensional form of this, T*, (see Section 2.6.5 of the literature review). 
However, these definitions vary between authors and are essentially empirical in nature. 
Therefore, in this section the timescale of scour is discussed in a more fundamental sense, using 
a parameter that can be more universally defined directly from the test data, the time to 
equilibrium. This parameter enables comparison between these tests with the expected trends in 
the literature, but does not allow assessment of the rate of change of scour during the test and 
how this changes with different test conditions. The shape of the scour curve and hence the rate 
of change of scour is discussed in the second part of this section following discussion of the time 
to equilibrium parameter. 
a) Time to equilibrium 
As a starting point for investigating the relationship between scour timescale and scour depth, in 
Figure 7.11 the equilibrium time is simply plotted against the equilibrium scour depth. Figure 7.11 
shows that there is a linearly increasing trend of scour depth with time to equilibrium, so that the 
deeper the equilibrium scour depth, the longer the process takes. This is in agreement with the 
literature where the scour process in larger scale tests and in the field have longer timescales 
than those at small scale in the laboratory.  
There is some scatter in the data however, especially for the 20 mm pile tests in the larger flume, 
indicating that other parameters are important for the timescale of scour. The 20 mm pile tests 
have a much slower timescale for scour than expected from the prevalent trend in Figure 7.11. 
This indicates that the parameters responsible for the higher Se/D values in the tests at the small 
pile diameters have also influenced the scour timescale. 
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In the literature it is expected that the time to equilibrium will increase with V/Vcr. In Figure 7.12 
V/Vcr is plotted against time to equilibrium. Although the data appear quite scattered, they can be 
separated into the tests at the different pile diameters, as the effect of pile diameter is not taken 
into account in the graph. Once the data are separated in this way it can be seen that the time to 
equilibrium increases with V/Vcr as expected from the literature for each pile diameter. This shows 
that under the same flow conditions even though the rate of scour may be faster in the fine sand, 
the time to equilibrium is longer in this sand than in the coarse sand, because a greater volume 
of material is eroded.  
 
 
Some of the scatter in Figures 7.11 and 7.12 may be explained by errors in the definition of te for 
the tests (especially those that were stopped a little short of the test stopping criterion). The te 
parameter as with the Se parameter for these tests is a measure of a quasi-equilibrium stage and 
relies on the criterion for stopping tests being suitably defined and consistent across the tests 
(see Section 7.1.9 for further discussion of this).  
b) Scour time development and rate of change of scour 
In order to compare the shape of the scour curve between tests and study the differences in the 
rate of change of scour under the various test conditions, in Figure 7.13 the scour time 
development curves are normalised by the equilibrium scour depth and the time to equilibrium 
parameters. 
Figure 7.13a indicates that while many of the tests show qualitatively good agreement in terms of 
the shape of the curve, there is some variation between the tests. For example in the larger flume 
there is a consistent difference between the fine and coarse sand curves, with a faster rate of 
scour in the fine sand. Similarly there is a difference between tests at the two pile diameters in 
the larger flume with a faster scour rate at the 20 mm pile. In the small flume, the curves from the 
T-1 test series have slower scour development in the first section, but the shape of the curves for 
the fine and coarse sands are fairly similar to each other. These differences may be indicating a 
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weak dependence on the V/Vcr parameter, with increasing scour rate of change with V/Vcr, so that 
at high V/Vcr the curve is steeper in the first section and flatter in the second section compared to 
a curve at lower V/Vcr where the curve is less steep in the first part, but then flattens off less 
quickly in the final section. 
This is in agreement with the literature such as Melville and Chiew (1999) who also plotted S/Se 
versus t/te and reported an influence of V/Vcr on the S/Se versus t/te curve. They plotted the data 
on a log-log plot, so for direct comparison with their data, in Figure 7.13b the test data is plotted 
in a similar manner. In this format they plotted a set of linear trends for S/Se versus t/te with a 
greater proportion of the equilibrium scour depth being obtained at a given value of t/te for tests 
with higher V/Vcr values. Similarly, in Figure 7.13b test R.5 has the highest V/Vcr parameter and 
plots as the uppermost line. The T-1 test series and the 90 mm pile coastal flume tests had lower 
V/Vcr values and plot towards the bottom of Figure 7.13b.  
There is scatter in the data, and this is also true in the data of Melville and Chiew (1999), where 
there is considerable overlap in the curves for different V/Vcr values. The scatter in the data is an 
indication of the effects of other variables on the rate of change of scour development. However, 
it is anticipated that much of the scatter is due to experimental uncertainty depending on the 
method of identifying the Se and te parameters. This probably explains why the T-1 test curves 
are similar despite the difference in V/Vcr, as the test stopping criterion was not followed in this 
test series. 
The 20 mm pile tests in the larger flume do not fit the expected trend in Figure 7.13. These showed 
a faster scour rate than at the 90 mm pile despite a similar V/Vcr value. Therefore, for the 20 mm 
pile tests in the coastal flume, Se/D, te and the rate of scour have all been altered relative to the 
tests at the larger piles. This is probably related to the steeper gradient in the downflow and higher 
frequency of eddies relative to the pile diameter discussed in Sections 2.2.6 and 2.7.4. Where 
these have not remained in proportion with the geometric scaling between the piles, but have 
actually increased relative to the pile diameter then the V/Vcr parameter will not be representative 
of the actual capacity for scour at the pile. Instead scour will be more representative of that under 
a larger V/Vcr value, which is then consistent with the higher placement of the 20 mm pile scour 
time development curves in Figure 7.13b compared to those at the 90 mm pile. 
In terms of the shape of the curves, Melville and Chiew (1999) found that 50% of equilibrium scour 
occurred within 0.1-10% of the time to equilibrium, and 80% of the scour process was completed 
in 5%-40% of the equilibrium time, which demonstrates that there can be considerable variation 
in the scour rate. In Figure 7.13 50% of the scour process occurred in 5% of the time to equilibrium 
and 80% of the scour depth occurred within 10%-30% of the equilibrium time, in agreement with 
Melville and Chiew (1999), although the range is larger for the data of Melville and Chiew (1999) 
because this covered a wider range of V/Vcr values from scour threshold up to critical velocity for 
the sediment.  
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a)      b) 
Figure 7.13 Scour development plotted as normalised scour depth versus normalised time 
a) normal plot b) log-log plot.  
7.1.9 Test stopping criteria 
One aspect that has become evident in the discussion above is that the tests may be showing 
sensitivity to the definition of the te parameter. This section, therefore, discusses the test stopping 
criterion in more detail. 
One interesting result shown in Section 6.1.1 was that even in the very longest duration tests 
compared to the expected timescale of scour, a true equilibrium condition was not reached - scour 
depth continued to increase, albeit slowly. This demonstrates the need for the use of stopping 
criteria, not only to curtail the tests for practical reasons, but also because it may otherwise be 
very difficult to determine if a test has truly stopped, as a gradual creep in scour depth may 
continue for an extended period.  
For the longest duration test (C.20.15), which was at the 20 mm pile in the coastal flume in uniform 
fine sand, a range of criteria found in the literature can be applied and compared. Table 7.6 shows 
the results for eight different stopping criteria (which were discussed in Section 2.7.4) in 
comparison with the criterion used in this study. The range in definition of equilibrium scour depth 
and time to equilibrium from these different approaches is significant and illustrates the issues 
that this will cause when comparing data in the literature due to a lack of consistency when only 
equilibrium parameters are reported, or where these are used to inform prediction equations, 
without explicitly stating the stopping methodology, or indeed making available the full data to 
enable other criteria to be applied.  
From Table 7.6 it can be seen that relying purely on a change in slope in a log plot of scour depth 
versus time is not a reliable method as several changes in slope are recorded during a test, as 
was found by Simarro et al. (2011). This method is likely, therefore, significantly to underestimate 
Se and te. Using a criterion of <d50 per hour also resulted in much smaller Se and te parameters 
compared to the other criteria. Due to the short time period used in this criterion, natural variation 
in the scour rate through the curve is not taken into account with this approach so that it is more 
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likely that this criterion will assume equilibrium has been reached when it has not. The criteria of 
Lança et al. (2013a) and Melville and Chiew (1999) give the same Se parameter, and the criterion 
used in this project results in a similar scour depth to these methods. However the time to 
equilibrium parameter is significantly different between these three approaches. This gives 
confidence in using the methodology employed in the present study for obtaining a reasonable 
estimate of the Se parameter, but implies there may be significant error in the te parameter, which 
helps to explain the scatter in the figures in Section 7.1.8. 
Table 7.6 Comparison of different test stopping criteria with results from test C.20.15. 
Stopping criteria Author Se/D te 
<d50 per hour Link et al. (2006) 1.65 13.7 
<2d50 in 24 hours Fael et al. (2006) Criteria not reached 
Check for flat slope on 
semi-log plot 
Cardoso and Bettes (1999) 1 0.19 
>7 day test duration Lança et al. (2013a); Lança et al. (2013b); Criteria not reached 
<2mm in 24 hours Lança et al. (2013a) 1.9 43 
<0.05D/3 in 24 hours Grimaldi et al. (2009) Criteria not reached 
<0.05D in 24 hours Melville and Chiew (1999) 1.9 55.2 
Test run for 1-2 weeks Simarro et al. (2011) Criteria not reached 
<0.025D in 6 hours Criteria used for these tests 1.8 25 
 
The Lança et al. (2013a) and Melville and Chiew (1999) methods result in a te parameter 
approximately twice as long as that in the criterion used in this project. These criteria would simply 
not have been practical to use in this study as each test would have taken over a week of working 
hours to run, even in the small flume. Furthermore, the test used in the comparison in Table 7.6 
was not run for long enough to apply three of the criteria to it. These criteria, although more 
accurate would be very difficult to follow due to practical reasons (no overnight testing, sharing 
facilities with others). 
The final scour depth recorded in the test was 2.05 at 80.7 hours, so the longest criterion that can 
be applied to this test, that of Melville and Chiew (1999), underestimates Se/D by 7% and the 
equilibrium time by 32% compared to the end values, which are still not the equilibrium values. 
This indicates that the stopping criteria that were not applied to this test because it was not run 
for long enough will have a significantly larger te parameter compared to the other criteria in Table 
7.6, but less of a difference in the Se/D parameter. This is a very important result in terms of 
predictive methods for scour, because many rely on a te parameter and therefore will be 
constrained by the consistency of its definition. Predictive methods are discussed in greater detail 
in Section 7.3. 
What is clear from this analysis is that a consistent approach is particularly important in order to 
understand the trends and relationships between parameters for scour. It would be beneficial for 
different researchers to use the same criteria (standardised approach) to enable inter-test 
comparison. At the least researchers should clearly report the definition they used, or make 
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available the full time development curves. Definition of a quasi-equilibrium criterion would be 
useful to enable laboratory testing to be practical, if this could then be linked to a final equilibrium 
criterion. However, in order to do this some very long duration testing would be needed.  
7.1.10 Final remarks on scale effects  
No scale effects were observed between the tests at the 90 mm pile in the larger flume and the 
40 mm pile in the small flume. This is consistent with these tests being scaled from similar field 
parameters so that the small differences in parameter ratios between these tests were not 
significant, and the different scale ratios of 1:55 and 1:125 for the tests in the two flumes are 
equally valid in terms of quantifying the Se/D parameter. Scour depth did not scale with pile 
diameter when the pile diameter was reduced. This was not found to be related to the ratio of 
D/d50 but instead due to a lack of similarity in the flow patterns in the vicinity of the pile. 
In the tests in the larger flume the flow velocity and water depth parameters remained constant 
for the tests at the different pile diameters. A smaller pile in the same flow results in a relatively 
stronger gradient upstream of the pile, as the pile causes less of an obstruction to the flow. This 
means there is a change in the dimensions of the flow patterns relative to the pile, resulting in a 
relatively stronger downflow and horseshoe vortex, causing an increase in the Se/D parameter. 
This effect is quantified by the V2/gD parameter, however, this parameter did not fully account for 
the smaller scale effects at the 25 mm pile in the small flume compared to the tests in the larger 
flume.  
In terms of the scour timescale in the larger flume tests, this was also influenced by the reduction 
in pile diameter, with the time to equilibrium becoming relatively longer compared to the pile 
diameter. This may be similarly linked to the change to the dimensions of the flow patterns relative 
to the pile.  
It is plausible that there are also Reynolds number and Froude number effects in these tests, as 
the scour behaviour at the smaller pile diameters could not be fully accounted for by the Euler 
number. However, further testing would be needed to investigate this, by running a test series 
where Fr, ReD and V2/gD are varied independently, over a wider range of values, in order to 
understand fully the effects of Froude number, pile Reynolds number and V2/gD on scour 
behaviour.  
7.2 Discussion of key results: layered and mixed sands, tidal and wave-current flow 
This section develops explanations for the novel results obtained from the layered, mixed, tidal 
and wave-current test programmes.  
7.2.1 Layered tests  
An extensive comparison of the layered tests with literature data is not possible because few 
studies have been conducted in similar sediment beds. However, the small number of studies 
identified in the literature review, Section 2.4, to be similar to this work are compared with the 
present data in the first part of this section, before the new findings from the test programme are 
discussed in the second part of the section.  
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a) Comparison of layered test results with literature 
In the literature review, Section 2.4.4, it was found that a small number of studies have been 
conducted in layered sand beds with coarse sand overlying fine sand in the context of 
understanding the bed armouring process. These studies can be compared with the coarse over 
fine sand layered test that was conducted as part of the P-2 test series. Studies by Raudkivi and 
Ettema (1985) and Dey and Raikar (2007b) found that the equilibrium scour depth reached in this 
type of layered bed depended on a range of parameters and the flow regime (clear water or live 
bed), so that in some cases the scour depth was less in the layered bed than it would be without 
the armour layer, but under other conditions scour was actually deeper than without the presence 
of the armour layer (see Section 2.4.4 for further details). In this project the coarse over fine sand 
layered test resulted in the former result, because the V/Vcr parameter for this test was well within 
the clear water condition for both of the sand layers.  
For the case of fine sand overlying coarse sand, only one study was available for comparison at 
a similar structure. Gjunsburgs et al. (2014) investigated scour in a bed of fine sand overlying 
coarse sand at an abutment as well as in a bed with the layers reversed so that coarse sand 
overlaid the fine sand (see Section 2.4.5 for further details). While they concluded that scour in 
these layered beds could be predicted by superposition of the uniform sand tests, on closer 
inspection of their data it is clear that in the bed of fine sand overlying coarse sand the scour 
depth is increased in the lower coarse sand layer compared to scour in a uniform bed of the 
coarse sand. In the coarse sand overlying fine sand bed, the scour depth is reduced in the lower 
layer compared to in a uniform bed of fine sand, in agreement with the findings of the present 
study. This gives confidence in the present results and indicates that they apply to a wider range 
of structures as a similar result can also be seen in Govsha and Gjunsburgs (2012) relating to 
guide banks in rivers. 
b) Explanation of key results from layered tests 
The key finding from the layered tests was that scour development in the lower sand layer did not 
follow the same trend as that in a uniform sand bed of the lower layer sand type. In a bed of fine 
sand overlying coarse sand, scour development was enhanced in the lower coarse sand layer, 
whereas in a bed of coarse sand overlying fine sand, scour in the lower fine sand layer was 
suppressed compared to a uniform bed of the same sand. In this section a physical explanation 
of these results is developed by considering the mechanisms which may be responsible. 
A change in scour development through the lower sand layer suggests that there has been a 
change to one of two aspects due to a difference in the sand type overlying the lower sand layer. 
Either the layered bed configuration has resulted in a change to the flow patterns in the scour 
hole compared to those over a uniform bed of the lower layer sand type, or the layered 
configuration has resulted in different behaviour of the sediment in terms of its resistance to 
erosion.  
The first of these can be considered by investigating the scour hole shape in the two sands using 
the results from the echosounder profiling (Section 6.5). A difference in scour hole shape between 
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the two sand types for a given depth of scour at the pile would result in different flow patterns 
within the scour hole. This would mean that when the two sands are placed in a layered 
configuration the coarse sand as the lower layer feels different flow conditions compared to when 
it is in a uniform bed of coarse sand.  
However, as was shown in Section 6.5, the upstream scour hole profile is unaffected by sand 
type, flow velocity, layer configuration or time into the test, only depending on the scour depth at 
the pile. The upstream slope angle is generally thought to be linked to the angle of repose of the 
sediment, and as there is no difference between the slopes in the two sand types this indicates 
that the two sands have a similar angle of repose, which is conceivable considering the difference 
in grain size is relatively small.  
In contrast, there was some variation in the downstream scour hole profiles in the echosounder 
results. The change in downstream profile was shown in Section 6.5 to be a function of time into 
the test in terms of different dune migration rates of the two sand types because of the different 
V/Vcr parameters for the two sands under a given flow condition, rather than being a function of 
scour depth. As shown in Section 6.5 this difference in downstream dune is most prevalent during 
the early stages of the tests. Later into the tests there is less difference in dune shape between 
the two sands. Towards the start of the tests the coarse sand dune slope is approximately 3 cm 
closer to the downstream edge of the pile and about 1 cm higher at its peak than that in the fine 
sand. The coarse sand is less mobile than the fine sand so it is deposited more quickly, closer to 
the back of the pile to form a higher dune. More of the fine sand will be deposited further 
downstream, and the dune will migrate faster downstream due to its greater mobility under the 
same flow velocity. 
The downstream dune will create a flow blockage causing acceleration of flow around it and 
deceleration of flow upstream of it. However, these changes to the flow patterns can be expected 
to be small in the tests because the downstream dune is located in the pile wake region, in an 
area of lower velocity (see flow visualisation Section 6.7.1). Also, the dune only presents a small 
area of blockage to the flow as it does not extend throughout the full water column. A larger dune 
would have more of an influence on the flow as it would require greater flow acceleration around 
its sides due to presenting a larger blockage area. Although it seems unlikely that this would be 
having an effect on the horseshoe vortex behaviour at the pile, to investigate this further the time 
development of the dune can be considered. If the larger dune in the coarse sand acted to hinder 
scour development due to deceleration of flow in front of it interacting with the horseshoe vortex 
system, over time this influence would diminish as the dune migrates downstream, becoming 
flatter and further away from the pile. This would therefore, at best affect the timescale of scour, 
not the ultimate scour depth reached, as once the influence of the dune has disappeared the 
horseshoe vortex can continue unhindered. In the layered test both the timescale and the ultimate 
scour depth reached in the lower coarse sand layer are altered, so this cannot be accounted for 
by the differences in the scour hole shape downstream of the pile between the two sand types. 
This explanation is also consistent with test R.N.27 where the downstream dune was resmoothed 
once quasi-equilibrium scour depth was reached (see Appendix 3). There was no observed effect 
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on the scour depth at the pile due to the disappearance of the downstream dune. While this does 
not allow information to be obtained in terms of an influence on time development of scour depth 
during earlier stages of the test, this does show that the flattening of the dune has no impact on 
the ultimate scour depth in terms of the presence of the dune preventing scour to any extent.  
If it is not the scour hole shape or downstream deposition dune shape that is responsible for the 
change in scour development in the lower sand layer then by elimination it is likely to be due to 
interactions at the grain scale between the two sands. 
Possible mechanisms relating to grain interactions for the layered case with fine sand overlying 
coarse sand can be developed from observations of the tests. The presence of the vortex at the 
base of the upstream scour hole slope is visible due to the suspension of sand particles within it. 
In the fine over coarse sand tests the sand in the vortex appeared to be predominantly the fine 
sand (see Figure 7.14). The strength of the vortex fluctuates and hence the sand suspended in it 
is frequently deposited and re-entrained allowing interaction between the overlying fine sand and 
the underlying coarse sand in the scour hole close to the pile.  
Potentially this could result in a mixing process as the vortex strength fluctuates that helps mix 
the fine and coarse sands together, causing a change to the grain distribution and structure of the 
surface layer of sand in the scour hole. This in turn would make the coarse sand particles more 
susceptible to erosion due to greater exposure of the grains, resulting in an increase in scour 
depth compared to that in a uniform bed of the coarse sand. This mechanism of increased erosion 
of coarse grains depending on the grain distribution and bed structure is similar to the mechanism 
for scour in the mixed sand tests which will be discussed in the next section. This mixing effect 
would be local to the vortex at the base of the upstream scour hole slope and would only affect 
the surface layer of sediment, as from the core samples it was found that any mixing between the 
sands was contained well within 1 cm beneath the sand-water interface (see Section 6.9.3). 
   
Figure 7.14 Observations of the vortex at the base of the scour hole slope in fine sand 
overlying coarse sand layered tests.  
A second mechanism could be that rather than mixing the fine and coarse sands, the fine sand 
particles being more mobile and hence more numerous in the vortex collide with the coarse sand 
particles on the bed when they drop out of suspension due to fluctuations in the strength of the 
vortex, and the particles being at higher velocity give the coarse particles momentum to erode 
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more so than when in a bed of coarse sand where fewer particles are entrained and suspended 
within the vortex.  
Another aspect of the fine over coarse sand layered test findings is why the behaviour changes 
with layer depth, and in particular why there is a point at which scour no longer occurs in the lower 
layer of coarse sand as the upper layer thickness is increased. The transition point between 
whether scour occurs in the lower layer of coarse sand or not is linked to the layer depth and 
hence to the strength of the horseshoe vortex. As scour depth increases, the horseshoe vortex 
strength weakens (see Section 2.1.3). This means that the mechanism for scour enhancement in 
the lower layer is reduced because the vortex next to the pile cannot entrain the fine sand as 
much and consequently the interactions between the fine and coarse grains will be less prevalent.  
In the case of the coarse sand overlying fine sand test the suppression of scour in the lower fine 
sand layer can be attributed to bed armouring effects whereby the larger grains from the coarse 
sand provide a protective layer over the fine sand, anchoring the fine sand grains in place and 
preventing them from being eroded, as was discussed in relation to the literature at the start of 
this section (also see Sections 2.4.1 and 2.4.4). 
Now that the mechanisms have been described for both layer configurations of fine sand overlying 
coarse sand and coarse sand overlying fine sand, it is interesting to compare this with the results 
from the tests with a 3-layered bed. In test R.20 with a fine-coarse-fine layered bed the scour in 
the second layer of coarse sand behaved in a similar way to the 2-layered tests. Scour in the 3rd 
layer of fine sand was then supressed compared to scour development at that depth in a uniform 
bed of fine sand, again repeating the previous trend. However, this result was interesting, because 
much of the overlying material for the 3rd layer was actually fine sand. This indicates that bed 
armouring effects are independent of much of the overlying material. Instead it appears that what 
is important under these clear water conditions is the sand that is interacting within the scour hole, 
close to the pile. In the 3-layered test with coarse-fine-coarse layers (test R.21), scour in the 
middle layer of fine sand was supressed, consistent with findings for the other tests. However, 
there was no enhancement of scour in the 3rd layer of coarse sand despite a layer of fine sand 
above it. This suggests that the mechanism associated with the fine sand interacting with the 
coarse sand was not strong enough to overcome the effects of bed armouring resulting from the 
uppermost coarse sand layer. 
7.2.2 Mixed tests  
This section focuses on the tests in the mixed sands. These tests are first compared with the 
literature available on scour in non-uniform sediments, before the novel results in terms of 
equilibrium scour depth and scour time development are discussed in detail in the second part of 
the section. 
a) Comparison with literature 
Although few researchers have reported tests in bimodal sands, the mixed sand tests can be 
compared to literature trends for non-uniform sediments more generally. 
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In Figure 7.15 the Se/D values in the mixed sand tests are plotted against the V/Vcr parameter, 
along with the uniform sand tests plotted previously in Figure 7.1. The Vcr parameter was obtained 
using the d50 value for each sediment mixture as determined from the laboratory sieve analysis 
(see Section 6.8.4). 
 
 
Interestingly there is good agreement between the uniform and mixed sands, with most of the 
mixed tests following the straight line trend of increasing Se/D with V/Vcr. Furthermore, the mixed 
sand test conducted at the 20 mm pile in the larger flume shows a similar level of increase in the 
Se/D parameter as in the uniform sand cases. This indicates that the effect of sediment non-
uniformity on equilibrium scour depth is insignificant in these cases. 
Exceptions to this are found at each extreme of the V/Vcr range. At low values of V/Vcr the 75% 
and 90% coarse sand tests resulted in smaller scour depth than expected, indicating that the 
sediment distribution is affecting the scour process under these conditions. This will be discussed 
in the second part of this section. 
The test run at the highest value of V/Vcr also deviates from the trendline in Figure 7.15, with a 
reduction in scour depth. This could be due to bed armouring becoming more important as V/Vcr 
increases which is in agreement with the findings of Melville (2008) (see Section 2.4.1). This test 
(R.14) had a 50%-50% fine-coarse mixed sand bed, and bed armouring is expected to be the 
most prevalent in this mixture because it has the largest σg parameter. However, the sediment 
non-uniformity parameters are relatively small for all of the mixtures which helps to explain the 
close agreement between most of the mixed and uniform sand tests. Because of this it should be 
possible to predict the equilibrium scour depth in most of the mixed tests using the same scour 
equations as for the uniform cases. A bed armouring factor may need to be introduced in order 
to model correctly the tests at higher V/Vcr. Also, an additional factor would be needed for the 
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small percentage fine sand tests at low V/Vcr values to model correctly this behaviour. Further 
discussion of scour prediction in the mixed sands is included in Section 7.3.  
b) Explanation of key results 
In Section 6.1.3 three new findings were discussed for the mixed sand tests: that tests under 
lower flow velocities exhibited a linear trend for part of the time development curve, that the 
mixtures with a small percentage of fine sand resulted in a reduction in the equilibrium scour 
depth, and that these trends varied with the flow velocity. 
Following the discussion of the layered sand tests in Section 7.2.1 it is understood that the scour 
hole shape was similar under the different flow velocities and sand types, so that the approach 
velocity profile and local flow patterns within the scour hole are also expected to be similar 
between the tests. A key result from the core sample data was that there was no preferential 
scouring of fine sand particles compared to the coarse sand particles in the mixed sand beds. 
This means that, as with the layered cases, the changes to the scour process are related directly 
to differences in the interactions between the sand particles because of the alterations to the 
sediment grain distribution for these tests. This section will discuss the mechanisms for the grain-
grain interactions and influence on scour depth for the different test conditions, in order to explain 
the causes of the three identified observations. 
Firstly, the linear trend will be considered. In the 25%, 50% and 75% mixed sand tests at low flow 
velocities a clear change to the scour development trend with time was observed, with the curve 
initially following the expected non-linear trend with decreasing gradient as the scour depth 
increases, before the curves started to follow a linear trend.  
A change in trend in the scour development curve has also been reported in the literature (see 
Section 2.6.5) for uniform sand tests where the scour process may be best modelled by applying 
different functions to different stages of the curve with time, and Talebi et al. (2004) and Chang 
et al. (2004) even reported that the very initial stage of scour appeared to follow a linear trend. 
However, a linear trend in the very initial stage of scour is probably due to the horseshoe vortex 
maintaining its strength while the scour depth is still small relative to the pile diameter so is unlikely 
to be related to the linear trend found in these tests which is sustained for longer and to a deeper 
scour depth. 
In Section 7.1.8 it was noted that a low V/Vcr parameter results in a slower rate of change of scour. 
Observations showed that the initial stages of the scour process described by Unger and Hager 
(2007) where the scour hole is deepest at the side of the pile rather than directly upstream of the 
pile persisted for longer during these tests. This delay in the scour process gives more time for 
instabilities to occur and asymmetry in the scour hole shape to develop which was observed in 
some (uniform sand) tests. In relation to the mixed sand tests, this may enable sediment 
interaction effects to be more prevalent, which would partly explain why this trend is not seen at 
higher flow velocities (see later in this section for further discussion). Particles are less erodible 
under weaker flow so sediment entrainment is likely to be more sensitive to grain-grain 
interactions such as how the bed is structured. For example the hiding and exposure of grains 
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can make a significant difference to the erodibility of individual grains (Shen and Lu, 1983), see 
Section 2.4.3.  
The linear trend seen in the scour development curves is less steep compared to the expected 
scour development curve that can be modelled with an exponential function which suggests that 
the grain-grain interaction effects are inhibiting scour development compared to the usual scour 
mechanism relating to the diminishing strength of the horseshoe vortex with increasing scour 
depth. The trend in the initial part of the mixed sand scour curves coincides with when the 
horseshoe vortex is strongest, and so it follows that at this stage of the process the vortex is 
strong enough to overcome any increase in resistance to erosion due to the sediment interaction 
effects, so that the strength of the horseshoe vortex is the limiting factor for scour development. 
As scour depth increases and the horseshoe vortex weakens, the grain-grain interaction effects 
become relatively stronger, inhibiting scour progress. This means that further weakening of the 
horseshoe vortex with depth no longer affects the scour process because the limiting factor 
instead is the rate at which the mixture can be entrained into the flow. Consequently a linear trend 
is found.  
As the proportion of fine to coarse sand in the mixture varies, the gradient and duration of the 
linear section changes. The structure of the sediment will be altered due to the change in 
proportion of fine to coarse sand in the mixture so that the resistance to erosion is also likely to 
change, dictating the gradient of the straight line section. There is also a change in the V/Vcr 
parameter as the distribution of the mixture varies, changing the relationship between the strength 
of the horseshoe vortex compared to the erodibility of the sand. At a higher V/Vcr parameter it 
would be expected that the duration of the linear trend would be shorter and start later into the 
test as is seen in Section 6.1.3 because the horseshoe vortex will be relatively stronger compared 
to any grain-grain interaction effects. 
For several of the mixed sand tests the grain-grain interaction effects only influence the rate of 
scour development, not the equilibrium scour depth reached. However, in the tests conducted at 
low flow velocity in the mixed sand beds consisting of a small proportion of fine sand compared 
to coarse sand, the equilibrium scour depth did appear to be affected. This suggests that an 
additional scour mechanism may be present. A difference in density for these mixtures was ruled 
out, as the measured change in density between the mixtures was small (see Section 6.8.1), and 
in test R.28 where a higher density sand bed was tested this had little effect on scour 
development. However, the permeability tests showed approximately 50% reduction between the 
uniform coarse sand test and the 90% coarse sand test (see Section 6.8.3). This change in 
permeability without a significant change in bulk density demonstrates that there has been a 
change to the arrangement of the sand grains within the bed. While the overall volume of voids 
within a sample remains constant, the distribution of voids within the sample has changed so as 
to have a greater number of small gaps between particles compared to fewer larger gaps in a 
more permeable mixture. This change in particle arrangement may act to reduce the erodibility of 
the sand mixture due to its effect on the flow-particle interactions, with smaller, more numerous 
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voids distributed through the sample acting to break up the flow reducing the drag forces on the 
grains.   
It was noted in Section 6.1.3 that further discussion is needed to assess the certainty of this finding 
relating to the small percentage fine sand tests. As detailed in Section 6.1.3 there is some 
conflicting evidence as to whether this result is supported across all tests, due to discrepancies 
between the two coarse sand tests conducted under the same flow conditions (tests R.T.4 and 
R.12). Understanding the possible reasons for the lack of agreement between these two tests will 
help to assess the likelihood of this finding being genuine and repeatable. 
In Section 6.1.3 the unusual increase in scour depth in test R.12 was found to occur soon after 
the test was paused overnight. This suggests that the unusual scour development curve may be 
due to a change in the flow parameters during the restart procedure. This could be due to the 
restart being completed too quickly, which can cause a surge of water down the flume and a 
temporary increase in velocity. However, this is unlikely because the restart procedure was 
developed to prevent this from occurring, and this would probably show itself as a more sudden 
increase in scour depth immediately following the restart in the scour curve. 
Another explanation is that at this lower flow velocity, as the initial scour stage lasts for longer, 
the scour process may be more unstable and potentially more sensitive to fluctuations in the flow 
and the pause-restart procedure. The observed asymmetry in the scour hole shape prominent in 
test R.12 is probably linked to the slower scour timescale at low V/Vcr so that the scour hole 
assumes its predominant shape with the deepest scour depth at the front of the pile much later 
into the test. With the deepest part of the scour hole remaining at the side of the pile for a 
considerable length of time the asymmetry between either side of the pile will be prolonged and 
significant. This asymmetry only reduced as the point of deepest scour reached the front of the 
pile which coincided with the increase in scour depth towards the end of test R.12. Only once the 
horseshoe vortex weakened enough at the far side of the pile because of the increase in scour 
depth could the scour depth at the nearside of the pile begin to catch-up. Figure 7.16 shows the 
scour hole when the deepest part of the scour hole was at the pile side, and with the deepest part 
of the scour hole at the pile front. Asymmetry in the scour hole shape was not observed in all tests 
in this flow condition. It may be that asymmetry is induced at the start of the test due to natural 
fluctuations in the flow. If no asymmetry occurs in the initial phase of scouring then the scour hole 
can develop more uniformly under the same flow condition. 
The repeatability for test series T-1 was in general shown to be poorer than for other test series 
(see Section 6.10). While this may partly be a result of inhomogeneity in the sand mixtures (see 
discussion later in this section) it may also be linked to the slower rate of scour prolonging this 
initial phase of scour and the scour hole shape remaining in the initial, more unstable phase for 
longer. 
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a)  b)  
Figure 7.16 Scour hole with deepest point at a) pile side (cross-stream direction) b) pile 
front (upstream).  
While this discussion is intended to provide plausible explanations of this unusual test result, it is 
clear that further testing would be needed in order to understand conclusively the result. In order 
to come to a provisional conclusion about this result the evidence for and against can be weighed 
up. Evidence to suggest that the scour depth may not be smaller in these cases than in the uniform 
sand test is that the mixed and uniform curves from tests R.11 and R.12 are in very close 
agreement for the first section. This matches with tests R.23 and R.N.27 conducted at higher 
V/Vcr where the scour curves also matched between the mixed and uniform sands. Evidence to 
suggest that the scour depth is genuinely less in these tests is the link with a reduction in 
permeability, that the equilibrium scour depth in the two coarse sand tests (R.T.4 and R.12) is 
approximately equal, and that this equilibrium depth is in good agreement with the V/Vcr trend in 
Figure 7.1.  
Interestingly even if the true result is that the uniform curve and the mixed curves are the same, 
this is still indicating a small reduction in scour depth from what would be expected in the mixed 
tests, because these sands have an increased V/Vcr parameter compared to the coarse sand.  
Another significant result from the mixed tests to discuss is the apparent dependence of the scour 
time development trend on the flow velocity. The tests which displayed a linear trend occurred at 
approximately V/Vcr<0.7. This suggests that there is a critical value of V/Vcr where the behaviour 
changes, which can be linked to the ratio of the strength of the horseshoe vortex compared to the 
sediment resistance to erosion. The core samples demonstrated that all particle sizes were 
scoured regardless of flow velocity implying that the scour mechanism is the same under the 
different flow conditions. The structure of the sediment bed in the mixed sands has resulted in the 
larger particles being more erodible but at the same time the larger particles protect the finer 
particles from being entrained.  
It has not been tested as to whether the trends discussed above are related to the specific 
distributions of the mixtures and the degree of bimodality. That these trends have not been 
reported in the literature for non-uniform sands may be indicative that this is related only to the 
specific mixtures tested in this project or perhaps to bimodal sediments in general. Further 
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evidence to support this is that the most bimodal distribution (50% mixture) had the scour curves 
with the longest linear trend sections indicating that the grain-grain interactions are dependent on 
the grain distribution and may be linked to a lack of intermediate grain sizes, so that hiding-
exposure of grains is more apparent. Further testing would be needed of a greater range of 
sediment distributions with bimodal and normal distributions to progress understanding of this. 
One interesting observation from the core samples was the inherent inhomogeneity of sediment 
distribution in the mixed tests (shown in Section 6.9.1). It seems likely that this will affect the scour 
development, seeing as the scour development is known to be sensitive in general to grain size 
and distribution from these and other tests. This looks to be evident where the scour development 
curves are less smooth in some of the tests.  
7.2.3 Tidal tests: explanations of results and comparison with literature 
This section focuses on the tidal flow tests presented in Section 6.2 in order to provide a better 
understanding of the scour process under the uniform reversing flow and spring-neap cycle tests. 
The reasons for the differences in the scour behaviour under these different flow conditions, in 
the different sands and at the different pile diameters are explored. In these tests the differences 
in scour development will be predominantly explained by considering the key parameters that 
affect the rate of scour development under these flow conditions. It is anticipated that the main 
parameters are the flow velocity and sand type, the scour depth at the start of the half cycle, and 
the duration of the half cycle. 
First to be considered are the tests conducted with a constant velocity in the flood and ebb 
directions. If it is assumed that the scour process is roughly similar to that in unidirectional flow, 
so that the scour time development curve in each half cycle follows a similar trend to the relevant 
part of the scour curve obtained in unidirectional flow depending on the parameters listed above, 
then it would be expected that the scour depth would increase between each half cycle up to an 
equilibrium scour depth. However, because there is a difference in scour depth between the 
upstream and downstream sides of the pile due to scour being concentrated at the front of the 
pile and deposition of sand immediately downstream of the pile, there will be a setback of the 
scour time development curve when flow is reversed. Some of the time at the start of the half 
cycle will be used to clear this deposited material, before scour can then continue beyond the 
depth obtained under the previous half cycle. If scour development follows broadly the same scour 
rate of change curve as in unidirectional flow from a given depth then the scour depth would still 
be expected to increase between each half cycle, but because of the offset in scour depth this 
would result in a slower rate of change in (peak) scour over consecutive cycles. A schematic of 
this proposed scour behaviour is given in Figure 7.17. This explanation fits well with the scour 
development observed in tests C.90.18, C.90.12 and C.90.14 (Figures 6.26, 6.27 and 6.28).  
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Figure 7.17 Schematic of scour development under symmetric reversing flow. 
 
Figure 7.18 Schematic of scour development under asymmetric reversing flow. 
A second case to consider is the scour behaviour under asymmetric reversing flow. If the flow 
velocity in the reverse (ebb) direction is slower than in the flood direction then the rate of scour 
will also be slower on reversal. This means that because the half cycle time is constant, less scour 
would be able to occur in a half cycle in the ebb direction than in the flood direction. Depending 
on the difference in scour rate between the two directions, and because of the deposited material 
having to be scoured at the start of the cycle, the scour depth may not be able to exceed that 
obtained in the previous half cycle. This will result in a clear difference in peak scour depth 
obtained in the flood and ebb half cycles, which is evident in the spring-neap tests. Although tests 
C.20.18, C.20.12 and C.20.14 were designed to be conducted under constant flow velocity, the 
velocity profiles (Section 6.7) demonstrated that the flow in the ebb direction was actually reduced 
by 1 cm/s compared to the flow in the flood direction at the location of the 20 mm pile at the far 
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side of the flume. Therefore, the gap between scour in the flood and ebb directions seen in these 
tests (Figures 6.26, 6.28 and 6.29) is also consistent with this explanation.   
Under asymmetric flow, if the scour rate is slower in the ebb direction, then less material will be 
deposited at the downstream side of the pile during the ebb half cycles. When the flow reverses 
back to the flood direction, there will then be less of a set-back in scour depth. Consequently the 
scour process can proceed beyond the previous peak scour depth at an earlier stage in the half 
cycle, further exacerbating the difference in scour depth between the flood and ebb directions. In 
Figure 7.18 a diagram of the scour development under asymmetric flow is given. 
A greater difference in the scour depth in the flood and ebb directions was observed in the coarse 
sand compared to the fine sand beds in the spring-neap tests. The same velocity signal was used 
for the tests in the different sands, so the V/Vcr parameter was reduced in the coarse sand tests. 
In Section 7.1.8 it was seen that the shape of the scour time development curve in unidirectional 
flow varies with V/Vcr and at lower values of V/Vcr the rate of change of scour is slower in the first 
half of the curve. The equilibrium time is also reached more quickly than in tests conducted at 
higher values of V/Vcr. This means that for a given asymmetric flow conducted at lower values of 
V/Vcr i.e. in coarser sand, the portion of the curve that equates to scour from a given depth under 
the slower flow velocity in the ebb half cycle will be relatively closer to equilibrium time than the 
relevant portion of the curve in tests at higher V/Vcr. Therefore, there will be a bigger difference in 
the scour rate between the flood and ebb directions in the coarse sand tests. 
The explanations so far would suggest that the equilibrium condition under symmetric reversing 
flow is more predictable than under unidirectional flow, as it will be controlled by the half cycle 
length relative to the rate of scour. Scour will not be able to continue once the rate of scour is 
slower than the half cycle time. Because the cycle time remains constant through a test, less and 
less scour can occur in a half cycle as scour depth increases. It can be foreseen that eventually 
under each flow reversal only the deposited material from the previous half cycle will be scoured, 
resulting in an equilibrium condition. This implies that the equilibrium depth reached would be less 
than in unidirectional tests, but depends on the length of the cycle, with a longer cycle enabling 
greater equilibrium depth (in agreement with Escarameia and May, 1999).  
In regards to test C.90.1 where the flow was reversed once a quasi-equilibrium condition had 
been reached, scour was able to continue after flow reversal, because the flow was run for a 
substantial length of time in the reverse direction, so that the half cycle time was not a limiting 
factor for scour progress in this test.  
In both the reversing and spring-neap tests an equilibrium condition appeared to be reached in 
the small pile tests but not in the large pile tests, where scour depth continued to increase 
substantially at the end of the cycle. The smaller pile diameter results in a shorter time to 
equilibrium compared to at the larger pile (see Section 2.2.1) so the timescale of reversal is 
effectively different at the two piles because the cycle time is constant, and so at the small pile a 
greater proportion of the scour curve is completed prior to flow reversal. The limiting case would 
be when the entire scour curve is completed in one half cycle. This would mean that no further 
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scour could occur in the reverse direction, assuming the limit for scouring is the same in both 
directions and purely a function of V/Vcr, not scour hole shape, etc. If a greater proportion of the 
scour curve occurs in the first half cycle, it will take fewer cycles to reach equilibrium than if less 
of the scour curve occurs in the first half cycle. This is why an equilibrium condition is reached in 
fewer cycles at the small pile than at the larger pile. It should be noted that bed ripple effects were 
also present in the small pile tests which provide an additional mechanism for the equilibrium 
condition to be reached more quickly/in fewer cycles. 
In terms of the spring-neap tests there are several interesting findings to discuss further. One 
aspect is the stability of the scour hole under the neap section of the cycle. It was anticipated that 
scour would not continue under the neap cycles because the theoretical threshold velocity for 
scour initiation was not surpassed. The expected threshold velocity for scour from theory was 
0.18 m/s in test C.90.19 (see Appendix 2). In general this coincides with the point at which scour 
occurs, although in some cycles (second half of 17th cycle and first half of 19th cycle) scour 
occurred despite the peak velocity being just under the critical value. This is most likely due to the 
limitations in the theory in terms of correctly modelling the relationship between bed shear stress 
and depth-averaged velocity. Bed ripples are known to cause a change to the initiation of motion 
on a flat bed, so it is plausible that the presence of the deposition dune upstream of the scour 
hole when the flow reverses would also result in a difference in the initiation condition for scour. 
However, the general agreement with the theoretical condition indicates that there has not been 
a change to the initiation of scour and this also supports the discussion in Section 7.2.1 where 
changes in scour hole shape in the layered and mixed beds were not thought to have had an 
effect on the scour process.  
 
 
A comparison of the initial stage of the unidirectional current test and the first half cycle of the 
spring neap test in the same sand shows the significance of the scour timescale parameter on 
the scour process (Figure 7.19). In the spring-neap test where the velocity varies within the half 
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cycle this results in a deeper scour depth even though the average velocity during this half cycle 
is slightly lower than in the unidirectional current and reversing flow tests. In the spring-neap test 
the average velocity in the first half cycle is 22 cm/s, whereas in the unidirectional and reversing 
current tests it is 24 cm/s. The increase in scour depth under velocity varying flow is a result of 
the increase in the rate of scour under a higher V/Vcr parameter. If this difference in the scour 
timescale is not taken into account when comparing velocity varying flow tests with constant flow 
tests then the conclusions may not be valid, as the comparison will not be between like-for-like 
cases. However, it is difficult to determine a suitable method to normalise the scour timescale, as 
discussed in Sections 2.6.5 and 7.1.8 and this is something that requires further work. 
Another interesting result discussed in Section 6.2.1 was the complexity of the relationship 
between the peak velocity and peak scour depth per half cycle, so that the scour depth was not 
always deepest under the half cycles with the fastest peak velocity, and a reversal in asymmetry 
in the flow so that the flow was stronger in the ebb compared to the flood half of the cycle did not 
necessarily result in a greater scour depth in the ebb half of the cycle compared to in the flood 
half. These results indicate that the history of the scour depth development over several previous 
cycles may be important for determining scour behaviour in future cycles. Scour depth is not 
purely dictated by the velocity within a given half cycle, but may also be influenced by the scour 
hole shape and extent, deposition zone, and scour depth at the end of the previous cycle. This 
helps to explain in more detail the scour development in the square wave reversing tests at the 
larger pile where there was a small amount of deviation compared to the model shown in Figure 
7.17 in terms of the change in scour depth per half cycle.  
These results also demonstrated that a range of peak scour depths were obtained under half 
cycles with the same peak flow conditions. It is possible in the clear water regime to have a 
different scour depth under the same stable conditions (below the threshold velocity for scour) 
because of different historical drivers for scour development, and the lack of infilling of the scour 
hole from the surrounding sediment bed. This means that the scour hole may be deeper than the 
expected equilibrium depth under a particular flow condition. Conversely in the live bed regime, 
Sumer et al. (2013) found that this is not the case because ultimately the scour depth tended to 
a constant value under a given flow condition owing to the combination of the scour and backfilling 
processes.  
In the clear water regime, the scour depth is likely to reflect some of the worst flow conditions in 
its history (as no infilling occurs), although note that a small reduction in scour depth is seen from 
the worst cases under the first set of springs compared to under the neaps because the deposited 
material adjacent to the downstream pile face cannot be completely shifted under the lower flow 
conditions. However, this still results in the recorded scour depth being much deeper than 
predicted for the lower flow condition. 
In terms of the expected trends in the literature for tidal scour, it is generally reported that an 
equilibrium condition will be obtained after only a few cycles (McGovern et al., 2014; Escarameia, 
1998). However, this was not the case for most of the tests in this series where an equilibrium 
condition was not reached after many cycles. A key difference between this test series and many 
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of the studies in the literature (Escarameia, 1998; Jensen et al., 2006; Margheritini et al., 2006; 
McGovern et al., 2014) is that these tests were conducted in the clear water regime, and that the 
influence of upstream bed ripples was removed (note that the deposition dune was left intact). 
The removal of ripples mitigated the scale effects caused by ripples on the flat bed section being 
much larger compared to the pile than they would be in the field. This unique test methodology 
compared to other studies has had a significant impact on the results, increasing the number of 
cycles to equilibrium, lengthening the timescale of the scour process and potentially increasing 
the equilibrium scour depth. Importantly it was observed that by using this methodology it meant 
that infilling of the scour hole did not occur, despite the position of the deposition dune upstream 
of the scour hole. Without infill the scour process can continue more readily after each flow 
reversal. In contrast in live bed conditions the deposition dune in combination with bed ripples 
play a significant role in the scour development at the pile, with the backfilling process inhibiting 
further scour development so that an equilibrium condition is reached more quickly. Escarameia 
(1998) also reported that bedforms have a significant effect on scour development under 
reversing flow. They attributed the reduction in scour depth in their tests compared to 
unidirectional flow tests to the presence of the bedforms upstream of the pile after flow reversal. 
Another comparison with the literature can be made in terms of the measured slope angles in 
Section 6.6.1 as Mcgovern et al. (2014) also measured this parameter. They found that the slope 
angle was much shallower in tidal than unidirectional flow, and that the downstream slope was 
shallower than the upstream slope in unidirectional flow, but about equal in tidal flow. The bed 
profiles in the unidirectional tests in Section 6.5 are in agreement with Mcgovern et al. (2014). 
The downstream profile is shallower than the upstream profile and the upstream slope angles are 
in a similar range in the order of 30 degrees. The slope angle is linked to the angle of repose, and 
the sand used in the Mcgovern et al. (2014) study was of a similar size to that in this project. In 
the spring-neap tests the slope angle was more similar between the upstream and downstream 
sides than in the unidirectional tests, but the downstream profile was still slightly shallower. As 
the equilibrium condition was not reached in these tests the slope angle may continue to even out 
over time to give a similar result in clear water tidal tests to that in Mcgovern et al. (2014). 
However, there is a large difference between the slope angle of 30 degrees compared to 11 
degrees in the tidal tests of Mcgovern et al. (2014). As mentioned previously a key difference 
between the tests was the propagation of ripples in the live bed tests. This is likely to affect the 
scour hole shape and slope angle due to the migration of ripples through the scour hole.  
7.2.4 Wave-current scour 
This section provides a comparison with the literature of core parameters related to scour 
development under wave and wave-current flows (KC number, Ucw, θ/θcrit) before elaborating 
further on the novel findings from test series C-2. Note that a discussion of the initiation of motion 
in the wave tests is included in Appendix 9. 
Test series C-2 was designed to produce equilibrium scour depth data unaffected by ripples or 
bed lowering, being in the clear water regime for scour. Therefore, it is possible to make 
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comparison of these results with the literature in terms of equilibrium scour depth and scour 
timescale. 
a) Influence of KC number, θ and Ucw on scour depth 
As mentioned in the previous section the KC parameter is thought to have a strong influence on 
scour development in wave and wave-current flows. In Figure 7.20 Se/D is plotted against KCwave 
for the test series. There are relatively few data in the literature regarding scour in wave-current 
flows but that which could be obtained are also plotted in Figure 7.20. Note that due to the lack 
of data in the literature collected under clear water conditions the published data plotted in Figure 
7.20 relates to live bed conditions. Therefore, it is important to remember the difference in regime 
between the test data and literature data when making this comparison. 
 
 
In Figure 7.20 there is considerable scatter in the data, suggesting a relatively weak dependence 
on KCwave number. This scatter reflects the other parameters of influence such as Ucw and θ/θcrit 
(see discussion later in the section). A broad trend of increasing scour depth with increasing KC 
number is evident, which is in agreement with the expected trend (see Section 2.3.4). The test 
data fit reasonably well with the range on the graph, demonstrating that live bed and clear water 
tests can give comparable scour depths. However, the scour depth at the 50 mm pile in the fine 
sand is actually greater compared to this literature data despite the low value of KCwave for this 
test. This result may indicate that deeper scour depths can be achieved in the clear water regime 
than in live bed conditions, in a similar manner to scour in unidirectional current, due to bedforms 
passing through the scour hole in the live bed regime limiting the scour depth. The influence of 
ripples may be different in the live bed regime for wave-current flow compared to under 
unidirectional current because of the effect of flow oscillations on the formation and migration of 
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the ripples. As with scour in unidirectional flow, the worst case for scour in wave-current flows 
may be near critical velocity for the sediment, and at high KC number. However, in practice this 
condition may not be realised, as a high KCwave number in the context of offshore wind turbine 
foundations would often coincide with the flow velocity being above critical for the sediment. 
Another parameter considered to be important for wave-current scour is the ratio of the wave 
velocity to the current velocity. Sumer and Fredsøe (2001a) investigated this relationship for live 
bed tests and developed a relationship between these parameters and KC number, where the 
KC number is that for the wave component of the combined wave-current flow. In the live bed 
regime the scour depth is expected to increase with Ucw for a given KC number from the wave 
alone case, but always to be less than the steady current value. In Figure 7.21 the test data are 
plotted in terms of Ucw versus Se/D and the trends of Sumer and Fredsøe (2002a) are added to 
the figure. Note that these trends are valid for KC>6 in the live bed regime so may not be 
applicable to the present test data in the clear water regime. There is a lack of literature data for 
wave-current tests in clear water conditions, and a comparison with the live bed tests will enable 
any similarities and differences in wave-current scour between the two regimes to be identified.  
 
 
The general trend of the data plotted in Figure 7.21 is that scour depth increases with Ucw, which 
is in agreement with the results of Sumer and Fredsøe (2001a). However, the scour depth in the 
wave-current tests is much greater than in the corresponding current alone case which is a 
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fundamentally different result to that of the trends of Sumer and Fredsøe (2002a) in the live bed 
regime. Therefore, for the clear water regime a modification is needed on the right hand side of 
the graph to account for the drop in scour for the current only case. Further testing would be 
needed to fully understand this section of the trend over a range of parameters in the clear water 
regime. 
Sumer and Fredsøe found that with a KCwave number less than about 6 little or no scour occurred. 
However, significant scour has occurred for all of the tests at KCwave=4.5 in the clear water regime. 
This is an important result because it demonstrates a difference in the relationship between the 
core parameters and scour in the clear water compared to live bed regime, probably because of 
the increased importance of the θ/θcrit parameter in the clear water regime. The relationship with 
θ/θcrit is discussed further shortly.  
In Figure 7.21 the fine sand scour test with KC=4.5 results in a significantly greater scour depth 
than the other tests so that it is in line with the curve for KC=26. The KC versus Ucw graph does 
not take into account differences in the sediment properties which results in the observed scatter 
in the data.  
The reason that scour occurred at lower KC numbers in the clear water regime compared to the 
live bed regime may be due to the presence of bedforms in the live bed regime. In the clear water 
regime, no infilling of the scour hole occurred under the wave-current flows. 
 
 
In Figure 7.22 the θ/θcrit parameter is plotted against Se/D for each of the tests. A linear trend of 
increasing Se/D with θ/θcrit is present, in agreement with the unidirectional flow tests in Figure 7.1, 
and with the findings of Eadie and Herbich (1986) for wave-current scour. This trend extends 
throughout the clearwater regime from initiation of scour up to the critical Shields parameter at 
the transition from clear water to live bed conditions in the wave-current flow tests. 
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The wave-current data are more scattered in Figure 7.22 than in Figure 7.1 for the unidirectional 
current data. This may be linked to the short duration of some of the wave-current tests compared 
to the stopping criteria usually employed, due to time constraints for the test series. In the fine 
sand tests at the two piles an unusual result is that the deeper scour depth was actually at the 
larger pile. This may again be due to the short duration of the test at the small pile. There is also 
scatter in terms of the threshold condition for scour, and an unusual result is found when 
comparing tests C.50.26 with C.20.27 and C.50.27 with C.20.28 at the 20 and 50 mm piles where 
scour occurred at the larger pile but not at the small pile under a similar θ/θcrit value. This result is 
discussed further in the final part of this section. 
In Figure 7.23 the combined KCwc value for the wave-current flows is plotted against Se/D. This is 
in comparison with Figures 7.20 and 7.21 where the KC number based on the wave component 
of the combined flow was plotted, following the procedure of Sumer and Fredsøe (2001a). Using 
the KCwc parameter enables more of the wave-current tests to have unique parameter values, 
rather than all of the tests in this series being described by one of two KCwave numbers. There is 
considerable scatter in Figure 7.23 compared to that in the θ/θcrit graph in Figure 7.22 indicating 
as with the KCwave parameter there is also less dependence on KCwc than on θ/θcrit.  
In Figure 7.23 when comparing the same sediment types there is an increase in scour depth in 
most cases between the larger and smaller piles which demonstrates an increasing trend of Se/D 
with KCwc. The only tests that do not fit this trend are the fine sand tests where Se/D was larger at 
the 50 mm pile, but this is probably due to the short duration of the fine sand test at the 20 mm 
pile, which is discussed further in the final part of this section. Also this figure illustrates that the 
results for the tests at the small pile where no scour was observed are unusual and do not fit the 
trend. These will also be analysed in the final part of this section. 
b) Timescale of scour  
In Figure 7.24 θ/θcrit for the wave-current tests is plotted against time to equilibrium. It is seen that 
in general the time to equilibrium increases with increasing θ/θcrit. This is in agreement with the 
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tests in unidirectional current. However, for scour in live bed wave-current tests Petersen et al. 
(2012) found that the timescale decreased with increasing θ.  
 
 
In Figure 7.25 the combined KCwc number is plotted against the time to equilibrium. The 
dependence on θ/θcrit in Figure 7.24 is much clearer than the dependence of equilibrium time on 
KCwc. The relationship between KC number and te is also more difficult to understand in Figure 
7.25 because fewer distinct values of KCwc are available in the test series than for θ/θcrit. Two 
different trends are seen in Figure 7.25. Firstly looking at the three wave-current tests conducted 
in the coarse sand at the 50 mm pile, te appears to increase with KC number. For these three 
tests the Shields parameter also increases in this order and therefore, because of the greater 
dependence on the Shields parameter this is probably dominating the relationship between te and 
KCwc for these three tests.  
 
 
Conversely when comparing the tests under the same flow conditions and sand type at the two 
piles so that only KCwc varies between the tests, te decreases with increasing KCwc for the fine 
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Figure 7.24 Relationship between θ/θcrit and time to 
equilibrium in the wave-current tests, series C-2.  
Figure 7.25 Relationship between combined KC 
number for the wave-current tests, series C-2 and time 
to equilibrium. 
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and coarse sand tests, but increases very slightly at the small pile in the mixed sand. The different 
trend in the mixed tests is probably a result of not consistently following the stopping criterion in 
some of the tests in this series.  
One final aspect relating to the timescale of scour in wave-current tests is to consider the rate of 
change of scour through the tests. In Figure 7.26 the scour time development curve is normalised 
by the equilibrium time and equilibrium scour depth, as was done in Figure 7.13 for the 
unidirectional current tests. In Figure 7.26 the tests at the 50 mm pile for the fine and coarse 
sands are plotted. The rate of change of scour i.e. the shape of the curve in Figure 7.26 is very 
similar between the two sands for the same wave-current condition, and furthermore these look 
to be similar to the shape of the other test curves under unidirectional flow demonstrating that the 
scour process is similar in the different flow conditions in these wave-current tests. There are 
however, some more unusual scour development curves in the data set which are discussed 
below.  
 
 
c) Wave-current test explanations 
One aspect discussed above that did not fit the expected trends and requiring further explanation 
is the wave-current tests at the three piles in the fine sand. The large pile unusually resulted in 
the largest Se/D value, while the 50 mm rough pile and 20 mm small pile tests gave about the 
same scour depth, although with different timescales.  
It is shown in Appendix 3 that pile roughness did not have an effect on scour, so the reduction in 
scour depth for the rough 50 mm pile compared to the smooth 50 mm pile can be accounted for 
by the reduction in flow velocity at the far side of the flume. For the small pile, however, it was 
expected that the scour depth would be greater because of the higher KC number, which would 
be in accordance with the results for the other sand types where scour depth was increased at 
the smaller pile. To understand this result, the 20 mm and 50 mm pile fine sand tests are plotted 
together in Figure 7.27. It can be seen in the figure that the small pile fine sand test was stopped 
after a much shorter time into the test than at the larger pile. This is due to the small pile test 
being conducted alongside the layered test at the larger pile, with the layered test being the 
primary test dictating the stopping point.  
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Figure 7.26 Normalised scour depth against 
normalised time for wave-current tests.  
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In Figure 7.27 it can be seen that initially the rate of scour is quicker at the 20 mm pile, but then 
the scour depth flattens off. This unusual drop in scour rate earlier than expected was also 
observed in tests C.50.28 and C.20.28 which were the wave-current tests at each pile in the 
coarse sand. These tests are shown in Figure 7.28. 
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Figure 7.27 Scour development in 
wave-current flow in uniform fine sand 
at the two different piles (20 mm and 50 
mm).  
Figure 7.28 Scour development in 
wave-current flow in uniform coarse 
sand at the two different piles (20 mm 
and 50 mm). 
Figure 7.29 Comparison of scour development in 
wave-current flow with that in unidirectional current 
with velocity equal to the maximum combined velocity 
in the wave-current case, coarse sand.  
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In both of these tests, but especially at the 20 mm pile the scour development curve consists of 
clear cycles of a step-like form, where the scour depth increases, but the gradient of the curve 
decreases, before flattening off for a time. Then the process picks up again with another 
increasing section before another flatter section. It is possible that this pattern would also have 
been observed in the fine sand 20 mm pile curve if the test was run for longer, and this would 
explain why the curve flattens off more quickly than expected at the point at which it was stopped. 
In the coarse sand test at the larger pile, one step-like feature is present, but the curve flattens 
more gently before the scour rate picks up again after about 8 hours. 
This unusual scour time development in the coarse sand may be caused by the influence of the 
waves on the pore pressures in the sand. As discussed in Section 2.4.6 waves can have a 
significant effect on pore pressures, with the continuous loading and unloading resulting in a build-
up in the pore pressure which can eventually lead to liquefaction. In relation to these tests, it does 
not seem likely that the bed is fully liquefying as under this situation much more rapid scour would 
occur. It is possible instead that the pressures build up and dissipate in a cyclic fashion without 
reaching the point of liquefaction, resulting in the more gentle change in scour behaviour in Figure 
7.28. This would need to be investigated further by conducting tests in which the pore pressures 
in the bed were measured, in order to understand the differences in the scour development curves 
in the different sand types and at the different piles. 
Some of the differences in the scour curves between the different pile diameters in Figure 7.28 
may be indicative of differences in the interactions between the wave pressures and the flow 
structures and vortices around the pile. The flow patterns are not scaled identically between the 
two pile diameters (see scale effects Section 2.7.4). Therefore, the different KC numbers and 
ratios of flow velocity to pile diameter mean that the vortex shedding frequency and flow patterns 
will be quite different. Also the scale of the wave for the 20 mm pile is larger which means that 
the wave induced flow will be relatively stronger compared to the size and strength of the 
downflow and horseshoe vortex system at the 20 mm pile.  
Another unusual result to discuss further is the lack of scour at the small pile while scour occurred 
at the larger pile in the wave-current tests in uniform coarse sand. One explanation for this is due 
to the limitations of the measurement system. The scour depth at the 50 mm pile was small in 
these tests, and at the 20 mm pile the scour depth in millimetres would be even smaller, less than 
5 mm. This would have been difficult to detect at the small pile especially because the first scale 
marking (at 5 mm) would not yet be visible. 
One of the key findings from this set of tests presented in Section 6.4 was that scour depth was 
increased by adding a wave to a current, which is the opposite result to that reported for live bed 
scour. However, it is unclear if this is a like-for-like comparison, and others in the literature have 
used different methods. One of these is comparing a wave-current case to a unidirectional current 
test with velocity equal to the maximum combined velocity under the wave-current flow. In this set 
of tests it is possible to make two comparisons using this method. The smallest current and wave 
combination can be compared with the largest of the three currents on its own, and the largest 
wave-current combination can be compared with the 24 cm/s current test in the coastal flume, for 
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the two pile diameters tested. In the first case, the scour depth was very similar between the 
wave-current and current flows. This may be because of the proximity to the threshold condition 
for scour, which may be reduced due to the wave component of the flow. In the second case 
however where conditions were significantly above the threshold for scour the current alone test 
gave the greater scour depth for both pile diameters, see Figure 7.29. 
For the second comparison case the greater scour depth under unidirectional current indicates 
that the change to the flow patterns caused by the wave has acted to reduce scour depth, rather 
than simply slow down the timescale of scour and reach ultimately the same equilibrium condition 
as would be expected if scour depth was purely a function of the maximum velocity, as has been 
shown under unidirectional current conditions. This is in agreement with the findings of Niedoroda 
and Dalton (1982); that the waves prevent full formation of the boundary layer, reducing the 
downflow strength at the pile. 
In terms of the literature, the more common approach is to compare the current alone case to the 
wave added to that current (Sumer and Fredsøe, 2001a; Breusers, 1971; Eadie and Herbich, 
1986; Kawata and Yoshito, 1988; Bijker and Bruyn, 1988; Rudolph and Bos, 2006; Chen et al., 
2012; Qi and Gao, 2014b). When considering the tests from this perspective the wave clearly 
enhanced the scour depth compared to the current alone. This implies that the increase in 
maximum velocity has been more important than the reduction in downflow strength caused by 
the wave orbital motion. The increase in the V/Vcr parameter due to the addition of the wave is 
unique to clear water conditions and demonstrates a dependence on V/Vcr similar to that in 
unidirectional current. This appears more important than the KC number, as the results are in 
disagreement with the lower limit for scour set in the literature for KC number and this result is 
fundamentally different to those in the live bed regime for wave-current scour where scour depth 
is expected to be reduced by the addition of a wave to a current. 
Another aspect that was intended to be studied in this set of tests was the influence on the scour 
process of having either a wave-dominated or current-dominated flow, and especially, if there 
was any interesting effect on scour when the current and wave velocities were equal, at a 
combined KC number of about 10 where the unique vortex patterns may enhance sediment 
transport. The influence of this was assessed by considering the Ucw parameter. However, no 
effect was apparent in Figure 7.21. As the V/Vcr parameter increased between the cases, this 
may have been the dominating factor compared to any influence of the KC number and Ucw 
combination. Therefore, to investigate this further, tests would need to be conducted where the 
V/Vcr parameter was fixed, for example by also changing the sediment parameters. 
7.3 Curve fitting and scour prediction 
This section provides an analysis and evaluation of existing prediction equations, firstly for time 
prediction of scour development, and secondly for equilibrium scour depth. The focus is 
somewhat more on modelling scour time development because of the interesting findings 
regarding this in the test series. Furthermore, it was found in the literature review (Section 2.6.5) 
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that comparison of time development equations has been less extensive than comparison of 
equilibrium scour predictors. 
For the scour time development and scour equilibrium predictors, a selection of key formulae 
have been chosen for the analysis. These are based on those reported in the literature review, 
and the selection is chosen to cover a range of approaches. For the equilibrium scour predictors, 
close attention was paid to the extensive study of Sheppard et al. (2011a), and the selection of 
scour predictors was partly based on their findings in terms of the best performing equations.  
7.3.1 Comparison of scour time development equations 
Eleven scour time prediction equations have been chosen for comparison with the test data. The 
focus is primarily on uniform sands, but the most promising technique will also be compared to 
some of the more complex flow and sediment cases. 
The range of approaches can be classified into those which are primarily curve fitting techniques, 
compared to those with fully defined input parameters based on the sediment and flow properties. 
The latter are obviously more useful for true scour prediction. However, inclusion of the former 
may help to improve understanding of the fundamental trends in the data and aid the selection of 
the most appropriate form of the equation for future development of prediction equations.  
In Appendix 4 each of the equations is compared with the scour curves from a range of tests. In 
Table 7.7 the results of the comparison are summarised and the equations giving the best and 
worst fits to the test data for a typical scour curve (test R.17) are given in Figures 7.31 and 7.30 
respectively. In order to compare the predicted scour trend to that in the data on a more detailed 
level, the comparisons are also shown on a semi-log plot in Figures 7.30b and 7.31b so that the 
fit to the data can be more clearly seen at the start of the curve where the scour rate is very rapid.  
In Table 7.7 and Figures 7.30 and 7.31 (and Appendix 4) it is clear that the equations based on 
the approach of Sumer and Fredsøe (2002a) (Rudolph et al., 2008; Borghei et al., 2012; Lança 
et al., 2013a) give a poor fit to the data. Fundamentally the form of these equations doesn’t 
correctly model the shape of the scour curve through time, regardless of the values given to the 
fitting parameters. Sumer’s approach is one of the earlier published methods, providing a baseline 
for further research and development of more refined prediction equations, although it is still used 
quite extensively in the literature. This comparison suggests that other approaches are now more 
suitable. 
Of the other curve fitting techniques, the one that gives the best fit across the set of tests is that 
of Guo (2014). However, this type of approach can only be useful for scour prediction if a link can 
be found between the curve fitting parameters and the physical parameters that define the scour 
process.  
Only a few approaches enable full prediction of the scour development curve (Chang et al., 2014b; 
Oliveto and Hager, 2002; Lança et al., 2013a; Melville and Chiew, 1999). In these methods all 
parameters in the formulae are fully defined by known parameters. However, in general these 
methods do not give as good a fit to the data as the curve fitting methods. The equation of Chang 
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et al. (2014b) results in a poor fit for the middle section of the scour curve. The approach of Oliveto 
and Hager (2002) significantly over-predicts scour depth. The method of Melville and Chiew 
(1999) also over-predicts scour depth but to a lesser extent. The Lança et al. (2013a) equation 
gives a reasonable fit to the data if the Se parameter is set equal to a somewhat larger value than 
that given by the quasi-equilbrium scour depth measured in the tests, indicating that the definition 
of the equilibrium scour depth condition is important to express as part of the equation. For the 
Melville and Chiew (1999) and Oliveto and Hager (2002) equations an extra factor can be included 
in the equation to reduce the over-prediction. However, Melville’s equation gives a better fit using 
this approach than Oliveto and Hager’s method. Therefore, the three most promising techniques 
are those of Melville and Chiew (1999) with an additional correction factor, Lança et al. (2013a) 
and the curve fitting technique of Guo (2014). These were, therefore, considered in greater detail 
through assessment of the input parameters. 
 
a)      b) 
Figure 7.30 Predicted scour time development compared with present test data for the 
worst fitting equation (Sumer and Fredsøe, 2002a) a) normal plot b) logarithmic plot. 
 
a)      b) 
Figure 7.31 Predicted scour time development compared with present test data for the best 
fitting equation (Guo, 2014) a) normal plot b) logarithmic plot. 
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Table 7.7 Evaluation of different scour time prediction equations. 
Author Fitting 
parameters  
Description of fit to present data 
Sumer and 
Fredsøe 
(2002a) 
(Se), (Tc), P Poor fit to all parts of curve. In the first stage scour is under-
predicted. Scour is over-predicted in the later stages 
Melville and 
Chiew (1999) 
none This approach does not require knowledge of te or Se but the 
method over-predicts the data. A better fit is achieved by 
including an extra factor, but the fit is still poor at the start of 
the curve 
Sheppard et 
al. (2004) a 
a1, a2, a3, a4 The fit is reasonable to the second part of the curve but not to 
the first part 
Sheppard et 
al. (2004) b 
a1, a2, a3, a4 Gives poor fit to all parts of curve, being initially too slow, and 
then flattening off too quickly 
Guo (2014) Tc, (Se) Close fit to data in all parts of curve. The approach is suited to 
modelling up to a quasi-equilibrium stage and extrapolation 
much beyond the present curves was not possible 
Zhao et al. 
(2012) 
(Se) and Tc A reasonable fit is achieved although the prediction curve 
flattens off too quickly in the later stages and is too steep in the 
first section 
Oliveto and 
Hager (2002) 
none Although this approach does not require curve fitting, the 
equation significantly over-predicts scour development. The 
empirical factor in the formula can be altered to achieve a 
better fit, although the scour rate is too fast for the first half of 
the curve and flattens off too quickly in the final stages  
Lança et al. 
(2013a) after 
Franzetti et 
al. (1989) 
(Se) The gradient is too steep in the latter part of the curve, but a 
good fit is achieved in the first part  
Chang et al. 
(2014b) 
(Se), te The use of three separate functions qualitatively matches the 
shape of the scour curve in a logarithmic plot. A good fit can 
be achieved in the first or third sections but not at the same 
time. The second function results in steeper scour 
development than in the test data 
Borghei et 
al. (2012) 
Se, te, a1, a2 Equation provides a good fit to data if the a1 and a2 constants 
are altered. However, when using a logarithmic plot, the fit is 
very poor in the initial stage of the curve  
Rudolph et 
al. (2008) 
Se Scour development is overestimated and the equilibrium depth 
is reached much more quickly (similar issues to original Sumer 
equation). The authors note this is an order of magnitude 
approach 
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For the approach of Guo (2014), Tc and Se parameters are required as inputs. In Table 7.8 the Tc 
and Se parameters that gave the best fit to the test data are presented so that the consistency of 
these parameters over a range of test conditions can be evaluated. In Table 7.8 it can be seen 
that the Se parameters that gave the best fit to the test data were a little larger than the quasi-
equilibrium scour depths measured in the tests. From Table 7.8 the Se parameter is about 5-10% 
larger than the quasi-equilibrium condition. The difference between Se and the measured quasi-
equilibrium depth was fairly consistent across the range of tests. Small variations in this are 
probably due mostly to inconsistencies in applying the stopping criterion. Therefore, the Se 
parameter seems to be reasonably definable for this approach and should be calculable based 
on an equilibrium scour depth equation, see next Section (7.3.2).  
This consistency is not present in the Tc parameter in Table 7.8. In the small flume tests the Tc 
parameter is consistently larger in the fine sand tests compared to the coarse sand tests under 
the same flow conditions, which is consistent with the time to equilibrium being longer for higher 
values of V/Vcr. However, in the larger flume tests Tc is greater in the coarse sand tests. Tc is 
smaller at the 20 mm pile than at the 90 mm pile which fits with the difference in scour timescale. 
Determining a link with the quasi-equilibrium time parameter measured in the tests is more difficult 
because as was shown in Section 7.1.9 the stopping criteria resulted in a less consistent definition 
of this parameter across the tests. There does not seem to be a consistent link between Tc and 
flow velocity as tests R.1 and R.3 have the smallest values of Tc but were not run at the lowest 
flow velocities. The Tc parameter is probably accounting for more than just the scour timescale; 
also accommodating variation in terms of the rate of change of scour. That there are some trends 
evident in the Tc parameter is encouraging and indicates that further research would be 
worthwhile to develop this equation into a more physically based approach. 
Table 7.8 Best fit parameters for Guo (2014) equation. 
  Best fit 
parameters 
Experiment 
parameters 
Prediction Experiment Prediction/
Experiment 
Sand Test Tc Se te 
(quasi) 
Se 
(quasi) 
Se/D Se/D Se/Dpred / 
Se/Dexp 
fine R.17 19 81 24.5 76 2.0 1.9 1.07 
coarse R.16 10 57 21.4 56 1.4 1.4 1.02 
fine R.1 9 86 15.8 85 1.7 1.7 1.01 
coarse R.3 7 68 14.3 66 1.4 1.3 1.03 
fine R.T.6 30 69 18 60 1.7 1.5 1.15 
coarse R.T.4 16 42 12 37 1.1 0.9 1.14 
coarse C.90.10 115 120 39.3 97 1.3 1.1 1.24 
fine C.90.15 95 154 70.8 138 1.7 1.5 1.12 
coarse C.20.10 25 31 21 28 1.55 1.4 1.11 
fine C.20.15 16 38 25 36 1.9 1.8 1.06 
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Table 7.9 Best fit parameters for Melville and Chiew (1999) equation. 
Sand Test Extra factor required 
fine R.17 0.91 
coarse R.16 0.8 
fine R.1 0.95 
coarse R.3 0.86 
fine R.T.6 0.91 
coarse R.T.4 0.73 
coarse C.90.10 0.7 
fine C.90.15 0.8 
coarse C.20.10 0.93 
fine C.20.15 none 
 
Table 7.10 Best fit parameters for Lança et al. (2013a) equation. 
Sand Test Se best fit Se (quasi) Se/D (model) Se/D (exp) Se/Dpred / Se/Dexp 
fine R.17 100 76 2.5 1.9 0.76 
coarse R.16 90 56 2.3 1.4 0.62 
fine R.1 120 85 2.4 1.7 0.71 
coarse R.3 105 66 2.1 1.3 0.63 
fine R.T.6 83 60 2.1 1.5 0.72 
coarse R.T.4 58 37 1.4 0.9 0.64 
coarse C.90.10 130 97 1.4 1.1 0.75 
fine C.90.15 150 138 1.7 1.5 0.92 
coarse C.20.10 36 28 1.8 1.4 0.78 
fine C.20.15 45 36 2.3 1.8 0.8 
 
In Table 7.9 the factor added to the equation of Melville and Chiew (1999) to achieve the best fit 
with the data is listed for each of the tests. The coarse sand tests needed a greater adjustment 
than the fine sand tests, but interestingly this difference in the adjustment is quite consistent for 
the different pairs of tests, being approximately 0.1, apart from in tests R.T.6 and R.T.4 which 
were stopped sooner than the criterion. The tests at the 20 mm pile in the larger flume needed 
less adjustment probably due to the scale effect in these tests not being modelled in the approach 
of Melville and Chiew (1999). However, there is little consistency in the factors when comparing 
between the tests conducted at different flow velocities. 
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In Table 7.10 the Se parameters used in the Lança et al. (2013a) equation to obtain the best fit 
for each test are compared. The Se parameter values are fairly consistent compared to the 
measured quasi-equilibrium scour depths, if small inconsistencies in the stopping criterion are 
taken into account. As mentioned previously the Se parameter for this approach appears to be 
related to the expected final equilibrium value for these tests, so is somewhat larger compared to 
Sqe than in the Guo (2014) method. This result means that this approach is likely to give the best 
predictive results, as it is purely based on inputting Se (i.e. no Tc parameter is required), and no 
correction factors are needed. Although the fit to the data was not as good in terms of the shape 
of the scour development curve, this method would give a reasonable approximation of the scour 
curve shape and time to equilibrium parameter. 
Despite the issues with linking the equation input parameters to physical parameters in the tests, 
the analysis of the time prediction equations showed that the Guo (2014) approach gave the best 
match to the shape of the scour time development curve across the full range of test cases. This 
indicates that the Guo (2014) approach fundamentally is the right, or closer to the right function 
form. Therefore, this may provide a good starting point from which to develop a more physically 
based prediction equation. 
The Guo (2014) equation also provides a reasonable fit to the wave-current tests where the 
standard scour development trend (increasing function with decreasing gradient) was prevalent 
(in fine sand), indicating that these wave-current scour curves are of a similar form to the 
unidirectional current tests in agreement with the S/Se versus t/te curves in Section 7.2.4. Figure 
7.32 shows a comparison of the Guo (2014) approach with a wave-current test. 
The equation does not provide such a good fit if directly applied to the layered tests, due to the 
change in the rate of scour between the two layers. However, a good fit can be obtained by 
adjusting the Tc and Se parameters for each sand layer, so for a two-layered bed a two part 
equation is needed. The start time for the 2nd part of the curve in the lower layer is then matched 
to the end time of the first part of the curve, for the upper layer. For the upper layer, the Tc and Se 
parameters are equal to those in a bed of uniform sand. For the second layer the Se parameter 
matches the Se for the layered bed. A method for obtaining this parameter is discussed in the 
following section where a new prediction equation for layered beds is proposed. In Figure 7.33 
this method is shown compared to test data for a layered bed. 
The Guo (2014) equation also provides a good fit to those mixed sand tests which followed the 
standard scour development trend (i.e. the mixed tests run at higher V/Vcr). The fit was based on 
using the d50 for the mixture from the sieve analysis. This works for the 10% coarse, 90% coarse, 
and 50% coarse mixtures in the small flume, and for the 50% mix at the 90 mm pile in the larger 
flume. Similarly to the uniform sand tests, the key to utilising this approach as a prediction method 
is the determination of the Tc parameter. What this comparison shows is that the curve shape is 
controlled by the same structure of equation in these different cases. A comparison of the Guo 
(2014) equation with a mixed sand test is given in Figure 7.34. 
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Figure 7.32 Predicted scour time development using the Guo (2014) equation compared 
with present test data for scour in wave-current flow.  
 
 
 
a)      b) 
Figure 7.34 Predicted scour development using the equation of Guo (2014) compared with 
scour in mixed sand bed (unidirectional current) a) normal plot b) logarithmic plot. 
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Figure 7.33 Modelling scour development in layered 
beds with the Guo (2014) equation.  
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For the mixed sand tests at lower flow velocities a modification is needed to the Guo (2014) 
approach to better model the linear trend. These curves can be modelled in three stages. The 
Guo (2014) equation gives a good fit to the initial scour stage. The second part follows a linear 
trend, and the final stage is approximated to equal the equilibrium scour depth which gives a 
reasonable fit to the data in most cases. It is difficult to provide a comprehensive methodology 
here due to the small number of cases tested (because this trend was only found under some of 
the test conditions), so this should not be considered as a final equation, but more of a starting 
point or framework that can be refined with further data. The three parts of the equation are 
defined as follows: 
For  < : use standard scour time development equation such as Guo (2014) 
For   >  ≥ , 	 < 	: 


 =  −  + 


     (7.1) 
For  ≥ :                                                     
	 = 	                (7.2) 
where tB is the time at which S/D = A2 Se/D, and te is the time at which equilibrium scour depth is 
reached. Based on the limited test data, A1=0.03-0.1 in current, A1=0.015 in wave-current, and 
A2=0.5 in current, 0.7 in wave-current, and A2=0.67 for small percentage fine sand mixed beds in 
current. In order to make this equation applicable to a wider range of tests further work would be 
needed to define A1 and A2, preferably in terms of parameters rather than constants through 
extended laboratory testing of different sediment mixtures under a variety of flow conditions. 
Figure 7.35 shows a comparison of this prediction method to a mixed test displaying the linear 
trend. 
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Figure 7.35 Comparison of prediction of linear trend in 
mixed sand bed with laboratory data. 
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7.3.2 Comparison of equilibrium scour prediction equations 
Seven equations for equilibrium scour prediction were selected for comparison with the test data. 
These were chosen to include the most popular methods used in the literature and industry 
(Richardson and Davis, 2001 (HEC-18); Breusers et al, 1977; Melville and Sutherland, 1988), the 
most promising from the analysis of Sheppard et al. (2011a) (S/M equation) and to cover a range 
of approaches (i.e. based on either pile Reynolds number, Froude number or V/Vcr). Equations 
which allow prediction of scour in non-uniform sand were also included for comparison with the 
mixed sand tests (Molinas, 2003; Melville and Sutherland, 1988). For a more extensive 
comparison of Se predictors in general, see Sheppard et al. (2011a) and Section 2.6.1 of the 
literature review.  
 
Figure 7.36 Equilibrium scour depth equations: comparison of key methods for uniform 
sands and mixed sands using the present data. 
In Figure 7.36 Se/D in the uniform and mixed sand tests under unidirectional current in both flumes 
is plotted against the predicted Se/D for each of the seven equations. There is a large amount of 
scatter in the predictions, and the data are both over and under-predicted by the range of 
approaches.  
The S/M, HEC-18 and Melville and Sutherland (1988) equations have a tendency to over-predict 
scour depth in Figure 7.36, but for each of these equations there is at least one test which is 
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under-predicted, so the conservative nature of these equations is not guaranteed. The fit of the 
S/M and HEC-18 equations to the data is generally better at higher values of Se/D, where the 
conservatism of these approaches is reduced under conditions close to the worst case for scour. 
The most substantial over-predictions are given by the S/M equation for tests R.T.9 and R.11 (low 
percentage fine sand mixed tests, at low flow velocity) which are over-predicted by more than 1 
Se/D which is of the same order of magnitude as a typical value of Se/D. This demonstrates the 
real need for improvement of scour prediction methods, as this level of error means that 
foundation designs cannot be tailored in a sophisticated way to account for scour depth at the 
pile. 
The two Molinas (2003) equations and Breusers’ approach with a 1.5 factor predominantly under-
predict the data in Figure 7.36. It is perhaps surprising that the equations under-predict the data 
seeing as only a quasi-equilibrium scour depth was achieved in the tests. This may indicate that 
other researchers have similarly defined scour depth at a quasi-equilibrium condition.  
The data modelled by Shen’s equation are quite scattered in Figure 7.36, so that scour depth is 
both over and under-predicted. This approach, as with the HEC-18 equation does not take into 
account the effect of sediment properties. This causes a high level of scatter when compared to 
data containing a range of sand types, even though the difference in grain size between the tests 
was relatively small. 
The equations which give the best fit to the shape of the identity line are those which include the 
V/Vcr parameter (Breusers et al., 1977; Melville and Chiew, 1999; Molinas, 2003), rather than 
being based on pile Reynolds number or Froude number, which is in agreement with the observed 
stronger relationship between V/Vcr and Se/D in Section 7.1.1. 
Overall, the method of Breusers et al. (1977) with an extra factor of 1.75 gives the best fit to the 
data out of the 7 methods. For this approach the greatest deviation from the identity line is for the 
tests at the 20 mm pile in the larger flume, which Breusers’ method under-predicts. This shows 
that Breusers’ approach does not take scale effects into account (i.e. the pile diameter was small 
relative to the water depth and grain size), which may be considered acceptable as these effects 
should not be present in the field. The majority of the tests demonstrate a reasonably good fit 
between this equation and the data, especially for the tests with lower Se/D values.  
Interestingly this includes the mixed sand tests where the fit is as good for the mixed sands as it 
is for the uniform sands. An exception to this is seen in tests R.T.9 and R.11 for the small 
percentage fine sand mixtures at low V/Vcr where an unusually small scour depth was recorded. 
Breusers’ method does not model this effect, consequently over-predicting Se/D for these two 
tests. It was not expected that Breusers’ approach would be successful at modelling the mixed 
tests. However, it appears that simply using the d50 parameter for the mixture in a uniform sand 
equation is adequate for most of these tests. This may be linked to the fairly small σg values and 
lack of bed armouring processes observed in Figure 7.15. However, it should be noted that many 
authors would classify the mixed tests as non-uniform based on the σg value. 
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Of the approaches that were designed to take into account differences in the sediment 
distribution, Molinas (2003) uses a definition for bed armouring in terms of a Dcfm parameter which 
defines the median grain size of the coarsest part of the sediment grading curve:  
 =                      (7.3) 
For the mixed sediments the Dcfm parameters are given in Table 7.11. 
Table 7.11 Dcfm parameter for the mixed and uniform sands used in the test programme.  
Test Dcfm 
Fine 1.70 
75% fine 2.32 
50% fine 2.42 
25% fine 1.48 
Coarse 1.30 
In Table 7.11 the 50% mixed sand has the largest value of Dcfm, followed by the 75% mixture so 
bed armouring should be most prevalent in these sands. This is qualitatively in agreement with 
Figure 6.22 where Se/D was plotted against the percentage of fine sand in the mixture, as these 
two mixtures showed the biggest drop in scour depth compared to a linearly increasing trend. 
However, use of the Dcfm parameter in the equation results in too large a reduction in scour depth 
in Figure 7.36 for these tests, implying that bed armouring effects are less severe in these sands 
than is expected for standard non-uniform sediments with the same σg value and Dcfm parameter. 
The approaches of Melville and Chiew (1999) and Molinas (2003) resulted in a worse prediction 
of the mixed sand tests when non-uniformity parameters were taken into account than if they were 
not included. This means that consistently across the approaches bed armouring was less severe 
in the mixed sediments than expected. This is likely attributable to the bimodal nature of the 
mixtures. Further work would be needed to select parameters that would better represent these 
distributions and their effects on scour, through testing of a wider range of bi-modal and normally 
distributed sands. For these tests specifically it is concluded that uniform sand predictors are 
adequate to obtain the equilibrium scour depth, except in the low percentage fine sand mixtures 
under low flow velocity. To improve the prediction of Se/D in the low percentage fine sand mixtures 
at low flow velocity a reduction factor can be applied to the equilibrium scour depth prediction for 
a uniform bed of the coarse sand type in the mixture under the same flow condition: 

,!
 = 0.8

,%&
   for  
'
'&( < 0.7,  *+,- ./,0 12/3+4, < 25%         (7.4) 
where Se,m is the equilibrium scour depth in mixed sand, and Se,uc is the equilibrium scour depth 
in uniform coarse sand. However, this preliminary model is specific to tests R.T.9 and R.11 as a 
more general model was not possible because of the limited number of tests.   
Approaches for scour prediction in layered beds were discussed in Section 2.6.3 of the literature 
review. As few studies are available, also few prediction methods are available. The one 
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described by Gjunsburgs et al. (2014) does not take into account the observed interaction effects 
in this study and the limitations in their model were discussed in Section 7.2.1 in that there was 
actually a noticeable difference in the layered bed scour development curves to that based on the 
uniform fine and coarse sand scour curves. Another prediction methodology for layered beds is 
that of Annandale (2006). However, for these tests the difference in the sediment properties 
between the fine and coarse sands is too small to be taken into account in Annandale’s approach. 
The approaches of Briaud (2001) and Briaud (2002) also address scour in layered sediment beds. 
However, this is a more complex approach requiring erosion jet testing making it less practical. 
Therefore, there are no suitable predictors currently available to model the findings in this project. 
Instead a preliminary predictor has been formulated based on the present data. 
 
Figure 7.37 Prediction of quasi-equilibrium scour depth in the layered tests with a range 
of upper layer thicknesses (Lu) with fine sand overlying coarse sand compared with the 
experimental data. 
An empirical equation has been formulated to predict equilibrium depth in a two layered bed of 
fine sand overlying coarse sand. The equation describes the equilibrium scour depth depending 
on the upper layer depth. The prediction is based on prior calculation of the equilibrium scour 
depths in the individual sand types i.e. from other prediction methods under the same flow 
conditions, and utilises the V/Vcr and h/D parameters. The prediction equation is split into two 
parts depending on the depth of the upper layer. The first part covers the cases with smaller upper 
layer depths where scour is enhanced in the lower coarse sand layer, and the second part covers 
the cases with larger upper layer depths where scour depth coincides with the depth of the 
interface between the layers so that no scour occurs in the lower layer.  
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An empirical approach was used to obtain the best fitting form of equation using these 
parameters. This is a first attempt and based on limited data so it is expected that this equation 
would be refined with additional data. The equation is as follows:  
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where Lu is the upper layer thickness, subscript Lu relates to the upper fine sand layer and 
subscript Ll relates to the lower coarse sand layer. 
Figure 7.37 shows the equation fitted to the present test data for the four different sets of tests. 
An excellent fit is achieved with the tests in series R-3. The fit is less good for test series T-1 and 
preliminary set P-1, which may be due to the effects of ripples and lack of consistency in stopping 
the tests. For the tests in series C-1 in the larger flume the fit is good for the coarse sand and 
layered test, but the fine sand test plots lower than would be expected. This test also plotted on 
the low side in Figure 7.1 for Se/D versus V/Vcr, so this may also be an issue with consistency in 
the stopping criteria. The 0.9 factor used to identify the transition point between the two conditions 
would probably be better represented as a dependent variable, but with only a few data points, 
this could not be determined in greater detail.  
Prediction of the equilibrium scour depth in the wave-current tests is more difficult because there 
is a lack of equilibrium scour equations presented in the literature that are valid for wave-current 
scour in the clear water regime. A wider test programme would be needed in order to develop a 
new prediction equation for these tests. 
Equilibrium scour prediction equations for the tidal tests are not considered because an 
equilibrium condition was not reached in the majority of the tests. 
7.4 Evaluation of test methodology and areas for development 
This section provides an evaluation of the test methodology and measurement techniques used 
in the project, to provide assurance of the quality of the data, and to help improve future 
experiment design for scour testing in the laboratory. In regards to future work, the final part of 
the discussion section (Section 7.5) makes a broader assessment of aspects that would be 
interesting to study further, and that would complement and extend the work in this project. 
7.4.1 Test set-up and operation 
The test methodology that was designed and used in this project has been shown to be successful 
due to the consistency and repeatability of the results from the majority of the tests and the 
excellent agreement with the literature. The discrepancies from the expected trends for a small 
number of tests have been successfully explained and accounted for (see Appendix 3).  
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One limiting factor of the test procedure was the limited duration of the scour tests, as was 
discussed in relation to test stopping criteria in Section 7.1.9. The long timescale of the scour 
process combined with the finite laboratory time available resulted in a compromise between the 
length of individual tests and the number of different tests that could be run. Therefore, in future 
test programmes further consideration should be given to the feasibility of running the equipment 
overnight, in terms of health and safety, and in terms of the design of automated monitoring 
systems. Based on the results in this project and in the literature (Simarro et al., 2011) the scour 
depth continues to increase even after considerable time, yet the final scour stage is little studied 
due to the time issues discussed. A methodology that enabled full scour curves to be obtained 
would be a valuable contribution to understanding the scour process. 
7.4.2 Sources of error 
One potential source of error in the test procedure was the low resolution of the pile scale. This 
will have the most significant effect on the data for the 20 mm pile, but less so at the larger pile 
diameters, where the 5 mm resolution is smaller compared to the pile diameter. A 5 mm scale 
was used because it was more visible to the cameras, and it is possible to obtain a reasonable 
estimate by eye of the scour depth to the nearest mm from a 5 mm scale. 
In the small flume, one source of error is likely to be due to the difficulty of consistently re-setting 
the flow velocity between tests and after a test is paused. This is an inherent property of the flume 
and its mechanics, but this was minimised through the establishment of consistent start-up 
procedures based on the experiences from the preliminary sets of tests.  
Errors induced by differences in the sand bed set-up were also found to be small, as the scour 
process was insensitive to small changes in density (test R.28). Furthermore, the sand bed set-
up procedure was reasonably consistent between tests, shown by the good agreement between 
the core sample distributions and in-situ density measurements for tests R.25, R.26, R.N.27 and 
R.28 in the uniform coarse sand.  
A greater level of variability was found for the mixed sand tests in terms of the grain size 
distribution in the test bed, which was linked to greater variability in the scour curves (see Section 
7.2.2). This interesting effect on the scour process may be more representative of field conditions 
so does not have to be thought of as an error. However, further thought should be given as to 
how to either measure the variability in the bed, or instead how to improve the uniformity of the 
mixture to enable better quantification of the test parameters in future tests.  
The range of errors was more prominent during the preliminary test series in the project where 
the methodology was still being refined, for example the effects of ripples were removed in later 
tests, better start up and pausing procedures were developed and those parts of the test 
procedure reliant on human operation became more consistent. These aspects have been 
presented openly, to better inform others of best practices for these types of tests but should not 
detract from the reliability of the results. Instead careful assessment has been made of each test, 
and these have been shown either to agree with the expected trends or have been disregarded 
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with specific reasons given. The key results in the early tests have been replicated in later tests 
with the most developed methodology. 
While it is important to assess the shortcomings and areas for improvement in the methodology, 
this should not overshadow the overall success of the test programme. On the contrary, in 
comparison with the literature there is excellent agreement with the core trends for the baseline 
cases. This gives validation to the measurement techniques and experimental set-up, providing 
confidence in the results for the novel tests where comparisons with the literature are not 
available. 
7.4.3 Scour measurement 
A key part of this project was researching and developing scour measurement techniques, as 
discussed in Sections 2.7.3 and 4.4. Therefore, it is important to review the success of these and 
outline areas for further development. 
While both the echosounder and photogrammetry techniques worked well in the small flume, and 
the results showed excellent agreement between these (Section 4.4.5), the slower processing 
time for the photogrammetry data resulted in the echosounder being the preferred system for 
collecting 2D profiles.  
In the larger flume there was a significant deterioration in the echosounder data due to the larger 
scale and faster traversing speed. While the accuracy could be increased by collecting a greater 
number of measurements at each position in the matrix, the time taken to complete a profile would 
be increased and would likely be too long compared to the rate of scour in the earlier stages of 
the tests. To obtain a level of accuracy similar to that in the small flume the echosounder device 
would need to be placed closer to the bed, creating an unacceptably large disturbance to the flow. 
In this environment the photogrammetry technique is much more promising. The key advantages 
of the photogrammetry technique are its quick and practical set-up and operation in flume, the 
high level of accuracy in the processed results, and the excellent spatial coverage and resolution 
of the measurement points. These aspects make it a favourable technique compared to other 
options such as echosounder and laser scanners due to its high level of accuracy but much 
smaller cost compared to these systems. 
Compromises had to be made in the final photogrammetry set-up so that measurements could 
only be collected when the flow was paused, and the slow processing time for obtaining the results 
was a disadvantage. Ways to improve the technique to mitigate these disadvantages are 
discussed in the following section. 
7.5 Further work 
One area for further development relates to the measurement techniques. The photogrammetry 
technique was found to be promising but further development would be useful, particularly at the 
larger scale where the echosounder technique was found to be less practical. Two areas for 
development have been identified:  
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• improving the set-up so that non-intrusive measurements can be obtained without 
pausing the flow 
• development of the post-processing technique to speed up the analysis 
A set of underwater cameras could be positioned close to the water surface downstream of the 
pile to enable in-test operation of the system without pausing the flow. However, the cameras 
would need to be considerably smaller in size compared to the one used in this project so that 
the level of disturbance to the flow would be small. Compatibility with the existing synchronisation 
system would need to be considered for the new cameras. It would also need to be tested if a 
suitable field of view of the scour hole could be obtained from this set-up. This could initially be 
tested with larger cameras to assess the viability of the approach. It would also need to be 
considered how this system could be operated in tidal flow or wave flow. In waves, the 
submergence depth may need to be increased, so the size of the cameras would be critical to 
ensuring the flow disturbance is small. In tidal flow the cameras would have to be repositioned 
with each flow reversal. A simple rig could be manufactured to enable the cameras to be swapped 
to either side of the pile.  
In order to improve the data processing methodology, a different technique for dot projection could 
be employed, with each dot given a unique colour or shape to make the identification of dots 
easier in the photographs. This would also possibly help to improve the success of automatic 
detection algorithms, but at least would greatly aid the human operator. 
Another development path for the photogrammetry technique would be to redevelop the code 
based on alternative photogrammetric algorithms as discussed in Section 2.7.3 of the literature 
review and to investigate if any of these enable a reasonable estimate of the scour hole 
coordinates with the cameras positioned outside of the flume. The success of this method would 
be less certain and considerably more time consuming than to build on the existing approach that 
has been developed in this project.  
The small amount of further work necessary to employ smaller waterproof cameras linked to a 
synchronisation system along with an improved methodology for identification of the marker 
points in the images is likely to result in a useful system for scour measurement that would also 
be transferable to other applications.  
In terms of identifying areas for focusing further scour research, this project has shown that study 
of the effects of the sediment bed configuration and its properties is key to improving 
understanding of the scour process. It would be interesting to study the effect of bulk density 
further. Improvement of the test methodology so that a greater increase in the bed density could 
be achieved and consistency of the density was ensured across the bed would enable this aspect 
to be more comprehensively investigated. It would also be interesting to delve further into other 
sediment properties and the effects of these on the scour process. This would require extensive 
measurement technique development in order to monitor grain-grain interaction effects such as 
particle collisions, as well as investigating the arrangement of grains and pore pressures within 
the bed. It would also be useful to conduct experiments to study in more detail the sediment 
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transport processes in mixed sands and the properties that affect the erodibility of different sand 
mixtures under a variety of flow conditions.  
Further investigation of the flow structures within the scour hole would help to develop the 
analytical and numerical approaches to modelling scour development. Considering analytical 
approaches in tandem with experimental work would improve understanding of the relationship 
of the downflow/horseshoe vortex strength variation with parameters such as water depth and 
pile diameter which would help to quantify scale effects improving the link between scour in the 
laboratory and scour in the field. Consideration would need to be given to the measurement 
techniques employed in order to monitor the 3D flow patterns around the pile dynamically during 
scour testing. 
While a fairly wide range of flow conditions and sediment bed configurations have been tested in 
this project, extension of the work to live bed conditions, and testing of sand bed configurations 
using a greater number of layers, different sediment grain sizes, and a wider range of distribution 
shapes in the mixed sands would extend understanding of scour in complex sediment beds. This 
would enable refinement of the definitions of the factors in the prediction equations developed in 
Section 7.3.2. 
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8. Conclusions 
The objective of this thesis was to improve understanding of the scour process in mixed and 
layered sand beds. This was achieved through an extensive laboratory test programme to 
examine the effects of a range of sediment bed configurations and flow conditions on the scour 
process. During the design process, measurement techniques for scour monitoring were 
researched and developed. Baseline cases were included in the laboratory testing to enable 
comparison with the literature to assess the suitability of the methodology. Excellent agreement 
was found with trends in the literature, showing that the methodology was robust and provided 
repeatable and comparable results. This gives confidence in the results of the laboratory tests 
for new cases where no comparisons were available. The analysis of the laboratory data led to 
identification of new trends for scour development and equilibrium scour depth in layered and 
mixed sands, as well as furthering understanding of scour in the more complex flow conditions 
of tidal cycles and wave-current combinations. A comparison of the data with predictions gave 
an assessment of the suitability of existing prediction techniques, and led to development of 
new approaches to model scour development in layered and mixed sands (see Section 7.3). 
The main findings for each of these aspects are as follows:  
1. Layered beds – scour can be increased by up to 0.3 S/D when a layer of fine sand 
overlies coarse sand, depending on the thickness of the upper layer, compared to scour 
in a uniform bed of the underlying sand type (coarse sand). This contrasts with the 
reduction in scour depth due to the bed armouring effect that can occur when coarse 
sand overlies fine sand. The increase in scour depth is linked to the fluctuations in 
vortex strength in the scour hole instigating grain-grain interaction effects between the 
two sediment layers. 
 
2. Bimodal sands – in most cases these can be treated similarly to other types of non-
uniform sediments and equilibrium scour depth can be predicted based on the d50 value 
of the mixture. There was a reduction in the rate of scour time development at lower 
flow velocities where a linear trend was observed for part of the scour curve. This may 
be explained by an increased resistance to erosion relative to the strength of the 
horseshoe vortex due to the configuration of the grains in mixed sand beds. 
 
3. Tidal scour – scour development does not fit the standard scour prediction model of an 
increasing function with decreasing gradient (exponential expression) under a spring-
neap cycle. Equilibrium scour depth was not reached after one full spring-neap cycle 
and it is likely that scour depth would continue to increase over several cycles. The 
longer timescale of the scour process is in contrast with existing studies and this 
difference is attributed to the removal of ripples that developed on the flat bed during 
the test which do not scale correctly in the laboratory. 
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4. Wave-current scour – adding a wave to a current can increase the scour depth in clear 
water conditions, contrary to research in the live bed regime. This is attributable to the 
strong dependence on θ/θcr in this regime, with a similar relationship to scour under 
unidirectional current.  
 
5. Scour prediction – existing equations do not perform satisfactorily to predict scour 
equilibrium depth or time development in standard cases let alone in complex 
sediments or hydrodynamic conditions. Modifications have been suggested to 
incorporate some of the aspects discussed. 
 
6. Scour measurement techniques – photogrammetry is a promising technique for 
accurate scour measurement in the laboratory, which significantly out-performs 
echosounder devices but requires further development to obtain dynamic 
measurements.  
These results are significant because they show that even in simple sediment bed 
configurations consisting of only two different sands, the effects on the scour process can be 
substantial. It is concluded that the interaction effects at the sediment grain scale in layered and 
non-uniform sediment beds have a significant impact on scour development. Further research is 
warranted in this regard to extend the scope of the current project to a wider range of sand bed 
configurations and to verify the scour mechanisms identified from this investigation (see Section 
7.5 for detailed recommendations for future work). This would be a worthwhile endeavour as it 
would help to reduce empiricism in current modelling approaches, and increase the direct 
applicability to real field sites. Furthermore, it is anticipated that a greater variety of interesting 
results and interaction effects would be discovered as the complexity of the sediment beds is 
expanded, and a greater variety of sediment properties are investigated.  
This project is highly relevant to the offshore wind energy industry, because the findings are not 
currently taken into account in design methods for foundations. This work should increase 
awareness in academia and industry of the existence of novel effects on scour due to 
complexities in the sediment and flow conditions and the potential for improving design 
approaches through further research into these aspects. Reducing the costs of renewable 
energy technology is critical for meeting EU and UK government targets for reducing carbon 
emissions and improving energy security. Optimised foundation design can be achieved by 
decreasing the uncertainty in scour prediction, facilitating a substantial reduction in project costs 
especially when considering sites with multiple turbines. Investment in further scour research 
which would lead to improvement in prediction approaches can be justified by these cost 
savings and would help to establish the industry as a viable and cost competitive option for 
energy generation in the future.  
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Appendix 1 - Measurement technique tables 
 
Table A1.1 Pile scales and rules. 
Paper Method of measurement Vertical resolution  
and accuracy 
Spatial coverage Time resolution 
Roulund et al. 
(2005) 
Scale marked onto pile Scale marked in 1cm 
intervals with depth 
on a 10cm diameter 
pile 
Marked around entire pile 
circumference 
 
Chaudhuri and 
Debnath (2013); 
Debnath and 
Chaudhuri (2010); 
Debnath and 
Chaudhuri (2011) 
Graduated measurement tapes glued inside perspex pile and 
monitored by camera on a traverse inside the pile to give vertical 
and rotational movement. 
Inch scale with 1/8 
inch markings 
(approx. 3 mm) 
4 scales at 90 degree 
intervals around pile 
circumference 
Camera records 
one scale at a 
time at regular 
intervals 
Chang et al. 
(2014a); Chang et 
al. (2014b) 
Camera driven by motor along rail inside pile (or multiple cameras in 
fixed positions), and Scour depth computed from image recognition 
of the interface between sand and water with scale on inside of pile 
for image calibration. Automatic feedback to move camera to keep 
in-line with interface.  
1 mm scale 1 scale at upstream side of 
pile, and no rotational 
capability of the camera 
system. 
 
Sheppard et al. 
(2004); 
Sheppard et al. 
(2000) 
Measuring tapes attached to inside of pile with 2 video camera 
inside pile on vertical traverse. 
 2 scales at upstream face 
of pile, approx. 15 degrees 
either side of centre 
Continuous 
Kawata and 
Yoshito (1988) 
Fibre optic sensors placed in a vertical line on the inside of the pile 
and monitored with video camera. Scour depth determined from 
number of visible lights. 
 Adjacent to pile Continuous 
Lin et al. (2005); 
Kong et al. (2013) 
FBG sensors arranged in series along optical fibre on a cantilever 
beam attached to outside of pile. Response changes as the sensors 
emerge from the sediment bed as scour increases 
 1 scale   
Babu et al. (2002); 
Babu et al. (2003a); 
Babu et al. (2003b) 
Pairs of 2mm diameter steel wires vertically attached to the pile in 
grooves. The depth is measured by recording the change in 
electrical current. 
 4 scales at 90 degree 
intervals around pile 
circumference 
Continuous 
Sumer  and 
Fedsøe (2001b) 
Calibrated measurement pins of 3mm diameter placed in the bed, 
monitored by eye or video camera 
 Discrete points anywhere 
on the bed 
Continuous 
  
Table A1.2 Echosounder measurement techniques 
Paper Method of measurement Sensor dimensions and 
submergence depth 
Sensor 
resolution/beam 
footprint (horizontal) 
Spatial 
coverage 
Flow 
paused? 
Time resolution 
Dingler et al. 
(1977)  
 
Mounted on instrument 
carriage. 
2.5cm diameter transducer 
Submerged below water 
surface, depth unknown. 
 yes    
Best and 
Ashworth 
(1994) 
     20 pulses per second, reading 
output each 0.5s as average of 
10 pulses 
Greenwood et 
al. (1993) 
Traversed over sea-bed 
attached to a platform 
(~0.25x0.10m) 
Sensor designed for use in 
field. Sensor of the order of 
10 cm diameter. Max. 
distance 5m 
 
small beam footprint 
0.74 degrees beam 
angle gives footprint 
of 0.006m at distance 
of 0.75m. 
3m of sea bed 
in 10 mins 
  
Bell and 
Thorne (1997) 
Mounted on stepper 
motor to move it to 
different angles – rotating 
sensor with 400 angular 
positions instead of 
horizontal positioning. 
0.5-1m above seabed 1 degree beam width.    
Coleman et al. 
(2003) 
Positioned sensor at the 
point that maximum scour 
depth expected to occur. 
  Single point  Scour depth recorded at 
varying time intervals 10-60s 
then 10-30min.  
 
Sheppard et al. 
(2000); 
Sheppard 
(2003); 
Sheppard and 
Miller (2006) 
Attached 3 transducers to 
pile, one upstream, and 
one on each side of pile, 
mounted close to water 
surface. Each transducer 
has 4 crystals i.e. four 
separate measurements 
taken with each 
transducer.  
Close to the bed. Sensors 
stick out from pile quite a 
way but are thin in vertical. 
The crystals are 2.5cm in 
diameter and 8cm distance 
from each other, for smaller 
scale testing the crystals 
were 4 cm apart, located 
approx. 10 cm below water 
surface. 
In large scale 
experiments 
transducer located 
0.915m from bed has 
5 cm diameter beam 
footprint. 
12 
measurement 
points around 
pile 
 Measured every 600 seconds.  
  
Jetté and 
Hanes (1997) 
multiple transducer array 
– 37 elements avoiding 
need for traversing the 
equipment 
Spacing 1.2 centre to centre 
of the transducers. 
Dimensions of array is 
50x8.5x5cm 
2cm horizontal 
resolution Half beam 
angle = 0.9 degrees 
  Transducers fired sequentially 
5 seconds to do one scan. 
Kantoush et al. 
(2006) 
Sensor on traverse to 
take bed profiles 
    Parts of bed profile measured 
every 20mins 
Stahlmann and 
Schlurmann 
(2010) 
Used abs (acoustic back 
scatter probes) as single 
beam echosounder 
attached to tripod 
structure, a few each at 
different locations 
ABS fully submerged     
Guney et al. 
(2011) 
transducers in different 
fixed positions two 
upstream, 6.3 and 12cm 
from centre of pile, and 
one at side 7cm from 
centre of pile 
only 2 cm above the initial 
bed surface 
    
Guney et al. 
(2012) 
Used ultrasonic velocity 
profiler sensors to 
measure scour depth – 
position 3 around the pile, 
upstream, downstream 
and one side 
2cm above initial bed 
surface 
   4MHz 
Chen et al. 
(2012) 
Ultrasonic profiles on 
traverse  
    before and after tests only 
McGovern et 
al. (2012) 
Used 12 sensors 3 at 
each side of the pile 
closest ones 6.5 cm from 
pile then spaced at 10cm 
radially. 
all on one bar to hold them 
so significant amount of 
equipment in water. No 
dimensions given 
   Depth recorded at 1s interval 
took average of 20 readings, 
discarding 3 highest and 3 
lowest 
WenGang and 
FuPing (2014) 
attached two ultrasonic 
distance sensors to the 
pile upstream and 
downstream 
Attached to pile submerged     
  
Kawata and 
Tsuchiya 
(1988) 
used ultrasonic depth 
sounder to measure ripple 
heights and lengths but 
not scour 
     
Kuhnle et al. 
(1999) 
SedBed monitor – 
mounted on instrument 
carriage 24 streamwise 
transects 3.6 long 
collected at 5cm intervals 
A full grid  
Operates underwater   no approx. 30 minutes for each full 
profile. Collected before start of 
test then during test, frequent 
intervals at start then not so 
frequent at end. Initial profile 
was with flume drained 
(measured with an acoustic 
sensor that works in air).  
Measurements taken during 
scouring – flow not paused 
Lee and Sturm 
(2009) 
Uses adv mounted on 
carriage rail  
5cm above bed Diameter 4.5-6mm   Before and after test 
 
 
Table A1.3 Point gauge techniques 
Paper Method of measurement Sensor 
dimensions 
and 
submergence 
depth 
Sensor 
resolution/be
am footprint 
(horizontal) 
Vertical 
resolution 
and 
accuracy 
3D measurements? Flow 
paused 
or 
drained? 
Time resolution 
Akib et al. 
(2014) 
digital point gauge      1min x 10, 10min x 10, 
100min x 5 
Sturm and 
Janjua (1994) 
Point gauge with a blunt tip 
attached to an instrument 
carriage (traverse). 
Water drained     Only measured bed 
profile at end of test with 
water drained.   
 
Lança et al. 
(2013a) 
Measured scour hole depth 
with an ‘adapted’ point 
gauge 
  to accuracy 
of ±1mm.  
 
  approx. every 5 minutes 
during first hour 
  
Cardoso and 
Bettess (1999) 
Scour depth measured with 
point gauge with a tip 
painted with luminous red 
paint – put the red tip into 
the sand until it could no 
longer be seen 
  error of 
1mm. 
   
Borghei et al. 
(2012) 
Point gauge to measure 
scour depth and water 
depth.  
 
  accuracy of 
1mm 
   
Hager et al. 
(2002) 
Sediment surface 
measured with a ‘shoe 
gauge’ they reckon this 
makes measurements 
simpler than with 
conventional point gauge. 
They took various points 
including scour extent, max 
scour, and points of 
interest. 
5mm length 
and 2mm 
width 
 Accuracy 
was about 
0.5d50 = 
1mm 
 Sounds 
like 
measure
ments 
taken 
during 
test 
running  
Frequency of readings 
slowed as test 
progressed starting at 
1,3,6,10,20 minutes then 
hours etc. 
Li et al. (2002) Electronic point gauge. 
Needle attached to a 
vertical ruler. As soon as tip 
of needle touches surface 
of bed get a sudden 
change in volt reading on 
the meter  
The needle is 
thin so that it 
does not 
damage the 
bed even 
when it 
penetrates it. 
 Resolution 
is ±1mm.   
They employed a method 
of searching for the 
deepest point in the scour 
hole when visually could 
not be seen. Measured 
point of deepest scour, 
but took several 
measurements at different 
points in order to find the 
deepest point.  
 
used to 
measure 
scour 
depth 
without 
interrupti
ng the 
test. 
It took 1 minute to take 
one reading and 10 
minutes to collect one 
data set for a single pier. 
  
Whitehouse et 
al. (2006) 
Bed profiles measured 
along 8 radial lines using a 
‘touch-sensitive bed 
profiler’. Top of pile 
removed so could use pile 
level as baseline (0 depth) 
water was 
drained 
   yes final bed profile and 
initial profiles before test. 
Eadie and 
Herbich 
(1986) 
points taken over a 
rectangular grid 
water was 
drained 
   yes after each test 
Simons et al. 
(2007) 
laser pointer external to the 
flume and a projected grid 
through a Perspex sheet on 
the water surface. The 
laser pointer is lined up with 
each grid crossing in turn to 
take measurements.   
   Yes No 5 mins for 60 mins, then 
15 mins. Depth and 
extent measured at end 
Ballio and 
Radice (2003) 
fibre optic probe attached 
to a 3D traverse Measures 
reflected infrared light that it 
emits. Automatically 
Positioned in the vertical 
until it reaches point of 
selected sensing distance 
which equals a specific light 
intensity. 
Probe has 
3mm tip 
diameter and 
10mm normal 
diameter 
(100cm long). 
Sensing 
distance about 
15mm from 
bed 
Measurement 
spotlight on 
bed is about 3-
4mm diameter 
for operating 
distance of 10-
20mm 
accuracy 
0.1mm 
   
Thompson 
and McCarrick 
(2010) 
Digital point gauge, 5cm 
intervals line profile, also 
grid profile on some tests 
     End of test only 
Babu et al. 
(2002) 
Point gauge for bed 
profiling 
    Flume 
drained 
Equilibrium only 
Debnath and 
Chaudhuri 
(2010) 
Point gauge on graduated 
traverse 
    Flume 
drained 
Equilibrium only 
 
 
  
Table A1.4 Laser techniques 
Paper Method of 
measurement 
Sensor dimensions 
and submergence 
depth 
Sensor 
resolution/beam 
footprint 
(horizontal) 
Vertical 
res/accuracy 
3D 
measurements? 
Flow 
paused? 
Time resolution 
Stahlmann 
and 
Schlurmann 
(2010) 
Laser distance 
sensor Attached to 
traverse 
laser was submerged    looks like 
flow 
paused at 
certain 
points 
during test 
to take 
profiles 
 
Link (2006); 
Link and 
Zanke 
(2004b); Diab 
et al. (2008); 
Diab et al. 
(2010) 
laser distance sensor 
placed inside 
Plexiglas pier taking 
horizontal 
measurements. 
Radial and vertical 
position of laser 
moved with precision 
step motors 
non-intrusive 
measurements 
20-30points 
measured in 
vertical, 24 different 
radial positions.  
accuracy ± 
0.4mm. Motors 
had accuracy of 
±0.1mm vertical, 
±0.5degrees 
radial or 0.65m 
with accuracy ± 
0.3 mm.  
  Full scour hole 
topography measured 
in 2 minutes. 70hz 
freq of data capture. 
A full profile took 
about 30s in the initial 
scour stages and 
about 180s at the end 
Mlaenik et al. 
(2004) 
Time of flight laser 
distance sensor 
attached to traverse 
for horizontal 2d 
movement 
      
Margheritini 
et al. (2006) 
laser profiler Laser 
on a traverse 
Didn’t have to drain 
the water 
   yes Mostly used at end of 
tests. 35 minutes to 
take grid of 
measurements in 
1.5cm intervals. Used 
it to measure profiles 
each time flow 
reversed in tidal tests 
(every half hour) 
  
Jensen et al. 
(2006) 
Same Laser profiler 
as Margheritini et al 
(2006) 1.5x1.5cm 
grid 
Some drained, some 
not Note that the 
dimensions of the 
sensor look to be 
pretty large. 
   yes I.e after 30min wet, 
after 1h dry, after 2h 
dry. 
Hartvig et al. 
(2010) 
Same Laser profiler 
as Margheritini et al 
(2006) 
Not drained Horizontal about 
0.3mm 
Vertical accuracy 
of ± 1mm 
 yes  
Zhao et al. 
(2010) 
laser profile laser 
fixed to traverse time 
of flight 
Drained. Sensor has 
large dimensions 
relative to model  
Traverse accurate 
to  ± 0.2mm 
   End of test speed up 
to 5m/s 
Unger and 
Hager (2007) 
Laser distance 
sensor on traverse 
  ±0.5mm accuracy  yes during the test 
Shepherd 
(1996) 
Laser distance 
sensor uses 
scattered reflected 
infra-red light. 
Laser is put in 
waterproof housing to 
take measurements 
underwater. Can 
keep sensor at large 
distance from bed 
and don’t need to 
adjust vertical 
position of the 
sensor.  
excellend 
horizontal res due 
to 1mm diameter 
spot2mm horizontal 
res, 
. <0.1vertical res    
 
 
Table A1.5 photogrammetry techniques 
Paper Method of 
measurement 
Interfaces Resolution 
and 
accuracy 
3D measurements? Flow 
paused 
and/or 
drained? 
Time 
resolution 
Method for accounting for 
refraction 
Umeda et al. (2008) Four perspectives 
with camera above 
flume 
none 1mm 
accuracy 
Yes drained Equilibrium 
only 
Not necessary as no interface 
Rosier et al. (2004) Camera 6.5m above 
flume 
none  Yes drained  Not necessary as no interface 
  
Umeda et al. (2010) Four external 
cameras 
Air-water 1mm 
accuracy 
Yes paused  Not accounted for but water 
depth was shallow so loss of 
accuracy was small 
Raaijmakers at al. 
(2012) 
Two cameras 
200mm apart 
Air-water  yes paused  Accounted for using Muslow’s 
method 
Foti et al. (2011) Laser grid and 
camera in plexiglass 
box 
Air-glass  Yes    
Stancanelli et al. (2010) Laser grid and 
camera 
Air-glass 1mm Yes no 5mins  
Baglio et al. (2000); 
Baglio et al. (2001); 
Baglio and Foti (2003); 
Baglio et al. (2005) 
Pair of video 
cameras and 
structured light grid 
Air-glass-
water 
~1mm Yes no  No lens distortion or refraction 
effect has been accounted for in 
the computation. 
 
Sumer et al. (2013) Two external 
upstream cameras 
and laser grid 
Air-glass-
water 
 yes   Includes lens distortion 
correction, but no explicit 
correction for refraction due to 
air-glass-water interface 
Hatton (2006) Underwater video 
camera and laser 
light sheet 
none  2D – line profile   Rectify image using known 
geometry/coordinates 
Younkin and Hill (2009) Camera outside of 
flume, perpendicular 
to flume wall 
Air-glass-
water 
1-2mm   0.67Hz Geometry of camera minimises 
refraction and means that it is 
symmetrical 
Huang et al. (2010) Camera above flume 
with laser sheet 
Air-water  2D line profile but 
scanned to get 3D 
profile over a finite 
time. 
  Physical correction for refraction 
(Snell’s law) by assuming camera 
is perpendicular to laser sheet. 
Tian et al. (2010) 2D laser line 
recorded with 
camera 
Air-water 1mm 2D line profile but 
scanned to get 3D 
profile over a finite 
time. 
   
  
Faraci et al. (2000); 
 
Video camera and 
laser sheet 
Air-glass 
 
1mm Yes   Neglected corrections because of 
position of laser and small 
dimensions of measurement 
region. 
i.e. image plane parallel to laser 
sheet 
Baglio and Foti (2003) Video camera and 
light sheet 
Air-glass-
water 
1mm 2D no   
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Appendix 2 - Test design and parameter selection 
Sediment trap design 
Sediment traps are necessary in the larger flume to prevent sediment from entering the pumps. 
The trap design is complicated in this model because of the need for a symmetrical false bed 
layout to accommodate tidal flows. Therefore, consideration needs to be given as to how to limit 
the influence of the trap on the flow over it. 
By placing the sediment traps as far away from the pile as possible it is assumed that most of 
the sediment will be travelling as bedload once it reaches the traps as most of the suspended 
load under the wake should have settled out. To ensure that the sediment is travelling as 
bedload under waves, the trap also needs to be wider than the maximum horizontal excursion 
under the waves.  
Based on the length of the flume and the length of the false bed section on either side of the 
test section, the sediment trap was set to 30 cm width, starting 30 cm from the edge of the 
ramp. 
A calculation was also completed to assess the height at which suspended particles in the water 
column starting just downstream of the pile would still be captured by the trap. This estimate 
ignores pile wake effects and is based on the settling velocity of the sediment and the critical 
flow velocity. This enables the distance to the point at which the sediment settles on the bed to 
be determined, which must be less than the distance to the trap (3.7 m from location of the pile). 
The calculation is summarised in Table A2.1.  
Table A2.1 Maximum height of suspended sediment at pile to settle out before reaching 
trap. 
d50 m 0.0002 0.0006 
ws m/s 0.026 0.085 
max height at pile (m) to 
settle out before trap 
0.32 0.45 
Vcr 0.29 0.35 
Downstream distance to 
settle (m) 
3.55 1.85 
 
Table A2.1 shows that fine sand in the bottom 71% of the water column will settle out before the 
start of the trap, but coarse sand will settle out from 100% of the water column, ignoring wake 
effects that may keep sediment in suspension for longer. Table A2.1 shows that the coarse 
sand has ample settling time before reaching the trap, but that there is less margin for error for 
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the fine sand. However, most sediment will be confined to lower down in the water column, 
probably in the bottom 50%.  
Therefore, caution is needed using fine sand in the large flume if in live bed conditions as the 
traps would not be expected to capture all of the suspended sand under these conditions. 
However, as the main test series was designed for clear water conditions the sediment trap 
design was found to be more than adequate for trapping both fine and coarse sediments. 
Critical velocity calculations  
The critical Shields parameter for each sand type was calculated using the dimensionless grain 
size, D*, following the method of Soulsby (1997): 
For ∗ < 10, 	
 = ..∗ + 0.0551 − .
∗   (A2.1) 
For ∗ > 10, 	
 = .∗ + 0.0551 − .
∗   (A2.2) 
∗ =   !"#$% &
'
(
      (A2.3) 
The clear water or live bed regime was determined by calculating the Shields parameter for the 
test condition and comparing it to the critical Shields parameter calculated from above. 
Following the method of Soulsby and Clarke (2005), in unidirectional current the Shields 
parameter was calculated from: 
 = )*+*#,-.           (A2.4) 
Where /012
 = 345  and  4 = ! .678 9.⁄ &
,  ; = 2.5 ,-.   (A2.5) 
In waves the Shields parameter was calculated as above but with the following definition of bed 
shear stress:  
/=>?1 = 0.53@=A=,  @= = 1.39 ! D9.&
. 
,  E = FGHI            (A2.6) 
In combined wave-currents the Shields parameter was calculated based on the following 
definition of bed shear stress: 
/J>K = L/J1>2 + /=>?1 cosPQ + L/=>?1 sin PQ.   (A2.7)  
where /J1>2 = /012
 T1 + 1.2 ! )GUVW)GUVW)XYZZW[\&
.]   (A2.8) 
 
Note that ø is the angle between the wave and current direction, which was zero for the present 
tests. 
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Wave and wave-current test series design  
The wave-current tests were designed based on linear wave theory with consideration of the 
critical velocity in order to remain in the clear water regime. 
  
a)      b)  
 
c) 
Figure A2.1 a) Largest wave-current combination b) middle wave-current combination c) 
smallest wave-current combination. 
The wave for test series C-2 was designed to have a 2.5 s period and 4.5 cm wave height. The 
three currents chosen to combine with the wave had depth-averaged velocities of 5 cm/s, 9.6 
cm/s and 14 cm/s to achieve 1) wave dominated, 2) equal wave-current components and 3) 
current dominated cases. 
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Appendix 3 – Scour depth experimental data 
a) Quality control 
Note that while all tests during the project are included in the last part of this appendix, not all of 
the tests were selected for the main analysis. The following provides a summary of the excluded 
tests: 
Large flume tests assessment: 
• Preliminary large flume test series did not have final test methodology so monitoring 
was not fully in place, also meshes were used to cover inlets which caused varying flow 
velocity. 
• Preliminary wave tests excluded because very small scour depths occurred 
• Preliminary wave-current tests were affected by general bed lowering and/or were 
affected by bed ripples. It is difficult to correct for bed lowering because of the presence 
of bedforms which make the bed level difficult to determine. 
Small flume tests assessment: 
• Preliminary tests R.2, R.4, R.5, R.7 were affected by bed ripples  
• Preliminary tests R.2 and R.5 were affected by poor re-start procedures towards the 
end of the tests  
• Test R.25 had unstable flow conditions due to clogging of the filters by polystyrene balls 
used for flow visualisation. Note that the test following R.25, R.26 also had an unusual 
scour development curve (discussed in more detail below) 
• Test R.13 had an issue with velocity consistency at the start of the test and was 
therefore repeated (test R.14) (also discussed below) 
• The scour depth was smaller than expected in test R.22 (discussed further below) 
Additionally note that: 
• Some tests have missing data for sections of the test due to equipment malfunction (i.e. 
the cameras suffered from loss of data in transfer)  
• Test R.12 had an unexpected increase in scour depth which was not immediately 
explainable and this is discussed in detail in the main report 
• The agreement between repetitions of 3 tests was poorer than expected. These are 
discussed below. The pairs of tests affected are R.T.2 and R.T.1, R.T.11 and R.T.8, 
and R.T.4 and R.12. 
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Test R.13 result explanation 
 
 
The scour development curves for tests R.13 and R.14 are shown in figure A3.1. These two 
curves are for the same sand but there was an issue with maintaining a consistent velocity in 
the flume at the start of test R.13. This is shown by the initially slower and less smooth curve for 
test R.13. The same end scour depth is reached in both tests once the flow conditions were 
stabilised.  
Test R.22 result explanation 
An unexpected result was found in test R.22 where the scour depth was a little shallower than 
anticipated. This layered test with a 70 mm thick upper layer of fine sand was repeated in test 
R.24 as it was suspected that the fine sand had been contaminated with (a small amount of) 
coarse sand in test R.22 prior to running the test, resulting in the shallower scour depth (see 
Figure A3.2). 
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Figure A3.1 Scour development curves for tests R.13 
and R.14 in the small flume, coarse sand. 
Figure A3.2 Scour development curves for tests R.22 
and R.24, fine over coarse sand layered tests, Lu=70 mm. 
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A sieve analysis was undertaken in order to determine whether the fine sand in test R.22 had 
been contaminated with coarse sand prior to the test. Three samples were taken from the 
undisturbed bed at the end of the test and sieved, and the results are shown in Figure A3.3. The 
distributions from the three samples from test R.22 are plotted alongside the fine sand 
distribution. It can be seen that the samples from test R.22 are considerably coarser than the 
fine sand, indicating that the sand was indeed contaminated by coarse sand, changing the 
grading distribution and increasing the d50 value to around 0.2 mm rather than approximately 
0.1 mm. This resulted in a reduction in scour depth at the pile. 
 
 
Test R.25 result explanation 
 
 
The use of polystyrene balls for the flow visualisation tests resulted in filter blockage in Test 
R.25. This caused the flow properties to vary over time during this test. The difference in the 
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Figure A3.3 Grain size distributions for test R.22 
contaminated sand analysis. 
Figure A3.4 Scour development curves for tests R.25, 
R.25.a, R.25.b, small flume, coarse sand. 
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flow velocity between the start and end of the test is shown by test R.25.b, Figure A3.4, where 
the test was restarted and shows significantly slower scour due to the slower flow. 
 
 
The filters were cleaned as a result of test R.25, prior to running further tests. The next test that 
was run was test R.26. However, the results from this test showed slower scour development 
than expected (Figure A3.5). Despite showing slower scour development in the first stages, the 
equilibrium depth reached in this test is similar to that in R.16. It is possible that the flow was 
adjusting during the first part of the test due to the cleaning of the filters and further declogging 
of the filters may have occurred due to the flow through them during the first stages of the test.  
b) Additional results 
Rough pile tests 
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Figure A3.5 Scour development curves for coarse 
sand tests before and after flow visualisation testing  
Figure A3.6 Scour development curves for rough and 
smooth 50mm piles in the coastal flume, under 
unidirectional current 
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Figure A3.6 shows a comparison of tests conducted simultaneously in the coastal flume, with 
the same pile diameter of 5 cm, but where one pile was coated with sand grains to make a 
‘rough’ pile, and the other was a smooth plastic pile as was used for the rest of the tests. In 
figure A3.6 there is a significant difference of over 0.2 S/D between these cases, where test 
C.20.31 is the rough pile which has the smaller scour depth. However, when the velocity in the 
flume was measured, there was a clear difference in velocity at the position of the far pile, 
relative to the pile on the near side of the flume. Therefore, in order to determine if the pile 
roughness has had any measurable effect, first, the influence of the different velocity must be 
taken into account.  
 
 
Figure A3.7 shows a second comparison of rough and smooth piles, this time in wave-current 
flow. Again the velocity difference needs to be considered before further conclusions can be 
drawn. What is noticeable in figures A3.6 and A3.7 is that in both the unidirectional and wave-
current cases the difference in scour depth between the smooth and rough piles is similar at 
about 0.2 S/D. 
A velocity correction was determined using the trendlines in Figure 7.1. This makes the 
expected scour depth on the far side of the flume approximately 0.2 S/D less than that at the 
nearside for these test cases. This accounts for the difference between the rough and smooth 
pile scour curves, bringing the two curves together within the measurement uncertainty. This 
indicates that the pile roughness has not had an effect in these tests.  
An increase in pile roughness may cause the critical Reynolds number to be reached at lower 
flow velocity than with a smooth pile, changing the boundary layer regime at the cylinder, and 
hence the separation point and wake dimensions. This has the potential to affect the scour 
depth, although few studies are available to confirm this. Sumer and Fredsøe (2006) provide a 
graph of the change in Strouhal number with Reynolds number. For a smooth cylinder in the 
subcritical range, the Strouhal number is constant with Reynolds number. This means that if the 
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Figure A3.7 Scour development curves for rough and 
smooth 50 mm piles in the coastal flume, under 
wave-current flow 
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pile diameter is decreased while keeping the flow velocity constant then the frequency of vortex 
shedding will increase. This is one reason why there may be a pile Reynolds number 
dependence on scour depth as the flow patterns around the cylinder are altered as the ratio of 
inertial to viscous forces changes.  
At the end of the subcritical range a jump in Strouhal number occurs at the critical Reynolds 
number. Sumer and Fredsøe (2006) show how the critical Reynolds number varies with pile 
roughness, with the jump in Strouhal number moving to lower pile Reynolds number as the 
surface roughness increases. However, for the size of roughness in these tests the critical point 
is not expected to be reached at the pile Reynolds number the test was conducted at. 
Therefore, as the same flow regime is expected at both the smooth and rough piles, as they 
were both under the same scaling conditions (same pile diameter, and approximately same flow 
velocity, pile Reynolds and Strouhal numbers), there is no effect due to pile roughness. 
Preliminary layered sand tests 
These figures are included to provide additional evidence of the scour enhancement in the 
lower layer of coarse sand in fine overlying coarse sand layered beds. This result was found in 
both preliminary test series (P-1 and P-2). 
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Figure A3.8 Uniform and layered bed 
scour development curves for test 
series P-1. 
Figure A3.9 Uniform and layered bed 
scour development curves for test 
series P-2. 
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Preliminary tests large flume 
Figure A3.10 shows an important result that when the flow direction was reversed after an 
equilibrium condition had been reached, scour depth continued to increase. 
 
 
Comparison of factory blended and in house mixed sands 
In figure A3.11, a comparison is given of the scour development in the factory blended 50% 
sand with the laboratory prepared 50% mix. While these two sands should theoretically be of 
the same grading distribution, the maximum difference between these two curves is 0.275 S/D. 
This indicates that the difference in the two mixes is large enough to cause a noticeable change 
to the scour depth. However, large sections of the curves have a difference of around 0.1 S/D or 
less and in general it can be said that the difference in the composition of these two sands is 
small enough for the effect of this on the scour development to be insignificant. 
 
 
c) Scour curve and test description for each test: 
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Figure A3.10 Scour development curve in coarse 
sand, with flow reversal after equilibrium scour depth 
was reached. 
Figure A3.11 Comparison of scour development in 
off-site blended and in-house blended sands 
Test Number
Date
Flume
Pile Diameter (mm)
Water depth (m)
R.1
17/08/2011
Reversing current flume
50
0.16
Current depth 
averaged velocity (cm/s)
Sand configuration Bed description layered fine sand upper 50mm
Test description Unidirectional current Test description Unidirectional current
Notes
uniform (original fine sand)
Initial methodology (water drains 
overnight, pile in place at 
start,scour depth read from 
nearside  etc.) Scoured to flume 
base 
21.5
Notes Initial methodology (water drains 
overnight, pile in place at 
start,scour depth read from 
nearside  etc.) Migrating dunes
Test Number R.3
Date 28/09/2011
Flume Reversing current flume
Pile Diameter (mm) 50
Water depth (m) 0.16
Current depth 
averaged velocity (cm/s)
21.5
Test Number R.2
Notes Initial methodology (water 
drains overnight, pile in place 
at start,scour depth read from 
nearside  etc.)
Date 24/08/2011
Flume Reversing current flume
Bed description uniform coarse sand
Pile Diameter (mm) 50
Water depth (m) 0.16
Current depth 
averaged velocity (cm/s)
21.5
Test description Unidirectional current
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Appendix 4 - Scour prediction 
Equilibrium scour depth equations: 
Hancu (1971): 
 = 2.42	 
 ⁄       (A4.1) 
  < 0.5, 	 = 0      (A4.2) 
 0.5 <  < 1, 	 =  − 1     (A4.3) 
  > 1, 	 = 1      (A4.4) 
Breusers et al. (1977): 
 = 	  2 tanh 
%&      (A4.5) 
Kv is defined as above. 
Melville and Sutherland (1988): 
 = 	%'()*      (A4.6) 
K factors for flow intensity, flow depth, sediment size, sediment gradation, pier shape 
and alignment. 
Sheppard et al. (2011): 
 = 2.5, + 0.4 <  < 1    (A4.7) 
  ,2.2 - ../.01./2 + 2.5 -
.01./ ...01./ 24 , + 1 <
 < 01 (A4.8) 
 = 2.2, +  > 01     (A4.9) 
 = tanh 5
%6.78                 (A4.10) 
 = 91 − 1.2  ln &;                 (A4.11) 
358 
 
 = < = >?@AB6.7= >?@ABC.D6.E= >?@ABFA.CGH            (A4.12) 
Richardson and Davis (2001) (HEC-18): 
 = 2.07 
%6.I 6.7            (A4.13) 
Correction factors are for pier shape, angle of attack, bed condition, bed armouring 
(gradation). Covers both live bed and clear water regimes. K1 and K2=1 for circular pier. 
K3=1.1 for clear water conditions. For K4, if d50<2 mm and d95<20 mm, K4=1. Otherwise 
K4 is a function of the scour initiation velocity, critical velocity for each of the d50 and d95 
sediment sizes and the actual flow velocity.  
Equilibrium scour equations in waves/wave-current 
Sumer et al. (1993):  
 = 1.3K1 − L/6.6MNO/EPQ, + R ≥ 6           (A4.14) 
Petersen et al. (2012):  
 =  K1 − L/UCMNO/UPQ             (A4.15) 
V = 0.03 + 7 WXY.E              (A4.16) 
V = 6LM/7.Z[\P              (A4.17) 
WXY = [[D[]               (A4.18) 
where Sc is calculated for current alone, and KC is calculated for wave alone.  
Scour time development prediction equations 
Sumer and Fredsøe (2002) and Whitehouse (1998): 
^M_P = ^`K1 − aL/b c⁄ deQ             (A4.19) 
f∗ = aM)/P'@AGdA.@ fX                (A4.20) 
Rudolph et al. (2008): 
 = 1 − L
/ hi              (A4.21) 
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where for waves: 
fX,Yj	`) ≈ 10lWm`'/nom            (A4.22) 
and for currents: 
fX,Xpqq`eb ≈ 10lr/nom             (A4.23) 
Kmob=1+10(θcrit/θ)2.                 (A4.24) 
Sheppard et al. (2004): 
^M_P = s  1 − MDjCjbP& + s  1 − MDjGjtbP&          (A4.25) 
Or 
^M_P = su1 − L/jbv + su1 − L/jtbv           (A4.26) 
Chang et al. (2004): 
^ = 0.08(	fX/. bb , + 0 ≤ bb ≤ fX                     (A4.27) 
^ = ^` − 0.27(	 =
 bb/. + 0.41B , + fX ≤ bb ≤ 0.04      (A4.28) 
^ = ^` − 1.1(	 = bb − 2.22 
 bb6.7I + 1.22B , + 0.04 ≤ bb ≤ 1
                 (A4.29) 
where 
fX = 
 6.INzN{ − 0.31/.             (A4.30)
     
Kσ=1 for uniform sand  
	 =  − 0.4              (A4.31) 
Melville and Chiew (1999): 
^ = %	')*|b             (A4.32) 
where the K factors are derived from envelope curves fitted to lab data.  
b = L}~ 9−0.03   
 bb.E; , +  ≤ 1          (A4.33) 
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There are two equations for te depending on the ratio of h/D. Both are for V/Vcr>0.4.                             
_`MsP = 48.26  
  − 0.4 , + % > 6           (A4.34) 
_`MsP = 30.89  
  − 0.4 
%6.I , + % < 6          (A4.35) 
% = 2.4l, + % < 0.7             (A4.36) 
	 = /M/P , + /M/P < 1            (A4.37) 
Kd=1 for D/d50>25                    (A4.38) 
Oliveto and Hager (2002): 
 = 0.068'.I logMfXP , + ' < ' < 'b  (A4.39) 
where  
fX =   ⁄ aM − 1PI6d ⁄ /l ⁄ ℎ ⁄ & _              (A4.40)
            
N=1 for a pier, Fd is the densimetric particle Froude number: 
' = (FC G⁄ MM)/P'@APC ⁄               (A4.41) 
Fdi is inception densimetric particle Froude number and Fdt is the threshold densimetric 
particle Froude number.   
Z is relative scour depth defined as  = a G⁄ %C G⁄ d 
Lança et al. (2013): 
 = 1 − Lu/jCMb ⁄ Pv             (A4.42) 
s = 1.22 
 '@A/6.ZE7              (A4.43) 
s = 0.09 
 '@A6.77              (A4.44) 
Zhao et al. (2012):  
^M_P = ^` bbDc               (A4.45) 
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Comparison of scour time prediction equations with experimental data 
 
Figure A4.1 Linear and logarithmic plots of Borghei et al. (2011) equation compared to 
test R.17 
 
Figure A4.2 Linear and logarithmic plots of Lanca et al. (2013) equation compared to test 
R.17 
 
Figure A4.3 Linear and logarithmic plots of Zhao et al. (2012) equation compared to test 
R.17 
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Figure A4.4 Linear and logarithmic plots of Rudolph et al. (2008) equation compared to 
test R.17 
 
Figure A4.5 Linear and logarithmic plots of Melville and Chiew (1999) equation compared 
to test R.17 
 
Figure A4.6 Linear and logarithmic plots of Oliveto and Hager (2002) equation compared 
to test R.17 
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Figure A4.7 Linear and logarithmic plots of Chang et al. (2004) equation compared to test 
R.17 
 
Figure A4.8 Linear and logarithmic plots of Sheppard et al. (2004) linear equation 
compared to test R.17 
 
Figure A4.9 Linear and logarithmic plots of Sheppard et al. (2004) exponential equation 
compared to test R.17 
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Appendix 5 - Sediment testing 
Permeability calculation 
Equation for falling head tests: 
 =
 	
 	⁄ 

    (A5.1) 
Equation for constant head tests: 
 =

∆	
     (A5.2) 
L is length of test section, Ax is cross-sectional area of test section, ax is the cross-sectional 
area of the standpipe, h0 is initial head level, h1 is final head level, q is flow rate, Δh is head 
difference, t is time. 
Density pot locations  
Table A5.1 Test R.26, coarse sand, measurements are to edge of sand (pot inside edge) 
pot number streamwise str measured to 
cross-
stream crs measured to 
1 2 farside glass 11.5 join false bed 
2 3.1 farside glass 10.2 from pot 1 
3 1.3 nearside glass 10.9 join false bed 
4 2.5 nearside glass 41.6 join false bed 
5 1.7 farside glass 51.4 join false bed 
6 2.35 nearside glass 59.2 join false bed 
7 8.2 nearside glass 11.9 from pot 8 
8 7.8 nearside glass 13.1 from pot 9 
9 8.3 nearside glass 13.1 join false bed 
 
Table A5.2 Test R.28 (dense sand) 
pot number streamwise str measured to 
cross-
stream crs measured to 
1 15 nearside glass 13 false bed join 
2 13.9 farside glass 22.5 false bed join 
3 14.5 nearside glass 45.5 false bed join 
4 14.5 nearside glass 38.5 false bed join 
5 14.4 nearside glass 50.5 false bed join 
6 15 farside glass 62.5 false bed join 
7 9.1 nearside glass 55 false bed join 
8 8 nearside glass 36.5 false bed join 
9 8.4 nearside glass 12.5 false bed join 
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Initial sands used 
 
 
In the very first tests conducted in the small flume slightly different fine and coarse sands were 
used. The distributions of these sands are shown in Figure A5.1. These sands were used based 
on what was available in the laboratory prior to the selection and ordering of sand for the main 
series of tests. The initial sands were used for test series P-1, and the original fine sand was 
also used in test series P-2. The sands used in later tests were chosen to have similar grain 
distributions and median grain size to the initial sands within the constraints of what was 
available commercially as it was not possible to repurchase the same sand. The parameters of 
the distributions for the initial sands used are given in table A5.3. The initial fine sand is a little 
coarser and the coarse sand is a little finer, than the main sands used in the project based on 
the d50 values. The initial sands have larger Cu values than the later sands used but slightly 
lower geometric standard deviations.  
Table A5.3 Grading parameters for initial fine and coarse sands used in small flume 
  D50 mm D90 mm D10 mm Uniformity D84 D16 σg 
Fine 0.17 0.29 0.116 2.50 0.25 0.13 1.38675 
Coarse 0.5 0.63 0.415 1.52 0.58 0.44 1.148121 
 
 
Factory data for fine and coarse sands used in main test series: 
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Figure A5.1 initial fine and coarse sand grain size 
distributions  
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17 Carter Close, Nantwich,  
Cheshire, CW5 5GD 
 
Email: enquiries@mineralsmarketing.com 
Phone:                +44 (0) 1270 625573 
Fax:                   +44 (0) 8709 127479 
 
 
Chelford 16/30 Product Information 
 
Source Lower Withington, Cheshire  
Geology Glacial Deposit of the Pleistocene Period  
Description 
 
Washed and Graded High Silica Sand 
 
Chemical Analysis:   
 
  Typical %   
SiO2    98.31   
Fe2O3  0.12   
Al2O3  0.63   
K2O  0.25   
LOI  0.26   
 
Physical Analysis: 
 
Microns Typical % 
Retained 
Each Sieve 
Limit % Typical % 
Cumulative 
Retained 
Limit % Typical % 
Cumulative 
Passing 
Limit % 
1180 0.0  0.0  100.0  
1000 0.2  0.2 5.0 Max 99.8 95.0 Min 
850 4.3  4.5  95.5  
710 20.2  24.7  75.3  
600 42.1  66.8  33.2  
500 31.4  98.2 95.0 Min 1.8 5.0 Max 
425 1.7  99.9  0.1  
-425 0.1  100.0  0.0  
 
 
 
 
Typical 
 
 
Nominal Effective Size 0.53mm D10 
Uniformity Coefficient 1.29 D60/D10 
Modal Size 0.64 D60 
Grain Shape Rounded  
Loose Bulk Density 
 
1569 
 
Kg/M3 
 
 
  
 
    
The information contained in this sheet does not constitute a specification, but is issued in good faith. 
A specification can be issued if required. 
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17 Carter Close, Nantwich,  
Cheshire, CW5 5GD 
 
Email: enquiries@mineralsmarketing.com 
Phone:                +44 (0) 1270 625 573 
Fax:                   +44 (0) 8709 127 479 
 
Minerals Marketing RHT Product Information 
 
Source Redhill, Surrey 
Geology Lower Green Sand from the Cretaceous Period  
Description 
 
Washed and Graded Silica Sand 
 
Chemical Analysis:   
 
  Typical % Limit %  
SiO2    99.50 99.0 Min  
Fe2O3  0.04 0.05 Max  
Al2O3  0.09 0.12 Max  
K2O  0.01   
LOI  0.13   
 
Physical Analysis: 
 
Microns Typical % 
Retained 
Each Sieve 
Limit % Typical % 
Cumulative 
Retained 
Limit % Typical % 
Cumulative 
Passing 
Limit % 
1000 0.0  0.0  100.0  
710 0.3  0.3  99.7  
500 1.0  1.3 8.0 Max 98.7 92.0 Max 
355 8.5  9.8  90.2  
250 30.0  39.8  60.2  
180 36.8  76.6  23.4  
125 21.0  97.6  2.4  
90 2.0  99.6  0.4  
63 0.3  99.9 99.5 Min 0.1 0.5 Max 
-63 0.1 0.5 Max     
 
 Typical Range / Limit 
   
   
Average Grain Size 230 Microns  
Grain Shape Sub Rounded  
Loose Bulk Density kg/m3 1430  
   
 
 
  
 
    
The information contained in this sheet does not constitute a specification, but is issued in good faith. 
A specification can be issued if required. 
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Appendix 6 - Core Samples 
Locations of core samples for each test used in the analysis: 
C.90.11 
 
C.90.12 
 
C.90.13 
 
R.29.3 
 
 
  
Initial flow 
direction 
1 4 3
6
5 
2
Initial flow 
direction 
1 4 3
6
5 
2
Initial flow 
direction 
1 4 3 65 2
Initial flow 
direction 
1 6 5
3
4 
2
4 cm 3 cm 
7
9
3.8 cm 2 cm 
12 cm 3.8 cm 12.5 cm 6.7 cm 
2.6 cm 3.6 cm 
8
24 cm
7 8 
7.7 cm 9.5 cm 
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Additional core sample data: 
 
a)      b) 
 
c)      d) 
Figure A6.1 core samples for test C.90.11, a) sample 2 b) sample 3 c) sample 4 d) sample 
5 
 
 
a)      b) 
Figure A6.2 core samples for test C.90.12, a) sample 3 b) sample 5 
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a)      b) 
 
c)      d) 
Figure A6.3 Core samples for C.90.13, a) sample 2 b) sample 3 c) sample 4 d) sample 5 
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a)      b) 
 
c)      d) 
Figure A6.4 core samples for test R.29.3, a) sample 2 b) sample 3 c) sample 4 d) sample 5 
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Appendix 7 - Echosounder  
 
Echosounder profiles from small flume tests 
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Figure A7.1 50% mixed sand test R.15. 
Figure A7.2 Test R.16 coarse sand.  
Figure A7.3 Test R.17 fine sand. 
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Figure A7.4 Test R.18 slow velocity 50% mixed sand. 
Figure A7.5 90% coarse sand test R.23. 
Figure A7.6 Layered 70 mm fine sand layer over coarse sand test R.24. 
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Repeatability of measurements 
 
In order to assess the quality of the echosounder data a comparison is presented of profiles 
from tests R.29.1, 2, 3 and 4 which were conducted under the same conditions and which 
exhibited excellent agreement between the scour time development curves at the pile. Figures 
A7.7-A7.9 are for stages of the tests when the scour depth at the pile was 40 mm, 50 mm and 
60 mm respectively. These figures give an indication of the extent of agreement that can be 
expected and allow an estimate of the measurement uncertainty to be made. This suggests that 
the echosounder methodology is repeatable, and that the scour hole shape is not subject to 
random variation but is directly related to the depth of scour at the pile. Small differences in the 
two curves are most likely due to the measurement errors caused by spurious echos and sharp 
changes in the bed profile. Small errors may also be induced by discrepancies in the x-y 
positioning of the echosounder.  
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Figure A7.7 Echosounder profiles 
from end of fine over coarse sand 
layered test run to S=60 mm, Lu=40 
mm, small flume.  
Figure A7.8 Echosounder profiles 
from end of fine over coarse sand 
layered test run to S=50 mm, Lu=40 
mm, small flume. 
Figure A7.9 Echosounder profiles from end of fine 
over coarse sand layered test run to S=40 mm, Lu=40 
mm, small flume. 
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Scour extents 
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Figure A7.10 Scour extent 
development, test R.18 slow velocity 
50% mixed sand. 
Figure A7.11 Scour extent 
development, test R.15 50% mixed 
sand. 
Figure A7.12 Scour extent 
development, test R.29 40mm layered 
fine over coarse sand. 
Figure A7.13 Scour extent 
development, test R.28 dense coarse 
sand. 
Figure A7.14 Scour extent 
development, test R.19 55mm layered 
fine over coarse sand.  
Figure A7.15 Scour extent 
development, test R.20 fine-coarse-
fine layered sand. 
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Figure A7.16 Scour extent 
development, test R.21 coarse-fine-
coarse layered sand. 
Figure A7.17 Scour extent 
development, test R.23 90% coarse 
sand.  
Figure A7.18 Scour extent development, test R.24 
layered 70 mm fine sand layer over coarse sand. 
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Appendix 8 - Photogrammetry  
Theory and calibration 
Photogrammetry is a technique where 3D measurements of an object are obtained from 
photographs of the object. Photogrammetry is based on a mathematical model of the optical 
system between the camera and the object being photographed. The basic model is known as 
the Pinhole Camera model. A very simple camera can be made by making a pinhole in a sheet 
of paper, so that only a single (or very few) light rays can pass from each point on the object 
through the hole. This means that an inverted image of the object is projected onto a sheet 
placed behind the pinhole. This is only possible because effectively one ray of light has come 
through the pinhole from each point on the object, thereby enabling an image to be defined. A 
key feature of this model is that the light travels in a straight line from each point on the object to 
the corresponding point on the image plane through the pin hole. This condition is true when 
light travels through a single media, i.e. air where there is no change in refractive index. This 
characteristic enables the point on an object to be linked through a geometric relationship to its 
associated point in the image using the principle of colinearity. A more detailed introduction and 
treatment of this topic can be found in Mikhail et al. (2001) and Cooper and Robson (1996).  
Following Cooper and Robson (1996), one method for linking the 3D coordinates of a point in 
the object space to the 2D coordinates of the equivalent point in the image space is given in 
equation A8.1. This equation is obtained through the principle of colinearity i.e. that light travels 
in a straight line between the object point and image point through the pin hole camera 
(perspective centre). In the object space coordinate system, the point on the object is given by 
the coordinates of the camera plus the distance vector from the camera position to the point on 
the object. However, this vector lies on the coplanarity line so it can instead by defined in terms 
of the vector from the camera to the image plane, and so by measuring the coordinates of the 
point in the image plane, the points in the object space can be determined.  
 =  − 	
         (A8.1) 
where µ is a scaling factor, and 
 =           (A8.2) 
is the 3D coordinates of any point on the object being photographed and 
 =           (A8.3) 
is the 3D coordinates of the camera location at which the image was taken.  
	 = 

−          (A8.4) 
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is the 2D coordinates of the measurement points in the image plane. C is the principle distance, 
(usually equal to the focal length). 
 =                (A8.5) 
 
is the rotation matrix for the orientation of the camera where: 
 
 = cos cos                  (A8.6) 
 = sin" sin cos  + cos" sin        (A8.7) 
 = − cos" sin  cos  + sin" sin        (A8.8) 
 = −cos sin          (A8.9) 
 = −sin" sin sin  + cos" cos                  (A8.10) 
 = cos" sin  cos  + sin" cos                  (A8.11) 
 = sin                     (A8.12) 
 = −sin" cos                   (A8.13) 
 = cos" cos                   (A8.14) 
 
and ω, φ, and κ are rotation angles about the x, y and z axes respectively. 
 
To solve equation A8.1 a minimum of 4 known 3D coordinates are needed in the object space. 
This enables the 6 camera position parameters for each photograph to be determined. A 
minimum of two photographs taken from different locations are needed in order to then solve for 
the unknown 3D coordinates of other points in the object space. Determining the camera 
position parameters is a ‘calibration’ step as known points in the object space are used to 
determine the extrinsic camera parameters (camera position and rotation). For the known 
coordinates required in this step a flat plate or 3D object where points on the plate or object 
have been measured with high precision using another technique are often used. However, 
calibration can also be completed by having some known coordinates mixed in with the 
unknown ones desired to be measured, or calibration can be conducted prior to the 
measurement using a separate calibration object. In this case it is important to keep the intrinsic 
camera parameters constant (i.e no change to focal length, same camera etc.) between 
calibration and measurement. Further, the camera should be kept in the same position if the 
camera orientation (extrinsic) parameters are not wished to be recalculated. 
In reality there are some deviations from this mathematical model of the pin hole camera due to 
the configuration of a real camera. The pinhole camera model assumes perfect central 
perspective projection, but this may not be quite true in a real camera and light paths will be 
refracted through the camera lens so that the colinearity condition is not quite true. It also 
assumes that the plane that the image is projected onto is perfectly flat. These deviations from 
the model assumptions can be accounted for by adding terms to the model to link the ideal 
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image coordinate calculated from the method above to the actual measured image coordinate 
so that: 
$%
& = '(%
) + *+ + *,+ + - + -
          (A8.15) 
$%
& = '(%
) + *. + *,.            (A8.16) 
 
where a1 and a2 are orthogonality and affinity terms, δrx, δry are the radial lens distortions (x and 
y components of the radial displacement of a point in the image plane). The radial lens 
distortions have been shown to be closely modelled by a polynomial function: 
*+ = /0 + 01 +023//3      (A8.17) 
*. = /0 + 01 + 023//3           (A8.17) 
 
and δtx, δty are the tangential lens distortions in the x and y directions in the image plane, 
 
*,+ = 5/ + 23 + 25       (A8.18) 
*,. = 5/ + 23 + 25       (A8.19) 
 
where K1, K2, K3, P1 and P2 are coefficients which depend on the focal length, x and y are the 
coordinates of the point in the image and r is the radial distance to the point in the image. 
Remondino and Fraser (2006) discuss the additional parameters in more detail. They note that 
although lots of different models have been tried, the above is the optimal formulation for digital 
camera calibration.  
Equation A8.1 is solved using an iterative least squares approach and hence the most rigorous 
solution is obtained by simultaneously processing 3D coordinates of many points in the object 
space from a large number of photographs taken from different orientations. This is known as 
bundle adjustment. Remondino and Fraser (2006) note that accuracy increases with the 
number of measured points on an image (up to a few 10s of points). Also different roll angles, 
and a large number of well distributed object points are necessary for an accurate solution.   
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Appendix 9 - Wave data 
 
Calibration graphs for wave probes 
 
a)      b) 
 
c)      d) 
 
e) 
Figure A9.1 Calibration graphs for each probe a) probe 1 b) probe 2 c) probe 3 d) probe 4 
e) probe 5. 
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Wave surface elevation data 
 
 
a)      b) 
 
c)      d) 
 
   e) 
Figure A9.2 Surface elevation for each probe in wave flow used in test series C-2 a) probe 
1 b) probe 2 c) probe 3 d) probe 4 e) probe 5 
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Table A9.1 Average wave height for each probe in Figure A9.2 
probe average 
wave 
height 
1 4.85 
2 4.61 
3 4.30 
4 5.02 
5 4.76 
average 4.71 
 
 
Wave reflection 
 
  
 
Analysis of initiation of motion under waves and wave-current flows 
An equilibrium scour depth was not obtained for many of the preliminary wave tests and some 
of the wave-current tests, due to measurement technique issues, general bed lowering in live 
bed conditions, or because little or no scour occurred. Instead of focusing on the equilibrium 
scour depth, one way in which these tests can be interpreted is to consider the conditions for 
initiation of scour under wave and wave-current flows. In Table A9.2 the key parameters for the 
wave and wave-current tests are listed along with whether scour occurred. Only those tests 
conducted in the coarse sand are included as these have the lowest θ/θcrit parameter and 
because the majority of the preliminary wave tests were conducted in the coarse sand.  
According to Sumer et al. (1992) in the live bed regime scour is not expected to occur if the KC 
number for the wave component of the flow is less than 6. However, some authors have 
reported small amounts of scour at lower KC numbers (Baglio et al. (2001); Sumer and Fredsøe 
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Figure A9.3 Reflection coefficient 
using probes 4 and 5 
Figure A9.4 Reflection coefficient 
using probes 3 and 4 
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(2001b); Sumer and Fredsøe (2002b); Larsen et al. (2004); Khalfin (2007)). In comparison, the 
data in Table A9.2 does not show a clear link between the initiation of scour and the KC number 
for the wave. Scour occurs in some of the tests with KC<6, and scour does not occur in some of 
the tests with KC>6. Using the combined KC number for wave-current flows gives a better fit to 
the expected relationship between scour threshold and KC number, as KCwc is consistently 
greater than 6 in Table A9.2 for the wave-current cases in which scour occurred. Therefore, 
KCwc may be a more suitable parameter for describing the wave-current tests. Using this 
parameter, the wave and wave-current tests in the live bed regime in Table A9.2 also fit with the 
criteria for scour occurring only if KC>6. 
For the clear water tests in Table A9.2 the threshold for scour appears to be more dependent on 
the θ/θcrit parameter than on the KC number so that scour does not initiate in some cases with 
higher KC but low θ/θcrit.  
For the wave tests at very low KC numbers and low θ/θcrit parameters where a small amount of 
scour still occurred, this may be linked to diffraction effects. Sumer and Fredsøe (2001b) found 
that in the diffraction regime scour was induced by steady streaming effects when KC equalled 
approximately 1 and 0.15<D/λ<0.27. For the two tests with KC=1.4 the D/λ parameter shown in 
Table A9.2 is in the right range for steady streaming. According to Sumer and Fredsøe (2001b) 
the steady streaming results in a significantly larger wave induced velocity near the pile, so that 
scour will initiate at a lower value of Shields parameter calculated from the far stream flow 
velocity.  
 
Table A9.2 Comparison of parameters in preliminary and main wave and wave-current 
tests in uniform coarse sand 
Test Uc Um KC 
wave 
KC 
combined 
θ θcrit D/λ Regime Scour? 
C.90.16 Wave-
current (coarse, 
90mm pile) 
0.24 0.24 5.3 10.6 0.11 
 
0.03 
 
 live yes 
C.20.16 Wave only 
(coarse, 90mm 
pile) 
- 0.24 5.3 - 0.09 
 
0.03 
 
 live no 
C.90.20 Wave-
current (coarse, 
20mm pile) 
0.225 0.24 23.7 46.2 0.11 
 
0.03 
 
 live yes 
C.20.20 Wave only 
(coarse, 20mm 
pile) 
- 0.24 23.7 - 0.09 
 
0.03 
 
 live yes 
C.50.22 Wave only 
(coarse, 50mm 
pile) 
- 0.09 4.5 - 0.02 
 
0.03 
 
0.01 clear no 
C.20.22 Wave only - 0.09 11.3 - 0.02 0.03 0.004 clear no 
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(coarse, 20mm 
pile) 
  
C.50.26 
Wave+2.5%current, 
Coarse, 50mm pile 
0.045 0.09 4.5 6.8 0.02 
 
0.03 
 
 clear Yes 
(just) 
C.50.27 
Wave+4.8%current, 
Coarse, 50mm pile 
0.092 0.09 4.5 9.1 0.02 
 
0.03 
 
 clear yes 
C.50.28 
Wave+6.9%current, 
Coarse, 50mm pile 
0.135 0.09 4.5 11.3 0.02 
 
0.03 
 
 clear yes 
C.90.8 coarse sand 
wave-current 
0.28 0.13 3.7 11.9 0.06 0.03  live yes 
C.90.3 wave, 
coarse sand, 90mm 
- 0.04 0.9 - 0.01 
 
0.03 
 
 clear no 
C.90.4 wave, 
coarse sand, 90mm 
- 0.04 1.4 - 0.01 
 
0.03 0.015 clear Just 
about 
C.20.4 wave, 
coarse sand 20mm 
- 0.04 6.4 - 0.01 
 
0.03 0.003 clear Yes 
just 
C.90.5 wave, 
coarse sand 90mm 
- 0.07 1.4 - 0.02 
 
0.03 
 
0.03 clear Just 
about 
C.20.5 wave, 
coarse sand, 20mm 
pile 
- 0.07 6.4 - 0.02 
 
0.03 
 
0.006 clear Yes 
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Appendix 10 - Velocity data 
Estimating bed shear stress from LDV velocity profiles in the small flume 
Bed shear estimates were obtained by plotting the velocity profiles on a semi-log plot and 
measuring the gradient of the straight line section of the data. The bed shear stress is then 
estimated using the following equation: 
 =
.	∗

log ⁄           (A10.1) 
Where u* is the shear velocity, κ = 0.4, z is the depth in the water column and u(z) is the 
average velocity at depth z in the water column. This equation is rearranged to obtain the shear 
velocity and hence the bed shear stress from 
 = ∗            (A10.2) 
A typical fitted line to obtain the gradient for computation of bed shear stress is shown in Figure 
A10.1.   
 
 
Figure A10.1 Estimate of bed shear stress from LDV data. 
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Comparison of LDV and ADV measurements in the small flume 
 
 
Figure A10.2 makes a comparison of LDV and ADV velocity profiles measured in the small 
flume. The resolution is significantly lower using the ADV technique, and the close proximity to 
the flume walls due to the small scale of the facility resulted in significant noise in the signal. 
However, the agreement is reasonable between the ADV and LDV measurements. 
Preliminary velocity measurements 
Note that the velocity profiles for the very first set of tests in the small flume, tests R.1-R.3, were 
collected with an impeller meter, prior to establishing a preferred methodology for velocity 
profiling using the LDV system. It was later discovered that the instrumentation was set in cm/s 
rather than in Hz, and it was unknown if the conversion parameters were correct for the probe 
used. Therefore, for this first set of tests an estimate of the depth-averaged velocity was made 
based on a comparison of all of the scour data from this test programme and the expected 
results from the literature (see Figure 7.1 in Section 7). 
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Figure A10.2 Velocity profiles for tests R.19-R.29 
measured with LDV and ADV systems. 
Figure A10.3 ADV velocity profile for tests R.4-R.9 
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The velocity profile for the second set of preliminary tests completed in the small flume (test 
series P-2) were collected with an ADV probe. Figure A10.3 shows one of the velocity profiles 
taken prior to the tests. It was found that the ADV probe was not ideal for use in this flume due 
to the substantial amount of noise in the signal, even with heavily seeded flow. Therefore, this 
profile is only an estimate of the flow condition, but is included because for this set of tests this 
was the primary method of flow measurement. As a result of the noise issues in the ADV signal, 
future test series in the small flume used the LDV system. Note also that the ADV probe cannot 
be positioned to measure the top 5 cm of the water column due to the instrument configuration.  
Preliminary large flume tests 
Note that the ADV signal quality was very poor for the first test (C.90.1) conducted in the larger 
flume. For the reversing current test, C.90.9, the ADV signal quality was improved and Figure 
A10.4 shows the average velocity in each half cycle of the test. The slower flow in the negative 
direction under the same motor percentage is apparent, and this was accounted for in future 
reversing flow tests by adjusting the motor speed until the velocity profiles matched in both flow 
directions. The reduction in flow velocity in the final negative half cycle is linked to a change in 
the position of the mesh covering the inlet for this initial set of tests which was removed for 
subsequent testing. For this reason this test was not considered in the main analysis. 
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Figure A10.4 Average velocity in each half cycle of 
test C.90.9 in reversing flow. 
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Tidal signal calibration 
 
 
Comparison of measured velocity with design velocity for spring-neap tidal tests  
 
 
Figure A10.6 shows a comparison of the measured velocity at the depth-averaged position 
compared to the design velocity obtained from calibration of the motor speed during the first 4 
cycles of one of the spring-neap tests. The fit is quite reasonable, although there is some 
deviation, with the positive velocities generally showing lower values than the predicted signal. 
However, it should be noted that the quality of the ADV signal was not as high for much of the 
test compared to the pre-test calibration because the addition of a large quantity of seeding 
would reduce visibility too much for the scour depth to be observed. Secondly the ADV was 
positioned downstream of the pile during the negative flow direction half cycles and the pile 
wake would affect the measurements. In the positive flow direction the ADV probe was far 
upstream so as not to disturb the scour downstream of it. As a result the flow may not be fully 
developed or representative of the flow at the scour hole location. 
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Figure A10.5 Calibration of motor speed with depth-
averaged velocity measured in flume. 
Figure A10.6 Comparison of design flow velocity with 
measured flow velocity during spring-neap test. 
