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We propose a primal dual first-order smoothing framework for solving a class of nonsmooth nonconvex opti-
mization problems with max-structure. We analyze the primal and dual oracle complexities of the framework
via two approaches, i.e., the dual-then-primal and primal-the-dual smoothing approaches. Our framework
improves the best-known oracle complexities of the existing methods, even in the restricted problem setting.
As the cornerstone of our framework, we propose a conceptually simple primal dual method for solving
a class of convex-concave saddle-point problems with primal strong convexity, which is based on a newly
developed non-Hilbertian inexact accelerated proximal gradient algorithm. This primal dual method has a
dual oracle complexity that is significantly better than the previous ones, and a primal oracle complexity
that matches the best-known, up to logarithmic factor. Finally, we extend our framework to the stochastic
case, and demonstrate that the oracle complexities of this extension indeed match the state-of-the-art.
1. Introduction.
Let X and Y be finite-dimensional real normed spaces, with dual spaces X∗ and Y∗, respectively.
Consider the following nonconvex nonsmooth optimization problem:
q∗ ,minx∈X
{
q(x), f(x)+ r(x)
}
, where f(x), maxy∈Y Φ(x, y)− g(y), (1.1)
X ⊆X and Y ⊆Y are nonempty, closed and convex sets and q∗ >−∞. Also, let Y be bounded. The
functions r :X→R,R∪{+∞} and g :Y→R are closed, convex and proper (CCP) functions, and
are Mr- and Mg-Lipschitz on X and Y, respectively, where Mr,Mg <+∞. (Therefore, X ⊆ dom r
and Y ⊆ domg.) Also, r has easily computable Bregman proximal projections on X (see Section 2.2
for details). We assume that the function Φ :X×Y→ [−∞,+∞] satisfies the following assumptions.
Assumption 1.1 (Smoothness of Φ(·, y)). For any y ∈Y, Φ(·, y) is Fre´chet differentiable on an
open set X ′ ⊇ X , with the Fre´chet derivative at x ∈ X denoted by ∇xΦ(x, y). Furthermore, there
exist Lxx,Lxy <+∞ such that for any x,x′ ∈X and y, y′ ∈ Y,
‖∇xΦ(x, y)−∇xΦ(x′, y)‖∗ ≤Lxx‖x−x′‖, (1.2)
‖∇xΦ(x, y)−∇xΦ(x, y′)‖∗ ≤Lxy‖y− y′‖. (1.3)
Note that (1.2) and (1.3) together imply the joint Lipschitz continuity of ∇xΦ(·, ·) on X ×Y.
Assumption 1.2 (Joint Continuity). Φ(·, ·) is jointly continuous on X ×Y.
1
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Assumption 1.3 (Weak Convexity of Φ(·, y)). For any y ∈ Y, Φ(·, y) is γ-weakly convex on X
for some γ ∈ (0,Lxx], i.e., for any x,x′ ∈X ,
− (γ/2)‖x′−x‖2 ≤Φ(x′, y)−Φ(x, y)−〈∇xΦ(x, y), x′−x〉. (1.4)
Note that (1.2) directly implies (1.4) with γ =Lxx, by the descent lemma, i.e.,
|Φ(x′, y)−Φ(x, y)−〈∇xΦ(x, y), x′−x〉| ≤ (Lxx/2)‖x′−x‖2, ∀x,x′ ∈X , ∀ y ∈ Y. (1.5)
However, our framework can benefit from a better estimate of γ (i.e., 0<γ <Lxx).
Assumption 1.4 (Concavity of Φ(x, ·)). For any x∈X , Φ(x, ·) is concave on Y.
The four assumptions above will be needed throughout this work. Apart from them, in certain parts
of the paper, we also need the following two additional assumptions.
Assumption 1.5 (Smoothness of Φ(x, ·)). For any x∈X , Φ(x, ·) is Fre´chet differentiable on an
open set Y ′ ⊇ Y, with the Fre´chet derivative at y ∈ Y ′ denoted by ∇yΦ(x, y). Furthermore, there
exist Lyx,Lyy <+∞ such that for any x,x′ ∈X and y, y′ ∈ Y,
‖∇yΦ(x, y)−∇yΦ(x′, y)‖∗ ≤Lyx‖x−x′‖, (1.6)
‖∇yΦ(x, y)−∇yΦ(x, y′)‖∗ ≤Lyy‖y− y′‖. (1.7)
Note that Assumption 1.5, together with Assumption 1.1, implies Assumption 1.2. Define Lxy ,
max{Lxy,Lyx}<+∞, so (1.3) (resp. (1.6)) holds with Lxy (resp. Lyx) replaced by Lxy.
Assumption 1.6. The function g has easily computable Bregman proximal projections on Y (see
Section 2.2 for precise definitions).
1.1. Applications.
We provide some applications of the problem in (1.1).
Example 1.1 (Distributionally robust optimization). Let (Ξ,B, p) be a probability
space, where Ξ, {ξ1, . . . , ξn} and n <+∞. Let ℓ : X× Ξ→ R be a loss function such that ℓ(x, ξ)
returns the loss of decision variable x ∈ X given the (random) parameter ξ ∈ Ξ, where X is a
nonempty closed convex set. The classical population risk minimization (PRM) involves solving
min
x∈X
Eξ∼p[ℓ(x, ξ)]+ r(x), where Eξ∼p[ℓ(x, ξ)] =
n∑
i=1
piℓ(x, ξi), (1.8)
and r : X→ R denotes the regularizer. Suppose we do not know p exactly, but instead, we know
an uncertainty set P where it belongs to, e.g., P , {p ∈ ∆n : dTV(p, p) ≤ αX} or P , {p ∈ ∆n :
dW2(p, p) ≤ αX}, where ∆n , {p ∈ Rn : p ≥ 0,
∑n
i=1 pi = 1}, αX > 0, p ∈ ∆n denotes the nominal
Zhao: A Primal Dual Smoothing Framework for Max-Structured Nonconvex Optimization
00(0), pp. 000–000, © 0000 INFORMS 3
distribution, and dTV and dW2 denote the total variation and 2-Wasserstein metrics, respectively.
We then solve the following distributionally robust PRM:
min
x∈X
max
p∈P
Eξ∼p[ℓ(x, ξ)]+ r(x), where Eξ∼p[ℓ(x, ξ)] =
n∑
i=1
piℓ(x, ξi). (1.9)
We assume that ℓ(·, ξ) is L(ξ)-smooth on X , i.e., it is Fre´chet differentiable on an open set X ′ ⊇X
with L(ξ)-Lipschitz gradient on X , where L(ξ) < +∞. As a simple example, ℓ(x, ξ) = ℓ (〈ξ,x〉),
where ℓ : R→ R is L-smooth (L < +∞). If we define Φ(x, p) , Eξ∼p[ℓ(x, ξ)], then for any p ∈ P,
Φ(·, p) is Lxx-smooth, where Lxx , supp∈P
∑n
i=1 piL(ξi) < +∞. In addition, if we define Lxp ,
supx∈X maxi∈[n] ‖∇xℓ(x, ξi)‖∗, then
‖∇xΦ(x, p)−∇xΦ(x, p′)‖∗ ≤Lxp‖p− p′‖1, (1.10)
where ‖·‖1 denotes the ℓ1-norm. Clearly, Lxp <+∞ if X is bounded. If X is unbounded, there still
exist several cases that guarantee Lxp <+∞. For example, this happens if ℓ(x, ξ) = ℓ (〈ξ,x〉), where
ℓ has bounded derivative on R. Examples of ℓ include the Huber loss function or the quadratically
smoothed hinge loss function [34].
Example 1.2 (Minimizing maximum of nonconvex functions). Let us consider
min
x∈X
max
p∈∆n
n∑
i=1
piℓi(x)+ r(x), (1.11)
where each function ℓi is Li-smooth on X (Li <+∞). Note that this problem is equivalent to
min
x∈X
{
max
i∈[n]
ℓi(x)+ r(x)
}
, (1.12)
i.e., we aim to minimize the sum of two functions, one being the maximum of a finite number of
nonconvex smooth functions, and the other one being CCP (but possibly nonsmooth).
Example 1.3 (Minimizing largest eigenvalue of factorized matrix). Let us consider
the following matrix optimization problem
min(U,V )∈X maxY ∈Y 〈UV +B,Y 〉 . (1.13)
In (1.13), X , {U ∈ Rn×k, V ∈ Rk×n : ‖U‖F ≤ α1,‖V ‖F ≤ α2}, where ‖·‖F denotes the Frobenius
norm and α1, α2 > 0, Y , {Y ∈ Rn×n : Y  0, tr(Y ) = 1}, and B ∈ Rn×n. This problem fits into
the template (1.1) with X = (U,V ), Φ(X,Y ) = 〈UV +B,Y 〉, and ‖X‖ = (‖U‖2F + ‖V ‖2F )1/2. In
addition, for any X = (U,V ),X ′ = (U ′, V ′)∈X , and Y,Y ′ ∈Y, we have
‖∇XΦ(X,Y )−∇XΦ(X ′, Y )‖∗ =
∥∥(Y V T ,UTY )− (Y (V ′)T , (U ′)TY )∥∥
≤‖Y ‖F ‖(U,V )− (U ′, V ′)‖= ‖Y ‖F ‖X −X ′‖ ,
‖∇XΦ(X,Y )−∇XΦ(X,Y ′)‖∗ =
∥∥(Y V T ,UTY )− (Y ′V T ,UTY ′)∥∥
≤ (‖U‖2F + ‖V ‖2F )1/2 ‖Y −Y ′‖F = ‖X‖‖Y −Y ′‖F .
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Since ‖Y ‖F ≤ ‖Y ‖nuc = 1, where ‖Y ‖nuc denotes the nuclear norm of Y , we can take Lxx = 1. In
addition, since ‖U‖F ≤α1 and ‖V ‖F ≤α2, we can take Lxy = (α21+α22)1/2. Therefore, the function
Φ satisfies Assumption 1.1. Note that (1.13) is equivalent to
min(U,V )∈X λmax(UV +B), (1.14)
i.e., we aim to minimize the largest eigenvalue of the factorized matrix UV +B, where both U and
V have bounded Frobenius norms.
Example 1.4 (Dual problem of composite optimization). Let us consider
min
x∈X
max
y∈domg
〈c(x), y〉− g(y)+ r(x), (1.15)
where c :X→Y is Fre´chet differentiable on X and ‖∇c(x)−∇c(x′)‖∗≤ bX‖x−x′‖, for any x,x′ ∈X ,
where 0≤ bX <+∞. In addition, assume that domg is nonempty, convex and compact, so that the
Fenchel conjugate g∗ is Lipschitz on its domain. Using Fenchel duality, one can rewrite (1.15) as
minx∈X g
∗(c(x))+ r(x).
Such a composite optimization problem has many applications (see Davis and Drusvyatskiy [7]).
1.2. Near-stationary point.
Let us fix any ε > 0. Since in general it is NP-hard to obtain an ε-approximate optimal solution
of (1.1), i.e., x ∈ X such that q(x)− q∗ ≤ ε, we aim to find an ε-near-stationary point of (1.1)
instead. (In the sequel, we refer to solving (1.1) as finding an ε-near-stationary point of (1.1).)
Before defining it, let us introduce a few notions. Let ωX :X→R be a distance generating function
on X , so in particular it is 1-strongly convex on X (see Section 2.2 for details). In addition, let ωX
be twice differentiable on X ′ and ∇ωX be βX -Lipschitz on X (1≤ βX <+∞). We call x ∈ X an
ε-near-stationary point of (1.1) if for any λ> 0,
‖x− prox(q,x,λ)‖ ≤ ελ/βX , where prox(q,x,λ), argminx′∈X q(x′)+λ−1DωX (x′, x), (1.16)
and DωX (·, ·) denotes the Bregman divergence induced by ωX , which is defined as
DωX (x
′, x), ωX (x
′)−ωX (x)−〈∇ωX (x), x′−x〉. (1.17)
Note that ‖x− prox(q,x,λ)‖ ≤ ελ/βX implies that dist
(
0, ∂q
(
prox(q,x,λ)
)) ≤ ε (cf. Lemma 4.1),
i.e., prox(q,x,λ) is an approximate stationary point of (1.1). Since x is O(ε)-close to prox(q,x,λ),
we term x an ε-near-stationary point of (1.1).
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1.3. First-order oracles.
Following Assumption 1.1, we assume that there exists a primal first-order oracle OP that takes in
any (x, y) ∈ X ×Y and returns ∇xΦ(x, y). Similarly, if Assumption 1.5 holds, we also assume the
existence of a dual first-order oracle OD that takes in any (x, y) ∈ X ×Y and returns ∇yΦ(x, y).
For any algorithm that is designed to solve (1.1), we term its primal and dual oracle complexities
as the number of calls to the primal oracle OP and dual oracle OD, respectively, to obtain an
ε-near-stationary point. From the applications in Section 1.1, we see that in certain cases, the
computational efforts for obtaining ∇xΦ(x, y) and ∇yΦ(x, y) are different. Thus we choose to
distinguish between the primal and dual oracle complexities in this work.
1.4. Related work.
From Assumption 1.3, we can easily show that f is γ-weakly convex on X (cf. Lemma 3.3). There-
fore, the problem in (1.1) belongs to the class of weakly convex optimization problems, which has
been studied in several works recently. Davis and Grimmer [8] propose a proximal point method
for solving (1.1) (with r ≡ 0), where each proximal subproblem is solved inexactly by the sub-
gradient method. As another approach, Davis and Drusvyatskiy [7] propose to solve (1.1) using
proximal subgraident method directly, without leveraging the proximal point framework. If addi-
tionally, f has the max-structure as in (1.1), Kong and Monteiro [13] propose to first smooth f
to fρ (where ρ denotes the smoothing parameter; cf. (3.1)), and then use an accelerated inexact
proximal point method to solve the smoothed version of (1.1), i.e., minx∈X fρ(x)+ r(x). However,
a critical assumption in all of the works above is that the first-order information of f or fρ can
be obtained exactly. Note that this amounts to assuming that the maximization problem in the
definition of f (cf. (1.1)) or fρ (cf. (3.1)) can be solved exactly. (See Lemmas 3.2 and 3.4 for details.)
However, since the structures of Φ(x, ·) and Y can be potentially complicated, this assumption may
not hold.
In a restricted setting, where r≡ 0, g≡ 0 and X and Y are both (finite dimensional real) Hilbert
spaces, Thekumparampil et al. [33] propose a proximal point approach to solve (1.1), without using
the exact maximization assumption mentioned above. Instead, they assume Assumption 1.5, and
solve the proximal subproblem by combining the Mirror-Prox [19] and accelerated gradient [20]
methods. However, it is unclear how to generalize the approach therein to solve the problem in (1.1),
at least not straightforwardly.
As a final note, since (1.1) can also be viewed as a nonconvex-concave minimax optimization
problem, i.e., minx∈X maxy∈Y f(x)+Φ(x, y)− g(y), there have been several works (e.g., Nouiehed
et al. [26], Lu et al. [18], Ostrovskii et al. [27]) that aim to find a δ-saddle-stationary point of this
minimax problem, for any δ > 0. For the definition of this point, see e.g., Lu et al. [18, Section
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III-A]. It can be shown that one can obtain this point from an ε-near-stationary point of (1.1), and
vice versa, by properly choosing ε or δ (see e.g., Lin et al. [16, Proposition 4.12]). However, since
we are mainly interested in the minimization problem, i.e., minx∈X q(x), rather than the minimax
problem, we avoid further discussions on finding such a δ-saddle-stationary point.
1.5. Main contributions.
Our main contributions are threefold.
First, we propose a primal dual smoothing framework (i.e., Algorithm 1) for solving (1.1). We
analyze the primal and dual oracle complexities of our framework using two approaches, i.e., the
dual-then-primal smoothing approach and the primal-then-dual smoothing approach. In analyzing
the oracle complexities, depending on the structure of Φ(x, ·), we consider two cases, i.e., Case I and
Case II. In Case I, we assume that there exists an oracle such that for any x∈X , the smoothed dual
subproblem in (3.1) can be solved inexactly to any specified accuracy (cf. Assumption 5.1). This
assumption generalizes the (implicit) assumption in Kong and Monteiro [13, Proposition 5], i.e.,
the problem in (3.1) can be solved exactly. We show that under a judicious choice of the accuracy
at which (3.1) is solved in each iteration of Algorithm 1, the O(ε−3) primal oracle complexity in [13]
can still be achieved, up to logarithmic factor. In Case II, we let Assumptions 1.5 and 1.6 hold.
In this case, our framework is the first one that solves (1.1) in its full generality. Even under the
restricted case, where r≡ 0, g ≡ 0 and both X and Y are Hilbert spaces, the primal and dual oracle
complexities of our framework are better than the previous method, i.e., Thekumparampil et al.
[33], especially in terms of their dependence on γ, Lxx, Lxy and Lyy (cf. Table 1).
Second, as the cornerstone of our framework, we propose an efficient method for solving a class
of convex-concave saddle-point problems with primal strong convexity (cf. Section 5), i.e., finding a
primal-dual pair with duality gap not exceeding ε, for any ε > 0. As the workhorse of this method,
we develop a non-Hilbertian inexact accelerated proximal gradient (APG) method for strongly
convex composite optimization (cf. Section 5.1), which is the first one in the literature and is of
independent interest. We then apply this APG method to the primal (resp. dual) problem in Case I
(resp. Case II), to find a primal (resp. dual) point with sufficiently small primal (resp. dual) sub-
optimality gap. Based on this point, we then develop a principled approach to find a dual (resp.
primal) point such that the duality gap of this primal-dual pair falls below ε. Our approach is
conceptually simple. Moreover, in Case II, the dual oracle complexity of our approach significantly
improves upon the previous results, while the primal oracle complexity matches the state-of-the-art,
up to logarithmic factor (cf. Section 5.4.1). Therefore, this approach is of independent interest.
Third, in Case II, we extend our (deterministic) primal dual smoothing framework to the stochas-
tic case, where the gradients ∇xΦ(·, ·) and ∇yΦ(·, ·) are only accessible through their stochastic
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Table 1 Comparison of oracle complexities with existing methods to find an ε-near-stationary point in Case II,
when r≡ 0, g≡ 0 and both X and Y are Hilbert spaces. Note that 0< γ ≤Lxx.
Algorithms Primal Oracle Comp. Dual Oracle Comp.
Theku. et al. [33] O
(
(Lxx+Lxy +Lyy)
2ε−3 log2(ε−1)
)
O
(
(Lxx+Lxy +Lyy)
2ε−3 log2(ε−1)
)
Algorithm 1 O
(√
γ(Lxx+ γ)
(√
Lyyγ+Lxy
)
ε−3 log2(ε−1)
)
O
(
γ
(√
Lyyγ+Lxy
)
ε−3 log(ε−1)
)
unbiased estimators (cf. Section 7). We analyze the primal and dual (stochastic) oracle complexi-
ties of this extension. Although this extension is rather simple, surprisingly, its oracle complexities
match the best-known results in the literature.
1.6. Notations.
For any CCP function f , define its domain as domf , {x ∈ X : f(x) < +∞}. For any nonempty
set X ⊆ X, we denote its interior by intX , its boundary by bdX and its closed convex hull by
clconvX . For any x ∈ X, define dist (x,X ) , infx′∈X ‖x−x′‖. Also, define the ℓp-norm of x, i.e.,
‖x‖p , (
∑dimX
i=1 |xi|p)1/p, where dimX denotes the dimension of X and p ∈ [1,+∞). We denote the
indicator function of X as ιX :X→R, i.e., ιX (x), 0 if x∈X and ιX (x),+∞ otherwise.
2. Preliminaries.
We introduce several important notions that will be used in the sequel.
2.1. Fre´chet derivative and subdifferential.
All of the definitions and results below can be found in Shapiro [30] and Kruger [14]. For the
function f defined above, define its (Hadamard) directional derivative at x∈ domf in the direction
of d∈X as
f ′(x;d) = lim
t↓0, d′→d
f(x+ td′)− f(x)
t
, (2.1)
whenever the limit exists. If the limit in (2.1) exists for every d ∈X, then f is directionally differ-
entiable at x. Let S ⊆ domf be a non-empty set. If f is directionally differentiable for each x∈ S,
then f is directionally differentiable on S. When f ′(x; ·) :X→ [−∞,+∞] is a (continuous) linear
functional, we say that f is Hadamard differentiable at x, and denote its Hadamard derivative by
∇ˆf(x), i.e., f ′(x;d) = 〈∇ˆf(x), d〉, for any d∈X.
Next, we define the Fre´chet subdifferential of f at x∈ domf , denoted by ∂f(x), as
∂f(x),
{
ξ ∈X∗ : lim inf
h→0
f(x+h)− f(x)−〈ξ,h〉
‖h‖ ≥ 0
}
. (2.2)
In other words, ξ ∈ ∂f(x) if and only if f(x+ h) ≥ f(x) + 〈ξ,h〉+ o(‖h‖). Note that i) ∂f(x) is
closed and convex and ii) if f is convex, ∂f(x) simply becomes the convex subdifferential of f at
x. We say f is Fre´chet subdifferentiable at x if ∂f(x) 6= ∅, and Fre´chet subdifferentiable on S if
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∂f(x) 6= ∅ for all x∈ S. We then define the Fre´chet derivative of f at x, denoted by ∇f(x), as the
unique element in X∗ that satisfies
lim
h→0
f(x+h)− f(x)−〈∇f(x), h〉
‖h‖ = 0. (2.3)
In other words, f(x+ h) = f(x)+ 〈∇f(x), h〉+ o(‖h‖). We say f is Fre´chet differentiable at x ∈X
if ∇f(x) exists, and Fre´chet differentiable on S if ∇f(x) exists for all x∈ S.
From the definitions of Hadamard and Fre´chet differentiabilities above, it is clear that on finite-
dimentional spaces, these two notions are equivalent, and hence ∇ˆf(x) = ∇f(x), whenever they
exist. In the sequel, we refer to ‘differentiability’ and ‘gradient’ as ‘Fre´chet differentiability’ and
‘Fre´chet derivative’, respectively.
2.2. Distance generating function and Bregman proximal projection.
Let U be a nonempty, convex and closed set in a (finite-dimensional real) normed space U. We
say that ωU is a distance generating function (DGF) on U if it is essentially smooth (i.e., ωU is
continuously differentiable on intdomωU 6= ∅ and ‖∇ωU(uk)‖∗→+∞ as uk→ u ∈ bddomωU), and
continuous and 1-strongly convex on U . As a result, its induced Bregman divergence DωU (u′, u),
as defined in (1.17), satisfies
DωU (u
′, u)≥ (1/2)‖u′−u‖2 , ∀u′ ∈U , ∀u∈Uo , U ∩ intdomωU . (2.4)
In addition, for any u ∈ Uo and CCP function ϕ :U→R, define the Bregman proximal projection
(BPP) of u on U under ϕ (associated with the DGF ωU , ξ ∈U∗ and λ> 0) as
u 7→ u+ , argminu′∈U ϕ(u′)+ 〈ξ,u′〉+λ−1DωU (u′, u). (2.5)
Note that if infu∈U ϕ(u)>−∞, then the minimization problem in (2.5) always has a unique solution
in Uo (cf. Zhao [35, Lemma A.1]). We say that the function ϕ has a tractable BPP on U if there exists
a DGF ωU on U such that the minimization problem in (2.5) has a unique and easily computable
solution in Uo ∩ domϕ, for any ξ ∈ U∗ and λ > 0. For various examples on BPP, we refer readers
to Nesterov [23] and Juditsky and Nemirovski [11].
3. Key Lemmas.
We define the dually smoothed f , with dual smoothing parameter ρ > 0, as
fρ(x) =max
y∈Y
[
φDρ (x, y),Φ(x, y)− g(y)− ρωY(y)
]
, ∀x∈X ′, (3.1)
where ωY :Y→R is the DGF on Y (cf. Section 2.2). Since Y is compact, we have
ΩY(ωY), supy∈Y |ωY(y)|<+∞. (3.2)
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Clearly, we have for any x∈X ,
|fρ(x)− f(x)| ≤ supy∈Y |φDρ (x, y)− (Φ(x, y)− g(y))|= supy∈Y |ρωY(y)|= ρΩY(ωY). (3.3)
In addition, let us define the unique solution in the maximization problem in (3.1) as y∗ρ(x), i.e.,
y∗ρ(x), argmaxy∈Y φ
D
ρ (x, y). (3.4)
3.1. Lemmas on f .
Let us first characterize the directional differentiability of f (which is a nonsmooth and nonconvex
function), by presenting a particular version of Danskin’s Theorem [6]. The proof, which is different
from that for convex f (e.g., Bertsekas [4]), is shown in Appendix A.
Lemma 3.1. The function f in (1.1) is directionally differentiable on X ′. For any x ∈ X ′ and
d∈X, its directional derivative
f ′(x;d) = supy∈Y∗(x)〈∇xΦ(x, y), d〉, where Y∗(x), argmaxy∈Y Φ(x, y)− g(y) 6= ∅. (3.5)
In particular, if Y∗(x) is a singleton, i.e., Y∗(x) = {y∗(x)}, then f is differentiable at x with
∇f(x) =∇xΦ(x, y∗(x)). (3.6)
Next, we show the local Lipschitz continuity of f at any x∈X and and characterize ∂f(x).
Lemma 3.2. The function f is locally Lipschitz on X . For any x∈X ′,
f ′(x;d) = supξ∈∂f(x)〈ξ, d〉, ∀d∈X, (3.7)
and ∂f(x) = clconvA(x), i.e., where A(x), {∇xΦ(x, y) : y ∈Y∗(x)}.
Proof. Fix any x ∈ X and consider its compact and convex neighborhood V(x) in X ′, i.e.,
x∈ V(x)⊆X ′. For any x′, x′′ ∈ V(x), we have
|f(x′)− f(x′′)|= ∣∣supy∈Y Φ(x′, y)− g(y)− supy∈Y Φ(x′′, y)− g(y)∣∣
≤ supy∈Y |Φ(x′, y)−Φ(x′′, y)|
≤ supy∈Y
∫ 1
0
|〈∇xΦ(x′′+ t(x′−x′′), y), x′−x′′〉|dt
≤ supy∈Ysupz∈V(x)‖∇xΦ(z, y)‖∗‖x′−x′′‖
=MV(x)(f)‖x′−x′′‖, (3.8)
where MV(x)(f), supz∈V(x),y∈Y‖∇xΦ(z, y)‖∗ <+∞, as ∇xΦ(·, ·) is jointly continuous on X ×Y (cf.
Assumption 1.1) and V(x) is compact.
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To show (3.7), we first observe that clconvA(x)⊆ ∂f(x), for any x∈X ′. (Note that this implies
∂f(x) 6= ∅ since A(x) 6= ∅.) To see this, if y ∈ Y∗(x), then for any d ∈X,
f(x+ d)− f(x)−〈∇xΦ(x, y), d〉 ≥Φ(x+ d, y)−Φ(x, y)−〈∇xΦ(x, y), d〉= o(‖d‖),
as Φ(·, y) is differentiable on X ′, for any y ∈ Y. This implies ∇xΦ(x, y) ∈ ∂f(x). Since ∂f(x) is
closed and convex, we have clconvA(x)⊆ ∂f(x). Then, by (3.5), we have
f ′(x;d) = supξ∈A(x) 〈ξ, d〉= supξ∈clconvA(x) 〈ξ, d〉 ≤ supξ∈∂f(x) 〈ξ, d〉. (3.9)
Thus, it remains to show f ′(x;d)≥ supξ∈∂f(x)〈ξ, d〉. Indeed, for any ξ ∈ ∂f(x) and d 6=0,
f ′(x;d) = lim
t↓0, d′→d
f(x+ td′)− f(x)
t
≥ lim
t↓0, d′→d
t〈ξ, d′〉+ o(t‖d′‖)
t‖d′‖ ‖d
′‖= 〈ξ, d〉.
Hence we have proved (3.7). To show the last claim, note that by (3.7) and (3.9), ∂f(x) and
clconvA(x) have the same support function, i.e., f ′(x; ·). By observing that ∂f(x) and clconvA(x)
are both convex and closed, we conclude that ∂f(x) = clconvA(x). 
Next, let us make a simple observation, based on Lemma 3.2.
Lemma 3.3. The function f is γ-weakly convex on X , i.e., for any ξ ∈ ∂f(x),
f(x+ d)− f(x)−〈ξ, d〉≥−(γ/2)‖d‖2 . (3.10)
Proof. For any x∈X , y ∈ Y∗(x) and d ∈X, by Assumption 1.3, we have
f(x+ d)− f(x)−〈∇xΦ(x, y), d〉 ≥Φ(x+ d, y)−Φ(x, y)−〈∇xΦ(x, y), d〉 ≥−(γ/2)‖d‖2.
As ∂f(x) = clconv{∇xΦ(x, y) : y ∈Y∗(x)} (cf. Lemma 3.2), we complete the proof. 
3.2. Lemmas on fρ.
We first show the smoothness of fρ on X .
Lemma 3.4. The function fρ is differentiable on X ′ and ∇fρ(x) =∇xΦ(x, y∗ρ(x)), where y∗ρ :X→
Y is defined in (3.4). In addition, y∗ρ(·) is (Lxy/ρ)-Lipschitz on X , and the gradient ∇fρ :X ′→X∗
is Lρ-Lipschitz on X , where Lρ ,Lxx+L2xy/ρ.
Proof. The differentiability of fρ on X ′ directly follows from Lemma 3.1 and the ρ-strong
concavity of φDρ (x, ·), for any x ∈ X ′. To show that y∗ρ is (Lxy/ρ)-Lipschitz on X , consider any
x,x′ ∈X . By the ρ-strong concavity of φDρ (x, ·), we have
(ρ/2)‖y∗ρ(x′)− y∗ρ(x)‖2 ≤ φDρ (x, y∗ρ(x))−φDρ (x, y∗ρ(x′)),
(ρ/2)‖y∗ρ(x′)− y∗ρ(x)‖2 ≤ φDρ (x′, y∗ρ(x′))−φDρ (x′, y∗ρ(x)).
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As a result,
‖y∗ρ(x′)− y∗ρ(x)‖2≤ ρ−1
(
φDρ (x, y
∗
ρ(x))−φDρ (x, y∗ρ(x′))+φDρ (x′, y∗ρ(x′))−φDρ (x′, y∗ρ(x))
)
≤ ρ−1
∫ 1
0
〈∇xφDρ (x′+ t(x−x′), y∗ρ(x))−∇xφDρ (x′+ t(x−x′), y∗ρ(x′)), x−x′〉dt
≤ ρ−1‖∇xφDρ (x′+ t(x−x′), y∗ρ(x))−∇xφDρ (x′+ t(x−x′), y∗ρ(x′))‖∗‖x−x′‖
≤ (Lxy/ρ)‖y∗ρ(x)− y∗ρ(x′)‖‖x−x′‖. (3.11)
If y∗ρ(x) = y
∗
ρ(x
′), then we trivially have ‖y∗ρ(x)− y∗ρ(x′)‖ ≤ (Lxy/ρ)‖x−x′‖. Otherwise, this can be
obtained by dividing both sides of (3.11) by ‖y∗ρ(x)− y∗ρ(x′)‖. Next, since ∇fρ(x) =∇xΦ(x, y∗ρ(x)),
‖∇fρ(x′)−∇fρ(x)‖∗ = ‖∇xφDρ (x′, y∗(x′))−∇xφDρ (x, y∗(x))‖
≤ ‖∇xφDρ (x′, y∗(x′))−∇xφDρ (x, y∗(x′))‖+ ‖∇xφDρ (x, y∗(x′))−∇xφDρ (x, y∗(x))‖
≤Lxx‖x−x′‖+Lxy‖y∗(x)− y∗(x′)‖
≤ (Lxx+L2xy/ρ)‖x−x′‖.
This completes the proof. 
Remark 3.1. Two remarks are in order. First, when the coupling function Φ(·, ·) is bilinear, i.e.,
Φ(x, y) = 〈Ax, y〉 for some linear operator A : X→ Y∗, we have Lxx = 0 and Lxy = ‖A‖op, i.e., the
operator norm of A. Thus we exactly recover the result in Nesterov [23, Theorem 1]. Second, note
that compared to similar statements about the Lipschitz continuities of y∗ρ and ∇fρ, e.g., Sinha
et al. [31, Lemma 1], Lemma 3.4 does not require any differentiability assumptions on Φ(x, ·).
Next, using the same reasoning as in Lemma 3.3, we have the following.
Lemma 3.5. The function fρ is γ-weakly convex on X .
Finally, we prove a uniform bound on the distance between ∇fρ and ∂f over X .
Lemma 3.6. Define DY , supy,y′∈Y ‖y− y′‖<+∞. For any ρ > 0 and x∈X , we have
dist (∇fρ(x), ∂f(x))≤Lxydist (y∗ρ(x),Y∗(x))≤LxyDY . (3.12)
Proof. From Lemmas 3.2 and 3.4, we have
dist (∇fρ(x), ∂f(x))≤ dist (∇fρ(x),A(x))
= infy∈Y∗(x)‖∇xΦ(x, y∗ρ(x))−∇xΦ(x, y)‖∗
≤Lxyinfy∈Y∗(x)‖y∗ρ(x)− y‖=Lxydist (y∗ρ(x),Y∗(x)). (3.13)
Finally, as y∗ρ(x)∈Y and Y∗(x)⊆Y, we have dist (y∗ρ(x),Y∗(x))≤DY . 
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Algorithm 1 Primal dual smoothing framework for solving (1.1)
Input: Accuracy parameter η > 0, smoothing parameters λ= 1/(2γ), ρ= η/(4ΩY(ωY))
Initialize: k= 0, x1 ∈X o
Repeat:
1. k := k+1.
2. Find xk+1 ∈X o such that Qλρ(xk+1;xk)≤ qλρ (xk)+ η.
Until:
‖xk+1−xk‖ ≤ 4
√
λη. (4.7)
Output: xk
4. A primal dual smoothing framework for solving (1.1).
Before introducing our framework, let us define a few functions. For any ρ,λ > 0, x′ ∈X and x∈X o,
we define
Qλ(x′;x), q(x′)+λ−1DωX (x
′;x), qλ(x), infx′∈X Q
λ(x′;x), (4.1)
qρ(x), fρ(x)+ r(x), Q
λ
ρ(x
′;x), qρ(x
′)+λ−1DωX (x
′;x), qλρ (x), infx′∈X Q
λ
ρ(x
′;x). (4.2)
Thus according to the definition of prox(q,x,λ) in (1.16), we have
prox(q,x,λ) = argminx′∈X Q
λ(x′;x), prox(qρ, x,λ) = argminx′∈X Q
λ
ρ(x
′;x). (4.3)
Note that qρ can be interpreted as the dually smoothed q, with dual smoothing parameter ρ, by the
similar correspondence between fρ and f (cf. Section 3). Additionally, for any x∈X o and λ−1 >γ,
both Qλ(·;x) and Qλρ(·;x) are (λ−1−γ)-strongly convex on X , as both q and qρ are γ-weakly convex
on X (cf. Lemmas 3.3 and 3.5). Therefore, if λ−1 > γ, we can invoke Lemma 3.1 to conclude that
both qλ and qλρ are differentiable on X o, and for any x∈X o,
∇qλ(x) =∇2ωX (x)λ−1
(
x− prox(q,x,λ)), ∇qλρ (x) =∇2ωX (x)λ−1(x− prox(qρ, x,λ)). (4.4)
In particular, qλ and qλρ are called the Bregman-Moreau envelopes of q+ ιX and qρ+ ιX , respectively
(see e.g., Bauschke et al. [1]). We shall call qλ and qλρ the primally smoothed q and qρ, each with
primal smoothing parameter λ. Note that by the definitions of qλ and qλρ , for any x∈X o, we have
|qλ(x)− qλρ (x)| ≤ supx′∈X |Qλ(x′;x)−Qλρ(x′;x)|= supx′∈X |f(x′)− fρ(x′)|
(a)
≤ ρΩY(ωY), (4.5)
qλ(x)≤Qλ(x;x) = q(x), qλρ (x)≤Qλρ(x;x) = qρ(x), (4.6)
where (a) follows from (3.3).
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Our framework is shown in Algorithm 1. In Step 2, we approximately solve the minimization
problem in the definition of qλρ (cf. (4.2)), up to accuracy η. We terminate the algorithm once the
criterion in (4.7) is satisfied, and then xk ∈X o is returned. In the following, we analyze Algorithm 1
using two different approaches, and for either approach, we derive the choice of η (as a function
of λ, ε and βX ) such that ‖xk − prox(q,xk, λ)‖ ≤ ελ/βX . Before doing so, we first show that this
condition implies that both dist
(
0, ∂q
(
prox(q,x,λ)
))
and ‖∇qλ(x)‖∗ are small.
Lemma 4.1. For any ε,λ > 0, if x∈X o satisfies ‖x− prox(q,x,λ)‖ ≤ ελ/βX , then
dist
(
0, ∂q
(
prox(q,x,λ)
))≤ ε and ‖∇qλ(x)‖∗≤ ε. (4.8)
Proof. Note that in the definition of prox(q,x,λ), by the first-order optimality condition,
λ−1
(∇ωX (x)−∇ωX(prox(q,x,λ)))∈ ∂q(prox(q,x,λ)). (4.9)
As a result, for any λ> 0,
dist
(
0, ∂q
(
prox(q,x,λ)
))≤ λ−1‖∇ωX (x)−∇ωX(prox(q,x,λ))‖∗
≤ λ−1βX‖x− prox(q,x,λ)‖≤ ε. (4.10)
In addition, by the definition of ∇qλ(x) in (4.4), we have
‖∇qλ(x)‖∗ ≤ λ−1‖∇2ωX (x)‖‖x− prox(q,x,λ)‖ ≤ λ−1βX ‖x− prox(q,x,λ)‖ ≤ ε. (4.11)
Hence we complete the proof. 
Remark 4.1. Note that previous works (e.g., Kong and Monteiro [13] and Thekumparampil
et al. [33]) employ convergence criteria involving the quantities that may not be evaluated exactly,
e.g., ∇qρ(xk) or q(xk). Therefore, these criteria are rather hard to check. In contrast, our conver-
gence criterion in (4.7) only involves xk and xk+1, hence can be checked more easily.
4.1. Approach I: Dual-then-primal smoothing.
Throughout this section, letK ≥ 1 denote the iteration that Algorithm 1 terminates, so Algorithm 1
outputs xK . We analyze Algorithm 1 by first showing that ‖xK − prox(qρ, xK , λ)‖ is small, i.e., xK
is a near-stationary point of the dually smoothed function qρ. We then show that xK is also a
near-stationary point of the function q, by bounding ‖prox(q,xK, λ)− prox(qρ, xK , λ)‖. These steps
are formalized below.
Lemma 4.2. In Algorithm 1, for any η > 0, we have ‖xK − prox(qρ, xK , λ)‖ ≤ 6
√
ηλ.
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Proof. By the (2λ)−1-strong convexity of Qλρ(·;xK) (note that λ = 1/(2γ)), the definition of
prox(qρ, xK , λ) in (4.4) and the condition in Step 2, we have
(4λ)−1 ‖xK+1− prox(qρ, xK , λ)‖2 ≤Qλρ(xK+1;xK)−Qλρ(prox(qρ, xK , λ);xK)
=Qλρ(xK+1;xK)− qλρ (xK)≤ η. (4.12)
This implies that ‖xK+1− prox(qρ, xK , λ)‖ ≤ 2
√
λη. On the other hand, by the definition of K, we
have ‖xK+1−xK‖ ≤ 4
√
λη. We hence complete the proof. 
Lemma 4.3. In Algorithm 1, for any η > 0 and x∈X o, ‖prox(qρ, x,λ)− prox(q,x,λ)‖≤
√
2ηλ.
Proof. By the (2λ)−1-strong convexity of Qλ(·;x) on X , we have
(4λ)−1‖prox(qρ, x,λ)− prox(q,x,λ)‖2 ≤Qλ(prox(qρ, x,λ);x)−Qλ(prox(q,x,λ);x). (4.13)
In addition,
Qλ(prox(qρ, x,λ);x)−Qλρ(prox(qρ, x,λ);x) = f(prox(qρ, x,λ))− fρ(prox(qρ, x,λ))
(a)
≤ ρΩY(ωY) (b)= η/4, (4.14)
Qλρ(prox(qρ, x,λ);x)−Qλ(prox(q,x,λ);x)
(c)
≤ Qλρ(prox(q,x,λ);x)−Qλ(prox(q,x,λ);x)
= fρ(prox(q,x,λ))− f(prox(q,x,λ))
≤ ρΩY(ωY) = η/4, (4.15)
where (a) follows from (3.3), (b) follows from ρ= η/(4ΩY(ωY)) and (c) follows from (4.3). Now, by
combining (4.13), (4.14) and (4.15), we complete the proof. 
From Lemmas 4.2 and 4.3, we see that ‖xK − prox(q,xK, λ)‖ ≤ (6+
√
2)
√
ηλ≤ 8√ηλ. Hence, we
have the following theorem.
Theorem 4.1. In Algorithm 1, for any ε > 0, if we set the accuracy parameter η= ε2λ/(64β2X),
then ‖xK − prox(q,xK , λ)‖≤ ελ/βX .
4.2. Approach II: Primal-then-dual smoothing.
Alternatively, we can directly show that xK (i.e., the output of Algorithm 1) is a near-stationary
point of q, by connecting the functions q and Qλρ with their dually smoothed counterparts, i.e., qρ
and Qλρ . This approach leads to the following lemma, which immediately leads to Theorem 4.1.
Lemma 4.4. In Algorithm 1, for any η > 0, we have ‖xK − prox(q,xK , λ)‖ ≤ 8
√
ηλ.
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Proof. Since Qλρ(xK+1;xK)≤ qλρ (xK)+ η, by (4.5) and ρ= η/(4ΩY(ωY)), we have
Qλ(xK+1;xK)− ρΩY(ωY)≤Qλρ(xK+1;xK)≤ qλρ (xK)+ η≤ qλ(xK)+ ρΩY(ωY)+ η
=⇒ Qλ(xK+1;xK)≤ qλ(xK)+ 2ρΩY(ωY)+ η =Qλ
(
prox(q,xK , λ);xK
)
+3η/2. (4.16)
By the (2λ)−1-strong convexity of Qλ(·;xK) on X , we therefore have
‖xK+1− prox(q,xK , λ)‖≤
√
6ηλ. (4.17)
Since xK satisfies that ‖xK+1−xK‖ ≤ 4
√
λη, we complete the proof. 
4.3. Number of iterations.
We analyze the number of iterations of Algorithm 1.
Theorem 4.2. Algorithm 1 terminates in at most K¯ iterations, where
K¯ ,
⌈
2(q(x1)− q∗)/(13η)
⌉
. (4.18)
Proof. Note that if (4.7) is not satisfied at iteration k, i.e., ‖xk+1−xk‖> 4
√
λη, then by Step 2,
q(xk+1)− ρΩY(ωY)+ 8η≤ qρ(xk+1)+ (2λ)−1‖xk+1−xk‖2
(a)
≤ Qλρ(xk+1;xk)≤ qλρ (xk)+ η≤ qλ(xk)+ ρΩY(ωY)+ η. (4.19)
where in (a) we use the the 1-strong convexity of ωX on X . As a result,
q(xk+1)≤ qλ(xk)+ 2ρΩY(ωY)− 7η≤ qλ(xk)− (13/2)η≤ q(xk)− (13/2)η, (4.20)
where the last step follows from (4.6). Since infx∈X q(x) = q
∗ >−∞, we complete the proof. 
4.4. Performing Step 2.
Let us observe that the minimization problem in Step 2 is indeed a convex-concave saddle-point
problem, i.e.,
minx∈Xmaxy∈Y r(x)+λ
−1DωX (x;xk)+Φ(x, y)− g(y)− ρωY(y). (4.21)
In the next section (i.e., Section 5), depending on the structure of Φ(x, ·), we will propose differ-
ent primal dual first-order methods for solving (4.21), and analyze the (primal and dual) oracle
complexities of each method. This will also enable us to understand the oracle complexities of the
Algorithm 1 (to obtain an ε-near-stationary point of q on X ), which will be detailed in Section 6.
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5. Efficient methods for convex-concave saddle-point problems.
Consider the following convex-concave saddle-point problem:
minx∈Xmaxy∈Y
{
Sρ(x, y), µωX (x)+ r(x)+Ψ(x, y)− g(y)− ρωY(y)
}
, (5.1)
where µ > 0, ρ ≥ 0, Ψ(·, ·) satisfies the same assumptions as Φ(·, ·) (cf. Assumptions 1.1 to 1.4),
except that in Assumption 1.1, Lxx is replaced by L
′
xx and in Assumption 1.3, γ =0. More precisely,
the new assumption now states as follows:
0≤Ψ(x′, y)−Ψ(x, y)−〈∇xΨ(x, y), x′−x〉 ≤ (L′xx/2)‖x′−x‖2,∀ y ∈Y. (5.2)
Note that to recover the problem in (5.1) from (4.21), we simply set
Ψ(x, y) = λ−1ωX (x)+Φ(x, y)−λ−1〈∇ωX (xk), x〉, µ= λ−1− γ, L′xx =Lxx+λ−1βX . (5.3)
(Note that L′xx ≥ µ as βX ≥ 1.)Now, consider the primal and dual problems associated with (5.1):
Primal : p∗ρ ,minx∈X
{
pρ(x), f¯ρ(x)+ r(x)+µωX (x)
}
, (5.4)
Dual : d∗ρ ,maxy∈Y
{
dρ(y), π(y)− g(y)− ρωY(y)
}
, (5.5)
where for any x∈X ′ and y ∈Y,
f¯ρ(x),maxy∈Y
{
ψDρ (x, y),Ψ(x, y)− g(y)− ρωY(y)
}
, (5.6)
π(y),minx∈X
{
ψP(x, y),Ψ(x, y)+ r(x)+µωX (x)
}
, (5.7)
and pρ and dρ are called primal and dual functions, respectively. Accordingly, define the duality
gap associated with (5.1) as
∆ρ(x, y) = pρ(x)− dρ(y), ∀ (x, y)∈X ×Y. (5.8)
If ρ > 0, then both the primal and dual problems (i.e., (5.4) and (5.5)) have unique optimal
solutions, which we denote by x∗ρ ∈X and y∗ρ ∈ Y, respectively. Also, since Y is compact, by Sion’s
minimax theorem [32], p∗ρ = d
∗
ρ. Hence, the SPP in (5.1) has a unique saddle point (x
∗
ρ, y
∗
ρ)∈X ×Y,
i.e.,
Sρ(x
∗
ρ, y)≤ Sρ(x∗ρ, y∗ρ)≤ Sρ(x, y∗ρ), ∀ (x, y)∈X ×Y. (5.9)
Also, denote the unique optimal solutions of (5.6) and (5.7) as y∗ρ(x) and x
∗
ρ(y), respectively, i.e.,
y∗ρ(x), argmaxy∈Y ψ
D
ρ (x, y), x
∗(y), argminx∈X ψ
P(x, y), ∀ (x, y)∈X ×Y. (5.10)
In accordance with the definitions in (5.9) and (5.10), we clearly have
y∗ρ(x
∗
ρ) = y
∗
ρ, x
∗(y∗ρ) = x
∗
ρ. (5.11)
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In addition, by Lemma 3.2, f¯ρ is L
′
ρ-smooth on X , where L′ρ ,L′xx+L2xy/ρ.
If ρ=0, for convenience, let us first define the following notations:
S , S0, p, p0, p
∗ , p∗0, d, d0, d
∗ , d∗0, f¯ , f¯0, ∆,∆0, (5.12)
x∗ , argminx∈X p(x), Y∗ , argmaxy∈Y d(y) 6= ∅. (5.13)
Since p∗ = d∗ (by the same reasoning above), the set of saddle points of (5.1) is given by {x∗}×Y∗.
Based on the above definitions, we have that for any ρ > 0, x∈X and y ∈Y,
|pρ(x)− p(x)|= |f¯ρ(x)− f(x)| ≤ supy∈Y |ρωY(y)|= ρΩY(ωY), (5.14)
|dρ(y)− d(y)|= |ρωY(y)| ≤ supy∈Y |ρωY(y)|= ρΩY(ωY), (5.15)
|d∗ρ− d∗|= |p∗ρ− p∗|= |infx∈X pρ(x)− infx∈X p(x)| ≤ supx∈X |pρ(x)− p(x)| ≤ ρΩY(ωY). (5.16)
As a result of (5.14) and (5.16) and the µ-strong convexity of pρ, we have that for any ρ > 0,
‖x∗ρ−x∗‖ ≤
√
(2/µ)
(
pρ(x∗)− pρ(x∗ρ)
)
=
√
(2/µ)
(
pρ(x∗)− p(x∗)+ p∗− p∗ρ
)
≤
√
(2/µ) (2ρΩY(ωY)) = 2
√
ρΩY(ωY)/µ. (5.17)
In the sequel, we will propose primal dual first-order methods for solving (5.1). Specifically, for
any ε > 0, these methods aim to find (x, y)∈X ×Y such that
pρ(x)− p∗ρ ≤ ε/4 and ∆(x, y)≤ ε. (5.18)
(Note that this ε should not be confused with the one in Section 1.2.) Before doing so, we first
introduce the workhorse of our methods, i.e., a non-Hilbertian inexact accelerated proximal gradient
(APG) method.
5.1. A non-Hilbertian inexact APG method.
Consider the following convex problem:
minu∈U
{
P (u), h(u)+ϕ(u)+µωU(u)
}
, (5.19)
where the functions h,ϕ :U→R are CCP, h is Lh-smooth on U , ϕ has a tractable BPP on U and
Lh ≥ µ> 0. We assume that the optimal solution u∗ , argminu∈U P (u) exists.
Consider the inexact APG method in Algorithm 2, which can be regarded as an extension of
Algorithm 2 in Lan and Zhou [15], in the sense that only inexact gradients of h are used. Specifically,
in (5.23), ∇ˆh(ût) denotes the inexact gradient of h at ût. For convenience, for any t ≥ 1, let us
define the gradient error
et, ∇ˆh(ût)−∇h(ût). (5.25)
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Algorithm 2 Inexact APG for µ> 0
Input: Starting point u0 ∈ Uo, DGF ωU , parameters α > 0, τ > 0, η > 0, averaging sequence
{θt}t≥1
Initialize: u−1 , u0, û0 , u0, t← 0
Repeat (until some convergence criterion is satisfied)
t← t+1 (5.20)
u˜t ,α(ut−1−ut−2)+ut−1 (5.21)
ût , (u˜t+ τ ût−1)/(1+ τ) (5.22)
ut , argminu∈U ϕ(u)+µωU(u)+ 〈∇ˆh(ût), u〉+ ηDωU (u,ut−1) (5.23)
Output: Let t= k when the algorithm stops. We then output
uk , (
∑k
t=1 θt)
−1
∑k
t=1 θtu
t. (5.24)
Note that Algorithm 2 in [15] has several appealing properties compared to other APG meth-
ods (such as Nesterov [24, Section 3] and Beck and Teboulle [2, Section 4]), namely, it works
for non-Hilbertian geometry, requires constant memory (which does not increase with the num-
ber of iterations), and does not involve (typically) computationally intensive sub-problems, e.g.,
minu∈U 〈ξ,u〉+ϕ(x)+ µωU(u) + η‖u− uc‖2, where ξ ∈U∗ and uc ∈ U . (Note that ‖ · ‖ may not be
Hilbertian.) Now, let us present a general convergence result for Algorithm 2.
Theorem 5.1. In Algorithm 2, choose τ =
√
Lh/µ, η =
√
Lhµ, α= τ/(1+ τ) and θt = α
−t, for
any t≥ 1, and any u0 ∈Uo. Then for any number of iterations k≥ 1, we have
P (uk)−P (u∗)≤αk(54Lh(Lh/µ)3/2DωU (u∗, u0)+ 24µ−1√Lh/µA2k), where Ak ,∑kt=1 α−t/2‖et‖∗.
(5.26)
In particular, if ‖et‖∗ ≤ δ, for any t≥ 1, then
P (uk)−P (u∗)≤ 54αkLh(Lh/µ)3/2DωU (u∗, u0)+ 24δ2(1−α1/2)−2µ−1
√
Lh/µ. (5.27)
Before we prove this theorem, let us present an equivalent form of Algorithm 2. Let ξ0 ,∇h(û0) =
∇h(u0) and for any t≥ 1,
ξt := argminξ∈domh∗ −〈u˜t, ξ〉+h∗(ξ)+ τDh∗(ξ, ξt−1), (5.28)
where for any ξ ∈ domh∗, h∗(ξ), supu∈U 〈ξ,u〉−h(u) denotes the Fenchel conjugate of h+ ιU and
Dh∗(ξ, ξ
t−1), h∗(ξ)−h∗(ξt−1)−〈ût−1, ξ− ξt−1〉, ∀ ξ ∈ domh∗. (5.29)
Zhao: A Primal Dual Smoothing Framework for Max-Structured Nonconvex Optimization
00(0), pp. 000–000, © 0000 INFORMS 19
Note that h∗ is L−1h -strongly convex on domh
∗, due to the Lh-smoothness of h on U . If we sub-
stitute (5.29) into (5.28), then by the definition of ût in (5.22), we have ξt =∇h(ût). (For details,
see [15, Lemma 1].) Furthermore, by the definition of et in (5.25), we have ∇ˆh(ût), ξt+ et. There-
fore, in Algorithm 2, we can write (5.22) and (5.23) equivalently as
ξt , argminξ∈domh∗ −〈u˜t, ξ〉+h∗(ξ)+ τDh∗(ξ, ξt−1), (5.30)
ut := argminu∈U ϕ(u)+µωU(u)+ 〈ξt+ et, u〉+ ηDωU (u,ut−1). (5.31)
In the following, we will analyze Steps (5.21), (5.30) and (5.31), which are easier to analyze com-
pared to Steps (5.21), (5.22) and (5.23). Finally, note that since ξt−1 =∇h(ût−1), we have ût−1 ∈
∂h∗(ξt−1) and hence Dh∗(ξ, ξ
t−1)≥ (2Lh)−1‖ξ− ξt−1‖2∗, due to the L−1h -strongly convexity of h∗.
In our proof, we also need the following lemma, which is adapted from Schmidt et al. [29].
Lemma 5.1. Let {vk}k≥1, {ak}k≥1 and {bk}k≥1 be nonnegative real sequences and {ak}k≥1 be
non-decreasing. If for any k≥ 1, v2k ≤ ak+
∑k
t=1 btvt, then for any 1≤ t≤ k, we have
vt ≤ vk ≤√ak +
∑k
t=1bt. (5.32)
Proof of Theorem 5.1. For any (u, ξ)∈ U × domh∗, define the convex-concave saddle function
W (u, ξ), (ϕ+µωU)(u)+ 〈u, ξ〉−h∗(ξ). (5.33)
By Fenchel duality, we see that (u∗,∇h(u∗)) is a saddle point of W (·, ·) over U × domh∗,
W (u∗, ξ)≤W (u∗,∇h(u∗))≤W (u,∇h(u∗)), ∀ (u, ξ)∈U × domh∗. (5.34)
Based on W (·, ·), let us define
G
(
(u′, ξ′), (u, ξ)
)
,W (u′, ξ)−W (u, ξ′), ∀ (u′, ξ′), (u, ξ)∈U × domh∗. (5.35)
Using Fenchel’s inequality, if ξ =∇h(u′), we have for any u,u′ ∈U and any ξ ∈ domh∗,
G
(
(u′, ξ′), (u, ξ)
)≥P (u′)−P (u). (5.36)
Following similar arguments as in [15, Lemma 7], for any k≥ 1 and (u, ξ)∈U × domh∗, we have
∑k
t=1 θtG((u
t, ξt), (u, ξ))≤∑kt=1 θt(〈ut− u˜t, ξ− ξt〉+ 〈et, u−ut〉− ηDωU (ut, ut−1)− τDh∗(ξt, ξt−1))∑k
t=1 θt
(
τDh∗(ξ, ξ
t−1)− (1+ τ)Dh∗(ξ, ξt)
)
+
∑k
t=1 θt
(
ηDωU (u,u
t−1)− (η+µ)DωU (u,ut)
)
. (5.37)
In addition, by the definition of u˜t in (5.21), we have
〈ut− u˜t, ξ− ξt〉= 〈ut−ut−1, ξ− ξt〉−α〈ut−1 −ut−2, ξ− ξt−1〉+α〈ut−1 −ut−2, ξt− ξt−1〉. (5.38)
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Also, by Young’s inequality, we have
α〈ut−1−ut−2, ξt− ξt−1〉 ≤ (αη/2)‖ut−1−ut−2‖2+α(2η)−1‖ξt− ξt−1‖2∗
≤αηDωU (ut−1, ut−2)+ (αL/η)Dh∗(ξt, ξt−1). (5.39)
By the choices of θt, τ , α and η in Theorem 5.1, we have αLh ≤ ητ , θtα= θt−1, θtτ = θt−1(1 + τ)
and θtη= θt−1(µ+ η). These facts, together with (5.37), (5.38), (5.39) and x
−1 = x0, imply that
∑k
t=1 θtG((u
t, ξt), (u, ξ))+ θk(η+µ)DωU (u,u
k)≤ θ1ηDωU (u,u0)+ θ1τDh∗(ξ, ξ0)+
∑k
t=1 θt〈et, u−ut〉
+ θk〈uk −uk−1, ξ− ξk〉− θk(1+ τ)Dh∗(ξ, ξk)− θkηDωU (uk, uk−1). (5.40)
Again, by applying Young’s inequality to 〈uk−uk−1, ξ− ξk〉 and using the fact that αL≤ ητ , we
have 〈uk −uk−1, ξ− ξk〉 − (1 + τ)Dh∗(ξ, ξk) − ηDωU (uk, uk−1) ≤ 0. Moreover, by the convexity of
G(·, (u, ξ)), we have
∑k
t=1 θtG((u
t, ξt), (u, ξ))≥ (∑kt=1 θt)G((uk, ξk), (u, ξ)), where ξk , (∑kt=1 θt)−1∑kt=1 θtξt, (5.41)
and uk is defined in (5.24). Therefore, we have
(
∑k
t=1 θt)G
(
(uk, ξ
k
), (u, ξ)
)
+ θk(η+µ)DωU (u,u
k)
≤ θ1ηDωU (u,u0)+ θ1τDh∗(ξ, ξ0)+
∑k
t=1 θt〈et, u−ut〉. (5.42)
In (5.42), if we let (u, ξ) = (u∗,∇h(u∗)), then by (5.34), we have G((uk, ξk), (u∗,∇h(u∗))) ≥ 0.
Furthermore, the definition of Dh∗(·, ·) in (5.29) and that ξ0 =∇h(u0) together imply that
Dh∗(∇h(u∗), ξ0) = h(u0)−h(u∗)−〈∇h(u∗), u0−u∗〉 ≤ (Lh/2)‖u0−u∗‖2 ≤LhDωU (u∗, u0). (5.43)
Based on these facts, we see that (5.42) becomes
θk(η+µ)DωU (u
∗, uk)≤ θ1(η+ τLh)DωU (u∗, u0)+
∑k
t=1
√
2θt‖et‖∗
√
DωU (u
∗, ut).
By Lemma 5.1, θt =α
−t and the facts that α−1 ≤ 2 and (η+ τLh)/(η+µ)≤ (1+Lh/µ), we have
‖uk −u∗‖ ≤√2DωU (u∗, uk)≤ 2αk/2(A0+(η+µ)−1Ak), where A0 ,√2(Lh/µ)DωU (u∗, u0), (5.44)
and Ak is defined in (5.26). On the other hand, in (5.42), if we let (u, ξ) = (u
∗,∇h(uk)), then
by (5.36), we see that
(
∑k
t=1 θt)
(
P (uk)−P (u∗))≤ θ1ηDωU (u∗, u0)+ θ1τDh∗(∇h(uk), ξ0)+∑kt=1 θt‖et‖∗‖u∗−ut‖. (5.45)
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From (5.44), we see that for any 1≤ t≤ k, ‖ut−u∗‖ ≤ 2(A0+(η+µ)−1At)≤ 2(A0+(η+µ)−1Ak).
Using the similar reasoning as in (5.43), we have
Dh∗(∇h(uk), ξ0)≤ (Lh/2)‖u0−uk‖2 ≤Lh(
∑k
t=1 θt)
−1
∑k
t=1 θt(‖u0−u∗‖2+ ‖u∗−ut‖2)
≤ 2LhDωU (u∗, u0)+ 4Lh(A0+(η+µ)−1Ak)2. (5.46)
In addition, by (5.44), we have
∑k
t=1 θt‖et‖∗‖u∗−ut‖ ≤ 2
∑k
t=1 α
−t/2‖et‖∗(A0+(η+µ)−1Ak) = 2Ak(A0+(η+µ)−1Ak). (5.47)
By (5.45), (5.46), (5.47), and the fact that
∑k
t=1 θt= (α
−k− 1)/(1−α)≥α−k, we obtain (5.26). In
particular, if ‖et‖∗ ≤ δ, for any t≥ 1, then A2k ≤ δ2(1−α1/2)−2α−k, and we arrive at (5.27). 
Let us state the gradient complexity of Algorithm 2 in the following corollary.
Corollary 5.1. In Algorithm 2, choose α, τ , η and {θt}t≥1 as in Theorem 5.1, and any starting
point u0 ∈ Uo. Suppose that ‖et‖∗ ≤ δ, for any t≥ 1. If δ ≤ 14−1ε1/2µ3/4L−1/4h (1+
√
Lh/µ)
−1, then
to find u∈U such that P (u)−P (u∗)≤ ε, the number of evaluations of ∇h does not exceed
K ,
⌈(√
Lh/µ+1
)
log
(108Lh(Lh/µ)3/2DωU (u∗, u0)
ε
)⌉
. (5.48)
Proof. Note that by the choice of α, (1/2)(1+
√
Lh/µ)
−1= (1−α)/2= 1− (1+α)/2≤ 1−√α.
Thus δ ≤ 7−1ε1/2µ3/4L−1/4h (1−
√
α). This, together with the definition of K, implies that
54αkLh(Lh/µ)
3/2DωU (u
∗, u0)≤ ε/2, 24δ2(1−α1/2)−2µ−1
√
Lh/µ≤ ε/2, ∀ k≥K. (5.49)
From (5.27), we see that for any k ≥K, P (uk)−P (u∗)≤ ε, where uk is defined in (5.24). 
5.2. Case I: Inexact primal gradient oracle is available.
There exist certain situations where the maximization problem in (5.6) can be solved efficiently
in an inexact manner, with non-first-order method. Consider Example 1.1 in Section 1.1. If we
choose P = {p ∈∆n : dTV(p, p) ≤ αX}, where dTV(p, p) , (1/2)‖p− p‖1, and ωP = (1/2)‖·‖22, then
the problem in (5.6) becomes
maxp∈P
∑n
i=1 piℓ(x, ξi)− (ρ/2)‖p‖22 . (5.50)
Note that P is a polytope that may not admit efficient Euclidean projection. This forbids the appli-
cation of first-order methods to solve (5.50). However, since (5.50) is a quadratic program (QP),
it can be solved inexactly via many other methods , e.g., the active set method (see e.g., Nocedal
and Wright [25, Chapter 16]). Under these scenarios, it is reasonable to assume the following.
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Assumption 5.1. Fix any ρ> 0. For any x∈X and ε > 0, there exists an oracle A that returns
an ε-approximate solution of the problem in (5.6), which is denoted by y∗ρ,ε(x). Formally, we write
y∗ρ,ε(x) =A (x, ε), which lies in Y and satisfies that
f¯ρ(x)−ψDρ (x, y∗ρ,ε(x)) = supy∈YψDρ (x, y)−ψDρ (x, y∗ρ,ε(x))≤ ε. (5.51)
Remark 5.1. Note that many methods used to solve the problem in (5.6) can produce a certifi-
cate for (5.51) without knowing supy∈Yψ
D
ρ (x, y). Again, consider the QP example in (5.50). If the
active set method is used, then the condition in (5.51) can be checked by checking the residue of
the Newton-KKT system associated with the active constraints (see [25, Chapter 18] for details).
The following simple lemma shows ∇xΨ(x, y∗ρ,ε(x)) serves as an approximation of ∇f¯ρ(x), i.e.,
the oracle A in Assumption 5.1 in fact acts as an inexact gradient oracle for f¯ρ.
Lemma 5.2. Fix any ρ > 0. For any x∈X and ε > 0, ‖∇xΨ(x, y∗ρ,ε(x))−∇f¯ρ(x)‖∗≤Lxy
√
2ε/ρ.
Proof. Recall that y∗ρ(x) = argmaxy∈Y ψ
D
ρ (x, y). By the ρ-strong concavity of ψ
D
ρ (x, ·), we have
(ρ/2)‖y∗ρ,ε(x)− y∗ρ(x)‖2 ≤ψDρ (x, y∗ρ(x))−ψDρ (x, y∗ρ,ε(x))≤ ε. Thus ‖y∗ρ,ε(x)− y∗ρ(x)‖ ≤
√
2ε/ρ, and
‖∇xΨ(x, y∗ρ,ε(x))−∇f¯ρ(x)‖∗
(a)
= ‖∇xΨ(x, y∗ρ,ε(x))−∇xΨ(x, y∗ρ(x))‖∗
(b)
≤ Lxy‖y∗ρ,ε(x)− y∗ρ(x)‖ ≤Lxy
√
2ε/ρ,
where in (a) we use Lemma 3.1 and in (b) we use (1.3). 
Now, let us apply Algorithm 2 to solve the primal problem in (5.4), with U =X , h= f¯ρ, Lh =L′ρ
and ϕ= r. By combining Corollary 5.1 and Lemma 5.2, we have the following result.
Theorem 5.2. Fix any ρ > 0 such that L′ρ ≥ µ and let Assumption 5.1 hold. For any ε > 0, let
δ1,
ερµ3/2
(14
√
2)2L2xy(L
′
ρ)
1/2(1+ (L′ρ/µ)
1/2)2
. (5.52)
In Algorithm 2, choose τ = (L′ρ/µ)
1/2, η = (L′ρµ)
1/2, α = τ/(1 + τ) and θt = α
−t, for any
t ≥ 1 and any u0 ∈ X o. For each iterate ût, let y∗ρ,δ1(ût) = A (ût, δ1) and ∇ˆh(ût) = ∇ˆf¯ρ(ût) =
∇xΨ(ût, y∗ρ,δ1(ût)). Then to find an ε-sub-optimal solution for (5.4), i.e., a point x∗ρ,ε ∈X such that
pρ
(
x∗ρ,ε
)− pρ(x∗ρ) = pρ(x∗ρ,ε)− p∗ρ ≤ ε, (5.53)
the number of primal oracle calls does not exceed⌈(
(L′ρ/µ)
1/2+1
)
log
(108L′ρ(L′ρ/µ)3/2DωX (x∗ρ, u0)
ε
)⌉
=O
((√L′xx√
µ
+
Lxy√
ρµ
)
log
(DωX (x∗ρ, u0)
ε
))
. (5.54)
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Proof. Indeed, by the choice of δ1 in (5.52) and Lemma 5.2, we note that
‖∇ˆf¯ρ(ût)−∇f¯ρ(ût)‖∗ = ‖∇xΨ(ût, y∗δ1(ût))−∇f¯ρ(ût)‖∗ ≤ 14−1ε1/2µ3/4L
−1/4
h (1+
√
Lh/µ)
−1.
It then remains to apply Corollary 5.1, where et= ∇ˆf¯ρ(ût)−∇f¯ρ(ût) (cf. (5.25)). 
Remark 5.2. We discuss some approaches to check the condition in (5.53). Clearly, from (5.54),
if an upper bound ν ≥DωX (x∗ρ, u0) is available (e.g., when X is bounded), then we can simply run
Algorithm 2 for a pre-determined number of iterations. Alternatively, we can check the gradient
mappings of pρ at any x ∈ X o (see e.g., Nesterov [21]). However, the difficulty here is that we
may not have the exact gradient of f¯ρ, although we do have control on the gradient error (cf.
Assumption 5.1 and Lemma 5.2). Thus, in Appendix B, we provide a principled way to control
this error and hence check (5.53).
5.2.1. Bounding dual sub-optimality gap. Given any ε > 0, let ε1 and ε2 satisfy that
0< ε1 ≤ ε/4 and ε2 > 0. (The values of ε1 and ε2 will be determined later.) Given an ε1-sub-optimal
solution of the primal problem in (5.4), which is denoted by x∗ρ,ε1 (cf. Theorem 5.2), we describe
an approach to find an (ε/4)-approximate solution of the dual problem in (5.5), i.e., y∗ρ,ε/4 ∈ Y that
satisfies d∗ρ− dρ(y∗ρ,ε/4)≤ ε/4. As a result, we have
∆ρ(x
∗
ρ,ε1
, y∗ρ,ε/4) =
(
pρ(x
∗
ρ,ε1
)− p∗ρ
)
+
(
d∗ρ− dρ(y∗ρ,ε/4)
)≤ ε1+ ε/4≤ ε/2. (5.55)
To this end, let us make the following assumptions on ωY and Φ(x, ·).
Assumption 5.2.
(A) There exists MωY <+∞ such that ωY is MωY -Lipschitz on Y.
(B) There exists MY <+∞ such that for any x∈X , Φ(x, ·) is MY-Lipschitz on Y.
Remark 5.3. Two remarks are in order. First, Assumption 5.2(A) is satisfied by several DGFs.
Consider the following example in Ben-Tal et al. [3], i.e., Y= (Rd,‖·‖p), Y =∆d, ωY(y) = (1/2)‖y‖2p,
where 1< p≤ 2. It is known that ωY is (p− 1)-strongly convex (with respect to ‖·‖p) on Y (see
e.g., [3, Lemma 8.1]), therefore ωY is a valid DGF on Y (cf. Section 2.2). Note that for any y ∈Y,
∇ωY(y) =
(‖y‖2−pp |yi|p−1 sgn(yi))di=1 =⇒ ‖∇ωY(y)‖q = ‖y‖p , (5.56)
where q−1 = 1− p−1 and for any v ∈R, sgn(v) = 1, if v ≥ 0 and sgn(v) =−1, if v < 0. Therefore, we
can take MωY = 1, since supy∈∆d ‖∇ωY(y)‖q = supy∈∆d ‖y‖p ≤ 1. Second, note that by (5.3), Φ(x, ·)
and Ψ(x, ·) only differ by a constant (that depends on x). Thus, Assumption 5.2 implies that for
any x ∈ X , Ψ(x, ·) is MY-Lipschitz on Y. This allows us to establish the MY-Lipschitz continuity
of π on Y. Indeed, from the definition of π in (5.7), we have that for any y, y′ ∈Y,
|π(y)−π(y′)|= |infx∈XψP(x, y)− infx∈XψP(x, y′)|
≤ supx∈X |ψP(x, y)−ψP(x, y′)|= supx∈X |Ψ(x, y)−Ψ(x, y′)| ≤MY‖y− y′‖. (5.57)
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Under Assumptions 5.1 and 5.2, to find y∗ρ,ε/4 ∈ Y, our approach consists of only a single step:
given x∗ρ,ε1 , we obtain an ε2-sub-optimal solution of maxy∈Y ψ
D
ρ (x
∗
ρ,ε1
, y), denoted by y∗ρ,ε2(x
∗
ρ,ε1
)∈Y,
using the oracle A , i.e., y∗ρ,ε2(x
∗
ρ,ε1
) =A (x∗ρ,ε1 , ε2). By definition, we have
ψDρ
(
x∗ρ,ε1 , y
∗
ρ(x
∗
ρ,ε1
)
)−ψDρ (x∗ρ,ε1 , y∗ρ,ε2(x∗ρ,ε1))≤ ε2, (5.58)
where y∗ρ(·)∈ Y is defined in (5.10). By the ρ-strong convexity of ψDρ (x, ·) on Y for any x∈X ,
‖y∗ρ(x∗ρ,ε1)− y∗ρ,ε2(x∗ρ,ε1)‖≤
√
(2/ρ)
(
ψDρ
(
x∗ρ,ε1 , y
∗
ρ(x
∗
ρ,ε1
)
)−ψDρ (x∗ρ,ε1 , y∗ρ,ε2(x∗ρ,ε1)))≤√2ε2/ρ. (5.59)
Since y∗ρ(·) is (Lxy/ρ)-Lipschitz on X (cf. Lemma 3.2) and y∗ρ(x∗ρ) = y∗ρ (cf. (5.11)), we have
‖y∗ρ − y∗ρ(x∗ρ,ε1)‖= ‖y∗ρ(x∗ρ)− y∗ρ(x∗ρ,ε1)‖≤ (Lxy/ρ)‖x∗ρ−x∗ρ,ε1‖
(a)
≤ (Lxy/ρ)
√
(2/µ)
(
p∗ρ(x
∗
ρ,ε1
)− p∗ρ
)≤ (Lxy/ρ)√2ε1/µ,
(5.60)
where (a) follows from the µ-strong convexity of pρ. Combining (5.59) and (5.60), we have
‖y∗ρ − y∗ρ,ε2(x∗ρ,ε1)‖≤
√
2ε2/ρ+(Lxy/ρ)
√
2ε1/µ. (5.61)
Recall from Section 1 that g is Mg-Lipschitz on Y. Also, from Assumption 5.2 and Remark 5.3,
we know that π and ωY are MY- and MωY -Lipschitz on Y, respectively. By the definition of dρ
in (5.5), we see that dρ is (Mg+MY + ρMωY )-Lipschitz on Y. Therefore,
d∗ρ− dρ
(
y∗ρ,ε2(x
∗
ρ,ε1
)
)
= dρ
(
y∗ρ
)− dρ(y∗ρ,ε2(x∗ρ,ε1))
≤ (My+Mg + ρMωY )‖y∗ρ − y∗ρ,ε2(x∗ρ,ε1)‖
≤ (My+Mg + ρMωY )(
√
2ε2/ρ+(Lxy/ρ)
√
2ε1/µ). (5.62)
From (5.62), it is easy to check that if we choose
ε1 =min
{
ε
4
,
ε2µ
(16
√
2)2L2xy
min
{
ρ2
(My+Mg)2
,
1
M 2ωY
}}
, (5.63)
ε2 =
ε2
(16
√
2)2
min
{
ρ
(My +Mg)2
,
1
M 2ωYρ
}
, (5.64)
then d∗ρ− dρ
(
y∗ρ,ε2(x
∗
ρ,ε1
)
)≤ ε/4. Let us summarize the above findings in the following theorem.
Theorem 5.3. Let Assumptions 5.1 and 5.2 hold. For any ε > 0 and ρ > 0, choose ε1 and ε2 as
in (5.63) and (5.64), respectively. Then we have
d∗ρ− dρ
(
y∗ρ,ε2(x
∗
ρ,ε1
)
)≤ ε/4 and ∆ρ(x∗ρ,ε1 , y∗ρ,ε2(x∗ρ,ε1))≤ ε/2. (5.65)
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5.3. Case II: Φ(x, ·) is smooth.
In this section, we consider the situation where Assumptions 1.5 and 1.6 hold. Note that by
Assumption 1.5 and the relation between Φ and Ψ in (5.3), we see that Ψ(x, ·) is differentiable on
Y ′ and for any x,x′ ∈X and y, y′ ∈Y,
‖∇yΨ(x, y)−∇yΨ(x′, y)‖∗ ≤Lxy‖x−x′‖, (5.66)
‖∇yΨ(x, y)−∇yΨ(x, y′)‖∗ ≤Lyy‖y− y′‖. (5.67)
Recall the definition of the function π in (5.7). Under Assumption 1.5, it is tempting to invoke
Lemma 3.1 to conclude the differentiability of π on Y ′. However, note that X may be unbounded.
To work around this difficulty, note that we can rewrite the definition of h as
h(y) =minx∈clconv X¯
{
ψP(x, y),Ψ(x, y)+ r(x)+µωX (x)
}
, (5.68)
where X¯ , {x∗(y) : y ∈Y} 6= ∅. By the same proof as in Lemma 3.2, we have the following.
Lemma 5.3. The function x∗(·) (defined in (5.10)) is (Lxy/µ)-Lipschitz on Y.
By Lemma 5.3 and the compactness of Y, we see that the set X¯ , {x∗(y) : y ∈ Y} is compact.
Therefore, clconv X¯ in (5.68) is nonempty, convex and compact. Consequently, the new formulation
in (5.68) allows us to have the following lemma, which is a “mirrored” version of Lemma 3.2.
Lemma 5.4. The function π is Lpi-smooth on Y, where Lpi ,Lyy +L2xy/µ.
In addition, note that the compactness of X¯ ⊆ X and the continuity of ωX on X together imply
that for any x˜∈X o,
ΥωX (x˜), supy∈Y DωX (x
∗(y), x˜) = supx∈X¯ DωX (x, x˜)<+∞. (5.69)
By Lemma 5.4 and Assumption 1.6, we can apply Algorithm 2 to solve the problem in (5.5),
with U = Y, h=−π, Lh = Lpi, µ= ρ and ϕ= g. Following the same reasoning as in Theorem 5.2,
we have the following result.
Theorem 5.4. Fix any 0<ρ≤Lpi and let Assumptions 1.5 and 1.6 hold. For any ε > 0, let
δ2 ,
εµρ3/2
(14
√
2)2L2xyL
1/2
pi (1+ (Lpi/ρ)1/2)2
. (5.70)
In Algorithm 2, choose τ = (Lpi/µ)
1/2, η= (Lpiµ)
1/2, α= τ/(1+ τ) and θt =α
−t, for any t≥ 1 and
any u0 ∈ Yo. For each iterate ût, let x∗δ2(ût)∈X satisfy that
ψP(x∗δ2(û
t), ût)− infx∈XψP(x, ût) = ψP(x∗δ2(ût), ût)−π(ût)≤ δ2, (5.71)
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and let ∇ˆh(ût) =−∇ˆπ(ût) =−∇yΨ(x∗δ2(ût), ût). Then to find an ε-sub-optimal solution of (5.5),
i.e., a point y∗ρ,ε ∈ Y such that
dρ(y
∗
ρ)− dρ
(
y∗ρ,ε
)
= d∗ρ− dρ
(
y∗ρ,ε
)≤ ε, (5.72)
the number of dual oracle calls does not exceed⌈(√Lpi√
ρ
+1
)
log
(108Lpi(Lpi/ρ)3/2DωY (y∗ρ, u0)
ε
)⌉
=O
((√Lyy√
ρ
+
Lxy√
ρµ
)
log
(DωY (y∗ρ, u0)
ε
))
. (5.73)
Note that similar to Remark 5.2, we can check the condition in (5.72) using the (inexact) gradient
mappings of dρ, as detailed in Appendix B.
5.3.1. Solving primal sub-problems. Note that in Theorem 5.4, in order to find ∇ˆh(ût),
we need to find x∗δ2(û
t)∈X by solving the problem in (5.71) to δ2-accuracy. To achieve this, let us
use the exact version of Algorithm 2, with U =X , h=Ψ(·, ût), Lh=L′xx and ϕ= r. Fix any x˜∈X o.
We then have the following result, whose proof easily follows from Corollary 5.1 and (5.69).
Lemma 5.5. In Algorithm 2, choose τ = (L′xx/µ)
1/2, η = (L′xxµ)
1/2, α= τ/(1+ τ) and θi = α
−i,
for any i ≥ 1 and starting point u0 = x˜. Also, choose ∇ˆh(·) =∇xΨ(·, ût), i.e., the exact gradient
of Ψ(·, ût). Then for any ût ∈ Y, to find a point x∗δ2(ût) ∈ X that satisfies (5.71), the number of
evaluations of ∇xΨ(·, ût) is no more than⌈(√
L′xx/µ+1
)
log
(108L′xx(L′xx/µ)3/2DωX (x∗(ût), x˜)
δ2
)⌉
=O
(√
L′xx/µ log
(ΥωX (x˜)
δ2
))
. (5.74)
Remark 5.4. Two remarks are in order. First, the (oracle) complexity estimate in (5.74) is
independent of ût ∈ Y. In other words, with different ût, we have the same complexity estimate
(for solving (5.71) to δ2-accuracy). Second, as ΥωX (x˜) is typically hard to estimate, to check the
condition in (5.71), we still check the gradient mapping of ψP(·, ût) (cf. Remark 5.2).
5.3.2. Bounding primal sub-optimality gap. Given any ε > 0, let ε3 and ε4 satisfy that
0 < ε3 ≤ ε/4 and ε4 > 0. (The values of ε3 and ε4 will be determined later.) Given y∗ρ,ε3 ∈ Y, let
x∗ε4(y
∗
ρ,ε3
)∈X satisfy that
ψP(x∗ε4(y
∗
ρ,ε3
), y∗ρ,ε3)−ψP(x∗(y∗ρ,ε3), y∗ρ,ε3) = ψP(x∗ε4(y∗ρ,ε3), y∗ρ,ε3)− infx∈XψP(x, y∗ρ,ε3)≤ ε4. (5.75)
By (5.75) and the µ-strong convexity of ψP(·, y), for any y ∈Y, we have
‖x∗ε4(y∗ρ,ε3)−x∗(y∗ρ,ε3)‖≤
√
(2/µ)(ψP(x∗ε4(y
∗
ρ,ε3
), y∗ρ,ε3)−ψP(x∗(y∗ρ,ε3), y∗ρ,ε3))≤
√
2ε4/µ. (5.76)
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From (5.11), Lemma 5.3, the ρ-strong convexity of dρ and the definition of y
∗
ρ,ε3
in (5.72), we have
‖x∗(y∗ρ,ε3)−x∗ρ‖= ‖x∗(y∗ρ,ε3)−x∗(y∗ρ)‖ ≤ (Lxy/µ)‖y∗ρ,ε3 − y∗ρ‖
≤ (Lxy/µ)
√
(2/ρ)
(
d∗ρ− dρ(y∗ρ,ε3)
)≤ (Lxy/µ)√2ε3/ρ. (5.77)
Combining (5.76) and (5.77), we have
‖x∗ε4(y∗ρ,ε3)−x∗ρ‖ ≤
√
2ε4/µ+(Lxy/µ)
√
2ε3/ρ. (5.78)
Next, we show that pρ is locally Lipschitz at x
∗
ρ (despite that it may not be Lipschitz on X ).
Lemma 5.6. Define Nρ,ε3,ε4(x∗ρ) ,
{
x ∈ X : ‖x− x∗ρ‖ ≤
√
2ε4/µ+ (Lxy/µ)
√
2ε3/ρ
}
. Then pρ is
Mpρ(x
∗
ρ)-Lipschitz on Nρ,ε3,ε4(x∗ρ), where
Mpρ(x
∗
ρ), ‖∇f¯ρ
(
x∗ρ
)‖∗+Mr+ ‖∇ωX (x∗ρ)‖∗+(L′ρ+βX )(√2ε4/µ+(Lxy/µ)√2ε3/ρ). (5.79)
Proof. Recall from (5.4) that pρ = f¯ρ+ r+µωX . By the L
′
ρ- and βX -smoothness of f¯ρ and ωX
on X , respectively, for any x∈Nρ,ε3,ε4(x∗ρ), we have
‖∇f¯ρ(x)‖∗ ≤‖∇f¯ρ
(
x∗ρ
)‖∗+L′ρ‖x−x∗ρ‖ ≤ ‖∇f¯ρ(x∗ρ)‖∗+L′ρ(√2ε4/µ+(Lxy/µ)√2ε3/ρ), (5.80)
‖∇ωX (x)‖∗ ≤‖∇ωX
(
x∗ρ
)‖∗+βX‖x−x∗ρ‖ ≤ ‖∇ωX(x∗ρ)‖∗+βX (√2ε4/µ+(Lxy/µ)√2ε3/ρ). (5.81)
In addition, since r is Mr-Lipschitz on X , we complete the proof. 
Since ‖∇f¯ρ(x∗ρ)‖∗ and ‖∇ωX (x∗ρ)‖∗ are unknown in general, we now derive upper bounds of them.
Lemma 5.7. Let x∗1/2(y
∗
1,1/2)∈X satisfy (5.75) with ε3 = ε4= 1/2 and ρ=1. Then we have
‖∇f¯ρ(x∗ρ)‖∗ ≤Bρ(f¯ρ),LxyDY +supy∈Y‖∇xΨ(x∗1/2(y∗1,1/2), y)‖∗
+L′xx/
√
µ
(
1+Lxy/
√
µ+2
√
ΩY(ωY)
)
+2L′ρ
√
ρΩY(ωY)/µ, (5.82)
‖∇ωX (x∗ρ)‖∗ ≤Bρ(ωX ), ‖∇ωX
(
x∗1/2(y
∗
1,1/2)
)‖∗+ (βX/√µ)(1+Lxy/√µ+2√ΩY(ωY)(1+√ρ)).
Proof. By the same reasoning as in (5.80) and (5.81), as well as (5.17), for any ρ > 0, we have
‖∇f¯ρ(x∗ρ)‖∗ ≤ ‖∇f¯ρ(x∗)‖∗+L′ρ‖x∗ρ−x∗‖ ≤ ‖∇f¯ρ(x∗)‖∗+2L′ρ
√
ρΩY(ωY)/µ, (5.83)
‖∇ωX (x∗ρ)‖∗ ≤ ‖∇ωX (x∗)‖∗+βX‖x∗ρ−x∗‖ ≤ ‖∇ωX (x∗)‖∗+2βX
√
ρΩY(ωY)/µ. (5.84)
Note that x∗1/2(y
∗
1,1/2) satisfies (5.78) with ε3= ε4 =1/2 and ρ= 1. Combining it with (5.17) yields
‖x∗1/2(y∗1,1/2)−x∗‖ ≤
√
1/µ+Lxy/µ+2
√
ΩY(ωY)/µ. (5.85)
In addition, we invoke Lemmas 3.6 and 3.2 to obtain
‖∇f¯ρ(x∗)‖∗ ≤LxyDY +supξ∈∂f¯(x∗) ‖ξ‖∗ =LxyDY +supy∈Y∗ ‖∇xΨ(x∗, y)‖∗ , (5.86)
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where Y∗ is defined in (5.13). For any y ∈Y, by the L′xx-smoothness of Ψ(·, y) on X , we have
‖∇xΨ(x∗, y)‖∗≤
∥∥∇xΨ(x∗1/2(y∗1,1/2), y)∥∥∗+L′xx‖x∗1/2(y∗1,1/2)−x∗‖
≤ ∥∥∇xΨ(x∗1/2(y∗1,1/2), y)∥∥∗+L′xx/√µ(1+Lxy/√µ+2√ΩY(ωY)) . (5.87)
By (5.83), (5.86) and (5.87), we have ‖∇f¯ρ(x∗ρ)‖∗ ≤ Bρ(f¯ρ) for any ρ > 0. Similarly, to estimate
‖∇ωX (x∗)‖∗ in (5.84), by the βX -smoothness of ωX on X ,
‖∇ωX (x∗)‖∗ ≤‖∇ωX
(
x∗1/2(y
∗
1,1/2)
)‖∗+βX (√1/µ+Lxy/µ+2√ΩY(ωY)/µ) . (5.88)
From (5.84) and (5.88), we have ‖∇ωX (x∗ρ)‖∗ ≤Bρ(ωX ) for any ρ > 0. 
Remark 5.5. Several remarks are in order. First, note that x∗1/2(y
∗
1,1/2) can be computed using
the approach in Section 5.3.1, with constant oracle complexities with respect to ε and ρ. Second,
in (5.82), supy∈Y‖∇xΨ(x∗1/2(y∗1,1/2), y)‖∗ <+∞ by Assumption 1.1 and the compactness of Y. Third,
note that both Bρ(f¯ρ) and Bρ(ωX ) can be computed without the knowledge of unknown quantities,
such as x∗ρ or x
∗. Thus, the procedure for constructing Bρ(f¯ρ) and Bρ(ωX ), as described in the
proof above, provides an implementable (and fairly general) way of upper bounding ‖∇f¯ρ(x∗ρ)‖∗
and ‖∇ωX (x∗ρ)‖∗.
As x∗ε4(y
∗
ρ,ε3
)∈Nρ,ε3,ε4(x∗ρ) (cf. (5.78)), by Lemma 5.6 and (5.78), we have
pρ(x
∗
ε4
(y∗ρ,ε3))− p∗ρ≤Mpρ(x∗ρ)‖x∗ε4(y∗ρ,ε3)−x∗ρ‖ ≤Mpρ(x∗ρ)
(√
2ε4/µ+(Lxy/µ)
√
2ε3/ρ
)
. (5.89)
Therefore, it is to check that if we choose
ε3 ,min
{
εµ2ρ
64L2xy
min
{
ε
8
(
Bρ(f¯ρ)+Mr+Bρ(ωX )
)2 , 1L′ρ+βX
}
,
ε
4
}
, (5.90)
ε4 ,
εµ
64
min
{
ε
8
(
Bρ(f¯ρ)+Mr+Bρ(ωX )
)2 , 1L′ρ+βX
}
, (5.91)
then pρ(x
∗
ε4
(y∗ρ,ε3))− p∗ρ≤ ε/4. Therefore, we have the following theorem.
Theorem 5.5. Let Assumption 1.5 hold. For any ε > 0 and ρ > 0, choose ε3 and ε4 as in (5.90)
and (5.91), respectively. Then we have
pρ(x
∗
ε4
(y∗ρ,ε3))− p∗ρ≤ ε/4 and ∆ρ(x∗ε4(y∗ρ,ε3), y∗ρ,ε3)≤ ε/2. (5.92)
5.3.3. Analysis of primal oracle complexity. From Theorem 5.4, (5.74) and Theorem 5.5,
we easily see that the number of primal oracle calls required to find the primal-dual pair
(x∗ε4(y
∗
ρ,ε3
), y∗ρ,ε3)∈X ×Y, which satisfies ∆ρ(x∗ε4(y∗ρ,ε3), y∗ρ,ε3)≤ ε/2, does not exceed
O
((√Lyy√
ρ
+
Lxy√
ρµ
)√L′xx√
µ
log2
(1
ε
))
. (5.93)
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5.4. Oracle complexities when ρ depends on ε.
As seen in Algorithm 1, the dual smoothing parameter ρ depends on the accuracy parameter η.
To be consistent with the notations in this section, we use ε in lieu of η, hence ρ= ε/(4ΩY(ωY)).
Consequently, (5.14) and (5.15) now become
|pρ(x)− p(x)| ≤ ε/4, |dρ(y)− d(y)| ≤ ε/4, ∀ (x, y)∈X ×Y. (5.94)
As a result, we have a uniform bound of the smoothed duality gap ∆ρ(·, ·) and the unsmoothed
duality gap ∆(·, ·) on X ×Y, i.e.,
|∆ρ(x, y)−∆(x, y)| ≤ |pρ(x)− p(x)|+ |dρ(y)− d(y)| ≤ ε/2, ∀ (x, y)∈X ×Y. (5.95)
Based on these observations and Theorems 5.2 and 5.3, we first state the primal oracle complexity
of our framework in Case I (cf. Section 5.2).
Corollary 5.2 (Case I). Let Assumptions 5.1 and 5.2 hold. For any ε > 0, choose ρ =
ε/(4ΩY(ωY)), and ε1 and ε2 as in (5.63) and (5.64), respectively. Then it takes no more than
O
(
(Lxy/
√
µε) log(ε−1)
)
(5.96)
primal oracle calls to find the primal-dual pair (x∗ρ,ε1 , y
∗
ρ,ε2
(x∗ρ,ε1))∈X ×Y that satisfies
pρ(x
∗
ρ,ε1
)− p∗ρ ≤ ε/4 and ∆
(
x∗ρ,ε1 , y
∗
ρ,ε2
(x∗ρ,ε1)
)≤ ε. (5.97)
Next, we state the primal and dual oracle complexities of our framework in Case II (cf. Sec-
tion 5.3), based on Theorem 5.4 and Section 5.3.3.
Corollary 5.3 (Case II). Let Assumptions 1.5 and 1.6 hold. For any ε > 0, choose ρ =
ε/(4ΩY(ωY)), and ε3 and ε4 as in (5.90) and (5.91), respectively. Then it takes no more than
O
(√
L′xx/µ
(√
Lyy +Lxy/
√
µ
)
ε−1/2 log2(1/ε)
)
(5.98)
primal oracle calls and
O
((√
Lyy +Lxy/
√
µ
)
ε−1/2 log(1/ε)
)
(5.99)
dual oracle calls to find the primal-dual pair (x∗ε4(y
∗
ρ,ε3
), y∗ρ,ε3)∈X ×Y that satisfies
pρ(x
∗
ε4
(y∗ρ,ε3))− p∗ρ≤ ε/4, ∆
(
x∗ε4(y
∗
ρ,ε3
), y∗ρ,ε3
)≤ ε. (5.100)
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Table 2 Comparison of primal and dual oracle complexities with existing methods in Case II when ρ= 0.
Algorithms Primal Oracle Comp. Dual Oracle Comp.
Restart (Juditsky and Nemirovski [12]) O(ε−1) O(ε−1)
EGT-type (Hien et al. [10]) O(ε−1/2 log(ε−1)) O(ε−1 log(ε−1))
Dual smoothing (Section 5.3) O(ε−1/2 log2(ε−1)) O(ε−1/2 log(ε−1))
5.4.1. Comparison with existing works in Case II when ρ= 0. We note that previous
works have proposed different ways to solve the SPP in (5.1) with ρ= 0 under Assumptions 1.5
and 1.6. All of these works aim to find a primal-dual pair (x, y)∈X ×Y such that ∆(x, y)≤ ε. In
particular, Juditsky and Nemirovski [12] propose a restart scheme to exploit the µ-strong convexity
of S(·, y) (cf. (5.12)), based on the domain shrinkage technique. This method has primal and dual
oracle complexities both equal to O(ε−1). In another line of works, Hien et al. [10] combine the
dual smoothing idea (cf. (3.1)) with the excessive gap technique (EGT; see Nesterov [22]), and
develop a framework to find (x, y) ∈ X × Y such that the smoothed duality gap ∆ρ(x, y) ≤ ε/2.
Since ρ= ε/(4ΩY(ωY)), we then have ∆(x, y)≤ ε. The primal and dual oracle complexities of this
framework are O(ε−1/2 log(ε−1)) and O(ε−1 log(ε−1)) respectively. Inspired by Hien et al. [10], in
Section 5.3, we still make use of the dual smoothing idea. However, we propose a different method to
find (x, y)∈X ×Y that satisfies ∆ρ(x, y)≤ ε/2. This method is based on a non-Hilbertian inexact
APG method (cf. Section 5.1), rather than EGT. This critical difference allows us to achieve a
significantly improved dual oracle complexity compared to Hien et al. [10], i.e., O(ε−1/2 log(ε−1)),
despite that the primal oracle complexity becomes slightly worse, i.e., O(ε−1/2 log2(ε−1)). As an
important remark, in both Juditsky and Nemirovski [12] and Hien et al. [10], the primal constraint
set X is assumed to be bounded. However, this assumption is not needed in our framework. For ease
of reference, we summarize the primal and dual oracle complexities of the aforementioned methods
in Table 2.
Apart from these works, there also exist some works that aim to solve a restricted case of this
problem, i.e., r≡ 0, g ≡ 0 and both X and Y are Hilbert spaces. Specifically, to find (x, y)∈X ×Y
that satisfies ∆(x, y)≤ ε, Thekumparampil et al. [33] combines the Mirror-Prox method [19] with
the accelerated gradient method [20], with primal and dual oracle complexities both equal to
O(ε−1/2 log2(ε−1)). In a follow-up work, Lin et al. [17] propose an algorithm based on the accel-
erated proximal point method [9]. The primal and dual oracle complexities of this algorithm are
O(ε−1/2 log3(ε−1)), which are slightly worse than those in [33], although they have better depen-
dence on the “condition number” of (5.1), i.e., (Lxx+2Lxy+Lyy)/µ. Note that for both methods,
it is unclear how to extend them to solve (5.1) in its full generality, at least not straightforwardly.
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6. Oracle complexities of Algorithm 1.
We note that in Algorithm 1, the oracle calls (i.e., calls to OP and OD) only occur in Step 2. For
each iteration of Algorithm 1, we can obtain the oracle complexities of performing Step 2, in Case I
and Case II from Corollaries 6.1 and 6.2, respectively. Specifically, since λ= 1/(2γ), by (5.3), we
have µ= γ and L′xx = Lxx+2γβX . We then substitute these values of µ and L
′
xx, as well as ε= η
into the results in Corollaries 6.1 and 6.2. In addition, from Theorem 4.2, we know that the total
number of iterations of Algorithm 1 does not exceed K¯ =O(η−1). Finally, by Theorem 4.1, we only
need to choose η =O(ε2), in order for Algorithm 1 to output an ε-near-stationary point.
If we combine the pieces above together, we can easily obtain the following results.
Corollary 6.1 (Case I). Let Assumption 5.1 hold. In Algorithm 1, for any ε > 0, choose η =
ε2λ/(64β2X ) and perform Step 2 using the method in Section 5.2. Then it takes no more than
O
(
γ
(√
Lxx+Lxy
)
ε−3 log(ε−1)
)
primal oracle calls to find an ε-near-stationary point of (1.1).
Corollary 6.2 (Case II). Let Assumptions 1.5 and 1.6 hold. In Algorithm 1, for any ε > 0,
choose η= ε2λ/(64β2X) and perform Step 2 using the method described in Section 5.3. Then it takes
no more than
O
(√
γ(Lxx+ γ)
(√
Lyyγ+Lxy
)
ε−3 log2(ε−1)
)
(6.1)
primal oracle calls and
O
(
γ
(√
Lyyγ+Lxy
)
ε−3 log(ε−1)
)
(6.2)
dual oracle calls to find an ε-near-stationary point of (1.1).
7. Extension to the stochastic setting in Case II.
Our framework (i.e., Algorithm 1) can be easily extend to the stochastic setting in Case II, where
the (deterministic) first-order oracles OP and OD (cf. Section 1.3) are replaced by their stochastic
counterparts, denoted by OPS and O
D
S , respectively. Specifically, given any (x, y) ∈X ×Y, OPS and
O
D
S return random vectors ∇˜xΦ(x, y) and ∇˜yΦ(x, y), respectively, such that
E
[∇˜xΦ(x, y)]=∇xΦ(x, y), E[‖∇˜xΦ(x, y)−∇xΦ(x, y)‖2∗]≤ σ2x, (7.1)
E
[∇˜yΦ(x, y)]=∇yΦ(x, y), E[‖∇˜yΦ(x, y)−∇yΦ(x, y)‖2∗]≤ σ2y. (7.2)
In the stochastic setting, we aim to find a random vector x∈X o such that E[‖x− prox(q,x,λ)‖]≤
ελ/βX , i.e., x is an ε-near-stationary point of (1.1) in expectation. For any algorithm that achieves
this goal, its performance will be measured based on the primal and dual stochastic oracle com-
plexities, i.e., the number of calls to OPS and O
D
S .
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Algorithm 3 Stochastic primal dual smoothing framework for solving (1.1)
Input: Accuracy parameter η > 0, total number of iterations K ≥ 1, smoothing parameters
λ= 1/(2γ), ρ= η/(4ΩY(ωY)), starting point x
1 ∈X o
For k= 1, . . . ,K:
Find (a random point) xk+1 ∈X o such that E[Qλρ(xk+1;xk) |xk]≤ qλρ (xk)+ η.
Output: xout= xi, where i∼Unif{1, . . . ,K} (i.e., the uniform distribution over {1, . . . ,K})
The stochastic extension of Algorithm 1 is shown in Algorithm 3. Compared to Algorithm 1,
there are two differences. First, we modify the inexact criterion in Step 2 such that it holds in
expectation. Second, instead of terminating Algorithm 3 adaptively using the convergence criterion
in (4.7), we run Algorithm 3 for a pre-determined number of iterations K. This is because a single
realization of xk, in general, do not provide useful information in bounding E[‖xk−prox(q,xk, λ)‖].
Consequently, in Algorithm 3, we do not output the last iterate as in Algorithm 1, but rather a
random point uniformly sampled from {x1, . . . , xK}.
The convergence properties of Algorithm 3 is shown in the following theorem.
Theorem 7.1. In Algorithm 3, given any ∆(q,x1)≥ q(x1)− q∗, let
η= ε2λ/(24β2X ) and K =16β
2
X∆(q,x1)/(λε
2). (7.3)
Then we have E[‖xout− prox(q,xout, λ)‖]≤ ελ/βX .
Proof. Using the same arguments that lead to (4.16), we have that for any k≥ 1,
E[q(xk+1) |xk]≤E[Qλ(xk+1;xk) |xk]≤ qλ(xk)+ 2ρΩY(ωY)+ η
≤Qλ(prox(q,xk, λ);xk)+ 3η/2. (7.4)
By the (2λ)−1-strong convexity of Qλ(·;xk) on X , we have
q(xk)−Qλ(prox(q,xk, λ);xk) =Qλ(xk;xk)−Qλ(prox(q,xk, λ);xk)
≥ (4λ)−1 ‖prox(q,xk, λ)−xk‖2 . (7.5)
Combining (7.4) and (7.5), we have
q(xk)+ 3η/2≥E[q(xk+1) |xk] + (4λ)−1 ‖prox(q,xk, λ)−xk‖2 . (7.6)
If we telescope (7.6) over k= 1, . . . ,K, we have
q(x1)+ 3Kη/2≥ E[q(xK+1)]+ (4λ)−1
∑K
k=1E[‖prox(q,xk, λ)−xk‖2]. (7.7)
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Using the fact that E[q(xK+1)]≥ q∗, we have
4λ(q(x1)− q∗)/K +6λη≥ (1/K)
∑K
k=1E
[‖prox(q,xk, λ)−xk‖2 ]
=Ei
[
E
[‖prox(q,xi, λ)−xi‖2 ]], where i∼Unif{1, . . . ,K}. (7.8)
Taking square root on both sides and using Jensen’s inequality, we have√
4λ(q(x1)− q∗)/K +
√
6λη≥Ei
[
E
[‖prox(q,xi, λ)−xi‖ ]]=E[‖prox(q,xout, λ)−xout‖ ]. (7.9)
Substituting the values of η and K in (7.3), we complete the proof. 
Remark 7.1. Two remarks are in order. First, note that in Theorem 7.1, we need to estimate
an upper bound of q(x1)− q∗, i.e., ∆(q,x1), which amounts to estimating a lower bound of q∗. Note
that in many real-words problems, the function q, as a loss or cost function, is nonnegative on X .
Therefore, we can simply let ∆(q,x1) = q(x1) in this case. Second, as an alternative way to prove
Theorem 7.1, we can first show that xout is a near-stationary point of qρ in expectation, and then
invoke Lemma 4.3. We leave the details to the reader.
Based on Theorem 7.1, let us analyze the primal and dual stochastic oracle complexities
of Algorithm 3 in Case II. In each iteration of Algorithm 3, to find xk+1 ∈ X o that satisfies
E[Qλρ(xk+1;xk) |xk]≤ qλρ (xk) + η, there are many existing stochastic first-order algorithms that we
can use, such as Chen et al. [5, Algorithm 1] and Zhao [35, Algorithm 1]. The primal and dual
oracle complexities of these algorithms all have the same order, i.e., O(η−2) =O(ε−4). As the total
number of iterations K =O(ε−2) (cf. Theorem 7.1), we have the following result.
Corollary 7.1. In Algorithm 3, for any ε > 0, to find (a random point) x ∈ X o such that
E[‖x− prox(q,x,λ)‖]≤ ελ/βX , the primal and dual stochastic oracle calls do not exceed O(ε−6).
Remark 7.2. Two remarks are in order. First, the complexity result in Corollary 7.1 only shows
its dependence on ε. However, based on the “fine-grained” complexity analyses of Chen et al. [5,
Algorithm 1] or Zhao [35, Algorithm 1], we can also obtain the dependence of the oracle complexities
on other problem parameters, such as Lxx, Lxy, Lyy, σ
2
x and σ
2
y. We omit the details here. Second,
the O(ε−6) primal and dual stochastic oracle complexities of Algorithm 3 indeed match the state-
of-the-art (see e.g., Rafique et al. [28]). We leave the improvement of this result (if possible at all)
to future work.
Appendix A: Proof of Lemma 3.1.
Fix any x ∈ X ′ and consider any d 6= 0. First, consider any sequences {tn}n∈N ⊆ R and {dn}n∈N ⊆ X such
that tn ↓ 0 and dn→ d. Without loss of generality, we let dn 6= 0 and x+ tndn ∈ X ′, for any n ∈ N. By the
definition of f in (1.1), we have
f(x+ tndn)− f(x)
tn
≥ Φ(x+ tndn, y)−Φ(x, y)
tn
, ∀y ∈Y∗(x), (A.1)
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where Y∗(x) 6= ∅ for any x ∈X ′, since Y is compact. Therefore, we have
f ′(x;d)≥ lim inf
n→+∞
f(x+ tndn)− f(x)
tn
≥ lim inf
n→+∞
Φ(x+ tndn, y)−Φ(x, y)
tn
= 〈∇xΦ(x, y), d〉, ∀y ∈Y∗(x). (A.2)
Next, we prove the closed-graph property of the set-valued map x 7→ Y∗(x), i.e., for any x∈X ′,
xn→ x, yn ∈ Y∗(xn), yn→ y ∈Y =⇒ y ∈ Y∗(x). (A.3)
Indeed, by definition,
limsup
n→+∞
f(xn) = limsup
n→+∞
Φ(xn, yn)− g(yn) (a)= Φ(x, y)− g(y)
(b)
≤ f(x), (A.4)
where (a) follows from the joint continuity of Φ(·, ·) on X ′×Y (cf. Assumption 1.2) and the lower semicon-
tinuity (l.s.c.) of g on Y and (b) follows from the definition of f in (1.1). On the other hand, since Φ(·, y) is
continuous on X ′ for any y ∈ Y, f is clearly l.s.c. As a result,
lim inf
n→+∞
f(xn)≥ f(x), (A.5)
Combining (A.4) and (A.5), we have f(x) = Φ(x, y)− g(y), implying y ∈ Y∗(x). As a result, if we let xn ,
x+ tndn (so that xn→ x) and yn ∈ Y∗(xn)⊆Y, then any limit point of {yn}n∈N (which exists as Y is compact)
belongs to Y∗(x). Now, by the definition of f ′(x;d) and that yn ∈Y∗(x+ tndn), we have
f ′(x;d)≤ lim sup
n→+∞
f(x+ tndn)− f(x)
tn
≤ lim sup
n→+∞
Φ(x+ tndn, yn)−Φ(x, yn)
tn
= limsup
n→+∞
tn〈∇xΦ(x, yn), dn〉+ o(tn ‖dn‖)
tn
≤ supy∈Y∗(x) 〈∇xΦ(x, y), d〉, (A.6)
where in the last step we use the continuity of ∇xΦ(x, ·) on Y and that any limit point of {yn}n∈N lies in
Y∗(x). Combining (A.2) and (A.6), we see that f ′(x;d) exists for any x ∈ X ′ and d 6= 0, and is given by
supy∈Y∗(x)〈∇xΦ(x, y), d〉. We hence complete the proof.
Appendix B: Stopping criterion via inexact gradient mappings.
Consider the function pρ defined as in (5.4). Given any x∈X o, e(x)∈X∗ and 0<λ≤ 1/L′ρ, let us define
x+ , argminx∈X
{
Ψ˜λ(x), 〈∇f¯ρ(x)+ e(x), x〉+ r(x)+µωX (x)+λ−1DωX (x,x)
}
. (B.1)
Accordingly, we define the gradient mappings
Gλ(x),
x− x+
λ
, Gλ(x),
∇ωX (x)−∇ωX (x+)
λ
. (B.2)
The following lemma is a generalization of Zhao [35, Lemma C.1], which shows how to control ‖Gλ(x)‖∗,
‖Gλ(x)‖ and ‖e(x)‖∗, in order to find an ε-optimal of (5.4).
Lemma B.1. Consider the setting in Appendix B. For any ε > 0 and 0<λ≤ 1/L′ρ, we have
‖Gλ(x)‖2∗+ ‖Gλ(x)‖2+ ‖e(x)‖2∗ ≤ 2µε/3 =⇒ pρ(x+)− p∗ρ ≤ ε. (B.3)
In particular, if ‖e(x)‖∗ ≤
√
µε/3 and ‖Gλ(x)‖2∗+ ‖Gλ(x)‖2 ≤ µε/3, then pρ(x+)− p∗ρ≤ ε.
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Proof. By the first-order optimality condition of (B.1), we have
0∈ ∂(r+ ιX )(x+)+∇f¯ρ(x)+ e(x)+µ∇ωX (x+)−Gλ(x)
⇐⇒ Gλ(x)−∇f¯ρ(x)− e(x) ∈ ∂(r+ ιX )(x+)+µ∇ωX (x+),
where NX denotes the normal cone operator of X . Consequently, we have
ξ ,Gλ(x)+∇f¯ρ(x+)−∇f¯ρ(x)− e(x) ∈∇f¯ρ(x+)+ ∂(r+ ιX )(x+)+µ∇ωX (x+) = ∂pρ(x+). (B.4)
Recall that x∗ρ =argminx∈X pρ(x). The µ-strong convexity of P on X indicates that
p∗ρ = pρ(x
∗
ρ)≥ pρ(x+)+ 〈ξ, x∗ρ− x+〉+(µ/2)‖x∗ρ− x+‖2 ≥ pρ(x+)−‖ξ‖2∗/(2µ). (B.5)
On the other hand, we have
‖ξ‖2∗ ≤ 3
(‖Gλ(x)‖2∗+ ‖∇f¯ρ(x+)−∇f¯ρ(x)‖2∗+ ‖e(x)‖2∗)
≤ 3(‖Gλ(x)‖2∗+(L′ρ)2‖x+− x‖2∗+ ‖e(x)‖2∗)
≤ 3(‖Gλ(x)‖2∗+ ‖Gλ(x)‖2+ ‖e(x)‖2∗), (B.6)
where in the last step we use that 0<λ≤ 1/L′ρ. Now, combining (B.5) and (B.6), we have
pρ(x
+)− p∗ρ ≤ 3
(‖Gλ(x)‖2∗+ ‖Gλ(x)‖2+ ‖e(x)‖2∗)/(2µ). (B.7)
We hence complete the proof. 
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