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decompositionAbstract To improve the computational efﬁciency and hold calculation accuracy at the same time,
we study the parallel computation for radiation heat transfer. In this paper, the discrete ordinates
method (DOM) and the spatial domain decomposition parallelization (DDP) are combined by mes-
sage passing interface (MPI) language. The DDP–DOM computation of the radiation heat transfer
within the rectangular furnace is described. When the result of DDP–DOM along one-dimensional
direction is compared with that along multi-dimensional directions, it is found that the result of the
latter one has higher precision without considering the medium scattering. Meanwhile, an in-depth
study of the convergence of DDP–DOM for radiation heat transfer is made. Analyzing the cause of
the weak convergence, we relate the total number of iteration steps when the convergence is
obtained to the number of sub-domains. When we decompose the spatial domain along one-,
two- and three-dimensional directions, different linear relationships between the number of total
iteration steps and the number of sub-domains will be possessed separately, then several equations
are developed to show the relationships. Using the equations, some phenomena in DDP–DOM can
be made clear easily. At the same time, the correctness of the equations is veriﬁed.
ª 2015 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
Radiation heat transfer is an important mode of energy trans-
port in the high-temperature system, which has characteristics
of non-gray, directional and full-ﬁeld. In engineering applica-
tions, it often couples with combustion and ﬂuid ﬂow, which
makes the calculation of radiation heat transfer an extremely
time-consuming and memory-intensive module.1 For heavy
gas turbines and high-performance aircraft engine combustion
chamber, radiation heat transfer plays an important role in the
evaporation of the fuel, the stability of the combustion, the
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walls.2 The combustion control and thermal protection tech-
nology need carefully consideration of the coupling of thermal
radiation, combustion and ﬂuid ﬂow. Due to the limitations of
computer storage and computation speed, it is very difﬁcult to
simulate in a single processor when considering the coupling of
radiation heat transfer, combustion and ﬂuid ﬂow in combus-
tion chamber with a complex shape.
Nowadays, the parallel computation is one of the effective
ways to deal with complex numerical problems, especially in
the CFD ﬁeld. For the extreme non-uniform physical ﬁelds
(boundary layer area, shock wave and burning core area) of
combustion chamber with complex shape, spatial domain
decomposition parallelization (DDP) method with multi-sub-
domain and multi-scale grids tends to be used.3 However,
the parallel computation technology of radiation heat transfer
ﬁeld generally drops behind.
Presently, the parallel computation is mainly used to solute
the neutron transport, for example, the energy decomposition
parallel computation method in Ref.4, the angular decomposi-
tion parallelization method in Refs.5,6 and the spatial DDP
method in Refs.7–10 In the angular decomposition paralleliza-
tion method, the whole angles are divided into several parts
where each part contains a certain number of solid angles,
and there are same numbers of processors, with each processor
treating a part. When the angle is changed by scattering or
reﬂection case, messages may be exchanged between different
processors. In spatial domain decomposition parallelization
method, the spatial domain is split into several sub-domains,
which match the same number of processors, with each proces-
sor performing the calculations for one sub-domain. Because
all the sub-domains are not independent, the relationship
between sub-domains has to be shown by transmission of
information between processors.
Although both the neutron transport and the photon trans-
port are all based on Boltzmann transport equation, the paral-
lel computation for solving radiation heat transfer has been
less studied.
In 1999, Coelho and Goncalves used DDP method com-
bined with ﬁnite volume method to calculate the medium tem-
perature proﬁle in a furnace;11 in 2006, Thomas et al. used four
parallel algorithms with implicit Monte Carlos method to
solve the radiation heat transfer in a rectangular box;12 in
2008, Goncalve and Dos used two processors to calculate radi-
ation heat transfer and ﬂuid ﬂow synchronously in a combus-
tion chamber, then the coupling relationship between them can
be shown by the transmission of information between the two
processors.13
In order to ﬁt the future demand of integrative coupling
simulation of combustion, ﬂow ﬁeld and heat transfer based
on CFD frame in the complex structures of heavy gas turbines
and aircraft engines, the parallel computation method for radi-
ative heat transfer is necessary to improve the calculation efﬁ-
ciency of thermal radiation model and its ﬂexibility to CFD
technique in the integrative coupling simulation system.
In this paper, the idea of DDP for CFD is introduced, and
the DDP are combined with the discrete ordinates method
(DOM) under the message passing interface (MPI) language
environment to simulate radiation heat transfer ﬁeld. The spa-
tial domain decomposition scheme, the treatment method of
numerical boundary and the parallel computation perfor-mance of DDP–DOM are investigated for the radiation heat
transfer within the rectangular furnace.
Besides, when the DDP algorithms are used, the conver-
gences become slow all the time,14–16 which affects the parallel
efﬁciency directly.17 So an in-depth study of the convergence of
DDP–DOM for radiation heat transfer is made in the paper.
Analyzing the cause of the weak convergence, we relate the
number of iteration steps when the convergence is obtained
to the number of sub-domains and ﬁnd the relationship
between them to lay the foundation for future research.
2. DOM of radiation heat transfer
For the absorption, scattering media, the radiation transfer
equation can be written as
dIm
dS
¼ jIm  rsIm þ jIB þ rs
4p
Z
Xl¼4p
IlUm;ldXl ð1Þ
where I is the radiation intensity, subscript B the black body, S
path length, j the absorption coefﬁcient, rs the scattering coef-
ﬁcient, X the solid angle, and Um;l ¼ UðXm;XlÞ the scattering
phase function; m and l are ordinates of radiation intensity.
For opaque, diffuse emission, diffuse scattering boundary
wall (subscript ‘‘wall’’ is wall surface), the boundary conditions
are:
Imwall ¼ ewallIB;wall þ
1 ewall
p
Z
cos h<0
Imwall cos hdX ð2Þ
where ewall is the surface emissivity and h the angle between
ordinate m and the normal of the wall.
When all the radiation intensity in different directions has
been calculated, the medium temperature can be calculated
by Eq. (3):
T ¼ j
R
Xl¼4p I
ldXl þ q
4jr
 !1
4
ð3Þ
where T is the medium temperature, r ¼ 5:67 108 Boltz-
mann constant, and q internal heat source.
For three-dimensional Cartesian coordinate system (x,y,z)
and for structural grids, the discrete ordinates approximation
to Eq. (1) can be expressed as
nm
@Im
@x
þ gm @I
m
@y
þ lm @I
m
@z
¼ jIm  rsIm þ jIB
þ rs
4p
XNX
l¼1
ImUm;lxl ð4Þ
where nm; gm; lm are the ordinate cosines in x, y, z directions
and xl is weight function in ordinate l.Fig. 1 Schematic of typical control volume.
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(2) is:
Imwall ¼ ewallrT4wall=pþ
1 ewall
p
X
cos h<0
xmImwallj cos hj ð5Þ
For any control volume, it is necessary to suppose that there is
a relation between the intensity at the center and that at the
boundary of the control volume. A spatially weighted approx-
imation of the form is often utilized to reduce the number of
unknown intensities, as shown in Eq. (6).
ImPS ¼ fxImn þ ð1 fxÞIms ¼ fyImt þ ð1 fyÞImb
¼ fzIme þ ð1 fzÞImw ð6Þ
where fx, fy and fz are the weight factors; PS is the control vol-
ume center; w, e, s, n, b and t are the faces of the control vol-
ume, as shown in Fig. 1.
Then Eq. (4) can be changed by erasing the intensities of the
downstream boundaries into
ImPS ¼
nmAxfyfzI
m
s þ gmAyfxfzImb þ lmAzfxfyImw þ BmPSfxfyfzVPS
nmAxfyfz þ gmAxfyfz þ lmAzfxfy þDmPSfxfyfzVPS
ð7Þ
BmPS ¼ jIB;PS þ rs4p
X
l–m
xðlÞIlPSUðm; lÞ
DmPS ¼ jþ rs  rs4pxðmÞUðm;mÞ
8<
: ð8Þ
where Ax, Ay and Az are surface areas of the control volume,
and VPS ¼ AxAyAz is the volume of the control volume.
When the radiation intensities of the upstream boundaries
Is, Ib, Iw are given, the radiation intensity IPS of the center
point PS can be calculated with Eq. (7), and the downstream
ones In, It, Ie can be calculated with Eq. (6). If PS is the node
on boundary, Eq. (5) can be used to calculate the radiation
intensity IPS .
3. Spatial domain decomposition parallel algorithm for DOM
For steady-state ﬂuid ﬂow, the basic idea of DDP is as follows.
The spatial domain is split into several sub-domains, at ﬁrst the
upstream sub-domain completes one iteration step, obtaining
the downstream boundary information of the upstream sub-
domain; after that, the information is sent to the downstream
sub-domain as its upstream boundary information. Then both
of them have their boundary information and can be calculated
simultaneously. Additionally there is one iteration step lag
between upstream and downstream sub-domains all the time.
The information also changes in per iteration step,18 as shown
in Fig. 2.Fig. 2 Flowchart of DWhen the idea of DDP for ﬂuid ﬂow is introduced into the
radiation heat transfer ﬁeld calculation, we can carry out a sim-
ilar process. The spatial domain is also split into several sub-
domains. In each sub-domain the radiative transport is simu-
lated by DOM synchronously, and the information exchange
between adjacent sub-domains is performed in MPI language
environment. Due to the directional characteristic of thermal
radiation transport, the up-down relationship between adjacent
sub-domains will change accordingly as light ordinate changes,
which may make it very complicated to exchange the informa-
tion. At the same time, the domain decomposition will produce
two numerical boundaries at sub-domain interface, which actu-
ally does not exist. Then when calculating a single sub-domain,
how to deal with the numerical boundaries to eliminate physical
distortion will be one of the emphases in this paper.
3.1. Domain decomposition and treatment of numerical boundary
The thermal radiation ﬁeld, for example, is split into two sub-
domains A and B along z direction by the interface f–f, as
shown in Fig. 3. Then, two numerical boundaries (walls a
and b) will be produced between sub-domains A and B, which
are considered as transparent. The following work is done in
order to maintain its physical nature:
(1) The numerical boundary is considered as a black bound-
ary, where the temperature is 0 K and the emissivity is 1,
when it is the downwind boundary of a light ordinate
(For the sub-domain A, wall a is the downstream bound-
ary of light ordinate m+; for the sub-domain B, wall b is
the downstreamboundaryof light ordinatem). The radi-
ation intensities projecting onto the numerical boundary
are recorded as InaðmþÞ (or InbðmÞ), then this intensity is
regarded as outgoing radiation intensity and sent to the
adjacent sub-domain, i.e., I sendna ¼ InaðmþÞ; I sendnb ¼
InbðmÞ, where n is the iteration step.
(2) The information, which is sent from adjacent sub-
domain, is received as incoming radiation intensity,
i.e., I recvna ¼ I sendnb; I recvmb ¼ I sendna.
(3) The radiation intensity received from adjacent sub-
domain is directly regarded as the boundary conditions
if it is the upwind boundary of one light ordinate(For
the sub-domain A, wall a is the upstream boundary of
light ordinate m; for the sub-domain B, wall b is the
upstream boundary of light ordinate m+). Because the
received information has not been calculated at this iter-
ation step, the last iteration value of incoming radiation
intensity is used, i.e., InaðmÞ ¼ I recvn1a ; InbðmþÞ ¼
I recvn1b .DP for ﬂuid ﬂow.
Fig. 3 Schematic diagram of numerical boundary.
Fig. 4 Schematic of the model which is split along one-
80 Z. Wang et al.Based on the above process, the treatment manner of the
numerical boundaries has been deﬁned. Compared with the
practical situation, light across the sub-domains is in an itera-
tion step lag manner, i.e., InbðmþÞ ¼ In1a ðmþÞ, but that does not
affect the result for steady-state solution.19 While the bound-
ary is real wall it can be calculated by Eq. (5).
3.2. Parallel computation of sub-domain
As described above, all of the boundaries of each sub-domain
have been determined and their grid nodes can be solved with
Eq. (7) independently. So it is uncorrelated between the sub-
domains except the data exchanges at numerical boundaries,
and thus the decomposed N sub-domains can be solved by N
processors to achieve the parallel computations.More attention
is needed to keep synchronization among sub-domains to ensure
the information exchange successfully during iteration.
3.3. Message passing by MPI language
When the parallel computation is carried out, the boundary
radiation intensity I sendna and I send
n
b of the two adjacent
sub-domains should be transferred between the processor to
update the boundary conditions of the numerical boundaries
at each iteration step. In this paper, the inherent functions pro-
vided by MPI are used to accomplish the data exchange for
each other.20 When one iteration step is completed in each
sub-domain, the MPI_BARRIER is called to synchronize each
processor at ﬁrst, ensuring that each processor calculation has
been completed and ready to start sending and receiving oper-
ations, then the MPI_SEND and MPI_RECV are called to
transfer the radiation intensity message of each sub-domain
between processors, and ﬁnally the MPI_GATHER is called
to summarize the maximum convergence error of all the sub-
domains as the convergence criterion.
The pseudo-code for the parallel algorithm of processor p
described above is
Parallel algorithm:
Step 1 The I_recv0 in all ordinates = 0.
Step 2 The iterative step n= 0
Step 3 Do while (error > e)
Step 4 n= n+ 1
Step 5 Loop each ordinate m
Step 6 Loop each grid i of the sub-domainStep 7 If (Grid i belongs to the numerical boundary) Then
Step 8 If (The boundary is the upwind of sub-domain P in
ordinate m) Then
Step 9 The radiant intensity of grid i in ordinate
m= I_recvn1(m)
Step 10 Else If (The boundary is the downwind of sub-
domain P in ordinate m) Then
Step 11 I_sendn(m) = The radiant intensity of grid i in ordi-
nate m
Step 12 End if
Step 13 Else(Grid i doesn’t belong to the numerical bound-
ary) Then
Step 14 Calculate grid i with RTE (Radiation Transfer
Equation)
Step 15 End if
Step 16 End the loop of grids
Step 17 End the loop of ordinates
Step 18 Call MPI_BARRIER to make sure all processors
are ready to send or receive messages
Step 19 Call MPI_SEND to send I_sendn in all ordinates to
the neighbor sub-domain
Step 20 Call MPI_RECV to receive I_recvn in all ordinates
from the neighbor sub-domain
Step 21 Calculate the maximum error of all sub-domains
Step 22 End do
4. Numerical experiments and performance analysis of DDP–
DOM
A three-dimensional rectangular furnace was studied in this
paper to verify the DDP–DOM parallel algorithm. The param-
eters are as follows: the size and the physical parameters:
length of the model Lx = 2 m, Ly = 2 m, Lz = 4 m;
j ¼ 0:5 m1; rs ¼ 0 m1 ; q= 5.0 kW/m3; boundary condi-
tions: Twall,z = 1200 K, ewall;z ¼ 0:85 when z= 0 m; Twall,-
z = 400 K, ewall;z ¼ 0:70 when z= 4 m; other boundaries:
Twall,x = Twall,y = 900 K, ewall;x ¼ ewall;y ¼ 0:70. The total
number of the meshes of the whole model is 100 · 100 · 200,
and the angular domain is divided into 24 ordinates. Then
the spatial domain is split into different sub-domains along
one-, two- and three-dimensional directions respectively.
4.1.Case 1: spatial domain is split along one-dimensional direction
The loads balance is very important to the parallel efﬁciency,
and unbalance load on each processor can cause a serious
decline of it.21 Therefore, the three-dimensional rectangulardimensional direction.
Fig. 7 Relationship between the total run time and the number
of processors.
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the z dimensional direction, as shown in Fig. 4, and the mesh
number of each sub-domain is equal. So, 2,3,4,6,8,10 proces-
sors are used accordingly to keep load balance (see Fig. 5),
and the truncation error of all the calculations is 103. Then
the temperature of the medium, calculated by parallel algo-
rithm, at y= 1.0 m, z= 0.4 m, 2.0 m, 3.6 m are compared in
Fig. 6.
Fig. 6 shows that partitioned parallel computation results
agree very well with the unpartitioned results. At the same
time, it can be seen that as the number of the split sub-domains
increases, the calculation error becomes larger. But even there
are 10 sub-domains divided along z direction, the calculation
error is also limited within a small range.
The parallel computation performance will then be ana-
lyzed. For the convenience of description, several more com-
monly used variables will be represented by the symbols:
where P is the number of processors (equal to the number of
sub-domains), T(P) is the total run time when the convergence
is achieved with P processors, N(P) is the total number of iter-
ation steps when the convergence is achieved with P proces-
sors, and Tsingle =T(P)/N(P) is the computation time for
one iteration step. The relationship between the total run time
and the number of processors is shown in Fig. 7.
It can be seen that the calculation time reduces with the
increase of the number of processors from Fig. 7. Usually,
the parallel performance is characterized by the parallel
efﬁciency:22
g ¼ Tð1Þ=ðTðPÞ  PÞ ¼ ðTð1Þ=PÞ=ðTðPÞÞ ð9Þ
where T(1) is the unpartitioned computation time, T(1)/P the
ideal time of parallel computation with P processors, andFig. 5 Load balance in each processor.
Fig. 6 Medium temperature when the modeT(P) the practical time of parallel computation with P proces-
sors. Due to the iteration lag, it may result in an increasing
total number of iteration steps when the convergence is
achieved (it will be analyzed in detail in Section 5). If the total
convergence time is used to compute the parallel efﬁciency, the
parallel performance cannot be expressed accurately, so the
time for single iteration step is used, which is directly associ-
ated with the number of meshes and the amount of data
passed23,24 (see Figs. 8 and 9).
From Figs. 8 and 9, it can be seen that the time for single
iteration step is reduced gradually with the increase of the pro-
cessor number. The parallel efﬁciency is around 90% and
reduces as the number of the processors increases. This is
because the parallel computation time reduces with the
increase of the processor number, but the time for message
exchange is constant for the ﬁxed mesh number of numerical
boundary and the number of discretized angular domain,
resulting in the increasing proportion of the message exchange
time, and the parallel efﬁciency will reduce along with the
increase of the number of the processors.
4.2. Case 2: spatial domain is split along two-dimensional
directions
When the physical model described above is split along two-
dimensional directions, there will be P1 homogeneous sub-l is split along one-dimensional direction.
Fig. 8 Relationship between single iteration time and the
number of processors.
Fig. 9 Inﬂuence of the number of sub-domains on parallel
efﬁciency.
82 Z. Wang et al.domains along x direction and P2 homogeneous sub-domains
along z direction (see Fig. 10), therefore, the total number of
sub-domains will be P= P1 · P2.
As the analysis above, the calculation error will increase
gradually with the increase of the number of the sub-domains,
so only the calculation accuracy of DDP–DOM with the max-
imum sub-domains number is compared in this section. As
shown in Fig. 11, the results of unpartitioned calculation
(P= 1), 10 sub-domains split along one- (P= 10) and two-
(P1 = 2, P2 = 5) dimensional directions are compared.
From Fig. 11 it can be seen that the calculation accuracy
when the spatial domain is split along two-dimensional direc-
tions is better than the case along one-dimensional direction.
The reason is as discussed in Section 4.1: though the total splitFig. 10 Schematic of the model which is split along two-
dimensional directions.sub-domains number is the same, there are 10 sub-domains
along z direction in one-dimensional partition, but only 5
sub-domains in two-dimensional partition, which leads to the
fact that the latter result is better.
4.3. Case 3: the spatial domain is split along three-dimensional
directions
When the physical model is split along three-dimensional direc-
tions, there will be P1 homogeneous sub-domains along x direc-
tion, P2 homogeneous sub-domains along y direction, and P3
homogeneous sub-domains along z direction (see Fig. 12).
Therefore, the total number of sub-domains will be
P1 · P2 · P3. Then the results of unpartitioned (P= 1) calcu-
lation, 8 sub-domains split along one- (P= 8), two- (P1 = 2,
P2 = 4) and three- (P1 = P2 = P3 = 2) dimensional direc-
tions are shown in Fig. 13.
From Fig. 13 it can be seen that though the total number of
sub-domains in the three cases are all 8, the calculation result
of three-dimensional partition has the highest accuracy, while
the result of one-dimensional partition has the lowest accu-
racy. So it is better to split along three-dimensional directions
when the DDP–DOM method is used for radiation heat trans-
fer simulation.
5. Convergence of DDP–DOM for simulating three-dimensional
radiative heat transfer
From Fig. 9 it can be seen that the parallel efﬁciency is nearly
90% when it is computed by single iteration time. For the sin-
gle iteration time Tsingle, we have Tsingle = T(P)/N(P)  (1/
P) · (T(1)/N(1)). While the total parallel computation time
T(P) = (T(P)/N(P)) · N(P) = Tsingle · N(P), and N(P) will
increase with the increase of P because of the problem of con-
vergence, i.e., N(P) > N(1), so T(P) > (1/P) · T(1). Obvi-
ously, the total iterative step number N(P) dominates the
total parallel computation time T (P). So the N(P) will be dis-
cussed next in detail.
5.1. Convergence of DDP–DOM for the spatial domain split
along one-dimensional direction
Because the parallel algorithm runs in iteration step lag man-
ner, there always be one iteration step lag between two adja-
cent sub-domains, that means when the model is split into P
sub-domains just along z direction, there will be P  1 itera-
tion steps lag between the last sub-domain and the ﬁrst one
(see Fig. 14).
When the convergence in the ﬁrst sub-domain has been
achieved, the last one needs at least P  1 more iteration steps
to obtain convergence. So N(P) is at least P  1 larger than
N(1). To validate this idea, N(P) with different numbers of
sub-domains has been calculated and the result is shown in
Fig. 15.
The data in Fig. 15 can be ﬁtted to a straight line using least
square method. The formula of the line is
NðPÞ ¼ KðP 1Þ þN0 ð10aÞ
where N0 is the total number of iteration steps (equals to N(1))
for unpartitioned case and K a ratio coefﬁcient related to the
optical thickness.
Fig. 11 Medium temperature when model is split along two-dimensional directions.
Fig. 12 Schematic of the model is split along three-dimensional
directions.
Fig. 14 Schematic diagram of the iteration lag of one-dimen-
sional partition.
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NðPÞ ¼ 1:528ðP 1Þ þ 14:19 ð10bÞ
The theoretical basis of Eq. (10a) has been analyzed, and then
Eq. (10b) will be validated by numerical experimental method.
When the rectangular furnace is unpartitioned, the number of
iteration steps is N(1)=N0 = 14; when it is calculated in par-
allel with 40 sub-domains split along z direction, the number
of iteration steps is N(40) = 72. From Eq. (10b) it can be
found that N(40) is 73.782, so the result calculated by the
Eq. (10b) is in good agreement with the numerical experimen-
tal result.Fig. 13 Medium temperature when model i5.2. Convergence of DDP–DOM for the spatial domain split
along two-dimensional directions
When there are P1 sub-domains along x direction, and P2 sub-
domains along z direction, the total number of the sub-
domains is P= P1 · P2. There will be P1 + P2  1 iteration
steps lag between the lower left sub-domain and the upper
right one (see Fig. 16).
When the convergence in lower left sub-domain has been
achieved, the convergence in the upper right one needs at least
P1 + P2  1 more iteration steps to be achieved. Based on the
discussion of the former section, we can presume that the rela-
tionship should also be linear between N(P) and P1 +P2  1s split along three-dimensional directions.
Fig. 15 Inﬂuence of P on N(P) of one-dimensional partition.
Fig. 16 Schematic diagram of the iteration lag of two-dimen-
sional partition.
Table 1 N(P) and N(P)0 when the spatial domain is split
along three-dimensional directions.
P P1 P2 P3 N(P) N(P)0
8 2 2 2 22.030 23
12 2 2 3 23.544 24
16 2 2 4 25.068 25
20 2 2 5 26.582 27
84 Z. Wang et al.when the spatial is split into P1 · P2 sub-domains, as shown in
Eq. (11a).
NðPÞ ¼ KðP1 þ P2  1Þ þN0 ð11aÞ
In order to verify the Eq. (11a), different values of N(P) were
calculated with DDP–DOM split along two-dimensional direc-
tions for different P1 + P2, as shown in Fig. 17.
Fitting data in Fig. 17, the formula of the line is
NðPÞ ¼ 1:5ðP1 þ P2  1Þ þ 14:72 ð11bÞ
The value of K and N0 are almost equal to those in Eq. (10b),
which proves the correctness of the Eq. (11a).
5.3. Study on the convergence when the spatial domain is split
along three-dimensional directions
From the convergence analysis of DDP–DOM along one- and
two-dimensional directions we can speculate that when theFig. 17 Inﬂuence of P1 + P2 on N(P) of two-dimensional
partition.model is split into P1 sub-domains along x direction, P2 sub-
domains along y direction, and P3 sub-domains along z direc-
tion, there should be a linear relationship between N(P) and
P1 + P2 + P3  1, as shown in Eq. (12a).
NðPÞ ¼ KðP1 þ P2 þ P3  1Þ þN0 ð12aÞ
In this paper, since all the cases are calculated using the same
physical model, K and N0 in Eqs. (10a), (11a), (12a) should be
identical. The average values of K and N0 in Eqs. (10b) and
(11b) (K ¼ 1:514;N0 ¼ 14:46) are then taken into Eq. (12a):
NðPÞ ¼ 1:514ðP1 þ P2 þ P3  1Þ þ 14:46 ð12bÞ
N(P) calculated by Eq. (12b) with different P1, P2, P3 are com-
pared with the number of iteration steps N(P)0 which is calcu-
lated by DDP–DOM with different values of P1, P2, P3 as
listed in Table 1.
From the Table 1, it can be seen that N(P) calculated by Eq.
(12b) and N(P)0 calculated through parallel computation are
almost equal, which proves the correctness of Eq. (12a).
6. Conclusion
In this paper, the spatial DDP method was used to solve radi-
ation heat transfer, and the DOM was combined with MPI;
the result of DDP–DOM along one-dimensional direction
was compared with that along multi-dimensional directions
and the convergence of DDP–DOM for radiation heat transfer
was made an in-depth study. It showed that:
(1) The results calculated with DDP–DOM method can
hold the calculation precision very well, and a high par-
allel efﬁciency is obtained, which means that the parallel
algorithm in this paper has a certain value to improve
computational efﬁciency and reduce the demand for
computation resources. And the comparison between
the spatial domain decomposition along one-, two-
and three-dimensional directions shows that the more
dimensional directions the spatial domain is spilt along,
the higher precision the calculation could obtain.
Thereby, when the DDP–DOM is used, the spatial
domain should be split along as more dimensional direc-
tions as possible.
(2) The convergencewould beworsewith the parallel compu-
tation in the iteration lag manner, which might seriously
affect the total parallel computation time. In its depth
study, we ﬁnd that when the spatial domain is split along
one-dimensional direction (there are P sub-domains
along z direction), there is linear relationship between
the total number of iteration steps N(P) and the number
of the processors P, which could be written as a equation:
N(P) = K(P  1) + N0. When the spatial domain is split
Parallel algorithm and its convergence of spatial domain decomposition of discrete ordinates 85along two-dimensional directions (There are P1 sub-
domains along x direction and P2 sub-domains along z
direction), the equation will change into
N(P) = K(P1 + P2  1) + N0. When the spatial domain
is split along three-dimensional directions (There are P1
sub-domains along x direction, P2 sub-domains along y
direction, and P3 sub-domains along z direction), the
equation is N(P) = K(P1 + P2 + P3  1) + N0.
Using the equations developed in this paper, we can see the
relationship between the number of computers and the number
of iteration steps, so we can choose a certain quantity of com-
puters for the best result for different simulations. On the base
of the convergence analysis in the paper, an enhancive algo-
rithm of DDP–DOM for radiation heat transfer may control
the convergence at the next step.
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