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Resumen. En este artíulo proponemos un algoritmo uasi-Newton para re-
solver una euaión uadrátia matriial, el ual redue el osto omputaio-
nal del método Newton-Shur, tradiionalmente usado para resolver diha
euaión. Demostramos que el algoritmo propuesto es loal y hasta uadráti-
amente onvergente. Presentamos pruebas numérias que ratian los resul-
tados teórios desarrollados.
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A quasi-Newton algorithm to solve the matrix
quadrati equation
Abstrat. In this paper we propose a quasi-Newton algorithm to solve a
matrix quadrati equation, whih redues the omputational ost of Newton-
Shur method, traditionally used to solve this equation. We show that the
proposed algorithm is loal and up to quadratially onvergent. We present
some numerial tests whih onrm the theoretial results developed.
Keywords: matrix uadrati equation, Fréhet derivative operator, Newton-
Shur method, quasi-Newton method, uadrati onvergene.
1. Introduión
Una de las euaiones matriiales no lineales más senillas es la euaión uadrátia
matriial
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on A,B,C ∈ Cn×n. Esta euaión aparee en una gran variedad de apliaiones, omo
el problema de los valores propios uadrátio [16℄, [17℄, [32℄ y problemas estoástios [29℄,
y surge en áreas de estudio omo el análisis dinámio de meánia estrutural y siste-
mas aústios [3℄, [30℄, simulaión de iruitos elétrios [21℄, meánia de uidos [28℄,
proesamiento de señales [6℄, [19℄, problemas de vibraión y modelamiento de sistemas
meánios miroeletrónios [5℄, [20℄, [36℄.
Una matriz soluión X de la euaión (1) se llama un solvente [2℄, [9℄, [16℄, [20℄, [32℄. Un
resultado importante sobre la existenia de solventes es que el Teorema Fundamental del
Algebra no se extiende a polinomios matriiales. Un ejemplo de ello se presenta uando
A = In, B = O ∈ Rn×n y C = −D, donde D es una matriz singular [18℄.
Un aso partiular de la euaión (1), en el que existe una fórmula errada para sus
solventes tal omo suede on la fórmula uadrátia esalar, se tiene uando A = In ,
las matries B y C onmutan y la raíz uadrada de B2 − 4C existe. En este aso, el





−B + (B2 − 4C)1/2
]
, (2)
donde (B2 − 4C)1/2 denota la raíz uadrada de B2 − 4C [17℄.
Una ompleta areterizaión de los solventes de (1) en términos de la generalizaión
de la desomposiión de Shur se presenta en [16℄. Allí se desriben y omparan varias
ténias numérias de soluión y, a partir de trabajos anteriores, se realiza el proeso de
generalizaión y uniaión.
Con respeto a la soluión numéria de la euaión uadrátia matriial, se destaan
algoritmos basados en la desomposiión de Shur [7℄, [16℄, algoritmos basados en sus
propiedades teórias [7℄, [22℄, [29℄, [35℄, algoritmos tipo Newton [10℄, [17℄ y reientemente
algoritmos seantes [24℄, [25℄, [26℄.
Casos partiulares de la euaión (1) han dado lugar al desarrollo de algoritmos tipo
Newton y de su respetiva teoría de onvergenia [15℄, [16℄, [23℄. Un ejemplo de ello es el
estudio y análisis de onvergenia de la euaión X2 −A = O, realizados en [14℄ y [15℄.
En general, el método de Newton para resolver problemas matriiales no lineales, y en
partiular para resolver la euaión matriial (1), ha tenido un papel entral en uanto
a métodos numérios se reere; pero hay que destaar que la mayoría de los algoritmos
tipo Newton propuestos para resolver la euaión uadrátia están ligados a problemas
uadrátios partiulares que surgen en apliaiones espeías [4℄, [10℄.
Con el objetivo de reduir el osto omputaional que representa la soluión de (1)
mediante el tradiional método de Newton basado en la desomposiión Shur [7℄, [16℄,
en este artíulo proponemos un algoritmo uasi-Newton que onsiste en una iteraión
de Newton simpliada para resolver la euaión uadrátia matriial (1), y bajo iertas
hipótesis demostramos que el algoritmo respetivo onverge loal y hasta uadrátiamente
a un solvente de (1).
Organizamos este artíulo en la siguiente forma. En la Seión 2 presentamos en forma
desriptiva el método de Newton para resolver la euaión (1), y omo alternativa a
su alto osto omputaional proponemos un algoritmo uasi-Newton para resolver (1).
[Revista Integración
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Además, presentamos un lema ténio que usaremos en el desarrollo teório de nuestra
propuesta. En la Seión 3, bajo iertas hipótesis, mostramos que el algoritmo propuesto
es loal y hasta uadrátiamente onvergente. En la Seión 4 exploramos numériamente
el omportamiento loal del algoritmo propuesto. Finalmente, en la Seión 5 haemos
algunos omentarios nales y propuestas de trabajos futuros sobre el tema.
2. La iteraión de Newton simpliada para la euaión uadrátia
matriial
Una iteraión del método de Newton para resolver (1) puede expresarse en la siguiente
forma
LXk(Sk) = −Q(Xk), (3)
Xk+1 = Xk + Sk, (4)
donde LXk(Sk) denota la derivada de Fréhet de Q en Xk en la direión de Sk [14℄.
La derivada Fréhet de Q en X en la direión de S satisfae [24℄ que, para toda
S ∈ Cn×n,






Evaluando Q en X + S, tenemos que
Q(X + S) = A(X + S)2 +B(X + S) + C
= Q(X) + (ASX + (AX +B)S) +AS2; (6)
por lo tanto, LX(S) = ASX+(AX+B)S. Así, dada una matriz iniial X0, una iteraión
del método de Newton para resolver la euaión uadrátia matriial (1) está dada por
ASkXk + (AXk +B)Sk = −Q(Xk),
Xk+1 = Xk + Sk.
(7)
Observemos que en ada iteraión se debe resolver un aso partiular de la euaión
ASB + CSD = E (onoida omo la euaión de Silvester generalizada [12℄, [17℄) para
enontrar la matriz Sk. La forma usual de resolver este tipo de euaión es a través de la
desomposiión generalizada de Shur [11℄ de las matries A y AX +B, la ual es muy
ostosa omputaionalmente [17℄. Esta versión del método de Newton para resolver (1)
se onoe omo el método de Newton-Shur, ya que utiliza el algoritmo de Shur para
alular la soluión Sk de la euaión (7), lo que hae que el método de Newton-Shur
sea exesivamente ostoso.
Por otro lado, es natural intentar simpliar la iteraión (7). Con este propósito,
si tenemos la relaión de onmutatividad ASkXk = AXkSk, entones, a partir de la
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iteraión de Newton (7), obtenemos la siguiente iteraión
(2AXk +B)Sk = −Q(Xk),
Xk+1 = Xk + Sk.
(8)
Así, dada una matriz iniial Y0, la iteraión de Newton simpliada la podemos expresar
omo
Yk+1 =(2AYk +B)
−1(AY 2k − C), (9)
la ual dene el método uasi-Newton que estamos proponiendo para resolver la euaión
(1). Ahora, nuestro interés es mostrar que la iteraión (9) está bien denida y analizar
su onvergenia. Previo a esto, presentaremos a manera de preliminar, un resultado de
álgebra lineal numéria que da una ondiión suiente para la no singularidad de una
matriz y una ota para su inversa [11℄, [34℄.
Lema 2.1 ([8℄). Sean ‖ · ‖ una norma matriial induida en Cn×n, tal que ‖In‖ = 1 y
F ∈ Cn×n. Si ‖F‖ < 1, entones (In − F )−1 existe y
∥∥(In − F )−1∥∥ ≤ 1
1− ‖F‖·
3. Hipótesis y onvergenia de la iteraión de Newton simpliada
Para los resultados de onvergenia que presentamos en esta seión asumiremos las
siguientes hipótesis generales. Las tres primeras son análogas a las hipótesis genera-
les usadas para probar onvergenia loal de algoritmos uasi-Newton para sistemas
de euaiones vetoriales [8℄. La uarta hipótesis puede verse omo una versión matri-
ial de la ondiión tipo Dennis-Moré [8℄ para onvergenia superlineal de algoritmos
uasi-Newton. Cabe menionar que, para la prueba de onvergenia loal del método de
Newton-Shur se usan hipótesis análogas a las hipótesis estándar del aso vetorial [15℄,
dos de las uales son las hipótesis H1 y H2, que menionamos a seguir.
H1. Q : Cn×n −→ Cn×n es Fréhet difereniable en un onjunto D ⊂ Cn×n abierto y
onvexo.
H2. Existe X∗ ∈ D tal que Q(X∗) = O.
H3. La matriz 2AX∗ +B es no singular y β es la norma de su matriz inversa, esto es,∥∥(2AX∗ +B)−1∥∥ = β.
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siempre que ‖S‖ < ǫ0.
El lema siguiente garantiza que existe una veindad del solvente X∗ de la euaión
uadrátia matriial (1) tal que para ada matriz Z en esta veindad, la matriz 2AZ+B
es no singular y está aotada.
Lema 3.1. Sea Q : Cn×n −→ Cn×n una funión uadrátia matriial que satisfae las
hipótesis H1 a H3. Existe una onstante positiva ǫ1 tal que si ‖Z−X∗‖ < ǫ1, entones
la matriz (2AZ +B) es no singular y
∥∥(2AZ +B)−1∥∥ ≤ 2β.
Demostraión. Sea ‖ · ‖ una norma matriial induida en Cn×n y sea
ǫ1 ≤ 1
4β ‖A‖ . (10)
Supongamos que ‖Z −X∗‖ < ǫ1. Entones,∥∥(2AX∗ +B)−1(2AZ +B)− In∥∥ = ∥∥(2AX∗ +B)−1 [(2AZ +B)− (2AX∗ +B)]∥∥
≤ 2
∥∥(2AX∗ +B)−1∥∥ ‖A‖ ‖Z −X∗‖






1− ∥∥(2AX∗ +B)−1(2AZ +B)− In∥∥ ≥ 1/2. (11)











El siguiente teorema garantiza que la iteraión (9) está bien denida y onverge lineal-
mente a un solvente X∗ si θ = 0; superlinealmente si θ ∈ (0, 1), y uadrátiamente si
θ = 1.
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Teorema 3.2. Sea Q : Cn×n −→ Cn×n una funión uadrátia matriial que satisfae las
hipótesis H1 a H4. Existen onstantes positivas ǫ2 y µ tales que, si ‖Y0−X∗‖ < ǫ2,
entones para todo k = 0, 1, 2, . . . se tiene:
2AYk +B es no singular; (13)
‖Yk+1 −X∗‖ ≤ 2
3
‖Yk −X∗‖ , para θ = 0; (14)
‖Yk+1 −X∗‖ < µ ‖Yk −X∗‖1+θ , para 0 < θ ≤ 1. (15)
Demostraión. Sea ‖ · ‖ una norma matriial induida en Cn×n. La demostraión la
haremos por induión en dos asos, dependiendo del valor de la onstante θ.
1. Para θ = 0. Sean γ y el orrespondiente ǫ0 (verH4) tales que γ ≤ 112β . Denimos
ǫ2 = mı´n {ǫ0, ǫ1} , (16)
donde ǫ1 está dado en el Lema 3.1.
a) Para k = 0.
Por hipótesis, tenemos que ‖Y0 −X∗‖ < ǫ2, y dado que ǫ2 ≤ ǫ1, se tiene que
‖Y0 −X∗‖ < ǫ1. El Lema 3.1 garantiza que la matriz 2AY0+B es no singular
y
∥∥(2AY0 +B)−1∥∥ ≤ 2β, on lo ual se prueba (13). En onseuenia, Y1 está
bien denido, y de (9) se tiene
Y1 −X∗ = (2AY0 +B)−1(AY 20 − C)−X∗.
Sumando y restando AX2∗ , BY0 y C y teniendo en uenta que Q(X∗) = O
(−C = AX2∗ +BX∗), tenemos que
Y1 −X∗ = (2AY0 +B)−1
[





Q(Y0)−Q(X∗)− 2AY0X∗ +AX2∗ −BY0 − C
]
= (2AY0 +B)
−1 [Q(X0)−Q(X∗)− LX∗(Y0 −X∗)





+ (2AX∗ +B)(Y0 −X∗)− LX∗(Y0 −X∗)] . (17)
Para una norma matriial induida y onsistente, usando H4, la desigualdad
triangular y (16) en (17), tenemos
‖Y1 −X∗‖ ≤
∥∥(2AY0 +B)−1∥∥ [∥∥A(Y0 −X∗)2∥∥
+ ‖LX∗(Y0 −X∗)− (2AX∗ +B)(Y0 −X∗)‖]
<
∥∥(2AY0 +B)−1∥∥ [‖A‖ ‖Y0 −X∗)‖2 + γ ‖Y0 −X∗‖]
≤
∥∥(2AY0 +B)−1∥∥ [‖A‖ ‖Y0 −X∗‖+ γ] ‖Y0 −X∗‖
< 2β
[
‖A‖ ǫ2 + γ
]










‖Y0 −X∗‖ , (18)
[Revista Integración
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lo ual prueba que ‖Y1 −X∗‖ < ǫ2.
b) Hipótesis indutivas: Supongamos que (13) y (14) se satisfaen para todo
k = 0, 1, 2, . . . , i− 1. De lo ual se tiene que
2AYi−1 +B es no singular, (19)
Yi está bien denida, (20)
‖Yi −X∗‖ ≤ 2
3
‖Yi−1 −X∗‖ . (21)






‖Y0 −X∗‖ < ǫ2. (22)
) Paso de induión: Probemos que (13) y (14) se umplen para k = i.
Por (22) se tiene que ‖Yi −X∗‖ < ǫ2; usando el Lema 3.1, se tiene que la
matriz 2AYi +B es no singular on
∥∥(2AYi +B)−1∥∥ ≤ 2β.
Por otro lado, teniendo en uenta (20) y mediante un proeso análogo al utili-
zado para aotar ‖Y1 −X∗‖ , se demuestra que
‖Yi+1 −X∗‖ ≤ 2
3
‖Yi −X∗‖ . (23)
Con lo ual se ompleta la demostraión para este aso.












donde ǫ1 esta dado en el Lema 3.1.
a) Para k = 0.
Por hipótesis, sabemos que ‖Y0 −X∗‖ < ǫ2; de (24) tenemos que ǫ2 < ǫ1;
en onseuenia ‖Y0 −X∗‖ < ǫ1. Así, por el Lema 3.1, garantizamos que la
matriz 2AY0+B es no singular y
∥∥(2AY0 +B)−1∥∥ ≤ 2β, on lo ual se prueba
(13). En onseuenia, Y1 está bien denido, y de (9) se tiene
Y1 −X∗ = (2AY0 +B)−1(AY 20 − C)−X∗.
Proediendo en forma análoga al aso anterior, usando la onstante γ de H4 ya
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denida, la desigualdad triangular, y teniendo en uenta que ǫ2 ≤ ǫθ2, tenemos
‖Y1 −X∗‖ ≤
∥∥(2AY0 +B)−1∥∥ [∥∥A(Y0 −X∗)2∥∥
+ ‖LX∗(Y0 −X∗)− (2AX∗ +B)(Y0 −X∗)‖]
<
∥∥(2AY0 +B)−1∥∥ [‖A‖ ‖Y0 −X∗)‖2 + γ ‖Y0 −X∗‖1+θ] (25)
≤ ∥∥(2AY0 +B)−1∥∥ [‖A‖ ‖Y0 −X∗‖+ γ ‖Y0 −X∗‖θ] ‖Y0 −X∗‖
< 2β
[





















‖Y0 −X∗‖ . (26)
Lo ual prueba que ‖Y1 −X∗‖ < ǫ2.
Por otra parte, de (25) se tiene
‖Y1 −X∗‖ ≤
∥∥(2AY0 +B)−1∥∥ [‖A‖ ‖Y0 −X∗‖1−θ + γ] ‖Y0 −X∗‖1+θ
< 2β
[





















(8β ‖A‖)θ > 0.
b) Hipótesis indutivas: Supongamos que (13) y (14) se satisfaen para todo
k = 0, 1, 2, . . . , i− 1. De lo ual se tiene que
2AYi−1 +B es no singular, (28)
Yi está bien denida, (29)
‖Yi −X∗‖ < 2
3
‖Yi−1 −X∗‖ . (30)






‖Y0 −X∗‖ < ǫ2. (31)
) Paso de induión: Probemos que (13) y (14) se umplen para k = i.
Por (31), se tiene que ‖Yi −X∗‖ < ǫ2; usando el Lema 3.1, se tiene que la
matriz 2AYi +B es no singular on
∥∥(2AYi +B)−1∥∥ ≤ 2β.
Por otro lado, teniendo en uenta (29) y mediante un proeso análogo al utili-
zado para aotar ‖Y1 −X∗‖ , se demuestra que
‖Yi+1 −X∗‖ < 1
2
‖Yi −X∗‖ , (32)
‖Yi+1 −X∗‖ < µ ‖Yi −X∗‖1+θ , (33)
[Revista Integración





Con lo ual se ompleta la demostraión. X
En general, el Teorema 3.2 garantiza la onvergenia de la iteraión (9) a un solvente
X∗ de la euaión (1) para problemas en los uales θ ∈ [0, 1]; en partiular, si θ = 0
tenemos onvergenia lineal; para θ ∈ (0, 1), onvergenia superlineal; y si θ = 1, la
onvergenia es uadrátia.
Antes de nalizar esta seión presentamos un resultado que garantiza que la iteraiones
(7) y (9) son iguales bajo iertas hipótesis de onmutatividad.
Lema 3.3. Consideremos las iteraiones (7) y (9). Supongamos que la matriz iniial
X0 = Y0 onmuta on A, B y C; que las matries A, B y C onmutan entre sí y
que la iteraión de Newton (7) está bien denida. Entones la matriz Xk onmuta on
A, B y C , y Xk = Yk para todo k = 0, 1, 2, . . .
Demostraión. Probaremos por induión en forma onjunta que
AXk = XkA, BXk = XkB y CXk = XkC, (34)
Xk = Yk, (35)
para todo k = 0, 1, 2, . . .
a) Para k = 0, (34) y (35) son inmediatas por hipótesis.
b) Hipótesis indutivas: Supongamos que (34) y (35) se satisfaen para
k = 0, 1, 2, . . . , i − 1. Lo ual implia que las matries A, B y C también on-
mutan on (2AXk +B) = (2AYk +B) y por tanto, onmutan on (2AXk + B)
−1;
además, se tiene que Xk(2AXk +B) = (2AXk +B)Xk. Por tanto,
Xk(2AXk +B)
−1 = (2AXk +B)
−1Xk. (36)
Denimos para k = 0, 1, 2, . . . , i− 1,
Fk = −(2AXk +B)−1(AX2k +BXk + C). (37)
Usando (36), tenemos
AFkXk = −A(2AXk +B)−1(AX2k +BXk + C)Xk
= −A(2AXk +B)−1(AX3k +BX2k + CXk)
= −A(2AXk +B)−1Xk(AX2k +BXk + C)
= −AXk(2AXk + B)−1(AX2k +BXk + C)
= AXkFk. (38)
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Probemos ahora que LXk(Fk) = LXk(Sk). En efeto, de (38) tenemos que
LXk(Fk) = AFkXk + (AXk +B)Fk = AFkXk +AXkFk +BFk
= 2AXkFk +BFk = (2AXk +B)Fk
= −(2AXk +B)(2AXk +B)−1(AX2k +BXk + C)
= −(AX2k +BXk + C) = −Q(Xk). (39)
Luego Fk es soluión de (7); por lo tanto Fk = Sk para k = 0, 1, 2, . . . , i− 1.
) Paso de induión: Probemos que (34) y (35) se umplen para k = i.
Atualizando el paso de Newton en (7), tenemos:

















lo ual demuestra (35). Veamos ahora que (34) se umple para k = i. Usando (40)
tenemos
AXi = A(2AXi−1 +B)
−1(AX2i−1 − C) = (2AXi−1 +B)−1A(AX2i−1 − C)
= (2AXi−1 +B)
−1(AX2i−1 − C)A = XiA.
Así, Xi onmuta on A , y de forma análoga se prueba que BXi = XiB y
CXi = XiC.
Con lo ual se ompleta la demostraión. X
Observaión: para una matriz iniial Y0 que satisfaga las hipótesis del Lema 3.3 y que
se enuentre en la región de onvergenia dada por el Teorema 3.2, tendríamos que la
suesión generada por (9) onverge uadrátiamente a un solvente de X∗. En este aso,
LX∗(S) = (2AX∗ +B)S, y la hipótesis H4 se umple para θ = 1.
4. Experimentos numérios
En esta seión analizamos numériamente el omportamiento loal del método uasi-
Newton propuesto en (9). Para ello, onsideramos dos euaiones matriiales y dos pro-
blemas de apliaión; uno de estos es un sistema masa-resorte amortiguador [16℄, [24℄, y
el otro es un problema de ruido de Wiener-Hopf [1℄, [13℄.
Esribimos los ódigos del algoritmo y de las funiones que denen los problemas en
Matlab
r
y realizamos los experimentos numérios en un omputador Intel (R) Core
(TM) i5-3450 de 2,8 GHz.
Las matries iniiales son de la forma X0 = 10
p
In, donde p ∈ Z y In denota la matriz
identidad de orden n. El riterio de parada es el sugerido en [16℄, [27℄, [32℄. Usamos
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Res(Xk) =
‖Q(Xk)‖F
‖A‖F ‖Xk‖2F + ‖B‖F ‖Xk‖F + ‖C‖F
, (41)
y delaramos onvergenia si Res(Xk) < n ∗ eps, donde eps denota el épsilon de la
máquina, que en nuestro aso, orresponde a eps = 2,22044604925031× 10−16 [16℄ y
n el orden de las matries en la euaión (1). Delaramos divergenia si el número de
iteraiones es mayor que 200.
Con el propósito de omparar el desempeño de nuestra propuesta algorítmia, imple-
mentamos también los métodos seante y Newton-Shur ; El primero, un método uasi-
Newton que usa una aproximaión seante a la matriz L(X,S) [24℄, [25℄, [27℄; el segundo,
usa el algoritmo de Shur para enontrar Sk en (7) [7℄, [16℄, que onsiste en alular la
desomposiión generalizada de Shur de las matries A y AX +B [11℄.
Los resultados obtenidos los presentamos en 4 tablas. Para los problemas, ada tabla
tiene uatro olumnas on la siguiente informaión: la primera olumna india la matriz
iniial utilizada (X0) ; la segunda olumna india el número de iteraiones (N) ; la terera
olumna hae referenia al valor de Res denido por (41) (Res), y la uarta olumna
india el tiempo de ejeuión medido en segundos (tiempo); para medir el tiempo y
quitar el efeto aleatorio de los omputadores multitareas, realizamos el promedio de
repetir 100 vees el algoritmo on la misma matriz iniial.
Además, al nalizar esta seión, presentamos una tabla que ontiene los resultados de
un experimento teório y numério donde, para ada problema onsiderado, primero
enontramos el valor del parámetro θ para determinar el tipo de onvergenia teória
(Teorema 3.2) y, segundo, determinamos la onvergenia numéria haiendo el análisis
de error respetivo.
























En el Cuadro 1 presentamos los resultados obtenidos al apliar los tres algoritmos al
Problema 1.
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Método uasi-Newton propuesto
X0 N Res tiempo
10−2I2 7 2,57074828832357e-017 0,000509
10−4I2 7 6,60437193294431e-017 0,000444
10−5I2 7 5,63222730873046e-017 0,000448
10−10I2 7 0 0,000483
10−15I2 7 5,14149657664714e-017 0,000645
10−20I2 7 0 0,000352
Método de Newton-Shur
X0 N Res tiempo
10−2I2 41 1,69980707267349e-015 0,006028
10−4I2 35 2,03661033158416e-015 0,004995
10−5I2 33 7,90186303390576e-016 0,004934
10−10I2 19 8,22719784225286e-016 0,003160
10−15I2 6 7,49407299022261e-016 0,000784
10−20I2 3 2,22038849852706e-016 0,000608
Método seante
X0 N Res tiempo
10−2I2 11 0 0,001350
10−4I2 11 5,14149657664714e-017 0,001951
10−5I2 11 2,57074828832357e-017 0,001562
10−10I2 11 1,14967358514655e-017 0,001690
10−15I2 11 1,14967358514655e-017 0,001557
10−20I2 11 0 0,002113
Cuadro 1: Resultados para el Problema 1.
Observemos que en todos los asos se obtiene onvergenia al solvente X∗. Para este
problema, el desempeño del método uasi-Newton propuesto es mejor que el de Newton-
Shur y el método seante en uanto a número de iteraiones se reere. Resaltamos que,
además, el tiempo de ejeuión demétodo uasi-Newton propuesto es menor que el tiempo
empleado por los otros métodos. En efeto, para este ejemplo, este es aproximadamente
un 14% del tiempo que usa el método de Newton-Shur y un 35% del tiempo que usa
el método seante.
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Los resultados obtenidos los presentamos en el Cuadro 2.
Método uasi-Newton propuesto
X0 N Res tiempo
10−1I2 9 0 0,000634
10−2I2 12 0 0,000917
10−4I2 19 0 0,001137
10−5I2 22 0 0,001515
10−6I2 26 0 0,001564
Método de Newton-Shur
X0 N Res tiempo
10−1I2 8 3,5108334685767e-017 0,001404
10−2I2 8 3,84592537276713e-017 0,001175
10−4I2 8 4,44089209850063e-017 0,001412
10−5I2 8 4,44089209850063e-017 0,001649
10−6I2 8 2,22044604925031e-017 0,001518
Método seante
X0 N Res tiempo
10−1I2 13 6,2803698347351e-017 0,002255
10−2I2 15 0 0,002880
10−4I2 15 2,71947991102104e-017 0,002172
10−5I2 15 0 0,002171
10−6I2 15 1,57009245868377e-017 0,001641
Cuadro 2: Resultados para el Problema 2.
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En este ejemplo, ada uno de los métodos utilizados onverge al solvente X1∗ . Observamos
que, dependiendo del valor de la potenia de 10 en la matriz iniial, la onvergenia se
hae ligeramente más lenta en el método uasi-Newton propuesto on respeto a los otros
métodos en uanto a número de iteraiones se reere; pero resaltamos que el tiempo de
ejeuión del método uasi-Newton propuesto es aproximadamente el 48% del tiempo
que usa el método de Newton-Shur y el 35% del que usa el método seante.
En los dos problemas siguientes, las matries B y C no onmutan; es deir, vamos a
analizar el omportamiento del método uasi-Newton propuesto para el ual no se umple
una de las hipótesis del Lema 3.3.

























Figura 1. Sistema masa-resorte amortiguador onetado.
En este problema se onsidera un sistema masa-resorte amortiguador [33℄, donde la masa
i-ésima de peso mi está onetada a su (i+1) veino por un resorte y un amortiguador
on onstantes κi y di, respetivamente. La masa i-ésima también está onetada a
tierra por un resorte y un amortiguador on onstantes κi y τi , respetivamente (ver








+ Cx = 0,
donde A = diag(m1, . . . ,mn) es la matriz de las masas, B = tridiag(−τi, 3τi,−τi)
es la matriz de amortiguaión y C = tridiag(−κi, 3κi,−κi) es la matriz de rigidez,
respetivamente.
En las pruebas numérias, tomamos n = 10, mi = 1, para todo i, los resortes y los
amortiguadores on un mismo valor onstante; es deir, κi = κ = 5 y τi = τ = 10,
para todo i, exepto B(1, 1) = B(n, n) = 2τ = 20.
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Método uasi-Newton propuesto
X0 N Res tiempo
10−1I10 8 6,01162776560417e-017 0,000869
10−2I10 9 1,1900844327981e-015 0,000965
10−4I10 9 1,15763568151991e-015 0,000874
10−8I10 9 1,15719882431618e-015 0,000937
10−10I10 9 1,15719891909909e-015 0,000947
Método de Newton-Shur
X0 N Res tiempo
10−1I10 6 2,47165569954525e-017 0,003472
10−2I10 5 1,80436425295183e-015 0,002878
10−4I10 6 3,13323221652392e-017 0,003546
10−8I10 5 1,31401644418059e-015 0,002802
10−10I10 6 2,31236752049169e-017 0,003407
Método seante
X0 N Res tiempo
10−1I10 n matriz singular -
10−2I10 12 1,09115415620959e-016 0,002581
10−4I10 12 2,96191146017478e-015 0,002478
10−8I10 15 9,2448388308868e-016 0,002764
10−10I10 14 1,68473486378222e-015 0,002732
Cuadro 3: Resultados para el Problema 3.
En el Cuadro 3 presentamos los resultados obtenidos por los tres métodos. Observamos
que, para las diferentes matries iniiales, los métodos de Newton-Shur y el uasi-Newton
propuesto onvergen en todos los asos onsiderados; el método seante onverge para asi
todas las matries iniiales, exepto para la matriz X0 = 10
−1
I10. En este problema, el
método de Newton-Shur tiene mejor desempeño en uanto a número de iteraiones on
respeto a los otros métodos. En uanto al tiempo de ejeuión, resaltamos que el método
uasi-Newton propuesto emplea aproximadamente el 38% del tiempo que usa el método
seante y el 28% del tiempo que usa el método de Newton-Shur.
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Problema 4. Problemas de ruido Wiener-Hopf [1℄, [13℄.
En el estudio de Cadenas de Márkov para problemas de Ruido Wiener-Hopf, neesitamos
enontrar matries Z∗ que tengan elementos fuera de la diagonal prinipal no negativos,
y que la suma de las omponentes de sus las sea menor o igual a ero, para una matriz
diagonal V y un número positivo ǫ dados que satisfaen
1
2
ǫ2Z2 ∓ V Z +Q = O, (42)
donde V tiene elementos positivos y negativos; el número ǫ se onoe omo el nivel de
ruido del movimiento Browniano independiente de la adena de Márkov [1℄, [13℄.
En la euaión (42) se puede suponer que ǫ =
√
2; así, se pueden onsiderar dos eua-
iones uadrátias matriiales
Z2 − V Z +Q = O, (43)
Z2 + V Z +Q = O. (44)
























donde a = 1 y b = −3. La matries V y Q se esogieron de orden 20.
A ontinuaión, presentamos la tabla de resultados.
Método uasi-Newton propuesto
X0 N Res tiempo
O 45 1,324485371079e-015 0,003713
10−2I10 45 1,35467661806983e-015 0,003885
10−10I10 45 1,324485371079e-015 0,003862
Método seante
X0 N Res tiempo
O n  
10−2I10 n  
10−10I10 n  
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Método de Newton-Shur
X0 N Res tiempo
O 14 9,11880622078644e-016 0,006637
10−2I10 15 1,59376163239596e-016 0,007007
10−10I10 15 7,07023695066298e-016 0,006933
Cuadro 4: Problema 4.
En el Cuadro 4 se puede observar que los métodos uasi-Newton propuesto y Newton-
Shur en todos los asos onvergen, a diferenia demétodo seante. El tiempo de ejeuión
que emplea el método uasi-Newton propuesto es aproximadamente el 55% del tiempo
que usa el método de Newton-Shur.
A ontinuaión, presentamos un uadro resumen que nos india el orden de onvergenia
para los 4 problemas que hemos onsiderado.
Tipo de onvergenia
Problema Valor de θ en H4 Teória Numéria
1 1 Cuadrátia Cuadrátia
2 1 Cuadrátia Cuadrátia
3 0,04 Superlineal Superlineal
4 0 Lineal Lineal
Cuadro 5: Análisis teório y numério de onvergenia.
El Cuadro 5 ontiene 4 olumnas on la siguiente informaión: la primera olumna (Pro-
blema) india el número del problema onsiderado; la segunda (Valor de θ en H4)
ontiene, para ada problema, el valor de la onstante θ menionada en la hipótesis
H4; en la terera y uarta olumnas se presenta la tasa de onvergenia, tanto teória
omo numéria, del algoritmo propuesto de auerdo on el valor de θ (Teorema 3.2) y
el análisis de los errores, respetivamente.
Observamos que, para los Problemas 1 y 2, el método propuesto tiene onvergenia ua-
drátia. Vale la pena menionar que para estos problemas, la matriz iniial Y0 onmuta
on A,B y C y estas matries onmutan entre sí, lo ual teóriamente también ondue
a onvergenia uadrátia. En los Problemas 3 y 4 no se umple la hipótesis de onmu-
tatividad del Lema 3.3; numériamente la onvergenia alanzada es superlineal para el
Problema 3 y lineal para el Problema 4.
5. Comentarios nales
La euaión uadrátia matriial Q(X) = AX2 + BX + C = O aparee en numerosos
ontextos de la ienia y de la ingeniería. Este gran número de apliaiones ha motivado
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el desarrollo, entre otros, de métodos tipo Newton para enontrar una soluión numéria
de la euaión uadrátia matriial.
En este trabajo proponemos un algoritmo uasi-Newton, obtenido omo una iteraión
de Newton simpliada, para resolver la euaión uadrátia matriial, el ual redue el
alto osto omputaional del método Newton-Shur, tradiionalmente usado para resolver
diha euaión. Además, bajo iertas hipótesis demostramos que el algoritmo propuesto
es loal y hasta uadrátiamente onvergente.
Para ontribuir on la exploraión numéria del método uasi-Newton propuesto, analiza-
mos y omparamos su desempeño numério on los métodos de Newton-Shur y seante,
usando dos euaiones matriiales y dos problemas de apliaión. En ella, el método pro-
puesto muestra un buen desempeño numério y además una disminuión en uanto al
tiempo de ejeuión omparado on los dos métodos menionados. Adiionalmente, se
omprueban numériamente los resultados obtenidos sobre la tasa de onvergenia dada
por el Teorema 3.2 en términos del valor de θ involurado en la hipótesis H4.
Finalmente, en búsqueda de ampliar el espetro de trabajo on respeto a la euaión
uadrátia matriial, pensamos que vale la pena globalizar el algoritmo y haer el orres-
pondiente estudio teório del algoritmo globalizado.
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