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We onsider the problem of evaluating a large number of
XPath expressions on an XML stream. Our main ontribution onsists
in showing that Deterministi Finite Automata (DFA) an be used e e tively for this problem: in our experiments we a hieve a throughput of
about 5.4MB/s, independent of the number of XPath expressions (up to
1,000,000 in our tests). The major problem we fa e is that of the size of
the DFA. Sin e the number of states grows exponentially with the number of XPath expressions, it was previously believed that DFAs annot
be used to pro ess large sets of expressions. We make a theoreti al analysis of the number of states in the DFA resulting from XPath expressions,
and onsider both the ase when it is onstru ted eagerly, and when it
is onstru ted lazily. Our analysis indi ates that, when the automaton
is onstru ted lazily, and under ertain assumptions about the stru ture
of the input XML data, the number of states in the lazy DFA is manageable. We also validate experimentally our ndings, on both syntheti
and real XML data sets.
Abstra t.

1

Introdu tion

Several appli ations of XML stream pro essing have emerged re ently: ontentbased XML routing [24℄, sele tive dissemination of information (SDI) [3, 6, 9℄,
ontinuous queries [7℄, and pro essing of s ienti data stored in large XML
les [13, 25, 19℄. They ommonly need to pro ess large numbers of XPath expressions (say 10,000 to 1,000,000), on ontinuous XML streams, at network
speed.
For illustration, onsider XML Routing [24℄. Here a network of XML routers
forwards a ontinuous stream of XML pa kets from data produ ers to onsumers.
A router forwards ea h XML pa ket it re eives to a subset of its output links
(other routers or lients). Forwarding de isions are made by evaluating a large
number of XPath lters, orresponding to lients' subs ription queries, on the
stream of XML pa kets. Data pro essing is minimal: there is no need for the
router to have an internal representation of the pa ket, or to bu er the pa ket
after it has forwarded it. Performan e, however, is riti al, and [24℄ reports very
poor performan e with publi ly-available tools.

Our ontribution here is to show that the lazy Deterministi Finite Automata
(DFA) an be used e e tively to pro ess large numbers of XPath expressions, at
guaranteed throughput. The idea is to onvert all XPath expressions into a single DFA, then evaluate it on the input XML stream. DFAs are the most eÆ ient
means to pro ess XPath expressions: in our experiments we measured a sustained
throughput of about 5.4MB/s for arbitrary numbers of XPath expressions (up
to 1,000,000 in our tests), outperforming previous te hniques [3℄ by fa tors up
to 10,000. But DFAs were thought impossible to use when the number of XPath
expressions is large, be ause the size of the DFA grows exponentially with that
number. We analyze here theoreti ally the number of states in the DFA for
XPath expressions, and onsider both the ase when the DFA is onstru ted
eagerly, and when it is onstru ted lazily. For the eager DFA, we show that the
number of label wild ards (denoted  in XPath) is the only sour e of exponential
growth in the ase of a single, linear XPath expression. This number, however,
is in general small in pra ti e, and hen e is of little on ern. For multiple XPath
expressions, we show that the number of expression ontaining des endant axis
(denoted == in XPath) is another, mu h more signi ant sour e of exponential
growth. This makes eager DFAs prohibitive in pra ti e. For the lazy DFA, however, we prove an upper bound on their size that is independent of the number
and shape of XPath expressions, and only depends on ertain hara teristi s of
the XML stream, su h as the data guide [11℄ or the graph s hema [1, 5℄. These
are small in many appli ations. Our theoreti al results thus validate the use of
a lazy DFA for XML stream pro essing. We verify these results experimentally,
measuring the number of states in the lazy DFA for several syntheti and real
data sets. We also on rm experimentally the performan e of the lazy DFA, and
nd that a lazy DFA obtains onstant throughput, independent of the number
of XPath expressions.
The te hniques des ribed here are part of an open-sour e software pa kage4 .
Paper Organization We begin with an overview in Se . 2 of the ar hite ture
in whi h the XPath expressions are used. We des ribe in detail pro essing with
a DFA in Se . 3, then dis uss its onstru tion in Se . 4 and analyze its size,
both theoreti ally and experimentally. Throughput experiments are dis ussed in
Se . 5. We dis uss implementation issues in Se . 6, and related work in Se 7.
Finally, we on lude in Se . 8.

2

Overview

2.1

The Event-Based Pro essing Model

We start by des ribing the ar hite ture of an XML stream pro essing system [4℄,
to illustrate the ontext in whi h XPath expressions are used. The user spe i es
several orrelated XPath expressions arranged in a tree, alled the query tree.
An input XML stream is rst parsed by a SAX parser that generates a stream
of SAX events (Fig. 1); this is input to the query pro essor that evaluates the
4

Des ribed in [4℄ and available at xmltk.sour eforge.net.

XPath expressions and generates a stream of appli ation events. The appli ation
is noti ed of these events, and usually takes some a tion su h as forwarding the
pa ket, notifying a lient, or omputing some values. An optional Stream Index
( alled SIX) may a ompany the XML stream to speed up pro essing [4℄: we do
not dis uss the index here.
The query tree, Q, has nodes labeled with variables and the edges with linear
XPath expressions, P , given by the following grammar:

P ::= =N j ==N j PP
N ::= E j A j text(S ) j 
(1)
Here E; A, and S are an element label, an attribute label, and a string onstant respe tively, and  is the wild ard. The fun tion text(S) mat hes a text

node whose value is the string S. While lters, also alled predi ates, are not
expli itly allowed, we show below that they an be expressed. There is a distinguished variable, $R, whi h is always bound to the root. We leave out from our
presentation some system level details, for example the fa t that the appli ation
may spe ify under whi h appli ation events it wants to re eive the SAX events.
We refer the reader to [4℄ for system level details.
Example 1. The following is a query tree (tags taken from [19℄):
$D IN
$T IN
$N IN
$V IN

$R/datasets/dataset
$D/title
$D//tableHead//*
$N/text("Galaxy")

$H IN $D/history
$TH IN $D/tableHead
$F IN $TH/field

Fig. 2 shows this query tree graphi ally. Fig. 3 shows the result of evaluating
this query tree on an XML input stream: the rst olumn shows the XML stream,
the se ond shows the SAX events generated by the parser, and the last olumn
shows the appli ation events.
Filters Currently our query trees do not support XPath expressions with
lters (a.k.a. predi ates). One an easily implement lters over query trees in a
naive way, as we illustrate here on the following XPath expression:

$X IN $R/ atalog/produ t[ ategory="tools"℄[sales/pri e > 200℄/quantity

First de ompose it into several XPath expression, and onstru t the query tree
essor, and add the following a tions.
We de lare two boolean variables, b1, b2. On a $Z event, set b1 to true; on a
$U event test the following text value and, if it is > 200, then set b2 to true. At
the end of a $Y event he k whether b1=b2=true. This learly implements the
two lters in our example. Su h a method an be applied to arbitrary lters and
predi ates, with appropriate bookkeeping, but learly throughput will de rease
with the number of lters in the query tree. Approa hes along these lines are
dis ussed in [3, 6, 9℄. More advan ed methods for handling lters in lude event
dete tion te hniques [20℄ or pushdown automata [21℄.
The Event-based Pro essing Problem The problem that we address is:
given a query tree Q, prepro esses it, then evaluate it on an in oming XML

Q in Fig. 4. Next we use our query tree pro
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stream. The goal is to maximize the throughput at whi h we an pro ess the
XML stream. A spe ial ase of a query tree, Q, is one in whi h every node is either
the root or a leaf node, i.e. has the form: $X1 in $R=e1; $X2 in $R=e2; : : : ; $Xp in $R=ep
(ea h ei may start with == instead of =): we all Q a query set, or simply a set.
Ea h query tree Q an be rewritten into an equivalent query set Q0 , as illustrated
in Fig. 4.
Q:
$Y
$Z
$U
$X

IN
IN
IN
IN

$R/ atalog/produ t
$Y/ ategory/text("tools")
$Y/sales/pri e
$Y/quantity
Fig. 4.
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3.1

Q':
$Y IN
$Z IN
$U IN
$X IN

$R/
$R/
$R/
$R/

atalog/produ
atalog/produ
atalog/produ
atalog/produ

t
t/ ategory/text("tools")
t/sales/pri e
t/quantity

A query tree Q and an equivalent query set Q .
0

Pro essing with DFAs
Ba kground on DFAs

Our approa h is to onvert a query tree into a Deterministi Finite Automaton
(DFA). Re all that the query tree may be a very large olle tion of XPath
expressions: we onvert all of them into a single DFA. This is done in two steps:
onvert the query tree into a Nondeterministi Finite Automaton (NFA), then

onvert the NFA to a DFA. We review here brie y the basi te hniques for both
steps and refer the reader to a textbook for more details, e.g. [14℄. Our running
example will be the query tree P shown in Fig. 5(a). The NFA, denoted An , is
illustrated in Fig. 5(b). Transitions labeled  orrespond to  or == in P ; there
is one initial state; there is one terminal state for ea h variable ($X, $Y, . . . );
and there are "-transitions 5 . It is straightforward to generalize this to any query
tree. The number of states in An is proportional to the size of P .
Let  denote the set of all tags, attributes, and text onstants o urring in
the query tree P , plus a spe ial symbol ! representing any other symbol that
ould be mat hed by  or ==. For w 2   let An (w) denote the set of states in An
rea hable on input w. In our example we have  = fa; b; d; !g, and An (") = f1g,
An (ab) = f3; 4; 7g, An (a!) = f3; 4g, An (b) = ;.
The DFA for P , Ad , has the following set of states:
states(Ad ) = fAn (w) j w 2   g

(2)

For our running example Ad is illustrated6 in Fig. 5 ( ). Ea h state has unique
transitions, and one optional [other℄ transition, denoting any symbol in 
ex ept the expli it transitions at that state: this is di erent from  in An whi h
denotes any symbol. For example [other℄ at state f3; 4; 8; 9g denotes either a
or ! , while [other℄ at state f2; 3; 6g denotes a; d, or ! . Terminal states may be
labeled now with more than one variable, e.g. f3; 4; 5; 8; 9g is labeled $Y and $Z.

3.2

The DFA at Run time

Pro essing an XML stream with a DFA is very eÆ ient. We maintain a pointer
to the urrent DFA state, and a sta k of DFA states. SAX events are pro essed as
follows. On a start(element) event we push the urrent state on the sta k, and
repla e the state with the state rea hed by following the element transition7 ; on
an end(element) we pop a state from the sta k and set it as the urrent state.
Attributes and text(string) are handled similarly. No memory management is
needed at run time8 . Thus, ea h SAX event is pro essed in O(1) time, and we
an guarantee the throughput, independent of the number of XPath expressions.
The main issue is the size of the DFA, whi h we dis uss next.
5

6
7
8

These are needed to separate the loops from the previous state. For example if we
merge states 2, 3, and 6 into a single state then the  loop ( orresponding to //)
would in orre tly apply to the right bran h.
Te hni ally, the state ; is also part of the DFA, and behaves like a \failure" state,
olle ting all missing transitions. We do not illustrate it in our examples.
The state's transitions are stored in a hash table.
The sta k is a stati array, urrently set to 1024: this represents the maximum XML
depth that we an handle.
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(a) A query tree; (b) its NFA, An , and ( ) its DFA, Ad .

Analyzing the Size of the DFA

For a general regular expression the size of the DFA may be exponential [14℄. In
our setting, however, the expressions are restri ted to XPath expressions de ned
in Se . 2.1, and general lower bounds do not apply automati ally. We analyze and
dis uss here the size of the eager and lazy DFAs for su h XPath expressions. We
shall assume rst that the XPath expressions have no text onstants (text(S))
and, as a onsequen e, the alphabet  is small, then dis uss in Se . 4.4 the
impa t of the onstants on the number of states. As dis ussed at the end of
Se .2 we will restri t our analysis to query trees that are sets.
4.1

The Eager DFA

A linear XPath expression has the form P =
where ea h pi is N1 =N2 = : : :=Nni , i = 0; : : :; k , and ea h Nj is
given by (1). We onsider the following parameters:

Single XPath Expression

p0 ==p1== : : :==p

k

k = number of =='s
n = length of p , i = 0; : : :; k
m = max # of 's in ea h p n = length of P , P =0 n
s = alphabet size =j  j
For example if P = ==a===a==b=a==a=b, then k = 2 (p0 = ", p1 = a=, p2 =
a==b=a==a=b), s = 3 ( = fa; b; !g), n = 9 (node tests: a; ; a; ; b; a; ; a; b),
and m = 2 (we have 2 's in p2 ). The following theorem gives an upper bound
i

i

i

i

;k

i

on the number of states in the DFA, and is, te hni ally, the hardest result in the
paper. The proof is in [12℄.
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The NFA (a) and the DFA (b) for //a/b/a/a/b. The NFA ( ) and the DFA
(with ba k edges removed) (d) for //a/*/*/*/b: here the eager DFA has 25 = 32 states,
while the lazy DFA, assuming the DTD <!ELEMENT a (a*|b)>, has at most 9 states.

Fig. 6.

Theorem 1. Given a linear XPath expression P , de ne pre x(P ) = n0 and
suÆx(P ) = k + k (n n0 )sm . Then the eager DFA for P has at most pre x(P ) +
suÆx(P ) states. In parti ular, when k = 0 the DFA has at most n states, and
when k > 0 the DFA has at most k + knsm states.

We rst illustrate the theorem in the ase where there are no wild- ards (m = 0);
then there are at most k + kn states in the DFA. For example, if p = ==a=b=a=a=b,
then k = 1; n = 5: the NFA and DFA shown in Fig. 6 (a) and (b), and indeed
the latter has 6 states. This generalizes to ==N1 =N2 = : : :=Nn : the DFA has only
n + 1 states, and is an isomorphi opy of the NFA plus some ba k transitions:
this orresponds to Knuth-Morris-Pratt's string mat hing algorithm [8℄.
When there are wild ards (m > 0), the theorem gives an exponential upper
bound. There is a orresponding exponential lower bound, illustrated in Fig. 6
( ), (d), showing that the DFA for p = ==a====b, has 25 states. It is easy
to generalize this example and see that the DFA for ==a== : : :==b has 2m+2
states9 , where m is the number of 's.
Thus, the theorem shows that the only thing that an lead to an exponential growth of the DFA is the maximum number of 's between any two
onse utive =='s. One expe ts this number to be small in most pra ti al appli ations; arguably users write expressions like / atalog//produ t// olor rather
than / atalog//produ t/*/*/*/*/*/*/*/*/*/ olor. Some implementations
of XQuery already translate a single linear XPath expression into DFAs [15℄.
Multiple XPath Expressions For sets of XPath expressions, the DFA also
grows exponentially with the number expressions ontaining ==. We illustrate
rst, then state the lower and upper bounds.
Example 2. Consider four XPath expressions:
9

The theorem gives the upper bound: 1 + (m + 2)3m .

$X1 IN $R//book//figure
$X3 IN $R// hapter//figure

$X2 IN $R//table//figure
$X4 IN $R//note//figure

The eager DFA needs to remember what subset of tags of fbook; table; hapter; noteg
it has seen, resulting in at least 24 states. We generalize this below.
Consider p XPath expressions: $X1 IN $R==a1==b . . .
$Xp IN $R==ap==b where a1 ; : : : ; ap ; b are distin t tags. Then the DFA has at
least 2p states.10

Proposition 1.

P

Q

Theorem 2. Let Q be a set of XPath expressions. Then the number of states
in the eager DFA for Q is at most: P 2Q (pre x(P )) + P 2Q (1 + suÆx(P )) In
parti ular, if A; B are onstants s.t. 8P 2 Q, pre x(P )  A and suÆx(P )  B ,
then the number of states in the eager DFA is  p  A + B p , where p0 is the
number of XPath expressions P 2 Q that ontain ==.
0

Re all that suÆx(P ) already ontains an exponent, whi h we argued is small
in pra ti e. The theorem shows that the extra exponent added by having multiple
XPath expressions is pre isely the number of expressions with =='s. This result
should be ontrasted with Aho and Corasi k's di tionary mat hing problem [2,
22℄. There we are given a di tionary onsisting of p words, fw1 ; : : : ; wp g, and have
to ompute the DFA for the set Q = f==w1 ; : : :; ==wp g. Hen e, this is a spe ial
ase where ea h XPath expression has a single, leading ==, and has no . The
main result in the di tionary mat hing problem is that the number of DFA states
is linear in the total size of Q. Theorem 2 is weaker in this spe ial ase, sin e
it ounts ea h expression with a == toward the exponent. The theorem ould be
strengthened to in lude in the exponent only XPath expressions with at least two
=='s, thus te hni ally generalizing Aho and Corasi k's result. However, XPath
expressions with two or more o urren es of == must be added to the exponent,
as Proposition 1 shows. We hose not to strengthen Theorem 2 sin e it would
ompli ate both the statement and proof, with little pra ti al signi an e.
Sets of XPath expressions like the ones we saw in Example 2 are ommon in
pra ti e, and rule out the eager DFA, ex ept in trivial ases. The solution is to
onstru t the DFA lazily, whi h we dis uss next.
4.2

The Lazy DFA

The lazy DFA is onstru ted at run-time, on demand. Initially it has a single
state (the initial state), and whenever we attempt to make a transition into a
missing state we ompute it, and update the transition. The hope is that only a
small set of the DFA states needs to be omputed.
This idea has been used before in text pro essing, but it has never been
applied to su h large number of expressions as required in our appli ations (e.g.
100,000): a areful analysis of the size of the lazy DFA is needed to justify its
feasibility. We prove two results, giving upper bounds on the number of states
10

Although this requires p distin t tags, the result an be shown with only 2 distin t
tags, and XPath expressions of depths n = O(log p), using standard te hniques.

in the lazy DFA, that are spe i to XML data, and that exploit either the
s hema, or the data guide. We stress, however, that neither the s hema nor the
data guide need to be known in order to use the lazy DFA, and only serve for
the theoreti al results.
Formally, let Al be the lazy DFA. Its states are des ribed by the following
equation whi h should be ompared to Eq.(2):
states(Al ) = fAn (w) j w 2 Ldata g

(3)

Here Ldata is the set of all root-to-leaf sequen es of tags in the input XML
streams. Assuming that the XML stream onforms to a s hema (or DTD), denote Ls hema all root-to-leaf sequen es allowed by the s hema: we have Ldata 
Ls hema    .
We use graph s hema [1, 5℄ to formalize our notion of s hema, where nodes
are labeled with tags and edges denote in lusion relationships. De ne a simple
y le, , in a graph s hema to be a set of nodes = fx0 ; x1 ; : : :; xn 1 g whi h
an be ordered s.t. for every i = 0; : : :; n 1, there exists an edge from xi to
xi+1 mod n . We say that a graph s hema is simple, if for any two y les 6= 0 ,
we have \ 0 = ;.
We illustrate with the DTD in Fig. 7, whi h also shows its graph s hema [1℄.
This DTD is simple, be ause the only y les in its graph s hema (shown in Fig. 7
(a)) are self-loops. All non-re ursive DTDs are simple. For a simple graph s hema
we denote d the maximum number of y les that a simple paths an interse t
(hen e d = 0 for non-re ursive s hemes), and D the total number of nonempty,
simple paths: D an be thought of as the number of nodes in the unfolding11 . In
our example d = 2, D = 13, and the unfolded graph s hema is shown in Fig. 7
(b). For a query set Q, denote n its depth, i.e. the maximum number of symbols
in any P 2 Q (i.e. the maximum n, as in Se . 4.1). We prove the following result
in [12℄:
Consider a simple graph s hema with d; D, de ned as above, and
let Q be a set of XPath expressions of maximum depth n. Then the lazy DFA
has at most 1 + D  (1 + n)d states.
Theorem 3.

The result is surprising, be ause the number of states does not depend on
the number of XPath expressions, only on their depths. In Example 2 the depth
is n = 2: for the DTD above, the theorem guarantees at most 1 + 13  32 = 118
states in the lazy DFA. In pra ti e, the depth is larger: for n = 10, the theorem
guarantees  1574 states, even if the number of XPath expressions in reases
to, say, 100,000. By ontrast, the eager DFA has  2100000 states (see Prop. 1).
Fig. 6 (d) shows another example: of the 25 states in the eager DFA only 9 are
expanded in the lazy DFA.
11

The onstant D may, in theory, be exponential in the size of the s hema be ause of
the unfolding, but in pra ti e the shared tags typi ally o ur at the bottom of the
DTD stru ture (see [23℄), hen e D is only modestly larger than the number of tags
in the DTD.

Theorem 3 has many appli ations. First for non-re ursive DTDs (d = 0) the
lazy DFA has at most 1 + D states12 . Se ond, in data-oriented XML instan es,
re ursion is often restri ted to hierar hies, e.g. departments within departments,
parts within parts. Hen e, their DTD is simple, and d is usually small. Finally,
the theorem also overs appli ations that handle do uments from multiple DTDs
(e.g. in XML routing): here D is the sum over all DTDs, while d is the maximum
over all DTDs.
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Fig. 8. Sour es of data used in exA graph s hema for a DTD (a) and periments. Only three real data
its unfolding (b).
sets were available.
Fig. 7.

The theorem does not apply, however, to do ument-oriented XML data.
These have non-simple DTDs : for example a table may ontain a table or
a footnote, and a footnote may also ontain a table or a footnote (hen e,
both ftableg and ftable; footnoteg are y les, and they share a node). For
su h ases we give an upper bound on the size of the lazy DFA in terms of Data
Guides [11℄. The data guide is a spe ial ase of a graph s hema, with d = 0,
hen e Theorem 3 gives:
Corollary 1. Let G be the number of nodes in the data guide of an XML stream.
Then, for any set Q of XPath expressions the lazy DFA for Q on that XML
stream has at most 1 + G states.

An empiri al observation is that real XML data tends to have small data
guides, regardless of its DTD. For example users o asionally pla e a footnote
within a table, or vi e versa, but do not nest elements in all possible ways
allowed by the s hema. All XML data instan es des ribed in [16℄ have very small
data guides, ex ept for Treebank [17℄, where the data guide has G = 340; 000
nodes.
12

This also follows dire tly from (3) sin e in this ase Ls hema is nite and has 1 + D
elements: one for w = ", and one for ea h non-empty, simple paths.

Using the S hema or DTD If a S hema or DTD is available, it is possible to spe ialize the XPath expressions and remove all 's and =='s, and repla e
them with general Kleene losures: this is alled query pruning in [10℄. For example for the s hema in Fig. 7 (a), the expression //table//figure is pruned to
/book/ hapter/se tion/(table)+/figure. This o ers no advantage to omputing the DFA lazily, and should be treated orthogonally. Pruning may in rease
the number of states in the DFA by up to a fa tor of D: for example, the lazy
(and eager) DFA for //* has only one state, but if we rst prune it with respe t
to a graph s hema with D nodes, the DFA has D states.
Size of NFA tables A major omponent of the spa e used by the lazy DFA
are the sets of NFA states that need to be kept at ea h DFA state. We all these
sets NFA tables. The following proposition is straightforward, and ensures that
the NFA tables do not in rease exponentially:
Proposition 2. Let Q be a set of p XPath expressions, of maximum depths n.
Then the size of ea h NFA table in the DFA for Q is at most n  p.

Despite the apparent positive result, the sets of NFA states are responsible
for most of the spa e in the lazy DFA, and we dis uss them in Se . 6.
4.3

Validation of the Size of the Lazy DFA

We ran experiments measuring the size of the lazy DFA for XML data for several publi ly available DTDs, and one syntheti DTD. We generated syntheti
data for these DTDs13 . For three of the DTDs we also had a ess to real XML
instan es. The DTDs and the available XML instan es are summarized in Fig. 8:
four DTDs are simple, two are not; protein.dtd is non-re ursive. We generated
three sets of queries of depth n = 20, with 1,000, 10,000, and 100,000 XPath
expressions14 , with 5% probabilities for both the  and the ==.
Fig. 9(a) shows the number of states in the lazy DFA for the syntheti data.
The rst four DTDs are simple, or non-re ursive, hen e Theorem 3 applies.
They had signi antly less states than the upper bound in the theorem; e.g.
ebBPSS.dtd has 1058 states, while the upper bound is 12,790 (D = 29, d =
2, n = 20). The last two DTDs were not simple, and neither Theorem 3 nor
Corollary 1 applies (sin e syntheti data has large data guides). In one ase
(Treebank, 100,000 expressions) we ran out of memory.
Fig. 9(b) shows the number of states in the lazy DFA for real data. This
is mu h lower than for syntheti data, be ause real data has small dataguides,
and Corollary 1 applies; by ontrast, the dataguide for syntheti data may be
as large as the data itself. The nasa.dtd had a dataguide with 95 nodes, less
than the number of tags in the DTD (117) be ause not all the tags o urred
in the data. As a onsequen e, the lazy DFA had at most 95 states. Treebank
has a data guide with 340,000 nodes; the largest lazy DFA here had only 44,000
states.
13
14

Using http://www.alphaworks.ibm. om/te h/xmlgenerator.
We used the generator des ribed in [9℄.
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Fig. 9. Size of the lazy DFA for (left) syntheti data, and (right) real data. 1k means
1000 XPath expressions. For 100k XPath expressions for the treebank DTD with
syntheti data we ran out of memory.

We also measured experimentally the average size of the NFA tables in ea h
DFA state and found it to be around p=10, where p is the number of XPath
expressions (see [12℄ ). Proposition 2 also gives an upper bound O(p), but the
onstant measured in the experiments is mu h lower than that in the Theorem.
These tables use most of the memory spa e and we address them in Se . 6.
Finally, we measured the average size of the transition tables per DFA state,
and found it to be small (less than 40).
4.4

Constant Values

Finally, we omment on the impa t of onstant values on the number of states
in the DFA. Ea h linear XPath expression an now end in a text(S) predi ate,
see Eq.(1). For a given set of XPath expressions, Q, let  denote the set of all
symbols in Q, in luding those of the form text(S). Let  = t [ s , where t
ontains all element and attribute labels and ! , while s ontains all symbols of
the form text(S). The NFA for Q has a spe ial, 2-tier stru ture: rst an NFA
over t , followed by some s -transitions into sink states, i.e. with no outgoing
transitions. The orresponding DFA also has a two-tier stru ture: rst the DFA
for the t part, denote it At , followed by s transitions into sink states. All
our previous upper bounds on the size of the lazy DFA apply to At . We now
have to ount the additional sink states rea hed by text(S) transitions. For
that, let s = ftext(S1); : : :; text(Sq)g, and let Qi , i = 1; : : : ; q , be the set
of XPath expressions in Q that end in text(Si); we assume w.l.o.g. that every
XPath expression in Q ends in some predi ate in s , hen e Q = Q1 [ : : : [ Qq .
Denote Ai the DFA for Qi , and Ati its t -part. Let si be the number of states in
Ati , i = 1; : : :; q. All the previous upper bounds, in Theorem 1, Theorem 3, and
Corollary 1 apply to ea h si . We prove the following in [12℄.

Theorem 4. Given a set of XPath expressions Q, ontaining q distin t onstant
values of the form text(S), the additional number of sink states in the lazy DFA
due to the onstant values is at most i=1;q si .

P
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Experiments

This se tion validates the throughput a hieved by lazy DFAs in stream XML
pro essing. Our exe ution environment onsists of a dual 750MHz SPARC V9
with 2048MB memory, running SunOS 5.8. Our ompiler is g version 2.95.2,
without any optimization options.
We used the NASA XML dataset [19℄ and on atenated all the XML do uments into one single le, whi h is about 25MB. We generated sets of 1k (= 1000),
10k, 100k, and 1000k XPath expression using the XPath generator from [9℄, and
varied the probability of  and == to 0.1%, 1%, 10%, and 50% respe tively.
We report the throughput as a fun tion of ea h parameter, while keeping the
other two onstant. For alibration and omparison we also report the throughput for parsing the XML stream, and the throughput of XFilter [3℄, whi h we
re-implemented, without list balan ing.
Figure 10 shows our results. In (a) we show the throughput as a fun tion
of the number of XPath expressions. The most important observation is that in
the stable state (after pro essing the rst 5-10MB of data) the throughput was
onstant, about 5.4MB/s. Noti e that this is about half the parser's throughput,
whi h was about 10MB/s; of ourse, the XML stream needs to be parsed, hen e
10MB/s should be seen as an upper bound on our platform. We observed in several other experiments with other datasets (not shown here) that the throughput
is onstant, i.e. independent on the number of XPath expressions. By ontrast,
the throughput of XFilter de reased linearly with the number of XPath expressions. The lazy DFA is about 50 times faster than XFilter on the smallest dataset,
and about 10,000 times faster than XFilter on the largest dataset. Figure 10 (b)
and ( ) show the throughput as a fun tion of the probability of , and of the
probability of == respe tively.
The rst 5MB-10MB of data in Fig. 10 represent the warm-up phase, when
most of the states in the lazy DFA are onstru ted. The length of the warm-up
phase depends on the size of the lazy DFA that is eventually generated. For
the data in our experiments, the lazy DFA had the same number of states for
1k, 10k, 100k, and 1000k (91, 95, 95, and 95 respe tively). However, the size
of the NFA tables grows linearly with the number of XPath expressions, whi h
explains the longer tail: even if few states remain to be onstru ted, they slow
down pro essing. In our throughput experiments with other datasets we observed
that the lengths of the warm-up phase is orrelated to the number of states in
the lazy DFA.
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Implementation Issues

In the lazy DFA we need to keep the set
of NFA states at ea h DFA state: we all this set an NFA table. As shown in
Prop. 2 the size of an NFA table is linear in the number of XPath expressions p,
and about p=10 in our experiments. Constru ting and manipulating these tables
during the warm-up phase is a signi ant overhead, both in spa e and in time.
Implementing the NFA tables

Throughput for 1k, 10k, 100k, 1000k XPEs
[ prob(*)=10%, prob(//)=10% ]

Throughput for prob(//) = 0.1%, 1.0%, 10.0%, 50.0%
[100k XPEs, prob(*) = 10%]

Throughput for prob(*) = 0.1%, 1.0%, 10.0%, 50.0%
[100k XPEs, prob(//) = 10%]

100

100

100
parser
lazyDFA(1k)
10
lazyDFA(10k)
lazyDFA(100k)
lazyDFA(1000k)
1
xfilter(1k)
xfilter(10k)
xfilter(100k)
0.1
xfilter(1000k)

10
1
0.1
0.01

parser
10
lazyDFA(0.1%)
lazyDFA(1.0%)
1
lazyDFA(10.0%)
lazyDFA(50.0%)
xfilter(0.1%)
0.1
xfilter(1.0%)
xfilter(10.0%)
xfilter(50.0%) 0.01

0.01

0.001

0.001

0.001

0.0001
5MB

10MB

15MB

20MB

Total input size

25MB

parser
lazyDFA(0.1%)
lazyDFA(1.0%)
lazyDFA(10.0%)
lazyDFA(50.0%)
xfilter(0.1%)
xfilter(1.0%)
xfilter(10.0%)
xfilter(50.0%)

5MB

10MB

15MB

20MB

Total input size

25MB

5MB

10MB

15MB

20MB

25MB

Total input size
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(1k = 1000). (middle) varying probability of . (right) varying probability of ==.
Fig. 10.

We onsidered many alternative implementations for the NFA tables. There are
three operations done on these sets: reate, insert, and ompare. For example
a omplex data set might have 10,000 DFA states, ea h ontaining a table of
30,000 NFA states and 50 transitions. Then, during warm-up phase we need to
reate 50  10; 000 = 500; 000 new sets; insert 30; 000 NFA states in ea h set;
and ompare, on average, 500; 000  10; 000=2 pairs of sets, of whi h only 490,000
omparisons return true, the others return false. We found that implementing
sets as sorted arrays of pointers o ered the best overall performan e. An insertion
takes O(1) time, be ause we insert at the end, and sort the array when we
nish all insertions. We ompute a hash value (signature) for ea h array, thus
omparisons with negative answers take O(1) in virtually all ases.
Optimizing spa e To save spa e, it is possible to delete some of the sets of
NFA tables, and re ompute them if needed: this may slow down the warm-up
phase, but will not a e t the stable state. It suÆ es to maintain in ea h DFA
state a pointer to its prede essor state (from whi h it was generated). When the
NFA table is needed, but has been deleted (a miss), we re- ompute it from the
prede essor's set; if that is not available, then we go to its prede essor, eventually
rea hing the initial DFA state for whi h we always keep the NFA table.
Updates Both online and oine updates to the set of XPath expressions
are possible. In the online update, when a new XPath expression is inserted we
onstru t its NFA, then reate a new lazy DFA for the union of this NFA and the
old lazy DFA. The new lazy DFA is very eÆ ient to build (i.e. its warm-up is fast)
be ause it only ombines two automata, of whi h one is deterministi and the
other is very small. When another XPath expression is inserted, then we reate
a new lazy DFA. This results in a hierar hy of lazy DFAs, ea h onstru ted from
one NFA and another lazy DFA. A state expansion at the top of the hierar hy
may as ade a sequen e of expansions throughout the hierar hy. Online deletions
are implemented as invalidations: re laiming the memory used by the deleted
XPath expressions requires garbage- olle tion or referen e ount. Oine updates
an be done by a separate (oine) system, di erent from the produ tion system.
Copy the urrent lazy DFA, Al , on the oine system, and also opy there the new
query tree, P , re e ting all updates (insertions, deletions, et ). Then onstru t

the eager DFA, Ad , for P , but only expand states that have a orresponding
state in Al , by maintaining a one-to-one orresponden e from Ad to Al and only
expanding a state when this orresponden e an be extended to the new state.
When ompleted, Ad is moved to the online system and pro essing resumes
normally. The idea is that Ad will be no larger than Al and, if there are only
few updates, then Ad will be approximately the same as Al , meaning that the
warm-up ost for Ad is minimal.
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Related Work

Two te hniques for pro essing XPath expressions have been proposed. XFilter [3℄, its su essor YFilter [9℄ and XTrie [6℄ evaluate large numbers of XPath
expressions with what is essentially a highly optimized NFA. There is a spa e
guarantee whi h is proportional to the total size of all XPath expressions. An
optimization in XFilter, alled list balan ing an improve the throughput by
fa tors of 2 to 4. XTrie identi es ommon strings in the XPath expressions and
organizes them in a Trie. At run-time an additional data stru ture is maintained
in order to keep tra k of the intera tion between the substrings. The throughput
in XTrie is about 2 to 4 times higher than that in XFilter with list balan ing.
In [20℄ the authors des ribe a te hnique for event dete tion. Events are sets
of atomi events, and they trigger queries de ned by other sets of events. The
te hnique here is also a variation on the Trie data stru ture. This is an eÆ ient
event dete tion method that an be ombined with lazy DFAs in order to pro ess
XPath expressions with lters.
Referen e [15℄ des ribes a general-purpose XML query pro essor that, at
the lowest level, uses an event based pro essing model, and show how su h a
model an be integrated with a highly optimized XML query pro essor. We were
in uen ed by [15℄ in designing our stream pro essing model. Query pro essors
like [15℄ an bene t from an eÆ ient low-level stream pro essor. Spe ializing
regular expressions w.r.t. s hemes is des ribed in [10, 18℄.
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Con lusion

The hallenge in fast XML stream pro essing with DFAs is that memory requirements have exponential bounds in the worst ase. We proved useful theoreti al
bounds and validated them experimentally, showing that memory usage is manageable for lazy DFAs. We also validated lazy DFAs on stream XML data and
found that they outperform previous te hniques by fa tors of up to 10,000.
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