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ABSTRACT 
The author examines matrices and bordered matrices having exactly one or at 
most one negative eigenvalue. These results are then used to state matrix-theoretic 
criteria for the quasiconvexity of twice continuously differentiable functions. For 
quadratic functions, a new criterion for quasiconvexity is established, and its equiva- 
lence to the already known criterion [ll, 231 is also shown. 
1. INTRODUCTION 
A matrix-theoretic criterion for the quasiconvexity of quadratic functions 
on convex sets with nonempty interior was established by the author in 
[lo, 111, and independently by Schaible [23] using a different approach. 
These results came after the study of these kinds of functions on the 
nonnegative orthant by Martos in [20,21] and CottIe and the author in [4,5]. 
The first attempt to determine criteria for the quasiconvexity of twice 
continuously differentiable functions on the nonnegative orthant was made 
by Arrow and Enthoven in [l]. Then Katzner [17], Diewert, Avriel, and Zang 
[8], and Crouzeix [6,7] gave several criteria for the quasiconvexity of these 
functions. 
In this paper the author examines matrices and bordered matrices having 
exactly one or at most one negative eigenvahie. These results are then 
applied to restate the criteria mentioned above into matrix-theoretic forms. 
Recall that a real-valued function f is quusiconvex on a convex set X E E” 
if and only if for ah x, y EX 
f(ex+(l-e)Y)<max{f(x),f(Y)} for ail BE[O,l]. 
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For differentiable functions, the following “gradient-type inequality” is 
equivalent. For all x, y E X 
f(y) <f(x) impfies Vf(x)*(y -x) (0, 
where 
Vf(x)= Tjy’~,...,------ * 
[ 
af(4 af(x) af(4 * 
1 2 %I I 
If f is twice differentiable at x, then 
H(x)= g I 1 4 i 
denotes the Hessian off at x. 
Section 2 is devoted to the study of several properties of matrices and 
bordered matrices having exactly one or at most one negative eigenvalue. In 
Sec. 3, matrix-theoretic criteria for the quasiconvexity of twice continuously 
differentiable functions on open convex sets are stated. Finally, in Sec. 4, the 
author introduces a new matrix-theoretic criterion for the quasiconvexity of 
quadratic functions on convex sets with nonempty interior, and the equiva- 
lence of these results with those in [7,8] and in Sec. 3 is also established. 
2. BORDERED MATRICES 
Let A be a real symmetric matrix of order 7t and a EE”. The real 
symmetric matrix of order n+ 1 
is referred to as a bordered matrix. 
This section includes a sequence of results on bordered matrices, some of 
which are used in Sec. 3 to establish matrix-theoretic criteria for the 
quasiconvexity of twice continuously differentiable functions. The others are 
used in Sec. 4 to establish a new matrix-theoretic criterion for the quasicon- 
vexity of quadratic functions and its equivalence to the aheady known 
criterion [11,23]. 
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For future reference, whenever it is stated that a matrix has exactly one 
negative eigenvalue, this means that the matrix has exactly one negative 
eigenvalue counting multiplicities. Let v(A) denote the number of negative 
eigenvalues of A. 
2.1. Bordering Effect on Eigenvalues 
In this section we analyse the relation between a matrix A and a 
bordered matrix A, relative to the property of having at most one negative 
eigenvalue. 
PROPOSITION 2.1. Let 
N= C BT 
I 1 B A 
bearealsymm&ricmatrixoforderm+n. Thenv(A)<v(N)<v(A)+m. 
Proof. Recall that a symmetric matrix A has v(A) negative eigenvalues 
if and only if the quadratic form yTAy is negative definite on some subspace 
of dimension v(A). Let x -(A) c E” denote the subspace spanned by the 
eigenvectors of A corresponding to negative eigenvalues. Hence 
v(A)=dimx-(A). 
Consider the symmetric matrix N. Obviously the quadratic form zTNz is 
negative definite on the subspace (0) XX -(A); hence 
v(N) > v(A). (24 
On the other hand, the subspace x-(N) c Em+“, on which zTNz is negative 
definite, must intersect the ndimensional subspace (0) XE” in a subspace of 
dimension at least v(N) -m, and on this subspace yTAy must be negative 
definite. Thus 
v(A)>v(N)-m. n (2.2) 
COROLWRY 2.2. 
(i) Zf v(A,) < 1, then v(A) < 1. 
(ii) Zfv(A)=O ( i.e. A is positive semidefinite), then v(A,) < 1. 
Proof. These results follow from Proposition 2.1 where m = 1. n 
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2.2. Bordered Matrices with One Negative Eigenvaltle 
Matrices having exactly one negative eigenvalue are analysed in [lo], 
[15], and [18]. Some of these results are now reviewed for future reference. 
Let A be a real symmetric matrix having exactly one negative eigenvalue. 
The vector y E E” is 
negative-valued with respect to A if yTAy < 0, 
zero-valued with respect to A if yTAy = 0, 
positive-valued with respect to A if yTAy > 0. 
The set of negative-valued vectors TA = {y EE” : yTAy < 0} is of interest. Let 
v be either one of the two possible choices of normalized eigenvector 
associated with the unique negative eigenvalue. Then the set TA is parti- 
tioned into 
TA+ = {yEE”: yTAy<O andvTy>O}, 
In [lo] the closures of TA+ and TA- are shown to be 
i;,-={yEE”:yTAy<OandvTy<O}. 
It is easy to generalize results in Greub [15, p. 264-2701 to obtain the 
two following propositions. 
PROPOSITION 2.3 [15, p. 2681. Let A be a real symmetric matrix having 
exactly one negative eigenvalue. 
(i) For any pair of negative-valued vectors y1 and y2, ylTAy2 #O. 
(ii) If y1 is a negative-valued vector and y2 is a zero-valued vector, then 
ylTAy2#0 unless y2 EN,={x: Ax=O}. 
PROPOSITION 2.4 [15, pp. 269-2701. Let A be a real symmetric matrix 
having exactly one negative eigenvalue. TA+ IJ { 0} and T*- u { 0} are convex 
cones with rwnempty interiors. 
In [lo] it is shown that TA+ and TA- are domains of negativity in the 
sense of Koecher [ 181. Hence, as shown in [lo], the following result holds. 
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PROPOSITION 2.5 [18, Theorem Id]. Let A be a real symmetric matrix 
having exactly one negative eigenvalue. Zf x ~5 ?;,” (the closure of TA+ ), there 
exists a b E TA+ such that xTAb > 0. 
THEOREM 2.6. Let the red symmetric matrices A and A, each have 
exactly one negative eigenvalue. Then there exists a vector v E E” such that 
a=Av. 
Proof. If a = 0, then v = 0 satisfies the condition. Let a # 0, and suppose 
that there is no vector u E E” with the property a =Au. Then it can be shown 
[14, Theorem 2.51 that there exists a vector t E E” such that At=0 and 
aTt= 1. 
Let YE TA(x), and consider the pair of vectors [0, tTIT and [0, yTIT in 
E”+l . Then 
[O.t’][; $][ ;]=tTAt=O; 
[O, y’][ ,” f ][ ;] =yTAy<O; 
o aT 
a A I[ 1 ; = yTAt=O. 
Hence [0, tTIT is not in the nullspace of the bordered matrix (since aTt#O) 
and is a zero-valued vector, and [0, yTIT is a negative-valued vector with 
respect to the bordered matrix, contradicting Proposition 2.3. W 
THEOREM 2.7. Let the real symmetric matrix A and A, each have 
exactly one negative eigenvdue. For each vector v E E” such that a = Av, 
then aTv = vTAv < 0. 
Proof. For any GEE” and aEE’, 
0 aT 
a A 
=2aaTy+yTAy 
=2avTAy+yTAy 
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From this last expression it is clear that if uTAu >0, then V( A,) = V(A) + 1, 
contrary to hypothesis. I 
Next, assuming that the matrix A has exactly one negative eigenvalue, we 
analyse the special type of bordered matrix where a=Ax. 
THEOREM 2.0. Let the real 4@n&ric matrix A have exactly one nega- 
tive eigerxa1u.e. The bon&&d mat& 
has exactly one negative eigenvali& if and oitly if xE TA+ M x Ei;,-. 
Proof. For any y EE” and a EE’ 
0 xTA a I[ 1 AxA y =2axTAy+ yTAy 
=(y+ax)rA(y+ax)-a2xTAx, 
whenceclearlyv(A(x))=v(A)=lifandonlyif~~Ax<O.Ontheotherhand, 
refering to the definitions of FA+ and F*-, we have xTAx < 0 if and only if 
xE?*+ or xE!&-. n 
2.3. Bordered Matrices with at Most One Negative Eigencalue 
In this section we establish a relation for bordered matrices between the 
property of having at most one negative eigenvalue and a condition that 
arises in most criteria for the quasiconvexity of twice continuously differen- 
tiable functions. This is the most important result of this paper. 
THEOREM 2.9. Let a#O. The bordered matrix A,, has exactly one nega- 
tive eigenvalue if and only if aTh = 0 implies h*Ah > 0. 
Proof. 
(i) To show the necessity, assume that the bordered matrix has exactly 
one negative eigenvalue. 
First, if h=O, then the result follows immediately. Since the bordered 
matrix has exactly one negative eigenvalue, then from Corollary 2.2 it follows 
that A has at most one negative eigenvalue. Hence, if A is positive semidefi- 
nite, then the result follows. 
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To verify the result in the case where the bordered matrix and A have 
exactly one negative eigenvalue, proceed by contradiction. Assume there 
exists an h#O such that a%=0 and hTAh<O. Then for all LYEE’ 
h%h’1[; T][ ;] =2aaTh+hTAh=hTAh<0. 
Thus [a, hTIT is negative-valued with respect to the bordered matrix for all 
tXIEE’. 
Consider the vector [ /3, aT] T. Then 
b I[ ,aT 0 aT I[ 1 p =2j3aTa+aTAa=0 aAa 
if and only if @= - aTAa/2aTu (a well-defined value, since a#O). Then, for 
this value of fi, [p, uTlT is not in the nullspace of the bordered matrix (since 
a#O) and is zero-valued with respect to it. Finally, 
b I[ ,aT 0 aT 
a A I[ 1 
E =/3aTh+aaTa+aTAh=0 
ifandonlyifa=-aTAh/ aTa. But this contradicts Proposition 2.3. 
(ii) To show the sufficiency, assume that aTh =0 implies that hTAh > 0, 
but that v(A,) > 2. Then the subspace X-(A,)cE’ XE” must intersect the 
hyperplane 
[O,aT] [ ;] =aTh=O 
nontrivially, so that there exist a E E’, h EE” such that 
aTh=O and hTAh= [ a, hT] 
[: f]WO~ 
contrary to the hypothesis. 
Notice that connections between the bordered matrix 
n 
A,= 0 a’ 
[ I a A 
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and the stronger implication 
aTh=O, h#O implies hTAh>O 
have been known for a long time (see [9], [16], [19], [22]). 
3. QUASICONVEXITY CRITERIA 
Recently, Crouzeix [6,7] and Diewert, Avriel, and Zang [S] have ex- 
tended Katzner’s criterion for quasiconvexity [17]. Using Theorem 2.9 in the 
preceding section, these criteria can be stated in matrix-theoretic terms. 
3.1. Katzner’s Criterion 
KATZNER'S RESULT [17J Let S be an open convex set in E” where the 
real-valued function f is twice continuously dijjmentiable and Vf(x) < 0 fm 
all xeS. Then f is quasiconvex on S if and only if for all xES 
Vf(x)=h=O implies h=H(x)h>O. (34 
A first matrix-theoretic criterion is obtained using Theorem 2.9 to replace 
(3.1) by the condition that for all x E S the bordered Hessian 
I 0 VfWT Vf(4 H(x) I (3.2) 
has exactly one negative eigenvalue. 
Notice that (3.2) can be verified in finitely many steps, but this is not true 
for (3.1). This is the main reason to define such a matrix-theoretic criterion. 
3.2. Dkwert, Avriel, and Zung’s Criterion 
Their criterion [8, Theorem 51 is an extension of Katzner’s where the 
assumption Vf(r)<O for all xES is replaced by Vf(x)#O for ah XES. 
Hence the same type of result as in Sec. 3.1 can be derived via Theorem 2.9. 
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3.3. crouzeix’s criterion 
CROUZEIX'S RESULT [6]. Let S be an open convex set in E” where the 
real-valued function f is twice continuously differentiubk. Then f is quusi- 
cmvex on S if and only if for all x E S 
Vf(x)‘h=O implies VH(x)h>O, (3.1) 
and the function g(t)=f(x+th) is quasiconvex on {tEE’:x+thES} 
whenever hTH(r)h=Vf(x)%=O. 
Notice that Crouzeix’s result is stated in the more general terms of 
Gateaux-differentiable functions in [6]. Furthermore, the necessity was al- 
ready proved by Avriel [2]. 
As before, this can be stated as a matrix-theoretic criterion if, via 
Theorem 2.9, we replace (3.1) by the condition that for all XE S the bordered 
Hessian has at most one negative eigenvalue with the additional requirement 
that H(X) be positive semidefinite whenever Vf (x) = 0. 
3.4. Crouzeix’s Sufficient Condition 
Recently Crouzeix [7] gave the following extension of Katzner’s result. 
CROUZEIX'S RESULT [fl. Let S be an open convex set in E” where the 
real-vahd function f is twice continuously differentiubb. Then f is quusi- 
convexonSifforallxES 
(i) Vf(x) =0 implies H(x) is positive semi&finite; 
(ii) Vf ( x)Th = 0 implies hTH( x)h > 0. 
Notice that this result is shown by Crouzeix for twice Frechet- 
differentiable functions in [7]. Here again (ii) can be replaced by the 
condition that the bordered Hessian has at most one negative eigenvalue to 
obtain a matrix-theoretic sufficient condition. 
4. QUADRATIC FUNCTIONS 
In this section, a new matrix-theoretic criterion is established for the 
quasiconvexity of a quadratic function. Its equivalence with an already 
known criterion [ll, 231 and with the criterion in Sec. 3.3 is also shown. 
Let f(x)= i xTDx+cTx, where D is a real symmetric matrix and CEE”. 
Associate with f the set M={xEE”: Dx+c=O}. 
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PROPOSITION 4.1 [ll, Theorems (25) and (32)]. The quudmtic jim&un 
f(x)= i xTL?x+cTx is quusiconvex, but not convex, on a convex set S with 
mnempty interior if and only if M& nonempty, D has exactly one negative 
eigenvalue, and S c FD+ + M or S c TDm + M. 
The new criterion is established through the following theorems, which 
are corollaries of results proved in Sec. 2. 
THEOREM 4.2. Assuming that M is 
negative eigenvalue, x E IF,’ 
nonempty and that D has exactly one 
+M or xE?‘,- +M if and only if the bordered 
Hessiun 
[ 
0 (Dx+C)T 
Dx+c D I 
has exactly one negative eigenvalue. 
Proof. Since M is nonempty, there exists a vector y E M such that 
-c = Dy. Then the bordered Hessian can be written as 
I 0 m-Y))= . W-Y) D 1 
Hence it follows from Theorem 2.8 that the bordered Hessian has exactly 
one negative eigenvalue if and only if (x - y ) E T,’ or (x - y ) E Ti, and the 
proof is completed. n 
In the preceding theorem it was assumed that M is nonempty. Next a 
sufficient condition for M to be nonempty is given in terms of the number of 
negative eigenvalues in the bordered Hessian, 
TKE~REM 4.3. Let the real symmetric matrix D have exactly one nega- 
tive eigenvalue. If the borakred Hessiun 
1 0 (Dx+C)= Dx+c D I 
has exactly one negative eigenvalue, then M is 
xET,- +M. 
nonempty and XE~‘L +M or 
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Proof. Applying Theorems 2.6 and 2.7 to the bordered Hessian, it 
follows that there exists a vector y E E” such that Dx + c = Dy and y ‘Dy < 0. 
Thus D(x-y)+c=O, and this implies t&at x-yEM. Hence Mis nonempty, 
andxEy+McT$ +MorxEy+McT; +M. n 
COROLLARY 4.4. Thequadraticfunctionf(r)=~rTDX+cTxiSqwrsicon- 
vex, but not convex, on a convex set S with rwnempty interbr if and only if 
D and the bordered Hessian each has exactly one negative eigenvalue for all 
XES. 
The relation between Corollary 4.4 an Crouzeix’s criterion restricted to 
quadratic functions is now established. First, suppose that f(x) = $ xTDx+cTx 
is quasiconvex, but not convex, on an open convex set S. Then it follows 
from Crouzeix’s criterion that for all x ES 
(Dx+c)Th=O implies hTDh>O. (4.1) 
But since f is not convex, then D is not positive semidefinite. Thus, referring 
to (4.1), (Dx+c)#O for all xES. Then Theorem 2.9 implies that the 
bordered Hessian has exactly one negative eigenvalue for all XES, and 
Corollary 2.2 implies that D has exactly one negative eigenvalue. Conversely, 
notice that the last condition in Crouzeix’s criterion is always satisfied for 
quadratic functions, since 
=;t2hTDh+t(xTDh+cTh)+;xTDx+cTx 
= $xTDx+cTx=cte 
if hTDh = xTDh + cTh = 0. Thus, via Crouzeix’s criterion and Theorem 2.9, if 
D and the bordered Hessian have exactly one negative eigenvalue for all 
x E S (S open and convex), then f(x) = f xTL?x + cTx is quasiconvex, but not 
convex on S. 
Hence, for quadratic functions on open convex sets, Corollary 4.4 and 
Crouzeix’s criterion are identical. Furthermore, Corollary 4.4 is a bit more 
general, since S is only required to have a nonempty interior. Finally, notice 
also that Crouzeix’s criterion and Diewert, Avriel, and Zang’s criterion are 
identical for quadratic functions that are not convex. 
It seems that the quasiconvexity criterion in Corollary 4.4 is harder to 
verify than the one in Proposition 4.1. Indeed, counting the number of 
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negative eigenvalue: in a matrix requires more effort than to verify if 
XE !k; + M or xE Tg + M. Furthermore, verifying that M is nonempty 
implies the same level of effort as analysing the eigenvalues of one bordered 
matrix. Thus the adaptation of the criteria for general twice continuously 
differentiable functions to quadratic functions does not generate an easier 
criterion to be verified. 
The author would like to express his sincere gratitude to Dr. D. H. Martin, 
of the National Research Institute for Mathematical sciences, CSIR, Pretoria, 
South Africa, who read an earlier draft of this paper and suggested improve- 
ments to many of the proofs, 
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