This paper proposes a nonparametric additive factor model where the common components depend on the latent factors through unknown smooth functions. Our approach is novel in the literature on nonlinear factor models as we propose a general and rigorous framework for identification, specify a general nonparametric and flexible estimation procedure based on sieve methods, and derive consistency results. The key point of our strategy relies on the specification of an asymptotic parameter space for the factors. Estimation is then obtained by using sieve approximations of this infinite dimensional factor space. We prove convergence of the sieve estimators as both time and cross-sectional sizes increase at appropriate rates. The finite sample performance of the estimators is illustrated in extensive numerical experiments. Finally, we show relevance and usefulness of our method by an application to a nonlinear CAPM on S&P500 data.
All these mentioned developments rely on a linear relationship between the common components and the factors. In this paper, we aim to further develop factor analysis by introducing a factor model where observations depend on the factors in a nonparametric nonlinear way, and we show that they can be consistently estimated by sieve methods when dimensions N and T are large.
The central idea behind factor models is the decomposition of the panel of observations (x it , i ∈ N, t ∈ Z) into a sum of two orthogonal components: a common component χ it , the common information from the panel, and an idiosyncratic component it , the inherent information of each process. Specifically, it is assumed that the common components are driven by a q-dimensional vector of latent factors z t = (z 1t , ..., z qt ) ∈ R q :
where χ i : R q → R is such that χ it := χ i (z t ). The number of factors q is typically small, effectively yielding dimension reduction. Factor models usually assume linear parametric associations χ i (z) = α i z, where α i ∈ R q are the linear factor loadings (or factor betas).
The standard factor analysis assumes Gaussian distribution and independence in the factors, which implies the optimal estimation procedure is via Principal Component Analysis (PCA).
However, the recent literature suggests that a parametric linear link assumption is often too strong (see e.g. Bates et al. (2013) who considers small deviations of the factor loadings). Indeed there is a growing need and interest for flexible generalization of factor models.
As a consequence, the trend in the literature focus on the development of methods incorporating flexible nonparametric components in factor models. The time varying case was explored in Cheung (2018) , Su, Wang and Jin (2019) , and Su, Wang and Jin (2019) . Semiparametric extensions are developed by Connor and Linton (2007) , Connor, Hagmann and Linton (2012) , Park et al. (2009), Fengler, Härdle and Mammen (2007) , Pelger and Xiong (2019) . In such models, the factor loadings α i are generalized to nonparametric functions of exogenous covariates. Ma, Linton and Gao (2017) introduced a quantile version of such models. Fan, Ke and Liao (2016) considered a linear factor model where the factors can be partially explained by observed covariates. Nonetheless, nonlinearity into the factors is yet to be addressed. Indeed, all these models consider nonlinear common components χ i into some exogenous variables, but they are still linear into the factors. Extensions to nonlinear relationships have been studied previously in McDonald (1962) , Etezadi-Amoli and McDonald (1983) , Wall and Amemiya (2001) , Bollen (1996) , and Klein and Moosbrugger (2000) .
However, these models are parametric and their structure needs to be specified by the user. A first step towards a fully nonparametric approach is done by Sardy and Victoria-Feser (2012) .
They define a two-step estimation method for isotonic additive latent variable. Their method is restricted to isotonic links however, and identification and asymptotic properties are not addressed.
In this paper, we develop a broad and general framework for fully non-parametric additive factor models, where the common components depend on smooth functions of the unobserved factors: χ it = q l=1 γ il (z tl ). The functional loadings γ il : R → R are unspecified members of infinite dimensional spaces of functions. Existence of a unique asymptotic representation of the additive factor model is shown under mild assumptions. For a finite number of observations, estimation of the factors with classical methods seems unfeasible.
The main contribution of the paper relies on two key results. First, we show that the true factors belong almost surely to a specific space of sequences, that we call the factor space.
Second, as this factor space is infinite-dimensional and therefore estimation over the whole space is unfeasible, we propose to use sieve approximations. A sieve space is a sequence of approximating spaces of the original space (see Chen (2007) for details on sieve spaces).
We show how to obtain tractable estimates and provide an efficient algorithm for general sieve spaces. Third, we derive the rates of convergence using empirical processes theory. To obtain consistency, it is shown that both T and N should go to infinity. This is confirmed by synthetic experiments.
The rest of our paper is structured as follow. The next section introduces the nonparametric additive factor model and expose our identification strategy. In Section 3, we propose sieve estimators, show how to specify the sieve spaces, and discuss an efficient algorithm. Section 4 investigates, theoretically, the asymptotic properties of the aforementioned method. Finally, simulation studies in Section 5 demonstrate the finite sample performance of our estimators.
In Section 6, we apply our procedure to estimate a nonlinear capital asset pricing model on S&P500 data.
2. The Model. We study the realization of a double indexed process X := (x it , i ∈ N, t ∈ Z), where the index t stands for time and i for the cross-sectional index. We suppose that the process is driven by a q-dimensional vector of latent variables z t := (z t1 , . . . , z tq ) through the following additive structure:
(1)
where γ il are unknown smooth functions and it are idiosyncratic errors. The number of latent factors q is typically smaller than N and independent of the number of observations.
We assume that X is stationary and, without loss of generality, centered. Our goal is to estimate both the functions γ il and the factors z tl . To be identifiable, the model is required to satisfy the following assumptions.
ASSUMPTION A1. For any l = 1, . . . , q, the processes (z tl ) t∈Z are real-valued and strictly stationary, with invertible marginal cumulative distribution F l . Each marginal dis-
ASSUMPTION A3. The functions γ il : R → R are continuous for any i ∈ N and l = 1, . . . , q.
ASSUMPTION A4. The processes (z tl ) t∈Z are ergodic for any l = 1, . . . , q.
Although Assumption A1 imposes the existence of the marginal cumulative distributions of the factors, F l are unknown and unspecified. Moreover, the processes (z tl ) t∈Z are allowed to be dependent and stationary. Assumption A2 is easily satisfied as it does not require any specific distribution for the idiosyncratic errors. For now, we only require continuity of the functions γ il (A3). We call Model (1), under Assumptions A1 to A4, an Additive Factor Model.
As in classical factor models, it is clear that γ il and z tl , in Model (1), are not separately identifiable. There are many combinations of γ i := (γ i1 , γ i2 , . . . , γ iq ) and z t that can yield the same distribution for x it . We argue that the common component is identified up to monotonic transformations of the factors. Indeed, for any continuous monotonic maps (1), then we can build another solution (γ i ,z t ), specified bỹ
) which gives the same distribution for the observations x it . We can make a parallel with the linear factor model which assumes that χ it are linear into the factors: the factors are thus identified only up to a linear transformation. Imposing orthonormality of the factors (0 mean and identity variance) leads to a unique factor model (up to a sign). In our model, γ i are nonlinear and thus the factors are identified only up to one-to-one transformation. In order to make the model identifiable, we link Model (1) to an equivalent representation. This is done by the following theorem.
THEOREM 2.1 (Uniqueness). Suppose Model (1) holds and that Assumptions A1-A3 are met, then there exist sequences U l = (u tl ) t∈Z ,l = 1, . . . , q satisfying
(2)
and such that for any l = 1, . . . , q, u tl are uniformly distributed over [0, 1] for any t ∈ Z, and g il ∈ C([0, 1]) are real-valued continuous functions for any i ∈ N.
Importance of Theorem 2.1 lies in the fact that it establishes the existence of an equivalent Additive Factor Model with uniformly distributed factors. The proof of Theorem 2.1 is simply done by setting u tl := F l (z tl ) and g il := γ il • F −1 l , then the probability integral transform yields that u tl are uniformly distributed. The factors U l = (u tl ) t∈Z can be interpreted as the theoretical ranks of the process (z tl ) t∈Z . We therefore call Model (2), the "rank representation" of X and we refer to the process u tl as the "rank factors". The factors are identifiable only up to their distributions. We have to not only constrain the mean and variance, as in standard linear factor models, but the whole distribution of the factors u tl . In a nutshell, Theorem 2.1 shows that, while the factors are not identifiable, one can identify the inherent structures, described by their ranks.
The point of specifying a parameter spaces is crucial to build an estimation strategy. While the space of the functions g il is clearly identified, it is not clear how to define the space of factors. Indeed, Theorem 2.1 only gives us information on the probability distribution of the factors. It does not tell anything on their "actual" distribution and how to estimate the factors.
To give an example of a degenerate case, consider a univariate Additive Factor Model x it = g i (u t ) + it where the factors are all equal, that is u t = u 1 for all t ∈ Z. Although this situation is allowed by Theorem 2.1 as long as u 1 ∼ Unif[0, 1], it will prevent any attempt to estimate successfully the model and in particular the functions g i . By making use of the ergodicity Assumption A4, the following result provide a link between the theoretical distribution and their empirical distribution. THEOREM 2.2 (Factor space). Define the set U of equidistributed sequences over [0, 1], that is:
Under Model (1) and Assumptions A1-A4 the time series of latent factors U l := (u tl ) t∈Z in (2) belong to U almost surely for all l = 1, . . . , q.
For the rest of the paper, we will refer to U as the the factor space. The factor space U is the space of all equidistributed sequences, which is all U l = (u tl ) t∈Z ∈ [0, 1] ∞ with uniform empirical distribution. As we want to estimate each U l , as T → ∞, U can be regarded as an "asymptotic" parameter space for the factors. The next result for identification states that Model (2) is unique. 
Similarly to the basic linear factor model, where the factors are unique up to a sign, the rank factors are unique up to an inverse relationship. Indeed, if u tl are solutions for (2), theñ u tl = 1 − u tl are also uniformly distributed solutions. Equivalently, the functionsg il (·) can be either equal to g il (·) or to g il (1 − ·). REMARK 1. Throughout the paper, we consider estimation of the factors u tl and the functions g il in Model (2). In a second step, the researcher can recover Model (1) by imposing any distribution on the factors and transforming them by applying the inverse of the corresponding cdf on u tl . The distribution of the observations x it does not depend on the choice of the distribution of z tl provided that we transform the functions accordingly, and it basically only depends on the rank factors u tl . Therefore, the choice of the distribution of z tl should be driven by the application. For example, if it is intuitive in a particular application to assume a Gaussian distribution for the factors, one can first estimate the rank factors, call itû tl , and then setẑ tl = Φ −1 (û tl ) andγ il =ĝ il • Φ. We believe that this characteristic is not a limitation of the model, but, on the contrary, yields more freedom in the modeling.
Note that all the results (uniqueness, factor space, and identification) of this section hold in theory and for an infinite number of observations t ∈ Z. In practice, we are provided only with a finite number of observations t = 1, . . . , T and there are no unique finite sample representation of x it . Indeed, there are infinitely many truncated lists (u 1l , . . . , u T l ) such that the extension U l = (u tl ) t∈Z belong to U and satisfy Model (2). The next section aims to overcome this difficulty.
3. Sieve Estimation. Throughout this section, we consider a finite realization ( (2). We denote by U the vector of processes U := (U 1 , . . . , U q ) .
In a slight abuse of notation, we will also write U = (u t ) t∈Z , where u t = (u t1 , . . . , u tq ) .
Regarding the functions, we call f i = q l=1 g il and f := (f 1 , . . . , f N ) the N -dimensional vector of additive functions. We consider estimation of both f and U through the minimization of the empirical loss:
Given some functional space G ⊂ C[0, 1], we define the space of additive functions:
Minimization of (3) over the whole infinite dimensional parameter spaces F and U is unfeasible. This is especially true for the factor space as we have seen that Model (2) is identifiable only when considering the observation of the entire process X = (x it ) i∈N,t∈Z . Indeed, U is an infinite-dimensional space of sequences, which could be recovered only with an infinite number of points in time t ∈ Z. Specifically, it is not possible to restrain the distribution of (u 1l , . . . , u T l ) to be uniform when we are dealing with a finite number of observations t = 1, . . . , T . To overcome this difficulty, we make use of sieve approximations for both the function and factor space. A sequence of spaces F * 1 , F * 2 , ..., F * T is called a sieve if it is dense in the original space F , which means for any f ∈ F there exists a projection of f , say
We refer to Chen (2007) and to Grenander (1981) for a book-length introduction.
3.1. The Sieve function space F * T . We denote F * T the sieve approximation of F . We require that dim(F *
Sieve spaces can be linear or nonlinear. Typical examples of sieves are spaces of polynomials, B-splines, wavelets, but also single Artificial Neural Networks (nonlinear). A popular and convenient method, that we use in our simulation experiments, is series estimators. Considering a vector of bases of functions ψ := (ψ 1 , ψ 2 , . . . , ψ dT ) , the functions g il can be approximated by
The sieve space is then specified as the set of all linear combinations of the bases, that is F * (3) is then equivalent to minimizing the loss
Given the estimatesα il we then estimate the function by plugin:f i = q l=1α il ψ.
3.2. The sieve factor space U * T . Our purpose is to build a sieve for the factor space. For this, we consider the following pseudo-norm:
defined for sequences U = (u t ) t∈Z . In order to obtain tractable and consistent estimates (see Section 4), its cardinality has to be finite, card(U * T ) = c T < ∞, and such that c T → ∞. Note that we call cardinality the number of distinct elements with respect to the pseudo-metric.
Two elements U andŨ are considered as distinct if U −Ũ T = 0. The rate of convergence of the estimators depends on both the cardinality and the rate of approximation:
There is clearly a trade-off between restricting the cardinality and having a good approximation of the original space. One wants to obtain the best approximation while limiting the cardinality of the sieve space. Although many different sieve factor spaces can be considered, we propose to build the sieve U * T in the following way. Instead of using the product spaces [0, 1] T , or S T T , we choose to take a set of equidistant points on [0, 1], S T := 1 T +1 , 2 T +1 , . . . , T T +1 , which can be seen itself as a sieve for [0, 1]. The idea is to eliminate the possibility of obtaining several times the same values for the rank factors. To this end, we define the sieve space U * T as the set of all sequences (u t ) t∈Z such that the values of (u 1 , . . . , u T ) are permutations of S T . In this way, we make sure that u t = u t for any t = t . Therefore, u t can be directly interpreted as empirical ranks of the factors. The sieve factor space can be equivalently written as:
The sieve space U * T is therefore a set of all sequences such that for any (u t ) t∈Z ∈ U * T , u 1 , . . . , u T are equidistributed. As T → ∞, we have T ξ /(T + 1) → ξ. The cardinality of the sieve space is c T = card(U * T ) = T !. In the following proposition, we show that U * T is indeed a sieve space for U with respect to the pseudo-norm.
holding with probability tending to one for some universal constant C > 0 and a sequence π T → 0. The space U * T is then a sieve for U with:
with probability tending to 1 and where U 0 l = (F l (z tl )) t∈Z .
The above proposition is very general as we do not specify the rate π T . In the i.i.d case, the Dvoretzky-Kiefer-Wolfowitz inequality states that π T = 1 √ T . But independence is not necessary to obtain good rates π T → 0. It is often enough to assume that the processes (z tl ) t∈Z are phi-mixing. We quote Bobkov and Götze (2010) and references therein for a review.
3.3. Empirical loss minimization. We define the estimatorsf andÛ by the minimizers of the empirical loss over the sieve spaces:
. . , N and U l ∈ U * T ∀l = 1, . . . , q} ,
We propose an alternate optimization algorithm to compute the sieve estimates. The procedure is general as it applies to any suitable sieve spaces, provided that d T = dim(F * T ) < T and c T = card(U * T ) < ∞, not only to the above specified sieve spaces. The algorithm is described as follows:
(i) Start with an initial choiceÛ (0) l ∈ U * T , for l = 1, . . . , q. (ii) For a givenÛ (k) , we obtain for i = 1, . . . , N :
, we obtain for t = 1, . . . , T :
Then we obtain the estimatesÛ Step (ii) and (iii) are repeated until convergence.
Step (ii) is simply an additive nonparametric regression, but step (iii) is more challenging.
Step (ii) is an additive nonparametric estimation, and the solution depends on the sieve space F * T . If one considers spline basis functions, one can obtain explicit formulas.
Step (iii) is less straightforward and the way to perform projection depends on the sieve factor space. The algorithm decomposes each problem into small subproblems which require only to use a small part of the observations. Step (ii) performs N additive nonparametric estimation of sample sizes T and Step (iii) minimizes T times problems considering only N observations (x 1t , . . . , x N t ). Our experience with the computational aspects of the problem suggests that this strategy is efficient, especially for big data problems requiring an extensive use of the memory. Minimization of the loss function (3) is a biconvex problem: it is convex for one parameter given that the other parameter is fixed. For the convergence properties of this alternate algorithm, we refer to Gorski, Pfeuffer and Klamroth (2007) .
Theoretical results.
In this section, we present the asymptotic results for our estimation method, when both N and T diverge to infinity but q is fixed. For general sieve spaces F * T and U * T , we give the key results necessary to derive the rates of convergence. Then we apply it to the special cases of sieve spaces discussed in Section 3. The total error can be decomposed into a sieve error, the error due to the approximation of the true parameter space, and an estimation error, which is the error due to the data generating process. First, Theorem 4.1 give a bound on the sieve error. To provide a bound on the estimation error, empirical process theory makes use of the metric entropy. We thus define a composite sieve space, built from the combination of the sieve factor space and the sieve functions space, and provide its entropy in Lemma 4.1. Corollary 4.1 concludes by making use of these results to provide rates of convergence for the sieve estimators in the special case of linear function spaces and of the equidistributed sieve factor space as specified in (4). 4.1. The sieve error. First we study the theoretical properties of the sieve approximations to Model (2). Let f 0 := (f 0 1 , . . . , f 0 N ) be the true N -dimensional matrix of functions and U 0 be the true vector of the factors processes, both satisfying Model (2). First, we call sieve solution the couple (f * , U * ), satisfying the following:
The solution represented by the couple (f * , U * ) corresponds to the closest members of the sieve spaces to the true solution (f 0 , U 0 ). We make the following assumptions:
ASSUMPTION B1. The space F can be approximated by a sieve space F * T . Specifically, it exists a sequence ρ T defined through:
satisfying ρ T → 0, where the supremum is taken over all the vectors u 1 , . . . , u T in [0, 1] q .
ASSUMPTION B2. The factor space U can be approximated by a space U * T . Specifically, for any (u 0 t ) t∈Z ∈ U , it exists a sequence α 2 T defined through:
ASSUMPTION B3. The functions f * ∈ F * T are Lipschitz continuous, which means it exists some positive constants L * T such that:
Assumption B1 is standard in sieve theory. The sequence ρ T typically depends on the nature of the chosen sieve space F * T as well as on its dimension d T . One can usually fine tune ρ T by choosing d T appropriately. Assumption B2 is similar to Assumption B1 and defines a rate of approximation for the factor space. Proposition 3.1 has shown that α T = O(π T ) for a sieve factor space defined as (4). Typically, under mixing conditions we have α T = O(T −1/2 ). Assumption B3 strengthens a bit Assumption A3 and is common in the nonparametric literature.
The following theorem presents the rates of convergence of (f * , U * ) to the true parameters (f 0 , U 0 ). THEOREM 4.1 (Sieve error). Under assumptions A1-A4 and B1-B3, it holds that:
Note that the rates of convergence do not depend on N but only on T . We recall that under appropriate mixing conditions Proposition 3.1 yields α T = C √ T .
4.2.
Entropy of the composite sieve space . For a space H equipped with a norm · , we denote N (δ, H, · ) the δ-covering number and H (δ, H, · ) := log N (δ, H, · )
the δ-entropy. For the theoretical properties of the estimators, we consider a composite sieve space, H * T , which depends on both F * T and U * T through:
For a function f : {1, . . . , N } × {1, . . . , T } ∈ R we define the empirical norm:
whereas for a univariate function h : {1, . . . , T } → R we define the norm:
We can therefore write the solution of (5) as:
where we look at the observations x as a function over {1, . . . , N } × {1, . . . , T }. The entropy of H * T is provided in the following lemma.
LEMMA 4.1 (Entropy bound). The entropy of H * T is given by:
The entropy bound depends linearly on the log of the cardinality of the sieve factor space as well as on the entropy of the sieve function space.
4.3. Application. The above results are very general and can be applied to many different sieve spaces. To apply it to the relevant sieve spaces of our cases, we introduce an additional assumption on the distribution of the errors.
ASSUMPTION E. The errors it are independent and, for λ > 0 small enough, satisfy:
Assumption E requires that the errors are subgaussian, which is classical in empirical processes theory. The following corollary combine the results of Theorem 4.1, Lemma 4.1, and Proposition 3.1 to provide rates of convergence when the sieve function space G * T is linear and the sieve factor space U * T is defined as in (4).
COROLLARY 4.1. In a sieve factor space U * T defined in (4) and a linear function space F * T = {f (u) = q l=1 α l ψ(u l ) : α l ∈ R dT }, suppose that Model (2) meets the Assumptions A1-A4, B1-B3, and E. If Proposition 3.1 is satisfied with π T = T −1/2 , it holds that:
First, note that the above rate of convergence depends on classical quantities, which are the dimension of the sieve function space dT T and the rate of approximation of the true function space ρ 2 T → 0. More interestingly, the rates also depends on log(T ) N . Therefore, to obtain consistent estimates, we need both T and N to grow to infinity. In particular, T should not be too large: log(T ) = o(N ). While not very stringent, we require high-dimensionality (in the sense that N → ∞), in contrast to most factor models. Finally, the sieve factor space must well approximate the factor space. Under some mixing property, this can be achieved at a rate of L * T T .
Numerical Experiments.
5.1. Simulation setup. In this section, we conduct a set of synthetic experiments to document the efficacy of our methods for different model complexities. Two different models of various sample sizes, T and N , are used to explore the behavior of our estimation procedure. In the different settings, we make use of randomly generated functions. Specifically, we choose sums of Fourier basis functions with randomly generated coefficients a m and b m :
The choice of this class of functions is motivated by its flexibility. The functions can exhibit many different shapes while being still sufficiently smooth. The coefficients a := (a 1 , . . . , a 5 ) and b := (b 1 , . . . , b 5 ) are generated randomly as i.i.d. standard Gaussian for each simulations and function.
5.2.
Models. We generated data from two different specifications. The first one, a unique factor model with autoregressive dynamic, is intended to illustrate by its simplicity, and to
show that we are able to recover the dynamic of the process. The second model is a multidimensional latent factor (q = 1, 2, 3). It is intended to explore systematically the behavior of the mean squared error (mse) for various sample sizes and factors. We generated data from the following models: MODEL 1. We consider N = 100 and T ∈ {50, 100, 200, 500}. Observations are generated by:
where it are generated from i.i.d. N (0, 1) and γ i = g i • Φ −1 with Φ the cumulative distribution of the standard Gaussian. For the factors, the observations are from an AR(1) process:
The nine first functions g i are defined through:
g 1 (ξ) = 2ξ, g 2 (ξ) = 10(ξ − 0.5) 2 , g 3 (ξ) = 1.5 cos(3πξ), g 4 (ξ) = 1.5 sin(2πξ), g 5 (ξ) = 10(ξ − 0.5) 3 , g 6 (ξ) = 2 sin(2πξ) (2 − sin(2πξ)) , g 7 (ξ) = sin 3 (2πξ), g 8 (ξ) = 2 ξ, g 9 (ξ) = 2 exp(10(ξ − 1/2)) (1 + exp(10(ξ − 1/2))) g i (ξ) = h ai,bi (ξ), for i > 9
where a i , b i are generated as i.i.d standard Gaussian for each simulation scheme.
MODEL 2. We consider N ∈ {10, 50, 100, 200} and T ∈ {100, 200, 500}. Observations are generated for q ∈ {1, 2, 3} by:
where it follows an i.i.d. N (0, 1), γ il = g il •Φ. For each i and l, the functions are constructed randomly with g il (ξ) = h ail,bil (ξ), where a il , b il are simulated as i.i.d standard Gaussian for each scheme. The factors are originated from a i.i.d multivariate standard normal N (0, I q ). In Model 1, the functions have been adapted such that their variances are around 1. Therefore, the error term it represents 50% of the total variances. The true θ is fixed at 0.5 throughout all the simulations. We estimateθ via least squares on the obtained estimated factors computed asẑ t = Φ −1 (û t ). To generate the processes (z t ) t∈Z we use a burning period of size 1000. For both models, we do 200 simulation runs for each combination of (N, T, q).
In order to evaluate the performances of our estimation method, we use the relative mean squared error (mse) for the functions, 
as performance measures. To compute the mse, we set u tl :=F l (z tl ), whereF (·) is the empirical cumulative distribution function of z tl .
Simulation results.
Simulation results for Model 1 are presented in Figures 1 and 2 . Figure 1 shows the boxplots of the estimated θ for different T . As T increases, the distribution of the estimates collapses around the true value. This indicates that we can recover the dynamics of the factors by a two-step procedure. Figure 2 shows the functional boxplots of the first nine functionsĝ 1 , . . . ,ĝ 9 . For each function, the median curve of the estimate follows closely the true curve.
The simulation results of Model 2 are presented in Table 1 . We observe that the mse of both the functions and the factors are decreasing when both T and N increase. It also shows that increasing N while keeping T fixed always improve the mse of the estimates. However, increasing T does not necessarily improve the results when N is kept fixed, especially when it is small. For instance, for q = 1 and N = 10, the median of the mse(f , f ) takes values 0, 4026, 0.2688, and 0.2984 as T = 100, 200, and 500. These simulation results are consistent with those provided in Corollary 4.1.
6. Empirical illustration.
6.1. Model setup. In this section, we apply our method to asset pricing. The Capital Asset Pricing Model (CAPM), originally proposed by Sharpe (1964) and Lintner (1965) , states that the return of the i-th capital asset at time t, R it , follows from a linear one-factor model:
where R mt is the expected market return, R f is the risk free return, and it are random errors. R mt − R f is often called the market premium and β i ∈ R represents the sensitivity to the market premium or the systematic risk of the asset. The market return R mt is typically not observable and, thus, factor analysis belongs to standard methods to estimate the market return. However, because of the linearity assumption, the estimated factor is extremely correlated with the observable market index and the CAPM can therefore be estimated just by a regression on this proxy.
Both methods, linear factor analysis and regression on the proxy, work well when the market is stable and well-behaved, especially when the assumptions are almost completely satisfied. However, in the presence of extreme events, such as economic crisis, the CAPM model (8) can break down (see for example Bollerslev et al. (1988) and Ghysels (1998) ).
One of the reasons is the linearity of the CAPM, which is inherited from the assumptions of rationality of the investors and that all the risks are captured by the variance. However, long-term investors, and to a lower extent also short-term investors, are interested by more than only one period mean-variance (Merton (1973) ). The assumption of rationality is equally challenged (Daniel, Hirshleifer and Subrahmanyam (2001) ). There are numerous debates and critics in the industry and academia about the validity of the model and its improvement, such as Fama and French (1992) 's three factor model and Jagannathan and Wang (1996) 's conditional CAPM, but its popularity is undeniable. However, it is beyond the scope of this paper to
give an extensive discussion about related advantages and problems. To accommodate these critics, we propose the following nonlinear extension:
where γ i : R → R are smooth functions. This fits in our framework as we observe x it = R it and aim to estimate both the functions γ i and the unobserved market return z t = R mt . Our application retains the main idea behind the CAPM, but we relax the linearity assumption by estimating the underlying variable and its relation to the assets. This implies that we cannot use a market index as proxy. The functions γ i can be used to design more flexible portfolios better tailored to the investors' preferences.
6.2. Data. Assuming only one factor to make it comparable to the CAPM, we apply our model to 20 years historical log-returns, between May, 1 st 1999 and April, 30 th 2019, of the S&P 500 and its constituents. The dataset is obtained from Bloomberg with total size of T = 5118 and N = 500. This period includes stressful times such as wars and financial crisis which allows the examination of the -unlikely linear -behavior of equities during theses times.
6.3. Estimation method. For estimation, we make use of the sieve space defined in (4).
For the sieve function space we used linear combination of B-splines functions with 15 equally spaced knots. Withû t andĝ i at hand, we estimated the factors asẑ t = F −1 (û t ) and
γ i =ĝ i • F where we took F as the estimated cumulative distribution function of the S&P index. This allows a direct comparisons between the estimated factors and the S&P index.
6.4. Estimation results. The time series of the estimated factors is plotted in Figure 3 .
Theorized in the CAPM, the main explanatory variable of the equities movement should be the market return, which is closely related to the market index. Our factor is highly correlated, at 0.9051, with the proxy over the whole period, which implies that the estimated factor indeed possibly captures the market return. This correlation is lower than in standard linear factor analysis. This is expected since we also model non linearity. It corroborates our proposition and the literature. During troubled time, the market might be less efficient, and somewhat less predictable. However, our model is able to capture the nonlinear dependence of the assets, discussed below, and the estimate should be closer to the true market return theorized in the CAPM.
In Figure 4 , we compare the plot of four of the conditional expected returnsÊ[x it |z] estimated with three different methods: i) our nonparametric factor model, ii) the standard factor model, iii) a nonparametric regression using the S&P index as proxy. A trivial first observation is that when the market is in a positive state, respectively negative, the expected return of its constituents would accordingly yield a positive, respectively negative, return. Overall, when the market return is above zero, a linear approximation would actually be a good proxy.
The slope of the functions, however, differs from case to case. The structural break when the market goes into the negative territory is easily explained by the risk-aversion theory. The The top left of Figure 4 is the American International Group Inc (AIG UN Equity). We deviate quite far from the linear model and we argue that our function is more coherent. AIG being an insurance provider, its profits are generally predetermined by the premiums and its clients base cannot increase quickly even during economical growth. However, if the market is distressed, some of their contracts might be in the money, which explains the structural change. It is interesting to notice that the shape of our estimation looks like the payoff when shorting put options, which is exactly the business of an insurance company. The top right of RTN UN Equity) . It is a technology company specializing in defense and other governments markets throughout the world. Although it does get impacted by the market return, its behavior is quite different from the linear model. When the market is increasing, it states nothing on the expected return of RTN. When the factor decreases, it only changes the mean of the expectation. Indeed, the spending on the military is dependent on the country's economic state only to a limited extend. Finally the last plot is NiSource Inc (NI UN Equity), which is a holding of energy providing companies. It seems to be an under-leveraged, compared to the market, stock during upside. The simple explanation is that they profit from growing market only through the increase in energy consumption. During bear market, however, the expected return stops at a certain level, which is again the lower bound of energy consumption. Its return should be more related to commodity prices. The other estimated functions do not show significant non-explained particularities that deserve investigation. In the vast majority of the functions, we observe higher slope (systematic risks) in the negative territory, which is similarly observed in the conditional CAPM and extensions or conditional heteroscedasticity models. However, even though the first structural break happens similarly in every functions around 0, it is important to point out that the second break does not occur at the same level of return for every equities. This might be a problem to model by assuming specific state of the market and to condition on these time periods. Indeed, other methods might explain similar behavior, but by estimating simultaneously the market return and the functional loadings, we require milder assumption and are able to obtain compact and precise results. 6.5. Further discussion on potential applications. Considering the brief analysis done above, our model might be a serious competitor to established financial models. The estimation of the latent factors seems to make sense from a theoretical point of view. Further developments and investigations would be needed to challenge existing models. One possible extension would be to look into other latent variables that should explain illiquidity, Fama-French's three factors or more. Further theoretical development could be, for example, the construction of conditional optimal portfolios or forcasting by analyzing the latent variables. The β i in the CAPM represents the sensitivity of the asset return to any changes in the market return. Similarly, the gradient of the estimated functions serves the same role, which can also be interpreted as a time-varying β it conditioned on R mt . This interpretation needs to be further studied to construct a novel method for optimal weight allocation that is conditional on the investing environment.
For linear function space F * T = {f (u) = q l=1 α l ψ(u l ), α l ∈ R dT , |f (u)| ≤ R}, the Dudley's integral is bounded by:
The theorem follows by applying for example Theorem 10.11 in van de Geer (2000) .
