The transient behavior of the density operator for radiation in a single-mode cavity at a finite temperature is considered. Any initial state will evolve toward thermal equilibrium because of the interaction with the mirrors. This steady state is determined uniquely by the temperature, but the transient state depends on the initial conditions. The equation of motion for the matrix elements of the density operator is solved analytically, given an arbitrary initial state. The factorial moments, the generating function, and the timedependent spectral distribution are also obtained. The results yield known expressions in the appropriate limits.
INTRODUCTION
We consider radiation in a single-mode cavity at temperature T. If the radiation were in thermal equilibrium with the cavity mirrors, then the average number of photons would be where v c is the resonance frequency and k is Boltzmann's constant. Coupling between the radiation and the mirrors leads to relaxation toward thermal equilibrium, and in a finite-Q cavity the coupling parameter is K v c ͞Q.
The equation of motion for the density operator r of the radiation is 2 -4 i dr dt ͑L r 2 iL c ͒r .
The Liouville operator L r accounts for the free evolution and is given by L r r v c ͓a y a, r͔ , (
where a y and a are the usual photon-creation and -annihilation operators, respectively. The mirrors of the cavity give rise to damping in the time evolution, and this is included in the equation of motion by means of the Liouvillian L c . This operator is defined as L c r 1 /2Kn eq ͑aa y r 1 raa y 2 2a y ra͒ 1 1 /2K͑n eq 1 1͒͑a y ar 1 ra y a 2 2ara y ͒ . (1.4)
We consider n eq a free parameter of the system, representing the finite temperature. This n eq is equal to the average number of photons in the steady state, t !`. For T 0 we have n eq 0, for which the terms representing thermal excitation in Eq. (1.4) vanish. The formal solution of Eq. (1.2) is r͑t͒ exp͓2i͑L r 2 iL c ͒t͔r͑0͒ , (1.5) showing that an arbitrary initial state r͑0͒ determines the solution for all t . 0. Of practical interest are the matrix elements with respect to number states, r͑t͒ nm ͗njr͑t͒jm͘, and they are determined, in principle, by the initial matrix elements r͑0͒ nm . The set ͕r͑t͒ nm ͖ depends in a linear way on the initial set ͕r͑0͒ nm ͖, as follows from Eq. (1.5). If we can express the matrix elements ͕r͑t͒ nm ͖ as linear combinations of ͕r͑0͒ nm ͖, then the coefficients of the transformation matrix are the matrix elements of the evolution operator exp͓2i͑L r 2 iL c ͒t͔. The evaluation of this operator would also be relevant for the Jaynes -Cummings model with cavity damping, 5 -14 in which it is sometimes used to transform the equation of motion to the dissipation picture. Recently Mufti et al. 15 proposed a solution of Eq. (1.2) in the form of the Ansatz r͑t͒ exp͓f͑t͔͒exp͓a͑t͒a y ͔exp͓ x͑t͒a y a͔exp͓a͑t͒ ‫ء‬ a͔ .
(1.6)
This Ansatz leads to a set of nonlinear equations for the unknown functions f͑t͒, a͑t͒, and x͑t͒, and the initial values have to be determined from the factorization of r͑0͒ in the same form as in Eq. (1.6). It is not obvious how that can be accomplished in general for an arbitrary r͑0͒. where we have set t Kt. Of particular interest are the populations p n ͑t͒ ͗njr͑t͒jn͘, n 0, 1, 2, . . . , which equal the probabilities of finding n photons in the cavity at time t. For m n, Eq. (1.7) simplifies to dp n dt 2 n eq ͕͑n 1 1͒p n 2 np n21 ͖ 2 ͑n eq 1 1͕͒np n 2 ͑n 1 1͒p n11 ͖ , ( 17 -20 If the density operator has a P representation, then Eq. (1.8) can be transformed into a Fokker -Planck equation for this P representation, which can subsequently be solved. 1, 21 In this paper Eq. (1.7) is solved directly in terms of the initial matrix elements, and the result is applied to the evaluation of some quantities of interest.
GENERATING FUNCTION
Equation (1.7) couples only matrix elements with the same value of m 2 n. Therefore we set m n 1 l, with l 0, 1, 2, . . . , and consider l fixed. Then Eq. (1.7) couples r n,n1l for n 0, 1, 2 . . . . Equation (1.7) can be simplified with the following transformation:
r n,n1l ͑t͒ , 
MATRIX ELEMENTS
The x dependence of the generating function determines the quantities g n ͑t͒, because they are the Taylor coefficients in a series expansion around x 0, according to Eq. (2.3). Hence these quantities can be determined by n-fold differentiation as
A complication here is that Eq. (2.5) contains the initial generating function, with j as a variable. To express g n ͑t͒ in terms of a linear combination of all g n ͑0͒ we set
in Eq. (2.5) and then substitute expression (2.6) for j.
Carrying out the n-fold differentiation then yields
The summation over m effectively runs up to m min͑n, k͒ because of the factorials in the denominator. Therefore the series over m is a finite sum. The matrix elements of the density operator now follow from transformation (2.1). We find that r n,n1l ͑t͒ exp͓͑iQ 2 1 /2͒lt͔
for n, l 0, 1, 2, . . . . With Qt v c t we see that r n,n1l ͑t͒ oscillates with the Bohr frequency v c l, as it should. The remaining matrix elements follow from
because r is Hermitian. For l 0 the coherences go over into the probabilities p n ͑t͒. When we write
then X n,m ͑t͒ is given by
The summation over j runs from j 0 to j min͑n, m͒. The quantity X n,m ͑t͒ can be considered the Green's function, as it equals the probability p n ͑t͒ when the initial state is the number state jm͗͘mj. In terms of the hypergeometric function F ͑a, b, c; z͒, 27 X n,m ͑t͒ can be expressed as
and with the identity √ n 1 m m ! F ͑2n, 2m, 2n 2 m; z͒ F ͑2n, 2m, 1; 1 2 z͒ (3.9) this can be simplified to
(3.10)
FACTORIAL MOMENTS
The factorial moment s k ͑t͒ of the probability distribution is defined as the average of n!͑͞n 2 k͒! for k 0, 1, 2, . . . , e.g.,
The inverse of this relation is
showing that either the set ͕ p n ͑t͖͒ or the set ͕s k ͑t͖͒ uniquely determines the probability distribution. Moreover, both sets are related through the generating function according to
showing that ͕ p n ͑t͖͒ are the Taylor coefficients for an expansion around x 0 and ͕s k ͑t͖͒ are the Taylor coefficients for an expansion around x 1 of the same function. The evaluation of the factorial moments proceeds in the same way as the derivation of the matrix elements from the generating function. From Eq. (4.3) it follows that
We set l 0 in Eq. (2.5) and replace the initial generating function by
with j given by Eq. (2.6). Carrying out the k-fold differentiation and letting x ! 1 yield
The factorial moment s k ͑t͒ is determined by the initial factorial moments s l ͑0͒ for l # k only, whereas the probability p n ͑t͒ depends on all initial probabilities.
For k 0 we have
The significance of the higher factorial moments lies in the fact that these are averages over the probability distribution and therefore relate to observable quantities. For k 1 we obtain the average number of photons in the cavity at time t. We find that 8) showing that n͑`͒ n eq , as it should. The variance in the photon distribution is related to the second factorial moment according to 9) and with Eq. (4.6) this becomes
in terms of the parameter u. In the steady state we have u n eq , and therefore Var͑`͒ n eq ͑n eq 1 1͒, as expected for a thermal distribution. The factorial moments for k 0, 1, 2 can also be derived directly from Eq. (1.8). If we multiply Eq. (1.8) by 1, n, and n͑n 2 1͒, and then sum over n, we obtain the relations with the solutions given above. This procedure becomes increasingly more complicated for the higher factorial moments.
SPECIAL CASES
A. Zero Temperature In the limit of zero temperature we have n eq 0, u 0, and v 2exp͑2t͒. The factorial moments simplify to 28, 29 s k ͑t͒ exp͑2kt͒s k ͑0͒ ,
and the quantities X n,m ͑t͒ become
as follows from Eq. (3.7). This gives for the probabilities
This solution has been known for a long time 30 and has been derived in many different ways. It is a Bernoulli distribution over the initial distribution; exp͑2t͒ is the probability that a photon is still in the cavity at time t when it was in the cavity at time t 0.
B. Steady State
e.g., the coherences die out. For t !`we have u v n eq , and with Eq. (3.7) this gives
(5.5)
The summation over j can be performed: 6) which becomes independent of m. We can prove relation (5.6) by multiplying both sides by z n and summing over n. Both sides then yield the same sum, which proves Eq. (5.6). With Eq. (3.6) we obtain
the thermal distribution. The corresponding factorial moments are
as follows from Eq. (4.6) (only the l 0 term survives).
C. Thermal State
If the initial state is a thermal state with n o photons, then the initial distribution is given by Eq. (5.7) with n eq replaced by n o . This corresponds, for instance, to a sudden change in temperature of the cavity. The initial factorial moments are s l ͑0͒ l!n o l . When we substitute this into Eq. (4.6) the summation can be performed, with the result that
where n͑t͒ n eq 1 ͑n o 2 n eq ͒exp͑2t͒. This shows that the distribution is a thermal distribution at all times. The probabilities are given by Eq. (5.7) with n eq replaced by n͑t͒.
D. Coherent State
Let the initial state be a coherent state, e.g., r͑0͒ ja͗͘aj, with a complex. The initial matrix elements are then 
When we set l 0, these are probabilities p n ͑t͒, and we recognize this as a noncentral negative binomial distribution. Such states were introduced in quantum optics as a superposition of a coherent state and a thermal state, and they form an interpolation between these two states. The numbers of coherent and thermal photons are n c jaj 2 exp͑2t͒, n t u n eq ͓1 2 exp͑2t͔͒ , (5.14)
respectively. The properties of these states have been studied extensively. 31 -36 Such states are also the output of a linear amplifier with a coherent input, 37,38 which provides a different way of generating these states. The initial factorial moments are s l ͑0͒ jaj 2l , and with Eq. (4.6) they give
CORRELATION FUNCTION
The spectral distribution of the radiation in the cavity is determined by the correlation function ͗a y ͑t 1 ͒a͑t 2 ͒͘, with t 2 $ t 1 $ 0. In the Schrödinger picture this is
in terms of the evolution operator for the density matrix, as shown in Eq. (1.5). Taking the trace gives
The ͑n 1 1, n͒ matrix element is given by the complex conjugate of Eq. (3.4), with l 1. The initial values now become r k11,k ͑0͒ ! ͗k 1 1j͓ r͑t 1 ͒a y ͔jk͘ p k 1 1 r͑t 1 ͒ k11,k11 , and this gives .5) with the average number of photons given by Eq. (4.8) with t ! Kt 1 . It appears that the temperature dependence of the correlation function enters only through n͑t 1 ͒. The regression t 1 ! t 2 is temperature independent. Also, the only dependence on the initial density operator is through n͑t 1 ͒, which is determined by n͑0͒ only.
SPECTRUM
The spectral distribution of the radiation in the cavity is essentially time dependent, because the density operator evolves in time. Suppose that the radiation is prepared in a state r͑0͒ at time t 0 and that we start the frequency measurement at time t 0. The electric field in the cavity is measured with a frequency filter with setting frequency v. The time-dependent spectrum is then the photon-counting rate by a detector, after filtering. This is the physical spectrum of light, 39 and we shall indicate this spectrum by I ͑v, t͒. It can be shown 40 that the physical spectrum can be expressed in terms of a quasispectrum J͑v, t͒ according to
where the smoothing function s͑v, t͒ depends only on the detector properties. The quasi-spectrum was introduced by Page 41 and by Lampard 42 and is given by
Here it is assumed that the positive frequency part of the electric field (in the Heisenberg picture) is proportional to the annihilation operator a͑t͒ and that overall constants are collected in the parameter z . If the correlation function is stationary, then J͑v, t͒ reduces to the Wiener -Khintchine spectrum for t !`. When we take for the frequency filter an exponentially decaying function, then s͑v, t͒ becomes s͑v, t͒ 2g
This shows that the frequency resolution of the filter is g, whereas the time resolution in the detection of the arrival of a photon is 1͞g. The correlation function in Eq. (7.2) was evaluated in Section 5, and the integral over t 0 is easily calculated.
We obtain
Then we introduce the dimensionless variables t Kt, l ͑v 2 v c ͒͞K, N n eq ͞n͑0͒ , (7.5) work out the real parts, and suppress a factor of z n͑0͒͞pK. This yields for the quasi-spectrum
The first part is independent of the temperature, and it vanishes in the long-time limit. The second part, proportional to n eq , survives, and in the steady state it becomes
(7.7) Fig. 1 . Plot of the quasi-spectrum J͑l, t͒ as a function of l for N 1. Curves a and b correspond to t 1 and t 2, respectively. The quasi-spectrum narrows with increasing t and eventually approaches a Lorentzian with a HWHM of 1͞2. Notice that the quasi-spectrum can become negative, indicating that it is not the observable spectral distribution of the radiation. Fig. 2 . Temperature dependence of the quasi-spectrum. Curve a represents zero temperature for the steady state ͑N 0͒, so the cavity is cooling off. For curve b we took N 2, giving n eq 2n͑0͒, and therefore this spectrum represents radiation that is warming up. The evolution time was taken as t 1.
a Lorentzian with a half-width at half-maximum (HWHM) equal to 1͞2 (and this is K͞2 as a function of v). The quasi-spectrum is symmetric around l 0. Figure 1 illustrates the behavior of J͑l, t͒ for two values of t, and Fig. 2 shows the effect of a finite temperature. . Curves a and b represent t 1 and t 2, respectively, and it is seen that the spectrum narrows with increasing time. The physical spectrum is positive by construction. Fig. 4 . Illustration of the temperature dependence of I ͑l, t͒.
For curves a and b we have N 0 and N 2, respectively, and we took t ĝ 1. The physical spectrum then follows from Eq. (7.1). The v 0 integrals can be carried out by contour integration. We obtain
Changing again to dimensionless parameters, introducinĝ g g͞K, working out the real part, and suppressing a factor of 2zg 2 n͑0͒͞K 2 then give for the physical spectrum
This spectrum is also symmetric around l 0, and its steady-state value is
a Lorentzian with HWHM ĝ 1 1 /2 around l 0 or g 1 1 /2K around v v c . Because of the finite observation time t and the time evolution of the system, the spectrum deviates considerably from a Lorentzian for t ,`. Typical behavior of I ͑l, t͒ is shown in Fig. 3 for two values of t, and Fig. 4 illustrates the dependence on the temperature. The frequency resolutionĝ also affects the physical spectrum, as shown in Fig. 5 . The spectrum broadens considerably with increasingĝ, as could be expected, and the peak value diminishes because the available energy is distributed over a larger frequency range.
CONCLUSIONS
The equation of motion for the density matrix of radiation in a single-mode cavity at finite temperature has been solved for its matrix elements, with Eq. (3.4) as the result. The populations at time t (or t) are linear combinations of the populations at time zero, and this relation could be expressed in terms of hypergeometric functions, as shown in Eq. (3.10). A particular simple relation exists between the factorial moments at time t and at time zero, as given by Eq. (4.6). In Section 5 it was shown that our solu-tion reduces to known results in limiting cases. From the time evolution operator for the density operator we can obtain the time regression of correlation functions of field operators. In Section 6 the two-time field correlation was calculated, and this was subsequently used to evaluate the quasi-spectrum and the physical spectrum of the radiation in the cavity. It appears that both spectra depend strongly on the observation time, the spectral resolution of the detector, the cavity damping rate, and the temperature difference between time t and time zero. Only in the long-time limit (thermal equilibrium) and for perfect frequency resolution by the detector do these spectra become Lorentzians with a HWHM equal to the cavity damping rate K͞2. That this solution reduces to Eq. (A5) in the limit x ! 1 follows from a Taylor expansion of the integrand around j 1 and a term-by-term integration. We can find the Laplace inverse of Eq. (A6) by making a change of integration variable j ! t according to 
APPENDIX A
This yields the representatioñ g͑x, s͒ Z0 dt exp͑2st͒ " 1 1 n eq ͑1 2 j͒ 1 1 n eq ͑1 2 x͒
But this identical in form to Eq. (A1), and therefore the inverse is g͑x, t͒ " 1 1 n eq ͑1 2 j͒ 1 1 n eq ͑1 2 x͒
The function j͑x, t͒ follows from inversion of Eq. (A7), and this is j͑x, t͒ 1 1 ͑x 2 1͓͒͑n eq 1 1͒exp͑2t͒ 2 n eq ͔ 1 1 n eq ͑1 2 x͓͒1 2 exp͑2t͔͒ .
When we eliminate j in favor of t in Eq. (A9) we obtain g͑x, t͒ exp͑n eq lt͒ ͕1 1 n eq ͑1 2 x͓͒1 2 exp͑2t͔͖͒ l11 g͑j, 0͒ , (A11) which is Eq. (2.5).
