Abstract: In the paper the problem of ship trajectory tracking with ε-accuracy is considered. A three-degrees-of-freedom ship model with full dynamic interaction between motions in roll, sway and yaw is assumed. The aim of the paper is to determine the robust control for ship trajectory tracking with ε-accuracy. Such control is obtained by means of a state feedback (called Tytus feedback) system characterised by an arbitrarily large gain. For this purpose a non-linear as well as linearised stable and unstable ship model is used. The simulation results confirm that a high precision performance can be achieved by the proposed control scheme. Copyright © 2002 IFAC 
INTRODUCTION
The remarkable growth in transport of passenger and cargo at sea as well as the monitoring and exploitation of ocean resources has determined the construction of an increasing number of new surface ships and underwater vehicles. For efficient operation at sea, it is essential that these craft should be equipped with advanced control systems. Control systems to be installed on board ships are generally designed in such a way as to reduce fuel consumption, to minimise disturbing wave induced motion and at the same time to improve navigation accuracy. It has been verified in recent years that traditional control methods are generally inadequate for designing efficient control systems. Design solutions for marine craft motion control are often rather difficult to find within the framework of classical control theory, owing to the intrinsic nonlinear dynamic behaviour of the plant itself and to the disturbances, which act upon it. Many research and simulation studies have been conducted in recent years in order to design and put into operation a new generation of ship control systems, such as autopilots, stabilisers and dynamic positioning systems, capable of efficiently and safely carrying out demanding navigation tasks in a widely varying range of environmental conditions. In principle, the design of such control systems should be based on a multivariable approach, which takes proper account of the couplings between the different motion and determines control systems within the framework of optimal control theory. A number of successful simulation studies and sea trials have been carried out which apparently supported such an approach.
It is worth and surprisingly enough noting, however, that the adoption of these optimal designs has been until now quite rare on board new ships, where old fashioned PID autopilots are often still preferred. This apparent discrepancy is partly due to the fact that most of the proposed designs are critically dependent on the availability of accurate mathematical models of the ship and environment, which are generally quite complex and difficult to determine and properly implement on-line tuning. It is therefore attractive proposition to explore the applicability of robust control methods, which potentially can reduce the negative effects on the control system performance of the uncertain factors affecting the ship dynamic behaviour. Most of these methods can be derived by an H ∞ optimization approach, which aims at satisfying the control specifications with a significant rejection of disturbances. It has been shown that this corresponds, in the linear case, to the determination of a stabilising feedback controller that minimises the infinity-norm of a properly weighted system transfer matrix. The weights are chosen in such a way as to cope with the main uncertainties affecting the system.
In this paper a novel algorithm for determining a robust control strategy for the ship multivariable track-keeping problem is presented. This algorithm, based on a functional analysis approach, reduces the computational complexity, which generally does not allow an efficient implementation of robust control methods, such as for example in the case of µ-synthesis, in multivariable systems. Simulation results are presented that confirm the achievable and excellent performance of the proposed control system. These results have been obtained after simulation experiments based on a non-linear ship, model previously determined from towing tank and sea trials experiments.
SHIP MATHEMATICAL MODELS
For the ship motion analysis it is useful to consider the two co-ordinate systems shown in Fig. 1 the centre of symmetry of the hull. Pitch and heave motions will be neglected, taking into account that they are uncoupled with longitudinal plane motions. We will take under consideration the ship motion in three degrees of freedom relating the coupled sway, yaw, and roll response to the rudder at a constant cruising speed.
At first the controller for a linear and unstable model of ship motion, given by Blanke and Jansen (1997) is determined. This model has the form: (1) is then compared with a control system for the parameter tuned model given by equation (2) 
This model has all stable eigenvalues. The designed control systems for the above linear models will be subsequently used for controlling with ε-accuracy the non-linear model proposed by Blanke and Jensen (1997) .In analysing the ship motion control system we must also take into consideration the mathematical model of the steering machine. The rudder angle and rudder rate boundary result from the characteristic of the steering machine. Typical constraints are in the ranges:
These constraints will be used for determining the class of admissible reference signals (class of given ship trajectories) L 2 {W} or more generally R{W}, described in the next section.
HIGH PRECISION STATE FEEDBACK CONTROL SYSTEM
The systems presented in the paper enable control with ε-accuracy for a stable or unstable plant P described by a high order differential equation. This can be done by using a state feedback (called here Tytus feedback) presented in the following part.
Let us consider a set of signals X regarded as a Banach space. For example X can be the set of signals with bounded energy L 2 , or the set of signals with bounded mean power M (Marcinkiewicz space). Let a plant, given by operation y(t) = P(u(t)), transform any set of signals W ⊂ X into X. We assume that operation P is a composition as shown in equation (4):
for the operations x 1 (t) = P 1 (u(t)) = P 1 (x o (t)), x i (t) = P i (x i-1 (t)) , i = 2, ... n. We assume that P i transform the sets of signals W i ⊂ X into X. Let the operation P be given by the set of equations
T can be considered as the state variables of the operation P. We will denote them by χ
(t) = P(u(t)).
Taking into consideration the state feedback control system described by equations
where
, are error signals , u(t) = x o (t) is the control signal. The scheme of such system (Tytus system) is shown in Fig. 2. Furthermore, let the operation P be one-to-one, then the "ideal" control system should be a system generating (for any signal y o ) a control signal
We denote by X{P,m} a set of all signals y o (t) ∈ X such that the operation P and constant 0 < m < ∞ satisfy the relations
i.e.
If the constant m is not determined exactly then the notation X{P} will be used. Fig. 2 Feedback system controlling the plant P = P n (...(P 2 (P 1 ))) with ε-accuracy 
is satisfied.
At first, we take under consideration the system (6) as a particular case, when P i = P ( i = 1). If the operation P i is one-to-one, then the "ideal" control system is a system generating, for any signal x oi ∈ X{P i }, the control signal x i-1 = P i -1 (x oi ). We assume that the operation P i transforms the set of signals X{P i } into Banach space X. Let k be a real number (k ∈ℜ). The first two equations of (6) can be written in the form ( )
for any given point x oi ∈ X{P i }. In order to use Graves theorem (Graves 1927) we rewrite the equation (9) in the form
If relation (10) satisfies the assumptions of Graves theorem, then mapping H(x i-1 ,x i ) generates the implicit operation
Additionally, let us assume that the mapping P i is continuous, one-to-one and that there exists a continuous inverse operation ( )
Under the above conditions, for any point x oi ∈ X{P i }, there exist two points x oi-1 , x *i-1 ∈ X such that:
where G k (x oi ) is the implicit mapping generated by equation (10). In this case, the Definition 1 is equivalent to the Definition 1'. Definition 1': The plant P i is controllable with ε-accuracy to reference signals x oi (t) ∈ X{P i ,m} by the system expressed by (6), if there exist constants k 1 , k 2 ( k 1 , k 2 depending on ε) such that for every
there exists an implicit mapping ( )
Theorem 1 (Lozowicki (1978) , (1981)): Let the operation P i transform a set of signals X{P i } into space X and P i fulfil the conditions:
then the system described by equations (6) controls the plant P i with ε-accuracy for x oi (t) ∈ X{P i } and
Let the operation P i mapping a set of signals from Banach space X into itself be linear, causal and stationary. Now let X be a Banach space L 2 (or space M). We assume that operation P i is given by the formula
where h i (τ) is a bounded variation function, or by a transfer function P i (s). We rewrite equation (6) is satisfied, then the system given by equations (15), (16) controls the plant P i with ε-accuracy for a reference signal x oi (t) ∈ L 2 {P i } ( x oi (t) ∈ M{P i }). Theorem 2 is a particular case of the Theorem 1.
Formula (17) in Theorem 2 has the following geometrical interpretation: The system described by equations (15) and (16) 
SYSTEM WITH STATE FEEDBACK
Now we take under consideration the superposition P of operations P i given by the formula (4) and (5). If we put (4) and (5) into equation (6), we get
Equation (6) for the linear, causal and stationary plant takes the form:
Formally, for k → ∞, the system shown in Fig 2 controls the plant P with ε-accuracy. The following theorem can be proved.
Theorem 3: If all of the operations:
.. n satisfy assumptions of the Theorem 1, then superposition of P given by formulae (4) also satisfies the assumption of Theorem 1 and the system shown in Fig. 2 controls plant P with ε- 
accuracy.

SHIP TRAJECTORY TRACKING
Now taking into consideration the control system given by equation (6), let the control signal u(t) consist of the rudder angle in time δ(t). We will assume that plant P consists of the ship motion model and the steering machine. Also it is assumed that we do not know exactly the ship speed on the reference ship trajectory.
Fig. 3. Track of ship trajectory
As a reference signal we take the vector r(t)=[ψ o (t),
is connected with the roll angle ϕ(t) and it will be assumed that p o (t) = 0. The first coefficient ψ o (t), is connected with ship heading angle ψ(t). It can be determined in the following way: let point {x(t 1 ),y(t 1 )} denote the actual ship position in the system axis X o ,Y o (see Fig. 1 ), at the instant t 1 . We denote {x 0 (t 1 ),y 0 (t 1 )} as the point which lies on the assumed ship trajectory at a distance d from { x(t 1 ),y(t 1 )} to { x 0 (t 1 ),y 0 (t 1 )}. The distance d should be constant for every time instant t. In other words, the point {x 0 (t),y 0 (t)} is an intersection point of the assumed ship trajectory and the circle with radius
and centre in the actual ship position {x(t),y(t)}. The first coefficient ψ o (t), of the reference signal r(t) is defined as the angle between the line passing through two points {x(t),y(t)}, {x 0 (t),y 0 (t)} and the X 0 -axis , see Fig. 3 .
STATE FEEDBACK SYSTEM FOR THE LINEARISED SHIP MODEL
We take under consideration the ship model given by equations (1). From equations (1) 
The state variables of the operation P (compare formulae (5), (20), (22)) can be defined in the following way
Based on the Theorem 2 and Theorem 3 we can conclude that system shown in Fig. 2 controls the considered ship model (1) or (2) 
CONCLUSIONS
Presented above results of simulations confirm a high quality of the presented above control system. It should be noticed that considered state feedback control system is not sensitive for large changes of the parameters of the transfer function (20) denominator. 
