Cadmium has been used historically as an important component of integral experiments because of its high thermal neutron absorption cross section. Correct interpretation of such experiments depends on accurate differential neutron cross section measurements. The 60 MeV electron accelerator at the Gaerttner LINAC Center was used to generate neutrons for neutron capture and total cross section measurements of natural Cd. Measurements were performed in the thermal and epithermal resonance range with sample thicknesses ranging from 1 x 10 -4 to 4 x 10 -2 atoms per barn. A full resonance region analysis was performed in order to determine the thermal cross sections and resonance integrals of the cadmium isotopes. The Bayesian R-Matrix code SAMMY 8.0 was used to shape fit the data and extract the resonance parameters. Resonance parameter and cross section uncertainties were determined from their primary components: transmission background, capture normalization, experimental resolution function, burst width, sample thickness, and counting statistics. The experiments were analyzed for consistency within the measured capture and transmission using multiple sample thicknesses. Results are compared to previously published measurements and evaluated nuclear libraries. No major changes to the thermal cross section or the first resonance in Cd113 were identified from the consensus achieved from measurements and evaluations over the past decade.
Introduction
Cadmium is a strong absorber of thermal energy neutrons; the peak cross section of Cd113, 12.2% abundant in natural Cd, is ~20,000 barns. As such it has been used to cover activation foils to quantify the epi-cadmium flux in nuclear criticality benchmarking experiments. It is a material used in neutron activation experiments and wherever the removal of virtually all thermal neutrons is desired. In addition the shape of the cross section on the high energy side of the first resonance is very important to accurate calculation of the Cd cut. Therefore, precise measurements of its thermal cross section shape, and thus the underlying resonance parameters have been undertaken.
The initial suite of natural cadmium transmission and capture measurements were performed in 2002 and 2003. The results were treated as a reference for verifying updated data acquisition equipment in 2007. These equipment-verification data have been included in the current analysis. The consistency of the results have thus been verified not only with samples of multiple thicknesses in independent but overlapping energy regions (thermal and epithermal), but also over a span of years using different time-of-flight (TOF) clocks, analysis codes, and analysts.
where Ci is the dead-time-corrected and monitor-normalized counting rate of the sample measurement, Bi is the dead-time-corrected and monitor-normalized background counting rate, K is the product of the flux normalization factor and efficiency, and i  is the measured neutron flux shape. i B  is the dead-time-corrected and monitor-normalized background counting rate in the measured flux shape.
The energy dependent neutron flux shape was measured separately using a 2.54-mm thick, 98.4% enriched 10 B4C sample. The total energy deposition discriminator setting was set to a window from 360-600 keV in order to record the 478 keV gamma ray from neutron absorption in B10. To avoid dead-time concerns only two of the 16 NaI segments were active. For the epithermal capture measurement the flux shape measured in this way was corrected for the transmission through the boron carbide sample. The measured flux shape was normalized to a 'black' (saturated) resonance in Cd. The resonance used for this normalization was located at an energy of 0.178 eV for thermal capture or 27 eV for epithermal capture, as shown in the rightmost column of Table 3 .
The detector efficiency for a typical gamma cascade was approximately 90%. 3 No provision was made for the detector efficiency in the analysis since the flux was normalized to a black resonance in Cd113. Most of the fitted resonances were from the even-odd nuclei Cd111 and Cd113 with similar binding energies whose efficiencies are expected to be similar. Also, there were no efficiency variations due to resonance energy or spin state in the same isotope because all multiplicities were summed and the total gamma cascade energy did not vary with the resonance energy or spin within the same isotope.
The background in the capture measurements was determined from in-beam measurements of empty sample holders. The ratio of capture signal-to-background is an important quantity due to the fact that there is uncertainty in the background measurement since the empty can does not account for interactions of off-energy background neutrons with the sample. The signal-to-background ratios for these measurements are shown in the lower plot of Figure 1 and Figure 2 for thermal and epithermal measurements, respectively.
b. Transmission data
Raw transmission data were corrected for dead time, normalized to the beam monitors, summed over all cycles, background subtracted, and processed into transmission as given by Eq. (2) . Background determination and subtraction is more difficult to determine in transmission than capture, where the background, before subtraction, is visible between resonances. The relative effect of the uncertainty in the background measurement is given by the signal-to-background ratio. These ratios are provided for thermal measurements in Figure 1 and for epithermal measurements in Figure  2 . The upper plot in each figure shows the component counting rates. The structure in the plot of the open beam counting rate is due to the fixed notch, see Table 3 .
Transmission Background
The background in the transmission measurements was measured explicitly at the black resonance of a 'fixed' notch, a filter placed in the beam throughout the Cd measurements for the express purpose of providing a normalization point for the background shape. The energy dependent background shape was determined by a separate series of experiments that consisted of a package of black resonance filters placed in the neutron beam. The notch thickness and black resonances for thermal measurements included 0.91-mm of cadmium at 0.178 eV, 0.25-mm of indium at 1.4 eV, 0.18mm of silver at 5.2 eV, and 0.13-mm of tungsten at 18.8 eV. The notch thicknesses and black resonances for epithermal measurements included 0.18-mm silver at 5.2 eV, 0.13-mil tungsten at 18.8 eV, 0.25-mil cobalt at 130 eV, and 1.0-mm of an 80 weight % Mn, 20 weight % Cu alloy at 336 eV. Single-and double-thicknesses of these notch filters were placed in the beam and measured with each Cd sample as well as open beam. The one-notch and two-notch data were used to extrapolate to zeronotch thickness. 12 The resulting background shape was normalized to the fixed notch given in the rightmost column of Table 3 .
IV.
Results a. Resonance Parameters
The SAMMY 8.0 13 Bayesian multi-level R-matrix code was used to extract resonance parameters from the neutron capture and transmission data. The analysis employed the experimental resolution, Doppler broadening, self-shielding, multiple scattering, and propagated uncertainty parameter features of SAMMY. The resulting resonance parameters of cadmium are listed in Table 5 . The first four columns are resonance energies and uncertainties, the next four columns are radiation widths and uncertainties, then four columns of neutron width information, followed by isotope, spin and parity (J π ), and angular momentum (l). The measured value, the Bayesian and external uncertainties (see Section IV.c), and the ENDF/B-VII.1 values 14 are given in Table 5 for each of the resonance parameters, resonance energy, neutron width, Γn, and radiation width, Γγ. The external uncertainties described in Section IV.c represent the sample-to-sample consistency within the current data.
A graphical overview of the data, the SAMMY fit representing the NNL/RPI resonance parameters, and those from ENDF/B-VII.1 in the thermal region are shown in Figure 3 . The 2200 m/s cross section is defined at 0.0253 eV. Its value is dictated by the fit to the strong resonance in Cd113 at 0.178 eV. The value could also be influenced by the presence of negative energy resonances, also known as bound levels. There are no negative energy resonances in Cd113 in any of the libraries listed in Table 2 . The best fit to the 0.178 eV resonance data slightly underestimates the transmission for the 0.10 mm Cd sample at 0.0253 eV, see Figure 3 . . It can be seen from Figure 3 that the transmission of this sample at 0.0253 eV is approximately 0.3. This sample is one of the most sensitive since it is thick enough to show a deep resonance in transmission without as much reliance on the background fit as thicker samples with transmissions near zero. 15 No negative energy resonance was added for Cd113 because an additional resonance would only move the calculated transmission lower and not improve the fit. The contributions from the other resonances to the thermal cross section of natural Cd is <<1%. Therefore, none of the negative energy resonances were fitted. The JENDL-4.0 16 negative energy resonances were adopted because they gave the best fit to all of the data among the libraries listed in Table 2 .
An overview of the epithermal data, the SAMMY fit representing the NNL/RPI resonance parameters, and those from ENDF/B-VII.1 in the 0-600 eV region is shown in Figure 4 . The 392 eV resonance is very strong, but it is only about 6% capture. A closer look at the four resonances between 83 and 93 eV is shown in Figure 5 . The strong resonance at ~90 eV is mostly scattering. The shape of the capture data for the thickest sample is distorted due to multiple scattering.
The region from 600-1000 eV is shown in Figure 6 . These transmission data were analyzed exclusively to produce the resonance parameters given in Table 5 . Capture data were only included in the analysis below 600 eV in order to ensure that <2% of scattering neutrons penetrated the boron carbide liner and were captured in the NaI and erroneously counted as Cd capture events. 17 Reference 17 describes MCNP modeling supported by measurements with a Pb scatterer inside the NaI capture detector.
The resonance parameter fit with the SAMMY code included a description of the experimental resolution and an uncertainty propagation from eight specific sources. The resolution function differed for capture, thermal transmission, and epithermal transmission measurements. The sources of experimental uncertainty were resolution function, normalization, background, flight path length, zero time, burst width, sample thickness, and effective temperature.
Although their uncertainties were propagated none of the values of these eight sources of experimental uncertainty were fitted with the exception of capture normalization in the thermal region. The normalization for the data from all of the samples in a specific capture experiment were varied together to get the best fit in combination with the unnormalized transmission data. The resulting adjustments to the thermal capture were 0.2% for week 1 and 0.5% for week 2.
The effective temperature used in the analysis was 298.9 K. The experiment resolution functions represent the effects of the LINAC electron pulse width, the emission time in the moderator, the TOF channel width, and any broadening by the detector system. The resolution function for thermal and epithermal capture, as well as epithermal transmission was characterized in SAMMY as a Gaussian distribution in time plus an exponential tail. The widths of the exponential tails of the distributions were fitted to measurements of depleted uranium. 11, 18 In the thermal transmission measurement the photomultiplier tube was in the neutron beam and was represented by a more complex resolution function. 19 A functional representation of the RPI resolution function is included in the SAMMY code and was used to analyze the thermal transmission data.
b. Radiation Width Determination
Radiation width information was extracted from the data wherever the sensitivity criterion of Γγ / Γn < 5 was satisfied or whenever the resonance energy was low enough that the resolution width was small and the radiation width was derived directly from the observed width of the resonance. 2, 11 The fitted values for these radiation widths and their uncertainties are given in Table 5 . Whenever no uncertainty is shown in Table 5 the criterion was not met, Γγ was not varied, and the value from ENDF/B-VII.1 was used. The sensitive Γγs were used to determine average Γγs for each isotope and spin state with three or more resonances in Table 6 . The uncertainties in the average radiation widths given in Table 6 are the standard deviations of each distribution rather than the standard error on the mean because they are intended to represent the uncertainty in the expected width of the next identified insensitive resonance from each population of a particular isotope and spin state. Table 6 also gives the number of degrees of freedom, DF, in each chi-squared distribution given by two divided by the variance in the distribution of Γγ, 2/var(Γγ). The total number of resonances in the measured energy range, 0-1 keV, and the number of resonances sensitive to Γγ are also given in Table  6 for each isotope and spin. c. External uncertainties; the weighted standard deviation of individual sample fits uncertainty method
The external uncertainty, ΔXext, of a resonance parameter, X, is given by Eq.
and <X> is the weighted mean value of X, Xi is the value of X for sample i, ΔXi is the SAMMY uncertainty in X for sample i, and n is the number of samples. The value of each resonance parameter was fitted to each sample individually, and the resulting distribution of values for each isotope was analyzed. The resulting external uncertainties are given in square brackets in Table 5 . Table 5 shows that the external uncertainties are generally larger than the Bayesian uncertainties for larger resonances at low energies with many samples and many points defining the resonance. However, above 100 eV the Bayesian uncertainties from SAMMY are usually larger.
Inspection of
These are weighted standard deviations, not formal errors whose magnitudes can be used to imply confidence intervals. The external uncertainties in Eq. (3) are weighted by the inverse variances from the Bayesian fit whose values were propagated from all of the sources of uncertainty discussed in Section IV.a. However, these variances were not sufficient, in the Bayesian analysis, to account for the deviations among samples. The Bayesian method is characterized by the use of random variables to model all sources of uncertainty. Therefore, much of the uncertainty that is quantified by the weighted standard deviation method could be due to systematic uncertainties.
d. Capture Resonance Integrals and Thermal Total Cross Section
Infinitely dilute capture resonance integrals (RIs) have been calculated from Eq. (4),
where σC(E) is the capture cross section in barns calculated from the derived resonance parameters, Doppler broadened to 300K, and E is energy in eV. The cross section was calculated from the resonance parameters shown in Table 5 . The results for the capture resonance integral are given in Table 7 . The current results shown in the rightmost column of Table 7 reflect ENDF/B-VII.1 resonance parameters above the maximum measured resonance energy of 1 keV. For Cd113 the current measurement agrees with the current ENDF value for capture resonance integral and is closer to JENDL-4.0 and the Atlas 20 than it is to JEFF-3.2. 21 For Cd111 the current results agree with the recent ENDF and JEFF libraries and not with JENDL or the Atlas.
The thermal total cross section results from the current measurement are given in Table 8 where they are compared to the values from the nuclear data libraries. The thermal cross section of Cd113 overwhelms the contributions from all other isotopes. The current measurements give a thermal cross section for Cd113 that is within the measured uncertainty of the JENDL-4.0 value and within 1% of the ENDF/B-VII.1 and JEFF-3.2 values.
Both resonance integrals and thermal cross sections were calculated by processing the resonance parameters into Doppler-broadened cross sections using the NJOY 22 code. Integration and interpolation were accomplished using the INTER 23 code. The uncertainty in each value in Table 7 and Table 8 was determined using a Monte Carlo sampling method where the NJOY and INTER codes were run repeatedly while sampling resonance parameters within the larger of their Bayesian or external uncertainties from Table 5 .
e. Nuclear Level Statistics: Level Density and Strength Functions
The level density "staircase plots" for the Cd isotopes of mass number 110-114 are given in Figure 7 . The average level spacing, D0, is the measured energy range divided by the number of resonances. The average level spacing is represented in Figure 7 as the inverse slope of the solid line shown in each plot. The uncertainty band around the average is represented by dashed lines. The uncertainty in the average level spacing, ΔD0, was determined using Eq. (5) by assuming a Wigner distribution,
where N is the number of levels. 20 Figure 7 shows that the JENDL-4.0 evaluated library has many more resonances in isotopes Cd110, Cd111, Cd112 and Cd114 beyond the measured energy range than were adopted in JEFF-3.2 or ENDF/B-VII.1, which was used as a starting point for the current analysis. These additional levels were also present in some isotopes for the earlier versions of ENDF.
The neutron strength function, S0, is defined as the average reduced neutron width, < Γn 0 >, divided by the average level spacing, as shown in Eq. (6) .
where the reduced neutron width, Γn 0 , is the neutron width of a resonance divided by the square root of the resonance energy. The strength functions for the Cd isotopes are given in Table 10 . The strength function was computed from the slope of the cumulative distribution of reduced neutron widths as described in Appendix A, Section A.2. The values of the strength function given in Table  10 for the current NNL/RPI measurement agree within uncertainties with all libraries dating back at least to the release of ENDF/B-VI.8 in 2001.
The uncertainties in Table 10 are large because the slope is fit to a constant but appears to vary with energy. Therefore, the strength function uncertainties (see Appendix A, Section A.2) account for the nonlinearity of the distribution and reflect the variations in strength functions calculated over various, smaller energy ranges.
The maximum resonance energy used for each library in the calculation of the strength functions in Table 10 is given in Table 11 . The values in Table 11 define a region of linearity that was determined for each isotope and library by inspection of Figure 7 and represent the approximate energies where each evaluation begins to be missing levels for each isotope. The number of resonances in the region of linearity for Cd110-113 is given in Table 12 . The large uncertainties in the values of the slopes of lines fitting the data from Cd114, the lower plot in Figure 7 , render the strength functions for Cd114 isotopes inconclusive.
Only one resonance, at 387 eV, has been added to those listed in ENDF/B-VII.1. So, the concern over nonlinearity of level spacing is not limited to the present measurement. It is a characteristic of all of the libraries shown in Figure 7 . The Atlas values in Table 10 are taken directly from the references without any specification of energy region. However, some insight was gathered about the energy region corresponding to the determination of the Atlas strength functions because the ENDF/B-VI.8 evaluation 24 The adherence of the reduced neutron width distributions to the theory of Porter and Thomas 27 is shown in Figure 8 for each isotope. For the two isotopes with a significant number of resonances in the measured range Cd111 shows a reasonably good fit to the Porter Thomas theory of a chi-squared distribution with one degree of freedom, but Cd113 appears to contain several more small amplitude resonances and several less large amplitude resonances than fit the Porter Thomas compound nucleus theory. The maximum energy of the resonances included in Figure 8 for each isotope and each library is given in Table 11 , based on the limit of linear behavior of the staircase plot in Figure 7 . The points in Figure 8 were normalized such that every library appears to have the same total number of resonances. The number of resonances in each plot is given in Table 12 .
The only resonance that was identified in addition to those in the ENDF/B-VII.1 database occurred at 387 eV and was assigned as a p-wave in Cd113 with a J π value of 2 -.
f. Nuclear Radius fits
Nuclear radii for all isotopes were fitted from epithermal transmission data in the regions between resonances. The results for p-wave resonances were unchanged from ENDF/B-VII.1. For swave resonances results are shown in Table 9 . Changes less than 1% were observed for most isotopes relative to ENDF/B-VII.1. The most significant changes to the nuclear radii were for Cd112, Cd113, and Cd114, all reduced by about 5%. Cd111 showed a reduction of 3% in nuclear radius from the initial ENDF/B-VII.1 values. No external R-function was applied.
V. Conclusions
The current measurements of natural cadmium complement a long series of measurements and evaluations that are forming a consensus on the resonance parameters of the Cd isotopes in general and the 0.178 eV resonance in Cd113 in particular. Results include resonance parameters, staircase plots of level densities, strength functions, reduced neutron width distribution comparisons to Porter Thomas, average radiation widths for particular isotopes and spins, capture resonance integrals, and thermal total cross sections.
For Cd113 the capture resonance integral from the current measurement agrees with the ENDF/B-VII.1 value and is closer to JENDL-4.0 and the Atlas 20 than it is to JEFF-3.2. For Cd111 the current result agrees with the recent ENDF and JEFF libraries and not with JENDL or the Atlas.
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The thermal cross section of Cd113 overwhelms the contributions from all other isotopes of natural Cd. The current measurements give a thermal cross section for Cd113 that is within the measured uncertainty of the JENDL-4.0 value and within 1% of the ENDF/B-VII.1 and JEFF-3.2 values. All negative energy resonances were taken from JENDL-4.0 and not varied. All resonance parameters are reported to the precision of the more conservative of the two uncertainty estimates, Bayesian or external, with the exception of the neutron width for the 0.178 eV resonance. Uncertainties for the 0.178 eV resonance were determined from thermal capture and transmission data. Table 11 -The approximate maximum energy in keV of the region of linearity from the "staircase" plots ( Figure 7) of number of resonances vs. resonance energy. These regions were used to calculate the s-wave strength functions given in Table 10 .
Cd isotope
Mughabghab (1981) 25 
Mughabghab
Atlas (2006) Table 12 -The number of resonances in the region of linearity from the "staircase" plots ( Figure 7) of number of resonances vs. resonance energy. These resonances were used to calculate the s-wave strength functions given in Table 10 .
Cd isotope
Mughabghab
Atlas (2006) Table 11 . The number of resonances in the linear range for Cd110-113 is given in Table 12 .
No level density is estimated for Cd114 because there is no clear region of linearity. 7 . The energy range for each plot is given in Table 11 . The points in each plot in this figure were normalized such that every library for each isotope appears to have the same total number of resonances. The number of resonances used in each plot is given in Table 12 .
Given the definition (A-3), the uncertainty in the strength function, ΔS0, is estimated through the error propagation formula as shown in Eq.(A-5), assuming that uncertainties in <gΓn 0 > and D0 are independent, where N is the number of levels. Experience has shown that the uncertainty in strength function estimated with this method is dominated by the uncertainty in the level spacing.
A.2 Estimation through Least Squares Fitting
An alternative technique for computing strength function is employed as well. Plots of cumulative gΓn 0 against energy are made, called staircase plots in Reference A.1, and best-fit lines are determined based upon the accumulation ΣgΓn 0 via least-squares fitting. When plotted against energy, the accumulation is generally expected to be linear. An example of such linear behavior as well as a best-fit line of the accumulation is shown in Figure A Where E1 and E2 are the lower and upper bounds of the energy region being investigated, respectively.
The reader will observe that this equation is simply the slope of the best-fit line. For the case of s-wave strength functions with one best-fit line over the entire energy range, this is strictly true. However, in future applications, more sophisticated computations will be performed. For instance, higher level (e.g., p-wave) strength functions can be computed by including 2l+1 in the denominator of Eq. (A-7) , where l is the angular momentum quantum number of an incoming neutron. The above equation also holds in cases where different best fit lines are used in different energy regions to treat radical departures from linear behavior in A E E y 2 2 2 ) ( .
(A-10)
In Eq. (A-10) ΔA is the uncertainty in the slope of the best-fit line y = AE + B, ΔB is the uncertainty in the y-intercept, and ΔAB is the covariance between the two fitted parameters.
The standard deviation of strength function values is calculated from Eq.(A-11), In Eq.(A-12) Ei is the energy of the i-th resonance in the interval, E1 is the energy of the first resonance in the interval, and Γn 0 ,k is the reduced neutron width for the k-th resonance in the interval [Ei, E1].
A.3 Conclusions
Clearly, the method of strength function estimation given in Eq.s(A-7) through (A- 12) gives an analyst much more information about the accumulation ΣgΓn 0 over energy, particularly departures from linear increases in ΣgΓn 0 , than the first method presented, given in Eq.s (A-3) through (A-5). Because of this increased detail, it is recommended that an analyst use the resultant strength function and the uncertainty from the least-squares fit method over an estimation of strength function through its definition. 
