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GENERALIZED MATRIX SPECTRAL FACTORIZATION AND QUASI-TIGHT
FRAMELETS WITH MINIMUM NUMBER OF GENERATORS
CHENZHE DIAO AND BIN HAN
Abstract. As a generalization of orthonormal wavelets in L2(R), tight framelets (also called tight
wavelet frames) are of importance in wavelet analysis and applied sciences due to their many desirable
properties in applications such as image processing and numerical algorithms. Tight framelets are
often derived from particular refinable functions satisfying certain stringent conditions. Consequently,
a large family of refinable functions cannot be used to construct tight framelets. This motivates us to
introduce the notion of a quasi-tight framelet, which is a dual framelet but behaves almost like a tight
framelet. It turns out that the study of quasi-tight framelets is intrinsically linked to the problem of the
generalized matrix spectral factorization for matrices of Laurent polynomials. In this paper, we provide
a systematic investigation on the generalized matrix spectral factorization problem and compactly
supported quasi-tight framelets. As an application of our results on generalized matrix spectral
factorization for matrices of Laurent polynomials, we prove in this paper that from any arbitrary
compactly supported refinable function in L2(R), we can always construct a compactly supported one-
dimensional quasi-tight framelet having the minimum number of generators and the highest possible
order of vanishing moments. Our proofs are constructive and supplemented by step-by-step algorithms.
Several examples of quasi-tight framelets will be provided to illustrate the theoretical results and
algorithms developed in this paper.
1. Introduction and Motivations
Due to their many desirable properties such as sparse multiscale representations and fast trans-
forms, orthogonal wavelets have been employed in many applications such as signal/image processing
and numerical algorithms ([4]). As a generalization of an orthogonal wavelet, a tight framelet (also
called a tight wavelet frame) preserves almost all the desirable properties of an orthogonal wavelet
and offer many extra new features such as directionality and redundant representations in applica-
tions (e.g., [2, 6, 8, 20, 31] and many references therein). Before explaining our motivations of this
paper, let us recall the definition of tight framelets. For a function f defined on the real line R, we
shall adopt the following notation:
fλ;k := |λ|1/2f(λ · −k), λ ∈ R\{0}, k ∈ R.
For square integrable functions η, ψ1, . . . , ψs ∈ L2(R), we say that {η;ψ1, . . . , ψs} is a tight framelet
in L2(R) if every function f ∈ L2(R) has the following multiscale representation:
f =
∑
k∈Z
〈f, η(· − k)〉η(· − k) +
∞∑
j=0
s∑
ℓ=1
∑
k∈Z
〈f, ψℓ2j ;k〉ψℓ2j ;k (1.1)
with the series converging unconditionally in L2(R). Moreover, if {η;ψ1, . . . , ψs} is a tight framelet
in L2(R), then {ψ1, . . . , ψs} is a homogeneous tight framelet in L2(R) (e.g. see [16, Proposition 4]
and [14, 32]), i.e.,
f =
∑
j∈Z
s∑
ℓ=1
∑
k∈Z
〈f, ψℓ2j ;k〉ψℓ2j ;k, ∀ f ∈ L2(R) (1.2)
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with the series converging unconditionally in L2(R). By l0(Z) we denote the space of all finitely
supported sequences on Z. In this paper we are interested in compactly supported generating framelet
functions ψ1, . . . , ψs, which are derived from a compactly supported refinable function φ satisfying
φ = 2
∑
k∈Z
a(k)φ(2 · −k) (1.3)
for some finitely supported sequence/filter a ∈ l0(Z). For a filter a = {a(k)}k∈Z ∈ l0(Z), we define
its associated Laurent polynomial to be a(z) :=
∑
k∈Z a(k)z
k for z ∈ C\{0}. Suppose that a filter
a ∈ l0(Z) satisfies
∑
k∈Z a(k) = 1, i.e., a(1) = 1. Using the Fourier transform, we obtain a refinable
function/distribution φ through
φ̂(ξ) :=
∞∏
j=1
a(e−i2
−jξ), ξ ∈ R, (1.4)
where the Fourier transform used in this paper is defined to be f̂(ξ) :=
∫
R
f(x)e−ixξdx for f ∈ L1(R)
and can be naturally extended to square integrable functions and tempered distributions. It is trivial
to check that φ̂(2ξ) = a(e−iξ)φ̂(ξ), which is equivalent to (1.3).
Suppose that the refinable function φ associated with low-pass filter a belongs to L2(R). A general
procedure called oblique extension principle (OEP) has been introduced in [6] and independently in [2]
for constructing compactly supported tight framelets from the refinable function φ. For θ, b1, . . . , bs ∈
l0(Z), we define
η :=
∑
k∈Z
θ(k)φ(· − k) and ψℓ := 2
∑
k∈Z
bℓ(k)φ(2 · −k), ℓ = 1, . . . , s. (1.5)
Since φ ∈ L2(R) and all filters are finitely supported, we have η, ψ1, . . . , ψs ∈ L2(R). Then
{η;ψ1, . . . , ψs} is a tight framelet in L2(R) (e.g., see [18, Theorem 6.4.2] and [2, 6, 5, 15, 16]) if
and only if Θ(1) = 1 and {a; b1, . . . , bs}Θ is an (OEP-based) tight framelet filter bank satisfying
Θ(z2)a(z)a⋆(z) + b1(z)b
⋆
1(z) + · · ·+ bs(z)b⋆s(z) = Θ(z), z ∈ C\{0}, (1.6)
Θ(z2)a(z)a⋆(−z) + b1(z)b⋆1(−z) + · · ·+ bs(z)b⋆s(−z) = 0, z ∈ C\{0}, (1.7)
where Θ(z) := θ(z)θ⋆(z). Here we define u⋆(z) :=
∑
k∈Z u(k)
T
z−k for a finitely supported (matrix-
valued) sequence u := {u(k)}k∈Z : Z → Cm×n. Notice that u⋆(z) = [u(z)]⋆ := u(z)T for all z ∈ T.
Therefore, the task of constructing a tight framelet is reduced to constructing a tight framelet filter
bank. In fact, it is known in [18, Theorem 4.5.4] that every tight framelet {η;ψ1, . . . , ψs} in L2(R)
must come from a refinable function φ through the refinable structure in (1.5). One-dimensional
tight framelets and tight framelet filter banks have been extensively investigated and constructed in
the literature, to only mentioned a few, see [1, 2, 4, 6, 9, 15, 17, 18, 19, 22, 23, 34] and references
therein.
One of the most important features of wavelets is the sparse multiscale representations in (1.1)
and (1.2). The sparsity of the representations in (1.1) and (1.2) come from the vanishing moments of
the framelet/wavelet generators ψ1, . . . , ψs in (1.5), e.g., see [4]. For a compactly supported function
ψ ∈ L2(R), we say that ψ has m vanishing moments if
∫
R
xjψ(x)dx = 0 for all j = 0, . . . , m−1. If in
addition ψ = 2
∑
k∈Z b(k)φ(2 ·−k) with b ∈ l0(Z) and φ̂(0) 6= 0, then one can easily deduce that ψ has
m vanishing moments if and only if the filter b has m vanishing moments, i.e.,
∑
k∈Z k
jb(k) = 0 for
all j = 0, . . . , m− 1. We define vm(b) := m with m being the largest such integer. For convenience,
we also define vm(b(z)) := vm(b). The notion of vanishing moments is closely related to sum rules.
For a filter a ∈ l0(Z), we say that a has n sum rules ([4]) if∑
k∈Z
a(2k)(2k)j =
∑
k∈Z
a(1 + 2k)(1 + 2k)j, ∀ j = 0, . . . , n− 1. (1.8)
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Note that a has n sum rules if and only if a(z) = (1 + z)nu(z) for some Laurent polynomial u.
We define sr(a(z)) := sr(a) := n with n being the largest such integer. If {a; b1, . . . , bs}Θ is a tight
framelet filter bank with Θ(1)a(1) 6= 0, then one can easily deduce from (1.6) and (1.7) (e.g., see [18,
Proposition 3.3.1] and [2, 6, 17]) that
min(vm(b1), . . . , vm(bs)) = min(sr(a),
1
2
vm(Θ(z)−Θ(z2)a(z)a⋆(z))). (1.9)
For a given low-pass filter a, the role of the filter Θ is to increase the vanishing moments of Θ(z) −
Θ(z2)a(z)a⋆(z) so that all the high-pass filters b1, . . . , bs have high orders of vanishing moments.
Note that the equations in (1.6) and (1.7) for a tight framelet filter bank {a; b1, . . . , bs}Θ can be
equivalently expressed in the matrix form:[
b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
] [
b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
]⋆
=Ma,Θ(z) (1.10)
with
Ma,Θ(z) :=
[
Θ(z)−Θ(z2)a(z)a⋆(z) −Θ(z2)a(z)a⋆(−z)
−Θ(z2)a(−z)a⋆(z) Θ(−z) −Θ(z2)a(−z)a⋆(−z)
]
. (1.11)
Recall that an n×n Hermite matrix A is called positive semidefinite, denoted by A > 0, if and only if
x⋆Ax > 0 for all x ∈ Cn. Obviously, (1.10) implies Ma,Θ(z) > 0 for all z ∈ T := {ζ ∈ C : |ζ | = 1},
which is known (see [2, 6], [17, Lemma 6] and [18, Lemma 1.4.5]) to be equivalent to that Θ(z) > 0
for all z ∈ T and
det(Ma,Θ(z)) = Θ(z)Θ(−z)−Θ(z2)[Θ(−z)a(z)a⋆(z) +Θ(z)a(−z)a⋆(−z)] > 0, ∀ z ∈ T. (1.12)
Consequently, by the Feje´r-Riesz lemma, there exists a Laurent polynomial θ(z) such that θ(z)θ⋆(z) =
Θ(z) so that we can define the function η in (1.5). One often can construct a filter Θ ∈ l0(Z) so that
Θ(z) > 0 for all z ∈ T and vm(Θ(z) − Θ(z2)a(z)a⋆(z)) is reasonably high. However, many pairs of
filters a,Θ ∈ l0(Z) do not satisfy the condition in (1.12). Let us provide an example here for the most
popular choice of Θ(z) = 1. Let u ∈ l0(Z) be a filter such that |u(z0)|2+ |u(z0)|2 < 1 for some z0 ∈ T.
Let a ∈ l0(Z) be an arbitrary dual filter of u, that is, a(z)u⋆(z)+a(−z)u⋆(−z) = 1 for all z ∈ T. Con-
sequently, by the Cauchy-Schwarz inequality, we have 1 6 (|a(z0)|2+ |a(−z0)|2)(|u(z0)|2+ |u(−z0)|2),
from which we have |a(z0)|2 + |a(−z0)|2 > (|u(z0)|2 + |u(−z0)|2)−1 > 1. Therefore, by Θ(z) = 1, we
have det(Ma,Θ(z)) = 1− a(z)a⋆(z)− a(−z)a⋆(−z) but det(Ma,Θ(z0)) < 0. This shows that the con-
dition in (1.12) fails for many filters a even with the most popular and simplest choice of Θ(z) = 1.
Hence, a tight framelet cannot be derived from the refinable function associated with the filter a and
Θ(z) = 1. Also, some papers try to design general Θ(z) to guarantee Ma,Θ(z) > 0 for all z ∈ T.
However, in order to prove the existence of such Θ(z), they have to put additional assumptions on
the spectral radius of the transition operator associated with the low-pass filter a, or the stability of
the integer shifts of the refinable function φ, e.g., see [2, 6, 19].
This motivates us to introduce the notion of quasi-tight framelet filter banks. Let Θ, a, b1, . . . , bs ∈
l0(Z) and ǫ1, . . . , ǫs ∈ {−1, 1}. We say that {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight framelet filter bank
if [
b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
]ǫ1 . . .
ǫs
[ b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
]⋆
=Ma,Θ(z), (1.13)
where Ma,Θ is defined in (1.11). Hence, a tight framelet filter bank is a special case of a quasi-tight
framelet filter bank with ǫ1 = · · · = ǫs = 1. We call ǫℓ ∈ {−1, 1} the signature of the filter bℓ,
ℓ = 1, . . . , s. Moreover, it is straightforward to observe that {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight
framelet filter bank if and only if {a; b1, . . . , bs}−Θ,(−ǫ1,...,−ǫs) is a quasi-tight framelet filter bank.
Assume that a(1) = 1 and φ ∈ L2(R) with φ being defined in (1.4). Write Θ(z) = θ˜(z)θ⋆(z) for some
θ˜, θ ∈ l0(Z). Define η, ψ1, . . . , ψs as in (1.5) and η˜ :=
∑
k∈Z θ˜(k)φ(· − k). If in addition Θ(z) > 0
for all z ∈ T, then by Feje´r-Riesz lemma we can always choose θ˜(z) = θ(z) so that η˜ = η. If
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Θ(1) = 1 and b1(1) = · · · = bs(1) = 0, by [18, Theorems 4.1.9 and 6.4.1] and [15, Theorem 2.3], then
{η, η˜;ψ1, . . . , ψs}(ǫ1,...,ǫs) is a quasi-tight framelet in L2(R), that is, for all f ∈ L2(R),
f =
∑
k∈Z
〈f, η˜(· − k)〉η(· − k) +
∞∑
j=0
s∑
ℓ=1
∑
k∈Z
ǫℓ〈f, ψℓ2j ;k〉ψℓ2j ;k (1.14)
with the series converging unconditionally in L2(R) and the underlying system being a Bessel se-
quence in L2(R). By [16, Proposition 4], it follows directly from (1.14) that {ψ1, . . . , ψs}(ǫ1,...,ǫs) is a
homogeneous quasi-tight framelet in L2(R), that is,
f =
∑
j∈Z
s∑
ℓ=1
∑
k∈Z
ǫℓ〈f, ψℓ2j ;k〉ψℓ2j ;k, ∀ f ∈ L2(R) (1.15)
with the series converging unconditionally in L2(R) and the underlying system being a Bessel sequence
in L2(R). The multiscale representations in (1.14) and (1.15) using a quasi-tight framelet are very
similar to those in (1.1) and (1.2) under a tight framelet. Therefore, a quasi-tight framelet is a special
class of dual framelets in L2(R) but behaves almost identically to a tight framelet with the exception
of possible sign changes of framelet coefficients. An example of quasi-tight framelets and quasi-tight
framelet filter banks was probably first observed in [18, Example 3.2.2] and was obtained by applying
the general algorithm in [17] for constructing dual framelet filter banks. The equations in (1.13) for a
quasi-tight framelet filter bank are intrinsically linked to the problem of matrix spectral factorization
for which we shall extensively study in this paper. Moreover, similar to the identity in (1.9) for a
tight framelet filter bank, if {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight framelet filter bank, then we have
min(vm(b1), . . . , vm(bs)) 6 min(sr(a),
1
2
vm(Θ(z)−Θ(z2)a(z)a⋆(z))). (1.16)
That is, the highest possible order of vanishing moments achieved by a quasi-tight framelet filter
bank derived from given filters a,Θ ∈ l0(Z) is min(sr(a), 12 vm(Θ(z)−Θ(z2)a(z)a⋆(z))).
As demonstrated in [17, Theorem 7] and [18, Theorem 1.4.7], for general filters a,Θ ∈ l0(Z),
det(Ma,Θ(z)) is often not identically zero and the minimum number s of high-pass filters in a quasi-
tight framelet filter bank is at least 2. Given a Laurent polynomial p(z), for simplicity, we use
p(z) ≡ 0 (p(z) 6≡ 0) to indicate that p(z) is (is not) identically zero.
For an n× n square matrix A(z) of Laurent polynomials, its spectrum σ(A) is defined to be
σ(A) := {z ∈ C \ {0} : det(A(z)) = 0}. (1.17)
If A⋆(z) = A(z), then A(z) is a Hermite matrix for all z ∈ T and we call such A(z) a Hermite matrix
of Laurent polynomials. In this case, for all z ∈ T, all the eigenvalues of A(z) are real numbers
and hence, we define ν+(A(z)) to be the number of positive eigenvalues of the matrix A(z), and
define ν−(A(z)) to be the number of negative eigenvalues of the matrix A(z). In particular, for filters
a,Θ ∈ l0(Z), we define
s+a,Θ := max
z∈T
ν+(Ma,Θ(z)), s−a,Θ := max
z∈T
ν−(Ma,Θ(z)), and sa,Θ := s+a,Θ + s−a,Θ, (1.18)
where the matrix Ma,Θ(z) is defined in (1.11).
Through the study of the generalized matrix spectral factorization in (1.13), we now state the main
result obtained in this paper on quasi-tight framelets with the minimum number of generators and
the highest possible order of vanishing moments derived from any arbitrarily given filters a,Θ ∈ l0(Z).
Theorem 1. Let a,Θ ∈ l0(Z)\{0} be two finitely supported not-identically-zero filters such that
Θ⋆ = Θ. Let nb be any positive integer satisfying
1 6 nb 6 min(sr(a),
1
2
vm(Θ(z)−Θ(z2)a(z)a⋆(z))). (1.19)
Let Ma,Θ(z) be defined in (1.11) and the quantities s+a,Θ, s−a,Θ, sa,Θ be defined in (1.18). Define s :=
sa,Θ. Then there exist b1, . . . , bs ∈ l0(Z) and ǫ1 = . . . = ǫs+
a,Θ
= 1, ǫs+
a,Θ
+1 = . . . = ǫs = −1 such that
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{a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight framelet filter bank with min{vm(b1), . . . , vm(bs)} > nb. More-
over, for 1 6 s < sa,Θ, there does not exist a quasi-tight framelet filter bank {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs)
with b1, . . . , bs ∈ l0(Z) and ǫ1, . . . , ǫs ∈ {−1, 1}. Furthermore, if a(1) = Θ(1) = 1 and φ ∈ L2(R)
with φ being defined in (1.4), then {η, η˜;ψ1, . . . , ψs}(ǫ1,...,ǫs) is a quasi-tight framelet in L2(R), where
η, ψ1, . . . , ψs ∈ L2(R) are defined in (1.5) and η˜ :=
∑
k∈Z θ˜(k)φ(· − k) with θ˜(z)θ⋆(z) = Θ(z).
Since quasi-tight framelets preserve most desirable properties of tight framelets and enjoy great
flexibility as demonstrated in Theorem 1, we expect that quasi-tight framelets will be as useful as
tight framelets in applications. We also mention that our investigation on quasi-tight framelets is
much involved than the study of tight framelets in [2, 6, 17, 34] and the approach taken in these papers
for tight framelets does not carry over to general quasi-tight framelets. Our proof of Theorem 1 is
constructive and we shall provide an algorithm to construct the filters in Theorem 1.
To prove Theorem 1 on quasi-tight framelet filter banks, we shall establish two main results on
generalized matrix spectral factorizations. If A is an n × n Hermite matrix, its signature sig(A) is
defined as
sig(A) := ν+(A)− ν−(A),
where ν+(A) and ν−(A) are the numbers of its positive and negative eigenvalues, respectively. For
a Hermite matrix A(z) of Laurent polynomials, we say that it has constant signature if sig(A(z)) is
constant for all z ∈ T\σ(A). In this situation, we can easily see that ν+(A(z)) and ν−(A(z)) remain
constant for all z ∈ T\σ(A). For Hermite matrices of Laurent polynomials with constant signature,
we have the following result on the generalized spectral factorization problem.
Theorem 2. Let A(z) be an n × n Hermite matrix of Laurent polynomials such that det(A(z)) is
not identically zero. If ν+(A(z)) = ν+ and ν−(A(z)) = ν− for all z ∈ T \ σ(A) for some nonnegative
integers ν+ and ν−, then there exists an n× n matrix U(z) of Laurent polynomials such that A(z) =
U(z)DU⋆(z), where D := diag(Iν+ ,−Iν−) is an n× n constant diagonal matrix.
If A(z) > 0 for all z ∈ T, then it is trivial that ν+(A(z)) = n and ν−(A(z)) = 0 for all z ∈ T\σ(A).
Therefore, for the special case A(z) > 0 for all z ∈ T, Theorem 2 reduces to the standard result
on matrix spectral factorization (also known as Matrix-valued Feje´r-Riesz Lemma) for nonnegative
Hermite matrices of Laurent polnomials, which has been extensively studied in the literature, e.g.,
see [30, 21, 10] and many references therein. This classical result on matrix spectral factorization
plays a key role in the construction of tight framelets and tight framelet filter banks with two (non-
symmetric) high-pass filters, e.g., see [2, 6, 34] and references therein.
For a general Hermite matrix of Laurent polynomials, we have
Theorem 3. Let A(z) be an n × n Hermite matrix of Laurent polynomials such that det(A(z)) is
not identically zero. Then there exists some n × m matrix U(z) of Laurent polynomials such that
A(z) = U(z)DU⋆(z) holds with D = diag(Im1 ,−Im2) and m := m1 +m2 if and only if
m1 > max
z∈T
ν+(A(z)), m2 > max
z∈T
ν−(A(z)). (1.20)
The above Theorems 2 and 3 play a key role in our proof of Theorem 1 and our study on quasi-
tight framelets and quasi-tight framelet filter banks. Moreover, our proofs to Theorems 2 and 3
are constructive and supplemented by step-by-step algorithms. We also mention that the generalized
matrix spectral factorization problem for matrices of polynomials has been extensively investigated in
the literature of engineering, for example, see [11, 12, 28, 29] and many references therein. However,
there are barely any references on the generalized matrix spectral factorization problem for matrices
of Laurent polynomials. Although the proofs of our construction share some similarities to the
polynomial results [12, 28], indeed, many new ideas and techniques are needed in order to handle the
generalized matrix spectral factorization problem for matrices of Laurent polynomials.
The structure of the paper is as follows. In Section 2 we shall prove Theorem 1 using Theorems 2
and 3 on generalized matrix spectral factorization. In Section 3 we shall provide a few examples
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of quasi-tight framelet filter banks and quasi-tight framelets in L2(R) to illustrate our main results
on quasi-tight framelets. In Section 4 we shall prove Theorem 2 on generalized matrix spectral
factorization with constant signature. For improved readability, a few technical results for proving
Theorem 2 are presented in the Appendix. In Section 5, we shall prove Theorem 3. Finally, in
Section 6 we shall briefly discuss some extension of our results to one-dimensional quasi-tight framelets
with a general dilation factor.
2. Proof of Theorem 1 on Quasi-tight Framelets
In this section, we shall prove Theorem 1 using Theorems 2 and 3 on generalized matrix spectral
factorization. The proofs of Theorems 2 and 3 will be presented in Sections 4 and 5.
Before proving Theorem 1, we need the following lemma.
Lemma 4. Let A(z) be an n× n Hermite matrix of Laurent polynomials. Then
max
z∈T
ν+(A(z)) = max
z∈T\B
ν+(A(z)), max
z∈T
ν−(A(z)) = max
z∈T\B
ν−(A(z))
for any finite subset B of T.
Proof. Define n+ := maxz∈T ν+(A(z)). Then there exists some z0 ∈ T, such that ν+(A(z0)) = n+.
Since A(z) is an n × n Hermite matrix of Laurent polynomials, its n eigenvalues λ1(z), . . . , λn(z),
which are all the roots of the polynomial det(λI
n
− A(z)), can be chosen as real-valued continuous
functions on T. (They are actually algebraic functions which are globally analytic.) Therefore, there
exists a neighborhood U(z0) of z0 on T, such that ν+(A(z)) = n+ for all z ∈ U(z0). As U(z0) contains
infinitely many points, the set U(z0) \B must be nonempty. This implies that
max
z∈T\B
ν+(A(z)) > n+ = max
z∈T
ν+(A(z)).
Since T\B is a subset of T, we trivially have maxz∈T\B ν+(A(z)) 6 n+. This proves maxz∈T ν+(A(z)) =
maxz∈T\B ν+(A(z)). The identity maxz∈T ν−(A(z)) = maxz∈T\B ν−(A(z)) can be proved similarly. 
For a Laurent polynomial p(z) 6≡ 0 and z0 ∈ C \ {0}, we define Z(p(z), z0) to be the multiplicity of
the root of p(z) at z0. That is, Z(p(z), z0) is the nonnegative integer such that (z − z0)Z(p(z),z0) | p(z)
but (z − z0)Z(p(z),z0)+1 ∤ p(z). Hence, the orders of vanishing moments and sum rules of a Laurent
polynomial p(z) can be equivalently expressed by
vm(p(z)) = Z(p(z), 1) and sr(p(z)) = Z(p(z),−1).
Also, recall that for a finitely supported sequence u ∈ l0(Z) and γ ∈ Z, its γ-coset sequence
u[γ] is defined to be u[γ] := {u(γ + 2k)}k∈Z. In terms of Laurent polynomials, we have u(z) =
u[0](z2) + zu[1](z2). Moreover,[
b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
]
=
[
1 z
1 −z
][
b
[0]
1 (z
2) · · · b[0]s (z2)
b
[1]
1 (z
2) · · · b[1]s (z2)
]
,
where the last 2× s matrix is called the polyphase matrix of the filter bank {b1, . . . , bs}.
We now prove Theorem 1 using Theorems 2 and 3.
Proof of Theorem 1. Since all high-pass filters must have at least nb vanishing moments, we can write
bℓ(z) = (1− z−1)nb˚bℓ(z), ℓ = 1, . . . , s (2.1)
for some Laurent polynomials b˚1(z), . . . , b˚s(z). Then {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight framelet
filter bank satisfying (1.13) and (2.1) if and only if[
b˚1(z) · · · b˚s(z)
b˚1(−z) · · · b˚s(−z)
]ǫ1 . . .
ǫs
[ b˚1(z) · · · b˚s(z)
b˚1(−z) · · · b˚s(−z)
]⋆
=Ma,Θ|nb(z), (2.2)
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where
Ma,Θ|nb(z) :=
[
(1− z−1)−nb
(1 + z−1)−nb
]
Ma,Θ(z)
[
(1− z)−nb
(1 + z)−nb
]
(2.3)
=
[
A(z) B(z)
B(−z) A(−z)
]
,
with
A(z) :=
Θ(z)−Θ(z2)a(z)a⋆(z)
(1− z)nb(1− z−1)nb , B(z) :=
−Θ(z2)a(z)a⋆(−z)
(1 + z)nb(1− z−1)nb . (2.4)
Note that according to (1.19), we have 2nb 6 Z(Θ(z) −Θ(z2)a(z)a⋆(z), 1) and nb 6 Z(a(z), −1) =
Z(a⋆(−z), 1). Hence A(z) and B(z) are well-defined Laurent polynomials. Using the coset sequences,
we know that (2.2) is equivalent to[˚
b
[0]
1 (z) · · · b˚[0]s (z)
b˚
[1]
1 (z) · · · b˚[1]s (z)
]ǫ1 . . .
ǫs
 [˚b[0]1 (z) · · · b˚[0]s (z)
b˚
[1]
1 (z) · · · b˚[1]s (z)
]⋆
= Na,Θ|nb(z), (2.5)
where Na,Θ|nb(z) is calculated from:
Ma,Θ|nb(z) =
[
1 z
1 −z
]
Na,Θ|nb(z2)
[
1 z
1 −z
]⋆
. (2.6)
That is,
Na,Θ|nb(z) :=
1
2
[
A[0](z) + B[0](z) z(A[1](z)− B[1](z))
A[1](z) + B[1](z) A[0](z)− B[0](z)
]
, (2.7)
where A(z) and B(z) are defined in (2.4). Hence, the existence of a quasi-tight framelet filter bank
{a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) with nb vanishing moments necessarily implies a generalized spectral factor-
ization in (2.5) for the matrix Na,Θ|nb(z) of Laurent polynomials.
According to Theorem 3, the existence of the generalized spectral factorization in (2.5) implies
that the number s+ of times that “ + 1” appears in {ǫ1, . . . , ǫs} and the number s− of times that
“− 1” appears in {ǫ1, . . . , ǫs} must satisfy
s+ > max
z∈T
ν+(Na,Θ|nb(z)), and s− > max
z∈T
ν−(Na,Θ|nb(z)). (2.8)
By (2.3) and (2.6), we know that
Ma,Θ(z) = P(z)Na,Θ|nb(z2)P⋆(z) with P(z) :=
[
(1− z−1)nb
(1 + z−1)nb
] [
1 z
1 −z
]
.
Since det(P(z)) = −2z(1− z−1)nb(1 + z−1)nb, we observe σ(P) ⊆ {−1, 1}. Hence, σ(P) is a finite set.
For z ∈ T\σ(P), the matrix P(z) is a nonsingular matrix. By Sylvester’s law of inertia, we get from
Ma,Θ(z) = P(z)Na,Θ|nb(z2)P⋆(z) that
ν+(Ma,Θ(z)) = ν+(Na,Θ|nb(z2)), ν−(Ma,Θ(z)) = ν−(Na,Θ|nb(z2)), ∀z ∈ T\σ(P).
According to Lemma 4, we have
s+a,Θ =max
z∈T
ν+(Ma,Θ(z)) = max
z∈T\σ(P)
ν+(Ma,Θ(z))
= max
z∈T\σ(P)
ν+(Na,Θ|nb(z2)) = max
z∈T
ν+(Na,Θ|nb(z2)) = max
z∈T
ν+(Na,Θ|nb(z)).
Similarly, s−a,Θ = maxz∈T ν−(Na,Θ|nb(z)). Therefore, from (2.8) we know that the generalized spectral
factorization in (2.5) implies
s+ > s
+
a,Θ, s− > s
−
a,Θ, and s = s+ + s− > s
+
a,Θ + s
−
a,Θ = sa,Θ. (2.9)
Hence, by Theorem 3, for 1 6 s < sa,Θ, there does not exist a quasi-tight framelet filter bank
{a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) with b1, . . . , bs ∈ l0(Z) and ǫ1, . . . , ǫs ∈ {−1, 1}.
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On the other hand, given filters a,Θ ∈ l0(Z)\{0}, Θ⋆ = Θ, and a positive integer nb satisfying
(1.19), we can calculate the matrix Na,Θ|nb(z) of Laurent polynomials from (2.4) and (2.7). By
Θ⋆(z) = Θ(z), we deduce from (2.4) that A⋆(z) = A(z) and B⋆(z) = B(−z). Plugging these identities
into A[0](z2) = 1
2
(A(z) + A(−z)), A[1](z2) = 1
2z
(A(z)− A(−z)), B[0](z2) = 1
2
(B(z) + B(−z)), and
B[1](z2) = 1
2z
(B(z)− B(−z)), we can easily verify that
A[0]
⋆
(z) = A[0](z), A[1]
⋆
(z) = zA[1](z), B[0]
⋆
(z) = B[0](z), and B[1]
⋆
(z) = −zB[1](z).
Using the above four equations, we deduce from (2.7) that N ⋆a,Θ|nb(z) = Na,Θ|nb(z). That is, Na,Θ|nb(z)
is a Hermite matrix of Laurent polynomials. As we calculated, s+a,Θ = maxz∈T ν+(Na,Θ|nb(z)) and
s−a,Θ = maxz∈T ν−(Na,Θ|nb(z)). Take s := sa,Θ = s+a,Θ + s−a,Θ. According to Theorem 3, we can
choose ǫ1 = · · · = ǫs+
a,Θ
= 1, ǫs+
a,Θ
+1 = · · · = ǫs = −1, and find a generalized spectral factorization
of Na,Θ|nb(z) as Na,Θ|nb(z) = U(z)diag(ǫ1, . . . , ǫs)U⋆(z), where U(z) is a 2 × s matrix of Laurent
polynomials. Define Laurent polynomials b˚1(z), . . . , b˚s(z) by
[˚
b
[0]
1 (z) · · · b˚[0]s (z)
b˚
[1]
1 (z) · · · b˚[1]s (z)
]
:= U(z). Thus,
(2.5) holds. Multiplying
[
1 z
1 −z
]
and
[
1 z
1 −z
]⋆
on the left and right side of Na,Θ|nb(z2) respectively,
we see that (2.5) is equivalent to (2.2) with Ma,Θ|nb(z) being defined in (2.3). Define Laurent
polynomials b1(z) . . . , bs(z) as (2.1), we conclude from (2.2) that {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-
tight framelet filter bank with min{vm(b1), . . . , vm(bs)} > nb. This proves the existence of quasi-tight
framelet filter bank with minimum number of high-pass filters and high vanishing moments. 
By Theorem 1, we see that the minimum numbers of high-pass filters with positive and negative
signatures in a quasi-tight framelet filter bank are just s+a,Θ and s
−
a,Θ, which are defined in (1.18). We
now explicitly present such quantities in the following for any given filters a,Θ ∈ l0(Z)\{0}. Note
that the matrix Ma,Θ cannot be identically zero.
If det(Ma,Θ(z)) is identically zero, then one of the following two cases must happen:
(1) Θ(z) > 0 for all z ∈ T if and only if s+a,Θ = 1 and s−a,Θ = 0;
(2) Θ(z) 6 0 for all z ∈ T if and only if s+a,Θ = 0 and s−a,Θ = 1.
Since det(Ma,Θ(z)) ≡ 0 and Ma,Θ(z) = −Ma,−Θ(z), by [18, Lemma 1.4.5] or [17, Lemma 6], we
conclude that Θ(z) > 0 (or Θ(z) 6 0) for all z ∈ T if and only ifMa,Θ(z) > 0 (orMa,Θ(z) 6 0) for all
z ∈ T. Note that 0 must be an eigenvalue of Ma,Θ(z) by det(Ma,Θ(z)) = 0. Hence, if Ma,Θ(z) > 0
(or Ma,Θ(z) 6 0) for all z ∈ T, then the other eigenvalue of Ma,Θ(z) must be nonnegative (or non-
positive) and cannot be identically zero, since Ma,Θ cannot be identically zero. This proves items
(1) and (2). We now prove that Θ cannot change signs on T. By our assumptions Θ⋆ = Θ and
det(Ma,Θ(z)) = Θ(z)Θ(−z)−Θ(z2)[Θ(−z)a(z)a⋆(z) +Θ(z)a(−z)a⋆(−z)] = 0, (2.10)
we conclude (see [18, Theorem 1.4.7] and [17, Theorem 7]) that Θ(z) ∈ R for z ∈ T and Θ(z)Θ(−z) =
λΘ(z2) for some nonzero real number λ. Consequently, we have θ(z)θ(−z) = θ(z2) with θ(z) :=
Θ(z)/λ and the above identity in (2.10) is equivalent to
θ(−z)u(z) + θ(z)u(−z) = 1 with u(z) := a(z)a⋆(z).
Since u(z) > 0 for all z ∈ T, by the above identity, if θ(z0) < 0 for some z0 ∈ T, then we must
have θ(−z0) > 0 and consequently θ(z20) = θ(z0)θ(−z0) < 0. By induction, for any z0 ∈ T, if
θ(z0) < 0, then we must have θ(z
2j
0 ) < 0 for all j ∈ N. If Θ changes signs on T, then θ(e−iξ) < 0 for
some ξ ∈ (c, d) with c < d. Then the above argument shows that θ(e−iξ) < 0 for all ξ ∈ (2jc, 2jd).
Therefore, we must have λ−1Θ(z) = θ(z) < 0 for all z ∈ T, a contradiction to our assumption. This
proves that Θ cannot change signs on T.
If det(Ma,Θ(z)) is not identically zero, then one of the following four cases must happen:
(3) Θ(z) > 0 and det(Ma,Θ(z)) > 0 for all z ∈ T if and only if s+a,Θ = 2 and s−a,Θ = 0;
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(4) Θ(z) 6 0 and det(Ma,Θ(z)) > 0 for all z ∈ T if and only if s+a,Θ = 0 and s−a,Θ = 2;
(5) det(Ma,Θ(z)) 6 0 for all z ∈ T if and only if s+a,Θ = 1 and s−a,Θ = 1;
(6) Otherwise (i.e., beyond the above three cases in items (3)–(5)), sa,Θ = s
+
a,Θ + s
−
a,Θ > 2.
SinceMa,Θ(z) = −Ma,−Θ(z), items (3) and (4) are direct consequence of [18, Theorem 1.4.5] and [17,
Theorem 7]. Since det(Ma,Θ(z)) is the product of its two eigenvalues, we know that det(Ma,Θ(z)) 6 0
for all z ∈ T if and only if for all z ∈ T\σ(Ma,Θ), ν+(Ma,Θ(z)) = ν−(Ma,Θ(z)) = 1. Because σ(Ma,Θ)
is a finite set, we conclude from Lemma 4 that this is equivalent to s+a,Θ = s
−
a,Θ = 1. This proves
item (5). Hence, items (1) and (2) characterize all the cases for sa,Θ = 1, while items (3)–(5)
characterizes all the cases for sa,Θ = 2. Note that items (1) and (3) lead to tight framelet filter bank
{a; b1, . . . , bsa,Θ}Θ, and items (2) and (4) lead to tight framelet filter banks {a; b1, . . . , bsa,Θ}−Θ with
s ∈ {1, 2}. Items (5) and (6) lead to quasi-tight framelet filter banks which cannot be changed into
tight framelet filter banks.
For the special most popular choice of Θ(z) = 1, according to the above discussion, one of the
following four cases must happen:
(i) det(Ma,1(z)) ≡ 0 for all z ∈ T if and only if s+a,Θ = 1 and s−a,Θ = 0;
(ii) det(Ma,1(z)) > 0 for all z ∈ T with det(Ma,1(z)) 6≡ 0 if and only if s+a,Θ = 2 and s−a,Θ = 0;
(iii) det(Ma,1(z)) 6 0 for all z ∈ T with det(Ma,1(z)) 6≡ 0 if and only if s+a,Θ = 1 and s−a,Θ = 1;
(iv) det(Ma,1(z)) changes signs on T if and only if s+a,Θ = 2 and s−a,Θ = 1.
3. Examples of Quasi-tight Framelets and Quasi-tight Framelet Filter Banks
In this section, we provide some examples for quasi-tight framelet filter banks and quasi-tight
framelets. Since tight framelet filter banks have been extensively studied and constructed in the
literature, according to our discussion at the end of Section 2, we only provide examples for cases
(5) and (6) in Section 2 (i.e., either det(Ma,Θ(z)) 6 0 or it changes signs on T) which lead to truly
quasi-tight framelet filter banks.
In order to obtain a quasi-tight framelet in L2(R), we have to check the technical condition that
the refinable function φ (defined in (1.4)) associated with the low-pass filter a is in L2(R). Let
a ∈ l0(Z) with a(1) = 1 and m := sr(a), the order of the sum rules of the low-pass filter a. Then
we can write a(z) = (1 + z)ma˚(z), where a˚(−1) 6= 0. Let w ∈ l0(Z) be the sequence determined by
w(z) := a˚(z)˚a⋆(z), whose highest and lowest degrees are K and −K respectively. We now recall a
technical quantity (e.g., see [18, (2.0.7)]):
sm(a) := −1
2
− log2
√
ρ(a), (3.1)
where ρ(a) denotes the spectral radius of the square matrix (w(2j−k))−K6j,k6K. Let φ be defined in
(1.4). If sm(a) > 0, then φ ∈ L2(R) and moreover,
∫
R
|φ̂(ξ)|2(1+ |ξ|2)τdξ <∞ for all 0 6 τ < sm(a).
The following example shows that for some low-pass filters a, one can never obtain a finitely
supported tight framelet filter bank, but one can easily construct a quasi-tight framelet filter bank.
Example 1. Consider a low-pass filter a given by
a(z) = 1
26
z−2(z + 1)(z2 − z + 1)(9z2 − 5z + 9).
Note that |a(e−i2π/3)| = 14
13
> 1 and |a(e−i2π/3)| 6∈ {2j : j ∈ N}. By [19, Proposition 4.4], there
does not exist a (rational) Laurent polynomial Θ with real coefficients such that Ma,Θ(z) > 0 for
all z ∈ T. Therefore, using Oblique Extension Principle, one cannot construct a real-valued tight
framelet filter bank from such low-pass filter a. Note that sr(a) = 1 and vm(1 − aa⋆) = 2. Taking
Θ(z) = 1 and nb = 1, we see from Figure 1 that det(Ma,1(z)) changes signs on T. Hence, s+a,Θ = 2
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and s−a,Θ = 1. We have a quasi-tight framelet filter bank {a; b1, b2, b3}Θ,(1,1,−1) as follows:
b1(z) =
1
52
z−2(z − 1)(63z4 + 28z3 + 100z2 + 28z + 63),
b2(z) =
√
2
97344
z−2(z − 1)(9z2 + 4z + 9)(3645z4 − 1034z2 + 3645),
b3(z) =
√
2
97344
z−2(z − 1)(9z2 + 4z + 9)(3645z4 + 9782z2 + 3645),
with vm(b1) = vm(b2) = vm(b3) = 1. Since sm(a) ≈ 0.7693, the refinable function φ defined in
(1.4) belongs to L2(R). Therefore, {φ, φ;ψ1, ψ2, ψ3}(1,1,−1) is a quasi-tight framelet in L2(R) and
{ψ1, ψ2, ψ3}(1,1,−1) is a homogeneous quasi-tight framelet in L2(R), where ψ1, ψ2, ψ3 are defined in
(1.5) and have at least one vanishing moment.
(a) φ (b) ψ1 (c) ψ2 (d) ψ3 (e) det(Ma,1)
Figure 1. The quasi-tight framelet {φ, φ;ψ1, ψ2, ψ3}(1,1,−1) and the homogeneous
quasi-tight framelet {ψ1, ψ2, ψ3}(1,1,−1) in L2(R) obtained in Example 1. (A) is the
refinable function φ ∈ L2(R). (B) –(D) are the framelet functions ψ1, ψ2 and ψ3. (E)
is det(Ma,1(e−iξ)) for ξ ∈ [−π, π], where the dashed line is the horizontal axis.
Example 2. Consider Θ(z) = 1
2
(z + 1
z
) and the interpolatory low-pass filter
a(z) = 1
2
+ 3
8
(z + z−1)− 1
8
(z3 + z−3).
We see from Figure 2 that det(Ma,Θ(z)) 6 0 for all z ∈ T. Therefore, s+a,Θ = s−a,Θ = 1. Note that
sr(a) = 2 and vm(Θ(z)− Θ(z2)a(z)a⋆(z)) = 4. Hence, the maximum order of vanishing moments is
two. Taking nb = 2, we obtain a quasi-tight framelet filter bank {a; b1, b2}Θ,(1,−1) as follows:
b1(z) =
1
32
z−3(z − 1)2(z6 + 2z5 − 4z4 − 14z3 − 23z2 − 16z − 8),
b2(z) = − 132z−3(z − 1)2(z4 + 2z3 + 4z2 + 2z + 9),
with vm(b1) = vm(b2) = 2. Since sm(a) = 1, the refinable function φ defined in (1.4) belongs to
L2(R). Define η˜ := (φ(· + 1) + φ(· − 1))/2. Therefore, {φ, η˜;ψ1, ψ2}(1,−1) a quasi-tight framelet in
L2(R) and {ψ1, ψ2}(1,−1) is a homogeneous quasi-tight framelet in L2(R), where ψ1, ψ2 are defined in
(1.5) and have at least two vanishing moments.
(a) φ (b) η˜ (c) ψ1 (d) ψ2 (e) det(Ma,Θ)
Figure 2. The quasi-tight framelet {φ, η˜;ψ1, ψ2}(1,−1) and the homogeneous quasi-
tight framelet {ψ1, ψ2}(1,−1) in L2(R) obtained in Example 2. (A) is the refinable
function φ ∈ L2(R). (B) is the function η˜ := (φ(·+ 1) + φ(· − 1))/2. (C) and (D) are
the framelet functions ψ1 and ψ2. (E) is det(Ma,1(e−iξ)) for ξ ∈ [−π, π].
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Example 3. Consider Θ(z) = 1 and the low-pass filter
a(z) = − 1
16
z−2(z + 1)3(z2 − 4z + 1).
We see from Figure 3 that det(Ma,1(z)) 6 0 for all z ∈ T. Hence, s+a,Θ = s−a,Θ = 1. Note that sr(a) = 3
and vm(1− aa⋆) = 2. Taking nb = 1, we obtain a quasi-tight framelet filter bank {a; b1, b2}Θ,{1,−1} as
follows:
b1(z) =
−√2
512z2
(z − 1)(16z5 − 271z4 + 16z3 + 16z2 − 1),
b2(z) =
√
2
512z2
(z − 1)(16z5 + 241z4 + 16z3 + 16z2 − 1),
with vm(b1) = vm(b2) = 1. Since sm(a) ≈ 1.4408, the refinable function φ defined in (1.4) belongs
to L2(R). Therefore, {φ, φ;ψ1, ψ2}(1,−1) is a quasi-tight framelet in L2(R) and {ψ1, ψ2}(1,−1) is a
homogeneous quasi-tight framelet in L2(R), where ψ
1, ψ2 are defined in (1.5) and have one vanishing
moment.
(a) φ (b) ψ1 (c) ψ2 (d) det(Ma,1(e−iξ))
Figure 3. The quasi-tight framelet {φ, φ;ψ1, ψ2}(1,−1) and the homogeneous quasi-
tight framelet {ψ1, ψ2}(1,−1) in L2(R) obtained in Example 3. (A) is the refinable
function φ ∈ L2(R). (B) and (C) are the framelet functions ψ1 and ψ2. (D) is
det(Ma,1(e−iξ)) for ξ ∈ [−π, π].
Example 4. Consider Θ(z) = 1 and the low-pass filter
a(z) = 1
64
z−4(z + 1)4(z4 − 6z3 + 14z2 − 6z + 1).
We see from Figure 4 that det(Ma,1(z)) 6 0 for all z ∈ T. Hence, s+a,Θ = s−a,Θ = 1. Note that
sr(a) = 4 and vm(1 − aa⋆) = 4. Hence, the maximum order of vanishing moments is two. Taking
nb = 2, we obtain a quasi-tight framelet filter bank {a; b1, b2}Θ,{1,−1} as follows:
b1(z) =
√
2
16z2
(z − 1)2
(
(2 +
√
3)z4 + 2−
√
3
)
,
b2(z) =
1
64z4
(z − 1)2(z6 + 11z4 + 8z3 + 11z2 + 1),
with vm(b1) = vm(b2) = 2. Since sm(a) ≈ 1.6297, the refinable function φ defined in (1.4) belongs
to L2(R). Therefore, {φ, φ;ψ1, ψ2}(1,−1) is a quasi-tight framelet in L2(R) and {ψ1, ψ2}(1,−1) is a
homogeneous quasi-tight framelet in L2(R), where ψ
1, ψ2 are defined in (1.5) and have two vanishing
moments.
Example 5. Consider Θ(z) = 1 and the low-pass filter
a(z) = 2−
√
6
8
z−2(z + 1)2(z2 − (4 +
√
6)z + 1).
We see from Figure 5 that det(Ma,1(z)) changes sign on T. Hence s+a,Θ = 2 and s−a,Θ = 1. Note that
sr(a) = 2 and vm(1− aa⋆) = 2. Therefore, the maximum order of vanishing moments is one. Taking
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(a) φ (b) ψ1 (c) ψ2 (d) det(Ma,1(e−iξ))
Figure 4. The quasi-tight framelet {φ, φ;ψ1, ψ2}(1,−1) in L2(R) and the homogeneous
quasi-tight framelet {ψ1, ψ2}(1,−1) in L2(R) obtained in Example 4. (A) is the refin-
able function φ ∈ L2(R). (B) and (C) are the framelet functions ψ1 and ψ2. (D) is
det(Ma,1(e−iξ)) for ξ ∈ [−π, π].
nb = 1, we obtain a quasi-tight framelet filter bank {a; b1, b2, b3}Θ,{1,1,−1} as follows:
b1(z) =
√
10
40
(z − 1)z−2
(
(
√
6− 3)z3 + (2
√
6− 3)z2 + (2
√
6− 1)z −
√
6− 1
)
,
b2(z) =
√
10
40
(z − 1)z−2
(
(
√
6− 2)z3 + (
√
6− 4)z2 + (
√
6− 2)z +
√
6− 4
)
,
b3(z) =
√
10
40
(z − 1)2z−2
(
(2−
√
6)z2 + (6− 2
√
6)z + 4−
√
6
)
,
with vm(b1) = vm(b2) = 1 and vm(b3) = 2. Since sm(a) ≈ 0.9382, the refinable function φ defined
in (1.4) belongs to L2(R). Therefore, {φ, φ;ψ1, ψ2, ψ3}(1,1,−1) is a quasi-tight framelet in L2(R) and
{ψ1, ψ2, ψ3}(1,1,−1) is a homogeneous quasi-tight framelet in L2(R), where ψ1, ψ2, ψ3 are defined in
(1.5) and have one vanishing moment.
(a) φ (b) ψ1 (c) ψ2 (d) ψ3 (e) det(Ma,1)
Figure 5. The quasi-tight framelet {φ, φ;ψ1, ψ2, ψ3}(1,1,−1) in L2(R) and the homo-
geneous quasi-tight framelet {ψ1, ψ2, ψ3}(1,1,−1) in L2(R) obtained in Example 5. (A)
is the refinable function φ ∈ L2(R). (B), (C), and (D) are the framelet functions ψ1,
ψ2 and ψ3. (E) is det(Ma,1(e−iξ)) for ξ ∈ [−π, π].
4. Proof of Theorem 2 on Generalized Spectral Factorization for Matrices with
Constant Signature
In this section, we shall prove Theorem 2 on generalized matrix spectral factorization for Hermite
matrices of Laurent polynomials with constant signature. To improve presentation and readability,
the proofs of several auxiliary results for proving Theorem 2 shall be given in the Appendix.
For an n× n square matrix U(z) of Laurent polynomials, if det(U(z)) 6≡ 0 is a monomial (Laurent
polynomial with only one term), we call it unimodular. U(z) is unimodular if and only if there exists
a unique n × n matrix U−1(z) = 1
det(U(z))
adj(U(z)) of Laurent polynomials such that U(z)U−1(z) =
U−1(z)U(z) = In. To prove Theorem 2, we first show that Theorem 2 holds under the additional
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condition that det(A(z)) is a nonzero monomial. The general case of Theorem 2 will be then proved
by extracting out the nontrivial factors of det(A(z)) one by one.
Theorem 5 (Unimodular Case for Theorem 2). For an n× n Hermite matrix A(z) of Laurent poly-
nomials with a nonzero monomial det(A(z)), there exists an n×n matrix U(z) of Laurent polynomials
such that A(z) = U(z)DU⋆(z), where D := diag(Iν+,−Iν−) and n = ν+ + ν− for some nonnegative
integers ν+ and ν−.
Theorem 5 is known for rings with involution (e.g., see [25, 26, 3, 7]), including rings of (Laurent)
polynomials as special cases. To provide a self-contained proof to Theorem 5 for completeness,
we present Algorithm 8 to construct desired matrices U(z) and D in Theorem 5 by showing that
Algorithm 8 is feasible and will terminate in finitely many steps.
For a Laurent polynomial u(z) 6≡ 0, we use deg(u(z)) to denote its highest degree, and use ldeg(u(z))
to denote its lowest degree. We define the length of u(z) as len(u) := deg(u)−ldeg(u), and the interval:
fsupp(u(z)) := [ldeg(u(z)), deg(u(z))]. If u(z) ≡ 0, then we just define len(u) := −∞ and fsupp(u)
to be the empty set. For a k× k matrix Q(z) of Laurent polynomials, we call it diagonally dominant
at the diagonal entry s if
(1) for all i 6= s:
fsupp(Qi,s(z)) ( fsupp(Qs,s(z)) and fsupp(Qs,i(z)) ( fsupp(Qs,s(z)); (4.1)
(2) for all i > s:
deg(Qs,i(z)) < deg(Qs,s(z)). (4.2)
Q(z) is called diagonally dominant if it is diagonally dominant at all its diagonal entries s = 1, . . . , k.
The idea adopted in Algorithm 8 is similar to [12] for the polynomial matrices. To improve
readability for Algorithm 8, we provide some auxiliary lemmas with algorithmic proofs given in the
Appendix serving as sub-steps in Algorithm 8.
Lemma 6. Let Q(z) be a k × k Hermite matrix of Laurent polynomials such that its (1, 1)-entry
Q1,1(z) 6≡ 0 and
len(Q1,1(z)) 6 len(Q2,2(z)) 6 · · · 6 len(Qk,k(z)). (4.3)
Suppose that Q(z) is diagonally dominant at its first s diagonal entries for some s < k. (If Q(z)
is not diagonally dominant at its first diagonal entry, then just take s = 0.) Then there exists a
k× k unimodular matrix U(z) of Laurent polynomials such that Q˜(z) := U(z)Q(z)U⋆(z) is diagonally
dominant at its first (s+1) diagonal entries, while the top left (s+ 1)× (s+ 1) submatrix of Q˜(z) is
the same as that of Q(z).
Lemma 7. Let Q(z) be a k × k unimodular Hermite matrix of Laurent polynomials. If its first
diagonal entry Q1,1(z) ≡ 0, then there exist a k × k unimodular matrix U(z) of Laurent polynomials
and a (k − 1)× (k − 1) matrix Q˜(z) of Laurent polynomials such that
Q(z) = U(z)
[
1
Q˜(z)
]
U⋆(z).
We are now ready to present Algorithm 8 below to prove Theorem 5. The structure and idea of
the following Algorithm 8 consist of three main steps.
(1) If the first diagonal entry of the n× n Hermite matrix A(z) is identically zero, then we apply
Lemma 7 to find a unimodular matrix U(z) such that A(z) = U(z)
[
1
A˜(z)
]
U⋆(z) holds.
Hence, the problem is reduced to solving the generalized matrix spectral factorization of the
(n− 1)× (n− 1) matrix A˜(z).
(2) If the first diagonal entry of A(z) is not identically zero, then we can repeatedly apply
Lemma 6, to reduce A(z) to a diagonally dominant matrix.
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(3) If A(z) is a unimodular diagonally dominant matrix of Laurent polynomials, then it must be
a diagonal constant matrix. So we can solve its spectral factorization directly.
Algorithm 8. Let A(z) be an n × n Hermite matrix of Laurent polynomials such that det(A(z)) is
a nonzero monomial.
(S0) Initialization. Set U(z) := In to be the n× n identity matrix. Let Q(z) := A(z) and k := n.
(S1) Find a permutation matrix U˜ such that Q˜(z) := U˜Q(z)U˜⋆ satisfies
len(Q˜1,1(z)) 6 len(Q˜2,2(z)) 6 · · · 6 len(Q˜k,k(z)).
Update/replace U(z) by U(z) diag(In−k, U˜−1) and Q(z) := Q˜(z).
(S2) If the first diagonal entry Q1,1(z) 6≡ 0, then go to step (S3). Otherwise, apply Lemma 7
to find a k × k unimodular matrix U˜(z) of Laurent polynomials such that U˜(z)Q(z)U˜⋆(z) =
diag(1, Q˜(z)) for some (k − 1)× (k − 1) matrix Q˜(z) of Laurent polynomials. Update/replace
U(z) by U(z) diag(In−k, U˜−1(z)) and Q(z) := Q˜(z). Set k := k − 1 and restart from (S1).
(S3) For Q1,1(z) 6≡ 0, if Q(z) is a diagonally dominant matrix, then go to step (S5). Otherwise,
find the largest number s such that Q(z) is diagonally dominant at its first s diagonal entries.
If it is not diagonally dominant at the first diagonal entry, then just take s = 0. Apply
Lemma 6 to find a k × k unimodular matrix U˜(z) of Laurent polynomials such that Q˜(z) :=
U˜(z)Q(z)U˜⋆(z) is diagonally dominant at its first (s + 1) diagonal entries. Update/replace
U(z) by U(z) diag(In−k, U˜−1(z)) and Q(z) := Q˜(z).
(S4) If the lengths of diagonal entries in Q(z) are not non-decreasing any more, that is,
len(Q1,1(z)) 6 len(Q2,2(z)) 6 · · · 6 len(Qk,k(z))
is not satisfied, then restart from (S1) to sort them again. Otherwise, repeat from (S3).
(S5) If Q(z) is diagonally dominant, then Q(z) must be a constant diagonal matrix, that is, Q =
diag(λ1, . . . , λk), where λj 6= 0 for all j = 1, . . . , k. Without loss of generality, we assume
that the first (k − ν−) of the λj are positive and the last ν− of them are negative. Define
U˜ := diag(
√|λ1|, . . . ,√|λk|). We have Q = U˜ diag(Ik−ν
−
,−Iν
−
)U˜⋆. Update/replace U(z) by
U(z) diag(In−k, U˜), and define D := diag(In−k, Ik−ν
−
,−Iν
−
). Such output U(z) and D must
satisfy A(z) = U(z)DU⋆(z) and all the requirements in Theorem 5.
Proof. It is easy to see that after the initialization step (S0), we have
A(z) = U(z)
[
In−k
Q(z)
]
U⋆(z). (4.4)
Each time we update U(z) and Q(z) in steps (S1),(S2),(S3) and (S5), we are actually factoring
out some matrices from the original Q(z). Hence, by induction, (4.4) will always hold during the
whole process of the algorithm. So if the algorithm can finalize in (S5), the decomposition A(z) =
U(z)DU⋆(z) must hold. We prove that all the steps in the algorithm are feasible and they will
terminate after finitely many steps. The feasibility of steps (S2) and (S3) are proved by Lemmas 6
and 7.
In (S6), we know that if Q(z) is diagonally dominant, then len(det(Q(z))) =
∑k
l=1 len(Ql,l(z)).
By (4.4), we deduce det(A(z)) = det(U(z)) det(Q(z)) det(U⋆(z)), which implies det(Q(z)) | det(A(z)).
Since det(A(z)) is a nonzero monomial, det(Q(z)) is a nonzero monomial. Hence
∑k
l=1 len(Ql,l(z)) = 0,
which forces all the diagonal entries of Q(z) to be monomials. Since Q(z) is a Hermite matrix, all the
diagonal entries of Q(z) must be nonzero constants. Because Q(z) is diagonally dominant, so Q(z)
must be a diagonal constant matrix.
Finally, we prove that the algorithm will stop after finitely many iterations. The algorithm might
restart from (S1) in (S2) and (S4) or restart from (S3) in (S4).
When the restart from (S1) in (S2) occurs, the size k of Q(z) will decrease by 1. By (4.4), it can
happen only finite number of times.
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In order to show that the algorithm can only restart from (S1) in (S4) for finitely many times,
let us use the lexicographic order of sequences of length k. For any two sequences of nonnegative
integers with length k: {αj}kj=1, {βj}kj=1 ∈ Nk0, we say that {αj}kj=1 is less than {βj}kj=1 if there exists
some index j0 ∈ {1, . . . , k}, such that αj = βj for all j < j0, and αj0 < βj0 . {αj}kj=1 is equal to
{βj}kj=1 if αj = βj for all j = 1, . . . , k. It is easy to see that Nk0 is a well-ordered set under this
lexicographic order. Every time the algorithm restarts from (S1) in (S4), the lexicographic order of
{len(Qi,i(z))}ki=1 ∈ Nk0 will decrease. Since the sequence is lower bounded by the sequence {0, . . . , 0},
the restarts can occur only finitely many times.
Every time the algorithm restarts from (S3) in (S4), s will increase by at least 1, until the matrix
Q(z) becomes diagonally dominant. So these iterations can only happen for finite number of times.
This completes the proof of Algorithm 8 and Theorem 5. 
To complete the proof of Theorem 2, we have to extract out nontrivial factors of det(A(z)). To do
so, let us recall some necessary notations first. An n× n matrix A(z) of Laurent polynomials can be
factorized into
A(z) = E(z)D(z)F(z),
where E(z) and F(z) are unimodular matrices of Laurent polynomials, and D(z) = diag(d1(z), . . . , dn(z))
is a diagonal matrix of Laurent polynomials with dj(z) | dj+1(z) for all j = 1, . . . , n − 1. D(z) is
called the Smith Normal Form of A(z). Moreover, we can normalize dj by requiring that its leading
coefficient should be 1 and its constant term be nonzero. Such polynomials dj(z) in the Smith normal
form are called the invariant polynomials of A(z). For all k = 1, . . . , n, the product
∏k
j=1 dj(z) is
essentially the greatest common divisor (gcd) of all the determinants of k × k submatrices in A(z).
Let us write the invariant polynomials in C as follows:
dj(z) =
nj∏
k=1
(z − zj,k)αj,k , j = 1, . . . , n.
The factors (z − zj,k)αj,k , k = 1, 2, . . . , nj, j = 1, 2, . . . , n, where each factor could repeat as many
times as it occurs, are called the elementary divisors of A(z). For each j = 1, 2, . . . , n, since we
require dj(z) to have a nonzero constant term, dj(z) has no root at 0. Thus there won’t be any
(z − 0)αj,k terms in the elementary divisors. Also, by dj(z) | dj+1(z) for all j = 1, . . . , n − 1, we see
that the Smith Normal Form D(z) of A(z) is uniquely determined by its elementary divisors.
Observe that det(A(z)) = det(E(z)) det(D(z)) det(F(z)). Since both det(E(z)) and det(F(z)) are
nonzero monomials, we see that the determinant of A(z) is essentially the product of all its invari-
ant polynomials or the product of all its elementary divisors, up to some multiplicative nonzero
monomials:
det(A(z)) = cAz
kA
n∏
j=1
dj(z) = cAz
kA
n∏
j=1
nj∏
k=1
(z − zj,k)αj,k , (4.5)
for some nonzero constant cA ∈ C and some integer kA ∈ Z.
To prove the general case in Theorem 2, we need some auxiliary results to show that if A(z) is not
unimodular, then its elementary divisors can be factored out. For this purpose, we need the following
auxiliary results Theorems 9 and 10. Theorem 9 deals with the elementary divisor (z − z0)α in the
case z0 6∈ T or the case z0 ∈ T but α > 2. Theorem 10 handles the elementary divisors with z0 ∈ T
and α = 1.
Theorem 9. Let A(z) be an n× n Hermite matrix of Laurent polynomials with len(det(A(z))) > 0.
If A(z) has some elementary divisor (z − z0)α satisfying either one of the two conditions:
(1) z0 ∈ (C \ {0}) \ T,
(2) z0 ∈ T and α > 2,
then there exist two n×n matrices U(z) and A˜(z) of Laurent polynomials such that A(z) = U(z)A˜(z)U⋆(z),
where A˜⋆(z) = A˜(z) and len(det(A˜(z))) 6 len(det(A(z)))− 2.
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Proof. Denote the invariant polynomials of A(z) by d1(z), . . . , dn(z). Then there exist unimodular
matrices E(z) and F(z) of Laurent polynomials such that
A(z) = E(z) diag(d1(z), . . . , dn(z))F(z).
Define A˚(z) as
A˚(z) := E−1(z)A(z)E−⋆(z) = diag(d1(z), . . . , dn(z))F(z)E−⋆(z). (4.6)
Since (z − z0)α is an elementary divisor of A(z), there exists some dk(z) such that (z − z0)α | dk(z).
Hence (z − z0)α divides the k-th row of A˚(z). Also, A˚(z) being a Hermite matrix implies that
((z − z0)α)⋆ = (z−1 − z0)α = (−z0)αz−α(z − z0−1)α divides the k-th column of A˚(z).
In the following, we will show that in the items (1) and (2), we can factor out (z − z0)β from the
k-th row of A˚(z), and factor out ((z − z0)β)⋆ from the k-th column of A˚(z) simultaneously, where
β = α in item (1) and β = ⌊α/2⌋ in item (2).
For item (1), we have z0 6∈ T, and hence z0−1 6= z0. So (z − z0)α and (z − z0−1)α are different
polynomials. Since they divide the k-th row and the k-th column of A˚(z) respectively, we deduce that
(z−z0)α(z−z0−1)α (or equivalently ((z − z0)α)⋆ (z−z0)α) divides the (k, k)-entry of the matrix A˚(z).
So we can factor out (z− z0)α from the k-th row and factor out ((z − z0)α)⋆ from the k-th column of
A˚(z) simultaneously. Use Dk,α(z) to denote the n × n diagonal matrix with the k-th diagonal entry
equal to (z − z0)α, and all other diagonal entries equal to 1, i.e.,
Dk,α(z) := diag(1, . . . , 1, (z − z0)α, 1, . . . , 1). (4.7)
We get A˚(z) = Dk,α(z)A˜(z)D
⋆
k,α(z), where A˜(z) is an n× n Hermite matrix of Laurent polynomials.
So A(z) can be written as
A(z) = E(z)A˚(z)E⋆(z) = E(z)Dk,α(z)A˜(z)D
⋆
k,α(z)E
⋆(z).
Let U(z) := E(z)Dk,α(z). Then we get A(z) = U(z)A˜(z)U
⋆(z).
Since det(E(z)) is a nonzero monomial and det(U(z)) = det(E(z)) det(Dk,α(z)), we conclude that
len(det(U(z))) = len(det(Dk,α(z))) = α. So
len(det(A˜(z))) = len(det(A(z)))− len(det(U(z)))− len(det(U⋆(z)))
= len(det(A(z)))− α− α 6 len(det(A(z)))− 2.
For item (2), we have α > 2. Let β := ⌊α/2⌋ be the largest integer that is no larger than α/2.
Then β > 1 and 2β 6 α. From β 6 α, we see that (z − z0)β divides the k-th row and ((z − z0)β)⋆
divides the k-th column of A˚(z). For z0 ∈ T, |z0|2 = 1 implies z0−1 = z0. So (z − z0−1)β and
(z − z0)β are the same polynomial. Since 2β 6 α and (z − z0)α divides the (k, k)-entry of A˚(z), we
get (z − z0)β((z − z0)β)⋆ = (−z0)βz−β(z − z0)2β which divides the (k, k)-entry of A˚(z). So we can
factor out (z − z0)β from the k-th row and ((z − z0)β)⋆ from the k-th column at the same time to
get A˚(z) = Dk,β(z)A˜(z)D
⋆
k,β(z), where A˜(z) is an n × n Hermite matrix of Laurent polynomials and
Dk,β(z) is defined as (4.7).
Using similar arguments as for item (1), we get
A(z) = E(z)A˚(z)E⋆(z) = E(z)Dk,β(z)A˜(z)D
⋆
k,β(z)E
⋆(z) = U(z)A˜(z)U⋆(z),
where U(z) := E(z)Dk,β(z). Because len(det(U(z))) = len(det(Dk,β(z))) = β, we have
len(det(A˜(z))) = len(det(A(z)))− len(det(U(z)))− len(det(U⋆(z)))
= len(det(A(z)))− β − β 6 len(det(A(z)))− 2.
This completes the proof. 
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If the Hermite matrix A(z) > 0 for all z ∈ T, then we can prove that all the elementary divisors
of A(z) must be either item (1) or item (2) in Theorem 9. Actually, if A(z) is positive semidefinite
for all z ∈ T, all its elementary divisors (z − z0)α with z0 ∈ T will have even multiplicity α. See
Corollary 13 later in this paper. However, z0 ∈ T and α = 1 can indeed happen if the matrix A(z)
is not positive semidefinite. This is the main difference/difficulty in the proof of the generalized
spectral factorization of matrices with constant signature, in comparison to the proof of the standard
matrix-valued Feje´r-Riesz lemma, as demonstrated by the following example.
Example 6. Consider the matrix
A(z) =
[
z−1 (z − 1)2 (z − 1) (z + 1)
(z−1 − 1) (z−1 + 1) −z−1 (z − 1)2
]
.
By direct calculation we have A⋆(z) = A(z) and det(A(z)) = 4(z−1)
2
z
= −d(z)d⋆(z) 6 0 for all z ∈ T,
where d(z) = 2(z − 1). Since the determinant is equal to the product of all the eigenvalues of A(z),
we know that ν+(A(z)) = ν−(A(z)) = 1 for all z ∈ T \ σ(A). Hence, the signature of A(z) is constant
for all z ∈ T \ σ(A).
As to the Smith Normal Form of A(z), let
E(z) :=
[ −2z3+4z2+z−1
z
2z (2− z)
2 z3−z−1
z2
2 z
]
, F(z) :=
[
1 2 z2 − z
−1 z + 1− 2z2
]
, D(z) :=
[
z − 1 0
0 z − 1
]
.
We can directly verify that A(z) = E(z)D(z)F(z) and E(z), F(z) are both unimodular matrices. So
D(z) is the Smith Normal Form of A(z). Hence A(z) has two elementary divisors being (z − 1).
The following theorem handles the elementary divisors (z − z0)α with z0 ∈ T and α = 1.
Theorem 10. Let A(z) be an n× n Hermite matrix of Laurent polynomials. If A(z) satisfies
(1) sig(A(z)) is constant for all z ∈ T \ σ(A);
(2) there exists some z0 ∈ σ(A) ∩ T and all the elementary divisors of A(z) with root z0 have
degree equal to 1,
then there exist two n×n matrices U(z) and A˜(z) of Laurent polynomials such that A(z) = U(z)A˜(z)U⋆(z),
where A˜⋆(z) = A˜(z) and len(det(A˜(z))) 6 len(det(A(z)))− 2.
We need the following result to prove Theorem 10, which connects the study of the eigenvalues of
A(z) and its invariant polynomials. Let us recall the big O notation to study real analytic functions.
For an analytic function f(ξ), we say that f(ξ) = O((ξ − ξ0)n) as ξ → ξ0 if the k-th derivative
f (k)(ξ0) = 0 for all 0 6 k < n. We also abuse the notation for the multiplicity of the root of Laurent
polynomials. For an analytic function f(ξ), we use Z(f, ξ0) to denote the largest integer n such that
f(ξ) = O((ξ − ξ0)n) as ξ → ξ0.
Theorem 11. Suppose that A(z) is an n × n Hermite matrix of Laurent polynomials and z0 =
e−iξ0 ∈ T with ξ0 ∈ R. Let d1(z), . . . , dn(z) be the invariant polynomials of A(z) and define the
sequence {αj}nj=1 by
αj := Z(dj(z), z0), j = 1, . . . , n.
Also, we can find n analytic functions λ1(ξ), . . . , λn(ξ) for ξ ∈ R, which are the eigenvalues of the
analytic matrix A(e−iξ). Define the sequence {βj}nj=1 by
βj := Z(λj(ξ), ξ0), j = 1, . . . , n.
Without loss of generality, we can assume β1 6 · · · 6 βn. Then the sequence {αj}nj=1 and the sequence
{βj}nj=1 must be the same.
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Proof. The invariant polynomials dj(z) | dj+1(z) hold for all j = 1, 2, . . . , n−1. Hence, α1 6 · · · 6 αn.
There exist n× n invertible matrices of Laurent polynomials E(z) and F(z) such that
A(z) = E(z) diag(d1(z), d2(z), . . . , dn(z))F(z) (4.8)
holds. Take z = e−iξ, ξ ∈ R. We see that the invariant polynomials dj(e−iξ) are analytic functions of
ξ ∈ R and Z(dj(e−iξ), ξ0) = Z(dj(z), z0) = αj for all j = 1, 2, . . . , n.
Write dj(e
−iξ) = (ξ − ξ0)αj d˜j(ξ) with d˜j(ξ0) 6= 0. We can rewrite equation (4.8) as follows,
A(e−iξ) =E(e−iξ) diag(d1(e−iξ), . . . , dn(e−iξ))F(e−iξ)
=E(e−iξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn) diag(d˜1(ξ), . . . , d˜n(ξ))F(e−iξ)
=Eξ0(ξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn)Fξ0(ξ),
where Eξ0(ξ) := E(e
−iξ) and Fξ0(ξ) := diag(d˜1(ξ), . . . , d˜n(ξ))F(e
−iξ). From the definition, Eξ0(ξ)
and Fξ0(ξ) are both analytic matrices, and det(Eξ0(ξ0)) 6= 0, det(Fξ0(ξ0)) 6= 0. Hence, the matrices
Eξ0(ξ), Fξ0(ξ) and the sequence {αj}nj=1 satisfy all the conditions of Lemma 17 in the Appendix. So
the partial multiplicities of A(e−iξ) at ξ0 are {αj}nj=1.
Since A(e−iξ) is an analytic Hermite matrix for ξ ∈ R, by [13, Theorem S6.3], it can also be
factorized as
A(e−iξ) = W (ξ) diag(λ1(ξ), . . . , λn(ξ))(W (ξ))⋆, (4.9)
where W (ξ) is a unitary analytic matrix and the eigenvalues λ1(ξ), . . . , λn(ξ) are analytic functions
of ξ ∈ R. Without loss of generality, we can assume that β1 6 · · · 6 βn. From βj = Z(λj(ξ), ξ0), we
can write λj(ξ) = (ξ− ξ0)βjfj(ξ) with fj(ξ0) 6= 0 for all j = 1, . . . , n. The factorization (4.9) becomes
A(e−iξ) =W (ξ) diag((ξ − ξ0)β1, . . . , (ξ − ξ0)βn) diag(f1(ξ), . . . , fn(ξ))(W (ξ))⋆
=E˜ξ0(ξ) diag((ξ − ξ0)β1 , . . . , (ξ − ξ0)βn)F˜ξ0(ξ),
where E˜ξ0(ξ) := W (ξ) and F˜ξ0(ξ) := diag(f1(ξ), . . . , fn(ξ))(W (ξ))
⋆. From the definition, E˜ξ0(ξ) and
F˜ξ0(ξ) are both analytic matrices, and det(E˜ξ0(ξ0)) 6= 0, det(F˜ξ0(ξ0)) 6= 0. Hence, the matrices
E˜ξ0(ξ), F˜ξ0(ξ) and the sequence {βj}nj=1 satisfy all the conditions in Lemma 17 in the Appendix. By
Lemma 17, we must have {βj}nj=1 = {αj}nj=1. This completes the proof. 
We now prove Theorem 10 using Theorem 11.
Proof of Theorem 10. Denote the invariant polynomials of the matrix A(z) by d1(z), . . . , dn(z). Define
the sequence {αj}nj=1 by αj := Z(dj(z), z0), j = 1, . . . , n. From the condition in item (2), all αj 6 1.
Also, by dj(z) | dj+1(z) for all j = 1, . . . , n− 1, we have α1 6 · · · 6 αn. Thus
{αj}nj=1 = {0, . . . , 0, 1, . . . , 1}.
Taking z = e−iξ, we get a matrix A(e−iξ) that is analytic of ξ ∈ R. By [13, Theorem S6.3], the
analytic Hermite matrix A(e−iξ) can also be factorized as
A(e−iξ) = W (ξ) diag(λ1(ξ), . . . , λn(ξ))(W (ξ))⋆, (4.10)
where W (ξ) is a unitary analytic matrix and λ1(ξ), . . . , λn(ξ) are analytic functions of ξ ∈ R. Since
z0 ∈ T, we can find some ξ0 ∈ [−π, π) such that z0 = e−iξ0 . Define the sequence {βj}nj=1 by
βj := Z(λj(ξ), ξ0) for all j = 1, . . . , n. Without loss of generality, we can choose the factorization
such that β1 6 · · · 6 βn. According to Theorem 11, we must have
{βj}nj=1 = {αj}nj=1 = {0, . . . , 0, 1, . . . , 1}.
Let K be the number of times “1” appearing in {βj}nj=1 or {αj}nj=1. Recall from the definition of
{αj}nj=1, each “1” corresponds to an elementary divisor (z − z0). So K > 0 is the number of times
that the elementary divisor (z−z0) appears. Let us see how the signs of the eigenvalues λj(ξ) change
from the left to the right side of ξ0.
GENERALIZED MATRIX SPECTRAL FACTORIZATION AND QUASI-TIGHT FRAMELETS 19
For j = 1, . . . , n −K, we have βj = 0. So λj(ξ0) 6= 0. Since the eigenvalue λj(ξ) is a continuous
function of ξ ∈ R, it will not change its sign between the two sides of ξ0, i.e., sign(λj(ξ0−)) =
sign(λj(ξ0+)).
For j = n − K + 1, . . . , n, we have βj = 1. In this case, λj(ξ0) = 0 and λ′j(ξ0) 6= 0. We know
that the eigenvalues of a Hermite matrix are all real, so λj(ξ), λ
′
j(ξ) are both real functions of ξ ∈ R.
Hence, λ′j(ξ0) is a nonzero real number. We have the following two possible situations.
(1) If λ′j(ξ0) > 0, then λj(ξ) is increasing near ξ0. So λj(ξ0−) < 0 and λj(ξ0+) > 0.
(2) If λ′j(ξ0) < 0, then λj(ξ) is decreasing near ξ0. So λj(ξ0−) > 0 and λj(ξ0+) < 0.
Since the signature of A(z) is constant for all z ∈ T \ σ(A), we know that the number of positive
eigenvalues and the number of negative eigenvalues of A(e−iξ) will remain unchanged between the
two sides of ξ0. So the above two cases must happen exactly the same number of times. That is,
K has to be an even integer. And there are exactly K/2 number of λj(ξ) such that λj(ξ0) = 0 and
λ′j(ξ0) > 0. Meanwhile, there are exactly K/2 number of λj(ξ) such that λj(ξ0) = 0 and λ
′
j(ξ0) < 0.
The sign of λ′j(ξ0) here are called the sign characteristic, which was firstly studied in [11] for matrices
of polynomials.
Since K > 0, there exist some j1, j2 > n−K + 1 such that
λj1(ξ) = γ
2
1(ξ − ξ0) + O((ξ − ξ0)2), λj2(ξ) = −γ22(ξ − ξ0) + O((ξ − ξ0)2), as ξ → ξ0.
for some real γ1, γ2 6= 0.
In the eigenvalue decomposition (4.10),W (ξ) being a unitary and analytic matrix on ξ ∈ R implies
that W−1(ξ0)W (ξ) = In+O((ξ− ξ0)) as ξ → ξ0. So, there exists an n×n analytic matrix G(ξ) such
that
W−1(ξ0)W (ξ) = In + (ξ − ξ0)G(ξ),
(
W−1(ξ0)W (ξ)
)⋆
= In + (ξ − ξ0)(G(ξ))⋆.
Multiplying constant matrices W−1(ξ0) and W−⋆(ξ0) on the left and the right side of (4.10) respec-
tively, we define A˚(e−iξ) as
A˚(e−iξ) :=W−1(ξ0)A(e−iξ)(W (ξ0))−⋆ = W−1(ξ0)W (ξ) diag(λ1(ξ), . . . , λn(ξ))(W−1(ξ0)W (ξ))⋆
=(In + (ξ − ξ0)G(ξ)) diag(λ1(ξ), . . . , λn(ξ))(In + (ξ − ξ0)(G(ξ))⋆)
=Λ(ξ) + (ξ − ξ0)G(ξ)Λ(ξ) + (ξ − ξ0)Λ(ξ)(G(ξ))⋆ + (ξ − ξ0)2G(ξ)Λ(ξ)(G(ξ))⋆, (4.11)
where Λ(ξ) := diag(λ1(ξ), . . . , λn(ξ)). Plugging in ξ = ξ0, we can directly get
A˚(e−iξ0) = Λ(ξ0) = diag(λ1(ξ0), . . . , λn−K(ξ0), 0n×n) (4.12)
As we picked j1, j2 > n − K + 1, the j1-th and the j2-th rows, as well as the j1-th and the j2-th
columns of A˚(e−iξ) are equal to O((ξ − ξ0)) as ξ → ξ0.
Now, we will check the lower rightK×K submatrix of A˚(e−iξ) from (4.11). Since λn−K+1(ξ), . . . , λn(ξ)
are equal to O((ξ − ξ0)) as ξ → ξ0, the lower right K ×K submatrices of the second and the third
term on the right hand side of (4.11) are both O((ξ − ξ0)2) as ξ → ξ0. Hence, the summation of the
four terms on the right hand side of (4.11) yields:
A˚(n−K+1):n,(n−K+1):n(e
−iξ) = diag(λn−K+1(ξ), . . . , λn(ξ)) + O((ξ − ξ0)2) + O((ξ − ξ0)2) + O((ξ − ξ0)2)
= diag(λn−K+1(ξ), . . . , γ
2
1(ξ − ξ0), . . . ,−γ22(ξ − ξ0), . . . , λn(ξ)) + O((ξ − ξ0)2),
(4.13)
as ξ → ξ0. The γ21(ξ− ξ0) and −γ22(ξ− ξ0) terms appear at the j1-th and the j2-th diagonal positions
respectively. Now, we can use the following matrix V to cancel the first order term at the (j1, j1)
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position of A˚(e−iξ). Define the n× n matrix V as
V :=

1
. . .
γ−11 γ
−1
2
. . .
1
. . .
1

, (4.14)
where V A˚ corresponds to dividing the j1-th row of A˚ by γ1, then adding γ
−1
2 times the j2-th row to
the j1-th row of A˚. Taking symmetric operations on both rows and columns of A˚(e
−iξ), we define
A˘(e−iξ) := V A˚(e−iξ)V ⋆. Then the lower-right K ×K submatrix of A˘(e−iξ) becomes:
A˘(n−K+1):n,(n−K+1):n(e
−iξ) =

λn−K+1(ξ)
. . .
0 −γ2(ξ − ξ0)
. . .
−γ2(ξ − ξ0) −γ22(ξ − ξ0)
. . .
λn(ξ)

+ O((ξ − ξ0)2).
Thus, the (j1, j1)-diagonal entry of A˘(e
−iξ) is O((ξ − ξ0)2) as ξ → ξ0. From the definition of A˘, we
see that similar to A˚(e−iξ), the j1-th and the j2-th rows, as well as the j1-th and the j2-th columns
of A˘(e−iξ) are still O((ξ − ξ0)) as ξ → ξ0.
Finally, we can change back to Laurent polynomials. The matrix A˘(z) of Laurent polynomials is
written as
A˘(z) = V A˚(z)V ⋆ = VW−1(ξ0)A(z)W−⋆(ξ0)V ⋆.
Since the j1-th row and the j1-th column of A˘(e
−iξ) are O((ξ − ξ0)), we know that (z − z0) divides
both the j1-th row and the j1-th column of A˘(z). Also, the fact that the (j1, j1) entry of A˘(e
−iξ) is
O((ξ − ξ0)2) implies that (z − z0)2 divides the (j1, j1) entry of A˘(z). So we can factor out (z − z0)
from the j1-th row and (z − z0)⋆ from the j1-th column simultaneously to get
A˘(z) = Dj1,1(z)A˜(z)D
⋆
j1,1(z),
for some n × n Hermite matrix A˜(z) of Laurent polynomials and Dj1,1(z) is defined as (4.7). Thus,
we have
A(z) =W (ξ0)V
−1A˘(z)V −⋆W ⋆(ξ0) = W (ξ0)V
−1Dj1,1(z)A˜(z)D
⋆
j1,1(z)V
−⋆W ⋆(ξ0) = U(z)A˜(z)U
⋆(z),
where U(z) :=W (ξ0)V
−1Dj1,1(z). Observe that
len(det(A˜(z))) = len(det(A(z)))− len(det(U(z)))− len(det(U∗(z))) = len(det(A(z)))− 2.
So U(z) and A˜(z) satisfy all the requirements. This proves Theorem 10. 
Now we are ready to prove Theorem 2.
Proof of Theorem 2. If len(det(A(z))) > 0, then A(z) has some elementary divisor (z−z0)α with z0 6=
0 and α ∈ N. Let A0(z) := A(z). For j > 0, if Aj(z) has some elementary divisor (z − z0)α with z0 ∈
C\T\{0} or α > 1, apply Theorem 9 to get a factorization of Aj(z) as Aj(z) = Uj+1(z)Aj+1(z)U⋆j+1(z),
for some n × n matrices Uj+1(z) and Aj+1(z) of Laurent polynomials satisfying A⋆j+1(z) = Aj+1(z)
and len(Aj+1(z)) < len(Aj(z)). If all the elementary divisors (z − z0)α of Aj(z) has degree α = 1
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and z0 ∈ T, we can apply Theorem 10 to still get the factorization Aj(z) = Uj+1(z)Aj+1(z)U⋆j+1(z)
with A⋆j+1(z) = Aj+1(z) and len(Aj+1(z)) < len(Aj(z)). Reset j by j + 1 and repeat the steps, until
len(det(Aj(z))) = 0. This iteration will stop after finite number of steps, since len(det(A(z))) is finite
and len(det(Aj(z))) is strictly decreasing after each step. Hence, we can get a factorization as
A(z) = U1(z) · · ·Uk(z)Ak(z)U⋆k(z) · · ·U⋆1(z),
where Ak(z) has no elementary divisors, i.e., len(det(Ak(z))) = 0.
In this case, it is proved by Theorem 5 that Ak(z) can be factorized as Ak(z) = Uk+1(z)DU
⋆
k+1(z)
for some n× n matrix Uk+1(z) of Laurent polynomials and D = diag(Iν1,−Iν2) is an n× n constant
diagonal matrix for some nonnegative integers ν1 and ν2 satisfying ν1 + ν2 = n. Define U(z) :=∏k+1
j=1 Uj(z). Then A(z) = U(z)DU
⋆(z) holds.
Also, notice that for all z0 ∈ T \ σ(A(z)), U(z0) is a nonsingular matrix. By Sylvester’s law of
inertia, ν1 = ν+(A(z0)) = ν+ and ν2 = ν−(A(z0)) = ν−. This completes the proof. 
All the steps, except finding W (ξ) in (4.10), in the above proof of Theorem 2 are constructive.
The existence of W (ξ) in (4.10) is guaranteed by [13, Theorem S6.3], which is not constructive
and is very complicated. We now provide the following simple constructive algorithm to realize
the generalized spectral factorization in Theorem 2. Steps (S3) and (S5) simply follow the proof of
Theorem 9 and Algorithm 8, respectively. We use step (S4) to find the factorization in Theorem 10.
The idea of step (S4) is that for z0 = e
−iξ0 ∈ T, where all the elementary divisors have single
root, we can easily calculate the first two coefficient matrices of the Taylor expansion A(e−iξ) =
C0 + C1(ξ − ξ0) + O((ξ − ξ0)2) as C0 = A(z0) and C1 = −iz0A′(z0). Then if restricted to the null
space of C0, the matrix C1 must have half of the eigenvalues being positive and the other half of the
eigenvalues being negative. Thus, we can find a nonsingular matrix V such that V C1V
⋆ has one zero
on some diagonal position, and hence we can factor out (z− z0) from the row and (z− z0)⋆ from the
column of V A(z)V ⋆ simultaneously. See the Appendix for the proof of the following algorithm.
Algorithm 12. Input an n×n Hermite matrix A(z) of Laurent polynomials with constant signature
on z ∈ T\σ(A) such that det(A(z)) 6≡ 0.
(S0) Initialization. Set A˜(z) := A(z) and U(z) := In.
(S1) Compute the Smith Normal Form D(z) = diag(d1(z), . . . , dn(z)) of A˜(z) and get a decompo-
sition A˜(z) = E(z)D(z)F(z), where E(z) and F(z) are unimodular matrices of Laurent polyno-
mials.
(S2) If D(z) is a constant matrix, then go to (S5). Otherwise, redefine
A˜(z) := E−1(z)A˜(z)E−⋆(z) = diag(d1(z), . . . , dn(z))F(z)E−⋆(z), (4.15)
and update/replace U(z) by U(z)E(z).
(S3) For j from 1 to n:
Factorize dj(z) =
∏nj
k=1(z − zj,k)αj,k .
If there exists some factor (z − zj,k)αj,k with zj,k ∈ (C \ {0}) \ T:
(a) redefine U(z) by multiplying its j-th column by (z − zj,k)αj,k ;
(b) redefine A˜(z) by dividing its j-th row by (z − zj,k)αj,k , and dividing its j-th column
by (z−1 − zj,k)αj,k ;
(c) break the for loop, and go back to (S1);
else if there exists some factor (z − zj,k)αj,k with zj,k ∈ T and αj,k > 2:
(a) redefine U(z) by multiplying its j-th column by (z − zj,k)⌊αj,k/2⌋;
(b) redefine A˜(z) by dividing its j-th row by (z−zj,k)⌊αj,k/2⌋, and dividing its j-th column
by (z−1 − zj,k)⌊αj,k/2⌋;
(c) break the for loop, and go back to (S1);
end if;
end for;
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(S4) If the for loop doesn’t break from any conditions in (S3), then all the elementary divisors will
have roots on T with degree equal to 1. Pick one of the elementary divisors (z − z0). Suppose
that it is contained in the last K invariant polynomials dn−K+1(z), . . . , dn(z):
(a) From (4.15), we see the last K columns and the last K rows of A˜(z0) have to be 0.
Consider the constant Hermite matrix −iz0A˜′(z0). Take its lower right K × K sub-
matrix, denoted as AK , and find its eigenvalue decomposition as AK := U1ΓU
⋆
1, for
some unitary matrix U1 and Γ = diag(γ
2
1 ,−γ22 , . . . , γK). Then the eigenvalues in Γ
must be all nonzero, while K/2 of them are positive and K/2 of them are negative. Ar-
range them such that the first one is positive and the second one is negative. Redefine
A˜(z) := diag(In−K ,U−11 )A˜(z) diag(In−K ,U
−⋆
1 ) and U(z) := U(z) diag(In−K ,U1).
(b) Take U2 := diag
(
In−K,
[
γ−11 γ
−1
2
0 1
]
, IK−2
)
. Redefine A˜(z) := U2A˜(z)U
⋆
2 and U(z) :=
U(z)U−12 .
(c) Redefine A˜(z) by dividing its (n−K+1)-th row by (z−z0) and dividing its (n−K+1)-th
column by (z−1− z0). Redefine U(z) by multiplying its (n−K+1)-th column by (z− z0).
Go back to (S1).
(S5) Finalize: Since A˜(z) has no elementary divisor, apply Algorithm 8 to get the factoriza-
tion A˜(z) = U˜(z)DU˜⋆(z). Redefine U(z) := U(z)U˜(z). Output U(z) and D. Then A(z) =
U(z)DU⋆(z) must hold.
Let us make some interesting remarks and consequences about Theorem 11. For a Hermite matrix
A(z) of Laurent polynomials, although we know from Theorem 11 that the analytic eigenvalues
λ1(ξ), . . . , λn(ξ) of A(e
−iξ) have some relationship to the invariant polynomials of A(z), we cannot
expect λ1(ξ), . . . , λn(ξ) to be Laurent polynomials in general. Actually, the following example shows
that the analytic functions λ1(ξ), . . . , λn(ξ) might not be even 2π-periodic functions of ξ ∈ R.
Example 7. Consider the same matrix A(z) as in Example 6. Solving det(A(e−iξ) − λI2) = 0, we
can find two analytic functions that are eigenvalues of A(e−iξ) as λ1(ξ) = −λ2(ξ) = 4 sin(ξ/2). They
are both 4π-periodic functions of ξ ∈ R, and we cannot find two eigenvalues of A(e−iξ) that are both
analytic and 2π-periodic functions of ξ ∈ R. Also, as calculated in Example 6, the two invariant
polynomials of A(z) are d1(z) = d2(z) = z − 1. Take ξ0 = 0 and z0 = e−iξ0 = 1, we can calculate
αj := Z(dj(z), 1) = 1, βj := Z(λj(e
−iξ), 0) = 1 for j = 1, 2.
Since the sequence {βj}nj=1 in Theorem 11 is related to the sign change of the eigenvalues λj(ξ),
we have the following corollary for the positive semidefinite matrix A(z) of Laurent polynomials.
Corollary 13. Suppose that A(z) is a Hermite matrix of Laurent polynomials such that A(z) > 0 for
all z ∈ T. Then all its elementary divisors (z− z0)α with z0 ∈ T must have even degree, i.e., α ∈ 2Z.
Proof. Since z0 ∈ T, we can find some ξ0 ∈ R such that z0 = e−iξ0 . Suppose that λ1(ξ), . . . , λn(ξ) are
the eigenvalues of A(e−iξ) which are also analytic functions of ξ ∈ R. Define the sequences {αj}nj=1
and {βj}nj=1 as in Theorem 11. By Theorem 11, we must have {βj}nj=1 = {αj}nj=1.
Since A(e−iξ) is positive semidefinite for all ξ ∈ R, that is, λj(ξ) will not change sign across ξ0 for
all j = 1, . . . , n, we conclude that
βj = Z(λj(ξ), ξ0) ∈ 2Z, ∀ j = 1, . . . , n.
So αj ∈ 2Z for all j = 1, . . . , n. From the definition of αj , we know that {αj}nj=1 are just the degrees
of elementary divisors (z − z0)α in each invariant polynomial. So all such α satisfy α ∈ 2Z. 
5. Proof of Theorem 3 on Generalized Matrix Spectral Factorization
In this section, we prove Theorem 3. To prove the necessity part of Theorem 3, we need the
following result.
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Lemma 14. Suppose that an n× n Hermite matrix A can be decomposed in the following way
A = U
[
Im+
−Im
−
]
U⋆, (5.1)
where U is an n×m matrix and Im+, Im− are the identity matrices of size m+ and m−, respectively,
such that m+ +m− = m. Then
m+ > ν+(A), m− > ν−(A).
Proof. First, we consider the case that A is nonsingular. In this case, the decomposition (5.1) forces
that all the three matrices on the right hand side of (5.1) must have rank at least n. So m > n and
U must have full row rank.
If m = n, then U is a nonsingular square matrix. By Sylvester’s law of inertia,
m+ = ν+(A), m− = ν−(A).
If m > n, since U has full row rank, we can add m−n more rows to U to get U˜ such that U˜ :=
[
U
V
]
is an m×m nonsingular square matrix. Then the m×m matrix A˜ := U˜
[
Im+
−Im
−
]
U˜⋆ has A on
the top left corner:
A˜ := U˜
[
Im+
−Im
−
]
U˜⋆ =
[
U
V
] [
Im+
−Im
−
] [
U⋆ V ⋆
]
=
[
A B⋆
B C
]
(5.2)
for some (m− n)× n matrix B and some (m − n)× (m− n) matrix C. Define nonsingular m×m
matrix W :=
[
In 0
−BA−1 Im−n
]
, and let A˚ := WA˜W ⋆. Plugging (5.2) in A˚, we can directly calculate
that
A˚ :=WA˜W ⋆ =
[
In 0
−BA−1 Im−n
] [
A B⋆
B C
] [
In −A−⋆B⋆
0 Im−n
]
=
[
A 0
0 D
]
, (5.3)
where the (m− n)× (m− n) matrix D := C −BA−1B⋆. From (5.3), we see that the eigenvalues of
A˚ are just the eigenvalues of A combined with the eigenvalues of D. So
ν+(A˚) > ν+(A), ν−(A˚) > ν−(A). (5.4)
Also, from the definition of A˜ and A˚ in (5.2) and (5.3), we deduce that
A˚ =WA˜W ⋆ =WU˜
[
Im+
−Im
−
]
U˜⋆W ⋆ = WU˜
[
Im+
−Im
−
]
(WU˜)⋆. (5.5)
Since WU˜ is an m×m nonsingular matrix, by Sylvester’s law of inertia again, (5.5) implies that
ν+(A˚) = m+, ν−(A˚) = m−. (5.6)
Combining (5.4) and (5.6), we get m+ > ν+(A) and m− > ν−(A). This proves the lemma for the
case that A is nonsingular.
For the case that A is singular, we can find its eigenvalue decomposition first:
PAP ⋆ =
[
Λ
0
]
,
where Λ is a k × k nonsingular diagonal matrix containing all the nonzero eigenvalues of A and P is
an n× n unitary matrix. Plugging (5.1) into the above decomposition:[
Λ
0
]
= PAP ⋆ = PU
[
Im+
−Im
−
]
U⋆P ⋆ = Q
[
Im+
−Im
−
]
Q⋆,
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where Q := PU . We define Q˜ by removing the last n−k rows of Q. Then the above equation implies:
Λ = Q˜
[
Im+
−Im
−
]
Q˜⋆.
Since Λ is nonsingular, we know from the previously proved case that
m+ > ν+(Λ) = ν+(A), m− > ν−(Λ) = ν−(A).
This proves the lemma for the case that A is a singular matrix. 
Proof of Theorem 3. Necessity. A⋆(z) = A(z) implies that for all z0 ∈ T, A(z0) is a Hermite matrix
and U⋆(z0) = (U(z0))
⋆ holds. Hence, we know from Lemma 14 that the decomposition A(z) =
U(z) diag(Im1 ,−Im2)U⋆(z) yields m1 > ν+(A(z0)) and m2 > ν−(A(z0)). Considering all z0 ∈ T, we
see that (1.20) holds. This proves the necessity part of Theorem 3.
To prove the sufficiency part, we first consider the case that det(A(z)) 6≡ 0, where σ(A) is a finite
subset of C\{0}. The degenerate case is proved later using the Smith Normal Form of A(z).
Suppose that the claim holds for
m1 = max
z∈T
ν+(A(z)), m2 = max
z∈T
ν−(A(z)).
Then A(z) = U˜(z)D˜U˜⋆(z) is obviously true with U˜(z) := [0n×s1,U(z), 0n×s2 ] and D˜ := diag(Is1+m1 ,−Is2+m2),
for any integers s1, s2 > 0. Therefore, we only need to prove the claim for m1 and m2 equal to the
lower bounds in (1.20). Define
n+ := max
z∈T
ν+(A(z)), n− := max
z∈T
ν−(A(z)). (5.7)
If the signature of A(z) is constant on T\σ(A), that is, ν+(A(z)) and ν−(A(z)) are both constant on
z ∈ T\σ(A), then by Lemma 4, for all z0 ∈ T\σ(A),
ν+(A(z0)) = max
z∈T\σ(A)
ν+(A(z)) = n+, ν−(A(z0)) = max
z∈T\σ(A)
ν−(A(z)) = n−.
Hence, n+ + n− = n and the result is proved by Theorem 2. If sig(A(z)) is not constant on T\σ(A),
we have m0 := n+ + n− > n. In the following, we will construct (m0 − n) Laurent polynomials
µ1(z), . . . , µm0−n(z) such that the Hermite matrix
A˜(z) := diag(A(z), µ1(z), . . . , µm0−n(z)) (5.8)
has constant signature on T \ σ(A˜).
Since det(A(z)) is a Laurent polynomial that is not identically zero, {z1, . . . , zK} := σ(A) ∩ T
contains only finite number of points on T. So {z1, . . . , zK} cuts T, which is the unit circle in the
complex plane, into K connected open segments: Γ1, . . . ,ΓK , such that
(1)
⋃K
j=1 Γj
⋃{zl}Kl=1 = T;
(2) Pairwise disjoint: Γj ∩ {zl}Kl=1 is empty, Γj ∩ Γk is empty for all j, k = 1, . . . , K, j 6= k;
(3) Both endpoints of Γj are contained inside {zl}Kl=1, denote them by zj,1 and zj,2, for all j =
1, 2, . . . , K.
We can choose all the eigenvalues λ1(ξ), . . . , λn(ξ) of A(e
−iξ) to be analytic functions of ξ ∈ R.
In each Γj, since det(A(e
−iξ)) =
∏n
k=1 λk(ξ) 6= 0, none of the λk(ξ) will attain zero. As nonzero
continuous functions on an open interval, all λk(ξ) will not change signs within each Γj . Thus
ν+(A(z)) and ν−(A(z)) remain constant on each Γj.
For each Γj, define a function
ηj(z) := (zj,1zj,2)
− 1
2 z−1(z − zj,1)(z − zj,2), j = 1, . . . , K.
The square root of zj,1zj,2 is chosen in the complex plane, where the two possible solutions only differ
by a “ − ” sign. For both solutions, we can directly verify that η⋆j (z) = ηj(z). So ηj(z) is a real
function for all z ∈ T.
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Since the signature of A(z) is not constant for all z ∈ T\σ(A), T contains more than one open
segments Γj . So zj,1 6= zj,2 and both zj,1 and zj,2 are single roots of ηj(z). Hence ηj(z) will have
different signs between two sides of zj,1 and zj,2 on T. Therefore, in calculation of the square root
of zj,1zj,2, we can just choose the solution such that ηj(z) > 0 for all z ∈ Γj and ηj(z) < 0 for all
z ∈ T \ Γj \ {zj,1, zj,2}. In summary, ηj(z) satisfies
(1) ηj(z) is real for all z ∈ T;
(2) ηj(z) > 0 for all z ∈ Γj and ηj(z) < 0 for all z ∈ Γk, k 6= j.
Let us construct functions µk(z) recursively for k = 1, . . . , m0 − n, such that (5.8) has constant
signature on z ∈ T \ σ(A˜). Start with A0(z) := A(z) and k = 1. In order to have our following
construction work, we only need to verify two conditions before the start of each new iteration:
(i) Ak−1(z) is a Hermite matrix of Laurent polynomials satisfying maxz∈T ν+(Ak−1(z)) = n+ and
maxz∈T ν−(Ak−1(z)) = n−, where n+ and n− are defined in (5.7).
(ii) k 6 m0 − n.
They are obviously true for k = 1.
Define an index set J := {j : ν−(Ak−1(z)) = n− for all z ∈ Γj}. Now, take
µk(z) := (−1)|J |+1
∏
j∈J
ηj(z), Ak(z) :=
[
Ak−1(z)
µk(z)
]
.
Since all ηj(z) are real functions on z ∈ T, µ⋆k(z) = µk(z) is also real on T. From A⋆k−1(z) = Ak−1(z)
in item (i), the matrix Ak(z) is also a Hermite matrix of Laurent polynomials. By the definition of
µk(z), we can directly verify from the sign of ηj(z) that µk(z) > 0 for all z ∈ ∪j∈JΓj, and µk(z) < 0 for
all z ∈ ∪j /∈JΓj . For z ∈ T, the eigenvalues of Ak(z) are just all the eigenvalues of Ak−1(z), combined
with µk(z). Now, let us calculate ν+(Ak(z)) and ν−(Ak(z)) on each Γj.
• For z ∈ ⋃j∈J Γj , since µk(z) > 0, we have ν−(Ak(z)) = ν−(Ak−1(z)) = n−. By item (ii), we
know that k 6 m0 − n = n+ + n− − n, and hence
ν+(Ak(z)) = (n+ k)− ν−(Ak(z)) = (n + k)− n− 6 n + (n+ + n− − n)− n− = n+.
• For z ∈ ⋃j /∈J Γj , since µk(z) < 0 and ν−(Ak−1(z)) < n−, we have ν−(Ak(z)) = ν−(Ak−1(z)) +
1 6 n−. Meanwhile, ν+(Ak(z)) = ν+(Ak−1(z)) 6 n+.
Combining the two cases, we showed that
max
z∈T\σ(A)
ν+(Ak(z)) 6 n+ and max
z∈T\σ(A)
ν−(Ak(z)) 6 n−.
The inequalities of the other direction is obvious, since
max
z∈T\σ(A)
ν+(Ak(z)) > max
z∈T\σ(A)
ν+(Ak−1(z)) = n+, max
z∈T\σ(A)
ν−(Ak(z)) > max
z∈T\σ(A)
ν−(Ak−1(z)) = n−.
So, maxz∈T\σ(A) ν+(Ak(z)) = n+ and maxz∈T\σ(A) ν−(Ak(z)) = n−. According to Lemma 4, we have
max
z∈T
ν+(Ak(z)) = n+, max
z∈T
ν−(Ak(z)) = n−. (5.9)
Now we can take k := k + 1 and repeat the above procedure recursively to construct all the
Laurent polynomials µ1(z), . . . , µm0−n(z). Equalities in (5.9) guarantees that the item (i) will always
hold in the new iteration. We can repeat our constructions until the item (ii) is violated. Take
A˜(z) := Am0−n(z) to be the last matrix constructed. It is an m0 × m0 Hermite matrix of Laurent
polynomials still satisfying
max
z∈T\σ(A˜)
ν+(A˜(z)) = n+, max
z∈T\σ(A˜)
ν−(A˜(z)) = n−.
Since n+ + n− = m0, both ν+(A˜(z)) and ν−(A˜(z)) must be constant for all z ∈ T \ σ(A˜). Hence,
sig(A˜(z)) is constant on T \ σ(A˜). By Theorem 2, there exists an m0 ×m0 matrix U˜(z) of Laurent
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polynomials such that
A˜(z) = U˜(z)DU˜⋆(z)
holds with D = diag(In+,−In−) being the m0 ×m0 constant diagonal matrix.
From the structure of A˜(z) in (5.8), we conclude that A(z) can be reconstructed by deleting the last
(m0−n) rows and last (m0−n) columns of A˜(z). So, define U(z) to be the n×m0 matrix of Laurent
polynomials constructed by deleting the last (m0 − n) rows of U˜(z), we get the desired factorization
A(z) = U(z)DU⋆(z). This proves the sufficiency part of Theorem 3 for the case det(A(z)) 6≡ 0.
Now we consider the degenerate case that det(A(z)) ≡ 0. For a matrix A(z) of Laurent polynomials,
if its invariant polynomials are d1(z), · · · , dn(z), then we call the number of dj(z) that are not
identically zero the general rank of A(z).
Let us write A(z) into its Smith Normal Form:
A(z) = E(z) diag(d1(z), . . . , dr(z), 0(n−r)×(n−r))F(z),
where r is the general rank of A(z), d1(z), . . . , dr(z) are the first r invariant polynomials of A(z) that
are not identically zero and E(z), F(z) are unimodular matrices of Laurent polynomials. Define
A˚(z) := E−1(z)A(z)E−⋆(z) = diag(d1(z), . . . , dr(z), 0(n−r)×(n−r))F(z)E
−⋆(z).
Then A˚(z) is Hermite and its last (n − r) rows are zero. This implies that its last (n − r) columns
must also be zero. Hence, A˚(z) = diag(A˜(z), 0), where A˜(z) is an r × r Hermite matrix of Lau-
rent polynomials. Since the invariant polynomials of A˚(z) are the same as that of A(z), which are
d1(z), . . . , dr(z), 0, . . . , 0, the invariant polynomials of A˜(z) must be d1(z), . . . , dr(z). So det(A˜(z)) is
not identically zero. Also, for all z ∈ T, since E−1(z) is nonsingular, we get
ν+(A˜(z)) = ν+(A˚(z)) = ν+(A(z)), ν−(A˜(z)) = ν−(A˚(z)) = ν−(A(z)).
Using the previously proved non-degenerate case, we know that for every
m1 > max
z∈T
ν+(A˜(z)) = max
z∈T
ν+(A(z)), m2 > max
z∈T
ν−(A˜(z)) = max
z∈T
ν−(A(z)),
there exists an r × (m1 +m2) matrix of Laurent polynomials U˜(z) and a constant diagonal matrix
D = diag(Im1,−Im2), such that
A˜(z) = U˜(z)DU˜⋆(z).
Adding (n−r) more rows of zeros to U˜(z) yields an n×(m1+m2) matrix V(z) :=
[
U˜(z)
0(n−r)×(m1+m2)
]
. We
can directly verify that A˚(z) = V(z)DV⋆(z). Define U(z) := E(z)V(z), we know A(z) = U(z)DU⋆(z)
holds. This proves the sufficiency part of Theorem 3 for the case that det(A(z)) ≡ 0. 
6. Quasi-tight Framelets with a General Dilation Factor
Since the proof of Theorem 1 on quasi-tight framelets is built on Theorems 2 and 3 for the gen-
eralized matrix spectral factorization of Hermite matrices of Laurent polynomials, we can easily
generalize Theorem 1 to quasi-tight framelets with an arbitrary dilation factor.
Let M be an integer such that M > 2. Suppose that Θ, a, b1, . . . , bs ∈ l0(Z) and ǫ1, . . . , ǫs ∈ {−1, 1}.
We say that {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight M-framelet filter bank if
b1(ω
0z) · · · bs(ω0z)
b1(ω
1z) · · · bs(ω1z)
...
. . .
...
b1(ω
M−1z) · · · bs(ωM−1z)

ǫ1 . . .
ǫs


b1(ω
0z) · · · bs(ω0z)
b1(ω
1z) · · · bs(ω1z)
...
. . .
...
b1(ω
M−1z) · · · bs(ωM−1z)

⋆
=Ma,Θ(z), (6.1)
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where ω := e−i2π/M and the M×M matrix Ma,Θ is defined to be
Ma,Θ(z) :=
Θ(ω0z) . . .
Θ(ωM−1z)
−Θ(zM)
 a(ω0z)...
a(ωM−1z)
 a(ω0z)...
a(ωM−1z)
⋆ . (6.2)
Assume that a(1) = 1 and φ ∈ L2(R) with φ being defined by
φ̂(ξ) :=
∞∏
j=1
a(e−iM
−jξ), ξ ∈ R. (6.3)
Write Θ(z) = θ˜(z)θ⋆(z) for some θ˜, θ ∈ l0(Z). Define η, η˜, ψ1, . . . , ψs by
η :=
∑
k∈Z
θ(k)φ(· − k), η˜ :=
∑
k∈Z
θ˜(k)φ(· − k), ψℓ := M
∑
k∈Z
bℓ(k)φ(M · −k), ℓ = 1, . . . , s. (6.4)
If in addition Θ(z) > 0 for all z ∈ T, then by Feje´r-Riesz lemma we can always choose θ˜ = θ so
that η˜ = η. If Θ(1) = 1 and b1(1) = · · · = bs(1) = 0, then {η, η˜;ψ1, . . . , ψs}(ǫ1,...,ǫs) is a quasi-tight
M-framelet in L2(R), that is, for every f ∈ L2(R),
f =
∑
k∈Z
〈f, η˜(· − k)〉η(· − k) +
∞∑
j=0
s∑
ℓ=1
∑
k∈Z
ǫℓ〈f, ψℓMj ;k〉ψℓMj ;k (6.5)
with the series converging unconditionally in L2(R) and the underlying system being a Bessel sequence
in L2(R). Moreover, if {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight M-framelet filter bank, then
min(vm(b1), . . . , vm(bs)) 6 min(sr(a,M),
1
2
vm(Θ(z)−Θ(zM)a(z)a⋆(z))), (6.6)
where sr(a,M) is the largest integer n such that (1 + z + · · ·+ zM−1)n | a(z).
Theorem 15. Let a,Θ ∈ l0(Z)\{0} be two finitely supported not-identically-zero filters such that
Θ⋆ = Θ. Let nb be any positive integer satisfying
1 6 nb 6 min(sr(a,M),
1
2
vm(Θ(z)−Θ(zM)a(z)a⋆(z))). (6.7)
Let Ma,Θ(z) be defined in (6.2) and the quantities s+a,Θ, s−a,Θ, sa,Θ be defined in (1.18). Then there
exist b1, . . . , bs ∈ l0(Z) with s = sa,Θ and ǫ1 = · · · = ǫs+
a,Θ
= 1, ǫs+
a,Θ
+1 = · · · = ǫs = −1 such that
{a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight M-framelet filter bank with min{vm(b1), . . . , vm(bs)} > nb.
Also, for 1 6 s < sa,Θ, there does not exist a quasi-tight M-framelet filter bank {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs)
with b1, . . . , bs ∈ l0(Z) and ǫ1, . . . , ǫs ∈ {−1, 1}. Moreover, if a(1) = Θ(1) = 1 and φ ∈ L2(R) with
φ being defined in (6.3), then {η, η˜;ψ1, . . . , ψs}(ǫ1,...,ǫs) is a quasi-tight M-framelet in L2(R), where
η, η˜, ψ1, . . . , ψs ∈ L2(R) are defined in (6.4) with θ˜(z)θ⋆(z) = Θ(z).
Proof. Since all high-pass filters must have at least nb vanishing moments, we can write
bℓ(z) = (1− z−1)nb˚bℓ(z), ℓ = 1, . . . , s (6.8)
for some Laurent polynomials b˚0, . . . , b˚s. Then {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight M-framelet
filter bank satisfying (6.1) and (6.7) if and only if
b˚1(ω
0z) · · · b˚s(ω0z)
b˚1(ω
1z) · · · b˚s(ω1z)
...
. . .
...
b˚1(ω
M−1z) · · · b˚s(ωM−1z)

ǫ1 . . .
ǫs


b˚1(ω
0z) · · · b˚s(ω0z)
b˚1(ω
1z) · · · b˚s(ω1z)
...
. . .
...
b˚1(ω
M−1z) · · · b˚s(ωM−1z)

⋆
=Ma,Θ|nb(z), (6.9)
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where Ma,Θ|nb(z) is an M×M matrix defined by
[Ma,Θ|nb]j,j(z) :=
Θ(ωj−1z)−Θ(zM)a(ωj−1z)a⋆(ωj−1z)
(1− ωj−1z)nb(1− (ωj−1z)−1)nb , j = 1, . . . ,M,
[Ma,Θ|nb]j,k(z) :=
−Θ(zM)a(ωj−1z)a⋆(ωk−1z)
(1− ωk−1z)nb(1− (ωj−1z)−1)nb , j, k = 1, . . . ,M, j 6= k.
Note that according to the upper bound of nb in (6.7), Ma,Θ|nb(z) is a well-defined M × M matrix
of Laurent polynomials. For γ ∈ {0, . . . ,M − 1}, define the γ-coset sequence of a filter u ∈ l0(Z) as
u[γ] := {u(γ +Mk)}k∈Z. Then we have u(ω0z)...
u(ωM−1z)
 =

1 1 . . . 1
1 ω . . . ωM−1
...
...
. . .
...
1 ωM−1 . . . ω(M−1)(M−1)


1
z
. . .
zM−1

 u
[0](zM)
...
u[M−1](zM)
 = F (z)
 u
[0](zM)
...
u[M−1](zM)
 ,
where F (z) is defined as Fj,k(z) = ω
(j−1)(k−1)zk−1, j, k = 1, . . .M. Notice that F (z) satisfies
F (z)F ⋆(z) = MIM, hence, F (z) is invertible: F
−1(z) = 1
M
F ⋆(z) = 1
M
[ω−(j−1)(k−1)z1−j ]16j6M,16k6M.
Define an M × M matrix of Laurent polynomial N(z) := F−1(z)Ma,Θ|nb(z)F−⋆(z). That is, for
j, k = 1, . . . ,M,
Nj,k(z) =
M∑
q=1
M∑
p=1
[F−1]j,p(z)[Ma,Θ|nb]p,q(z)[F−⋆]q,k(z)
=
1
M2
zk−j
M−1∑
p=0
M−1∑
q=0
q 6=p
ω(k−1)q−(j−1)p
−Θ(zM)a(ωpz)a⋆(ωqz)
(1− ωqz)nb(1− (ωpz)−1)nb
+
M−1∑
ℓ=0
ω(k−j)ℓ
Θ(ωℓz)−Θ(zM)a(ωℓz)a⋆(ωℓz)
(1− ωℓz)nb(1− (ωℓz)−1)nb
)
. (6.10)
It is easy to verify that N(ωrz) = N(z) for all r = 0, . . . ,M − 1. Hence, N(z) only depends on
zM, and we can write N(z) = Na,Θ|nb(zM), where Na,Θ|nb(z) is an M×M Hermite matrix of Laurent
polynomials.
Multiplying F−1(z) and F−⋆(z) on the left and right side of (6.9) respectively, we see that (6.9) is
equivalent to b˚1
[0]
(z) · · · b˚s[0](z)
...
. . .
...
b˚1
[M−1]
(z) · · · b˚s[M−1](z)

ǫ1 . . .
ǫs

 b˚1
[0]
(z) · · · b˚s[0](z)
...
. . .
...
b˚1
[M−1]
(z) · · · b˚s[M−1](z)

⋆
= Na,Θ|nb(z), (6.11)
Hence, the existence of a quasi-tight M-framelet filter bank {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) with nb order of
vanishing moments necessarily implies a generalized spectral factorization (6.11) for the Hermite
matrix Na,Θ|nb(z) of Laurent polynomials.
According to Theorem 3, the existence of the generalized spectral factorization (6.11) implies that
the number s+ of times that “+1” appears in {ǫ1, . . . , ǫs} and the number s− of times that “−1”
appears in {ǫ1, . . . , ǫs} satisfy
s+ > max
z∈T
ν+(Na,Θ|nb(z)), and s− > max
z∈T
ν−(Na,Θ|nb(z)). (6.12)
By (6.8), (6.9) and (6.10), we deduce that
Ma,Θ(z) = P(z)Na,Θ|nb(zM)P⋆(z),
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where P(z) := diag((1− (ω0z)−1)nb, . . . , (1− (ωM−1z)−1)nb). Hence, σ(P) ⊆ {1, ω, . . . , ωM}, which is
a finite set. Similar to the proof of Theorem 1, we conclude that
s+a,Θ = max
z∈T
ν+(Na,Θ|nb(z)), and s−a,Θ = max
z∈T
ν−(Na,Θ|nb(z)).
Therefore, from (6.12) we see the generalized spectral factorization (6.11) implies
s+ > s
+
a,Θ, s− > s
−
a,Θ, and s = s+ + s− > s
+
a,Θ + s
−
a,Θ = sa,Θ.
Hence, for 1 6 s < sa,Θ, there does not exist a quasi-tight framelet filter bank {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs)
with b1, . . . , bs ∈ l0(Z) and ǫ1, . . . , ǫs ∈ {−1, 1}.
On the other hand, given filters a,Θ ∈ l0(Z)\{0}, Θ⋆ = Θ, and positive integer nb satisfying (6.7),
we can calculate the matrix Na,Θ|nb(z) of Laurent polynomials from Na,Θ|nb(zM) := N(z), where N(z)
is defined as (6.10). By Θ⋆(z) = Θ(z), we see from (6.10) that N(z) and Na,Θ|nb(z) are both Hermite
matrices of Laurent polynomials. Take s := sa,Θ = s
+
a,Θ + s
−
a,Θ. According to Theorem 3, we can
choose ǫ1 = . . . = ǫs+
a,Θ
= 1, and ǫs+
a,Θ
+1 = . . . = ǫs = −1, and find a generalized spectral factorization
of Na,Θ|nb(z) as Na,Θ|nb(z) = U(z) diag(ǫ1, . . . , ǫs)U⋆(z), where U(z) is an M × s matrix of Laurent
polynomials. Then we can define Laurent polynomials b˚1(z), . . . , b˚s(z) as b˚1
[0]
(z) · · · b˚s[0](z)
...
. . .
...
b˚1
[M−1]
(z) · · · b˚s[M−1](z)
 := U(z).
Thus, (6.11) holds. Multiplying F (z) and F ⋆(z) on the left and right side of Na,Θ|nb(zM) respec-
tively, we see that (6.11) is equivalent to (6.9). Define Laurent polynomials b1(z) . . . , bs(z) in (6.8),
we can conclude from (6.9) that {a; b1, . . . , bs}Θ,(ǫ1,...,ǫs) is a quasi-tight framelet filter bank with
min{vm(b1), . . . , vm(bs)} > nb. This proves the existence of the quasi-tight framelet filter bank with
minimum number of high-pass filters and high vanishing moments. 
Example 8. Let M = 3 be a dilation factor. Consider Θ(z) = 1 and the low-pass filter
a(z) = − 1
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z−3(1 + z + z2)2(2z2 − 7z + 2).
By the definition ofMa,1(z) in (6.2), the three eigenvalues of Ma,1(z) are 1, 1 and det(Ma,1(z)). We
see from Figure 6 that det(Ma,1(z)) 6 0 on T. Hence s+a,Θ = 2 and s−a,Θ = 1. Note that sr(a, 3) = 2
and vm(1 − aa⋆) = 4. Therefore, the maximum order of vanishing moments is two. Taking nb = 2,
we obtain a quasi-tight 3-framelet filter bank {a; b1, b2, b3}Θ,(1,1,−1) as follows:
b1(z) =
√
6
6
(z − 1)2(z + 1), b2(z) =
√
6
18
(z − 1)3, b3(z) = 127z−3(z − 1)4(2z2 + 5z + 2),
with vm(b1) = 2, vm(b2) = 3 and vm(b3) = 4. Since sm(a, 3) ≈ 0.6599 (see [18, (7.2.2)] for its defini-
tion), the refinable function φ defined in (6.3) belongs to L2(R). Therefore, {φ, φ;ψ1, ψ2, ψ3}(1,1,−1)
is a quasi-tight 3-framelet in L2(R) and {ψ1, ψ2, ψ3}(1,1,−1) is a homogeneous quasi-tight 3-framelet
in L2(R), where ψ
1, ψ2 and ψ3 are defined in (6.4) and have at least two vanishing moments.
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Appendix. Proofs of Auxiliary Results for Proving Theorem 2
In this Appendix, we provide the proofs for several auxiliary results used in the proof of Theorem 2
in Section 4. To prove Lemma 6, we need the following result.
Lemma 16. Let Q(z) 6≡ 0 be a k × k Hermite matrix of Laurent polynomials, which is diagonally
dominant and the lengths of the diagonal entries are nondecreasing as in (4.3). Let b(z) be a column
vector of Laurent polynomials with size k satisfying
ldeg(bℓ(z)) > ldeg(Qℓ,ℓ(z)), ℓ = 1, . . . , k. (A.13)
Then there exists a column vector X(z) of Laurent polynomials with size k such that Y (z) := b(z)−
Q(z)X(z) satisfies
fsupp(Yℓ(z)) ( fsupp(Qℓ,ℓ(z)), deg(Yℓ(z)) < deg(Qℓ,ℓ(z)), ∀ ℓ = 1, . . . , k. (A.14)
Proof. If b(z) already satisfies deg(bℓ(z)) < deg(Qℓ,ℓ(z)) for all ℓ = 1, . . . , k, then we can simply
take X(z) = 0, and the result is true. So we just need to consider the case that there exists some
s ∈ {1, . . . , k}, such that
deg(bs(z)) > deg(Qs,s(z)). (A.15)
Since Q(z) is Hermite, the filter supports of its diagonal elements must be symmetric intervals:
[−nℓ, nℓ] := fsupp(Qℓ,ℓ), ℓ = 1, . . . , k.
From (4.3), we know that n1 6 · · · 6 nk. Define
D(z) := diag
([
(z + 1)(z−1 + 1)
]nk−n1, [(z + 1)(z−1 + 1)]nk−n2, . . . , 1)
Q˜(z) := D(z)Q(z), and b˜(z) := D(z)b(z). We see from (A.13) that for all ℓ = 1, . . . , k:
fsupp(Q˜ℓ,ℓ(z)) = [−nk, nk], ldeg(b˜ℓ(z)) > ldeg(Q˜ℓ,ℓ(z)) = −nk. (A.16)
Since Q(z) is diagonally dominant, from (4.1) we see that fsupp(Q˜ℓ,i(z)) ( fsupp(Q˜ℓ,ℓ(z)) = [−nk, nk]
for all ℓ = 1, . . . , k, i 6= ℓ. Thus we can write Q˜(z) as
Q˜(z) =
nk∑
ℓ=−nk
Q˜ℓz
ℓ. (A.17)
Also, from (4.2) we know that deg(Q˜ℓ,i(z)) < deg(Q˜ℓ,ℓ(z)) = nk for all ℓ = 1, . . . , k, i > ℓ. So
the coefficient matrix Q˜nk in (A.17) is lower triangular, which by (A.16) also has nonzero diagonal
elements. Therefore Q˜nk is nonsingular.
From (A.15), we also know that there exists some s ∈ {1, . . . , k}, such that deg(b˜s(z)) > deg(Q˜s,s(z)) =
nk. So by (A.16), we can write b˜(z) as b˜(z) =
∑M
ℓ=−nk b˜ℓz
ℓ with M > nk. Let us parameter-
ize the unknown X(z) =
∑M−nk
ℓ=0 Xℓz
ℓ, and take Y˜ (z) := b˜(z) − Q˜(z)X(z). By this definition,
fsupp(Y˜ (z)) ⊂ [−nk,M ]. Write Y˜ (z) =
∑M
ℓ=−nk Y˜ℓz
ℓ, we want to solve for X(z) such that the coeffi-
cients Y˜ℓ = 0 for all ℓ = nk, nk+1, . . . ,M . Notice that we have M −nk+1 matrix equations to solve
for M − nk + 1 unknowns. The equations can be formulated as the following Toeplitz form
Q˜nk Q˜nk−1 · · · Q˜2nk−M
. . .
. . .
...
Q˜nk Q˜nk−1
Q˜nk


X0
...
XM−nk−1
XM−nk
 =

b˜nk
...
b˜M−1
b˜M
 ,
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where we use Q˜j = 0 if j < −nk. Since Q˜nk is nonsingular, we can solve the above system from the
last equation and use backward substitution to find all X0, . . . , XM−nk .
Now, we found a vector X(z) of Laurent polynomials such that
Y˜ (z) = b˜(z)− Q˜(z)X(z) = D(z)
(
b(z)− Q(z)X(z)
)
satisfies fsupp(Y˜ℓ(z)) ⊂ [−nk, nk − 1], for all ℓ = 1, . . . , k. Take Y (z) := b(z) − Q(z)X(z) =
D−1(z)Y˜ (z), we will prove that it satisfies (A.14). Notice that D(z) is a diagonal matrix with diagonals
Dℓ(z) =
[
(z + 1)(z−1 + 1)
]nk−nℓ , for all ℓ = 1, . . . , k. So the filter support of Yℓ(z) = Y˜ℓ(z)/Dℓ(z)
satisfies fsupp(Yℓ(z)) ⊂ [−nℓ, nℓ − 1] for all ℓ = 1, . . . , k. Therefore (A.14) holds. 
Proof of Lemma 6. Write Q(z) =
[
A(z) B(z)
B⋆(z) C(z)
]
, where A(z) is an (s + 1)× (s + 1) Hermite matrix
of Laurent polynomials. Since Q(z) is diagonally dominant at diagonals 1, . . . , s, from (4.1) and
(4.3) we know that for all i < (s + 1), fsupp(Qi,(s+1)(z)) ( fsupp(Qi,i(z)) ⊂ fsupp(Q(s+1),(s+1)) and
fsupp(Q(s+1),i(z)) ( fsupp(Qi,i(z)) ⊂ fsupp(Q(s+1),(s+1)(z)). So A(z) is a diagonally dominant matrix.
Hence, for s = k − 1, the lemma is true with U(z) = Ik.
For s < k − 1, since Q1,1(z) 6≡ 0, we know that A(z) 6≡ 0. We can find integers λs+2, . . . , λk such
that
B˜(z) := B(z) diag(z−λs+2 , . . . , z−λk)
satisfies ldeg(B˜ℓ,i(z)) > ldeg(Aℓ,ℓ(z)) for all ℓ = 1, . . . , (s + 1), and i = 1, . . . , k − (s + 1). Write
B˜(z) as column vectors B˜(z) =
[
b(s+2)(z) . . . b(k)(z)
]
, we have
ldeg(b
(i)
ℓ (z)) > ldeg(Aℓ,ℓ(z)), for all i = (s+ 2), . . . , k, ℓ = 1, . . . , (s+ 1).
Using Lemma 16, for each i = (s + 2), . . . , k, we can solve for a vector x(i)(z) such that y(i)(z) :=
b(i)(z)− A(z)x(i)(z) satisfies
fsupp(y
(i)
ℓ (z)) ( fsupp(Aℓ,ℓ(z)), deg(y
(i)
ℓ (z)) < deg(Aℓ,ℓ(z)), ℓ = 1, . . . , k. (A.18)
Define X˜(z) :=
[
x(s+2)(z) . . . x(k)(z)
]
, Y (z) :=
[
y(s+2)(z) . . . y(k)(z)
]
= B˜(z) − A(z)X˜(z), and
Λ(z) := diag(zλs+2 , . . . , zλk), we know that[
Is+1
−X˜⋆(z) Ik−(s+1)
] [
Is+1
Λ(z)
]
Q(z)
[
Is+1
Λ⋆(z)
] [
Is+1 −X˜(z)
Ik−(s+1)
]
=
[
Is+1
−X˜⋆(z) Ik−(s+1)
][
A(z) B˜(z)
B˜⋆(z) Λ(z)C(z)Λ⋆(z)
] [
Is+1 −X˜(z)
Ik−(s+1)
]
=
[
A(z) B˜(z)− A(z)X˜(z)
B˜⋆(z)− X˜⋆(z)A⋆(z) E(z)
]
=
[
A(z) Y (z)
Y ⋆(z) E(z)
]
, (A.19)
where E(z) := Λ(z)C(z)Λ⋆(z) − B˜⋆(z)X˜(z) − X˜⋆(z)B˜(z). From (A.18), we deduce that the above
matrix Q˜(z) :=
[
A(z) Y (z)
Y ⋆(z) E(z)
]
is diagonally dominant at the first (s+ 1) diagonal entries. Taking
U(z) :=
[
Is+1
−X˜⋆(z) Ik−(s+1)
] [
Is+1
Λ(z)
]
=
[
Is+1
−X˜⋆(z) Λ(z)
]
,
the equality (A.19) implies that Q˜(z) = U(z)Q(z)U⋆(z). Also, det(U(z)) = zλs+2+···+λk . Hence, U(z)
is unimodular. Also, the top left (s + 1)× (s + 1) submatrix of Q˜(z), which is A(z), is the same as
that of Q(z). This completes the proof. 
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Proof of Lemma 7. Since Q(z) is invertible, we can write Q(z) and Q−1(z) as
Q(z) =
[
0 a⋆(z)
a(z) E(z)
]
, Q−1(z) =
[
b(z) c⋆(z)
c(z) F(z)
]
,
where a(z) and c(z) are both vectors of Laurent polynomials of size (k−1), E(z) and F(z) are matrices
of Laurent polynomials of size (k − 1) × (k − 1) and b(z) is a scalar Laurent polynomial satisfying
b⋆(z) = b(z). Set
y(z) := 1
2
(b(z) + 1) , x(z) := 1
2
(b(z)− 1) a(z), V(z) :=
[
y c⋆
x Ik−1
]
.
We have
V(z)Q(z)V⋆(z) =
[
y c⋆
x Ik−1
] [
0 a⋆(z)
a(z) E(z)
] [
y x⋆
c Ik−1
]
=
[
c⋆ay + ya⋆c+ c⋆Ec c⋆ax⋆ + ya⋆ + c⋆E
xa⋆c+ ya+ Ec ax⋆ + xa⋆ + E
]
.
By calculation,
c⋆ay + ya⋆c+ c⋆Ec = 2y + c⋆Ec = b+ 1− b = 1.
c⋆ax⋆ + ya⋆ + c⋆E = x⋆ + ya⋆ + c⋆E =
1
2
(b− 1)a⋆ + 1
2
(b+ 1)a⋆ + c⋆E = ba⋆ + c⋆E = (ab+ Ec)⋆ = 0.
ax⋆ + xa⋆ + E =
1
2
(b− 1) aa⋆ + 1
2
(b− 1) aa⋆ + E = (b− 1)aa⋆ + E.
Thus, V(z)Q(z)V⋆(z) = diag(1, (b(z) − 1)a(z)a(z)⋆ + E(z)). Also, notice that det(V(z)) = y(z) −
c⋆(z)x(z) = 1
2
(b(z) + 1) − 1
2
(b(z)− 1) = 1, so V(z) is unimodular. We define U(z) := V−1(z), and
Q˜(z) := (b(z) − 1)a(z)a(z)⋆ + E(z). It is straightforward to see that Q(z) = U(z) diag(1, Q˜(z))U⋆(z)
satisfies all the requirements in the lemma. 
The following result is used in the proof of Theorem 11.
Lemma 17. Let A(ξ) be an n× n matrix of analytic functions. Suppose that A(ξ) can be factorized
in some neighborhood of ξ0 ∈ C as follows:
A(ξ) = Eξ0(ξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn)Fξ0(ξ),
where
(1) Eξ0(ξ) and Fξ0(ξ) are both n× n analytic matrices in some neighborhood of ξ0;
(2) Eξ0(ξ0) and Fξ0(ξ0) are both nonsingular;
(3) the integer sequence {αj}nj=1 is nondecreasing, i.e., 0 6 α1 6 · · · 6 αn.
Then the sequence {αj}nj=1 is unique (independent of the factorization we use). We call it the partial
multiplicities of A(ξ) at ξ0.
Proof. If C(ξ) is an n× n matrix, which is analytic in some neighborhood of ξ0, and det(C(ξ0)) 6= 0,
then C−1(ξ) = 1
det(C(ξ))
adj(C(ξ)) is also an analytic matrix in some neighborhood of ξ0.
Suppose that we have the following two different factorizations of A(ξ), both satisfy the three
conditions in the lemma:
A(ξ) = Eξ0(ξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn)Fξ0(ξ) = E˜ξ0(ξ) diag((ξ − ξ0)α˜1 , . . . , (ξ − ξ0)α˜n)F˜ξ0(ξ).
Then we have
diag((ξ − ξ0)α˜1 , . . . , (ξ − ξ0)α˜n) = P (ξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn)Q(ξ), (A.20)
where P (ξ) := E˜−1ξ0 (ξ)Eξ0(ξ) and Q(ξ) := Fξ0(ξ)F˜
−1
ξ0
(ξ) are both analytic matrices in some neighbor-
hood of ξ0. For all k ∈ {1, . . . , n}, check the top left k × k submatrix of (A.20):
diag((ξ − ξ0)α˜1 , . . . , (ξ − ξ0)α˜n) = Pr,1:k(ξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn)Qc,1:k(ξ) = Rk(ξ)Qc,1:k(ξ),
(A.21)
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where Pr,1:k(ξ) is the k × n submatrix of P (ξ), constructed by taking the first k rows of P (ξ),
and Qc,1:k(ξ) is the n × k submatrix of Q(ξ), constructed by taking the first k columns of Q(ξ).
Rk(ξ) := Pr,1:k(ξ) diag((ξ − ξ0)α1 , . . . , (ξ − ξ0)αn) is a k × n matrix. From the definition, we see that
the s-th column of Rk(ξ) is O((ξ − ξ0)αs) as ξ → ξ0, for all s = 1, . . . , n.
Taking the determinant of (A.21), by the Cauchy-Binet Formula, we have
(ξ − ξ0)α˜1+...+α˜k = det(diag((ξ − ξ0)α˜1 , . . . , (ξ − ξ0)α˜k)) =
|J |=k∑
J⊆{1,2,...,n},
det([Rk]c,J (ξ)) det([Qc,1:k]r,J (ξ)),
(A.22)
where [Rk]c,J (ξ) is the k × k submatrix of Rk(ξ), constructed by taking the columns with indices
belonging to J ; [Qc,1:k]r,J (ξ) is the k× k submatrix of Qc,1:k(ξ), constructed by taking the rows with
indices belonging to J . The summation is taken over all indices sets J , whose size is equal to k. Since
all the elements in the s-th column of [Rk]c,J (ξ) are O((ξ − ξ0)αs) as ξ → ξ0, for all s = 1, . . . , n and
the sequence {αj}nj=1 is nondecreasing, we have
det([Rk]c,J (ξ)) = O((ξ − ξ0)α1+...+αk), for all J ⊆ {1, . . . , n}, |J | = k.
Hence, each term in the summation on the right hand side of (A.22) is O((ξ−ξ0)α1+...+αk), as ξ → ξ0.
So (ξ − ξ0)α˜1+...+α˜k = O((ξ − ξ0)α1+...+αk), which implies
α1 + · · ·+ αk 6 α˜1 + · · ·+ α˜k, for all k = 1, . . . , n.
Similarly, we can prove α˜1 + · · · + α˜k 6 α1 + · · · + αk also holds for all k = 1, . . . , n. The two
inequalities give that
α˜1 + · · ·+ α˜k = α1 + · · ·+ αk, ∀ k = 1, . . . , n.
So {αj}nj=1 and {α˜j}nj=1 must be the same sequence. 
Finally, we prove Algorithm 12.
Proof of Algorithm 12. Steps (S1)–(S3) simply follow the proof of Lemma 9, while step (S5) follows
the proof of Algorithm 8. We only need to prove that step (S4) is feasible.
Suppose z0 = e
−iξ0 for some ξ0 ∈ R. By (4.11) and (4.12) from the proof of Theorem 10, we
see that there exists some constant unitary matrix W0 := W
−1(ξ0) such that A˚(z) := W0A˜(z)W ⋆0
satisfies:
W0A˜(z0)W
⋆
0 = A˚(z0) = diag(λ1, . . . , λn−K , 0K×K) (A.23)
where λ1, . . . , λn−K 6= 0 are the nonzero eigenvalues of A˜(z0). Write the Taylor expansion of A˜(e−iξ)
and A˚(e−iξ) at ξ0 as
A˜(e−iξ) = C0 + C1(ξ − ξ0) + O((ξ − ξ0)2), A˚(e−iξ) = D0 +D1(ξ − ξ0) + O((ξ − ξ0)2).
where C0 = A˜(z0), C1 = −iz0A˜′(z0), D0 = A˚(z0) and D1 = −iz0A˚′(z0). We know that (A.23) implies
D0 =W0C0W
⋆
0 = diag(λ1, . . . , λn−K, 0K×K). (A.24)
Also, (4.13) implies
D1 = W0C1W
⋆
0 =

∗ ∗
*
γ21
−γ22
. . .
γK−1
γK
 , (A.25)
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where the lower right K × K submatrix is diagonal with K/2 positive and K/2 negative diagonal
entries. From (A.24) we see that the eigenspace of C0 corresponding to the eigenvalue 0 has dimension
K. It must also be the span of the last K column vectors of W ⋆0 :
E0 = span{wn−K+1, . . . , wn}.
Also, by the construction of A˜(z) in (4.15), we see that the last K columns and last K rows of
A˜(z0) must be zero:
C0 = A˜(z0) =
[ ∗ 0(n−K)×K
0K×(n−K) 0K×K
]
.
So E0 is also the span of K natural basis vectors E0 = span{en−K+1, . . . , en}. This implies that
span{wn−K+1, . . . , wn} = span{en−K+1, . . . , en}, so the matrix W ⋆0 of the eigenvectors of C0 has the
formW ⋆0 =
[
W1 0(n−K)×K
W2 W˜0
]
for some matrices W1,W2 and W˜0, while W˜0 is a K×K unitary matrix.
From (A.25), we deduce that
W0C1W
⋆
0 =
[
W ⋆1 W
⋆
2
0K×(n−K) W˜ ⋆0
] [∗ ∗
∗ AK
] [
W1 0(n−K)×K
W2 W˜0
]
=

∗ ∗
*
γ21
−γ22
. . .
γK−1
γK
 .
Therefore, W˜0
⋆
AKW˜0 = diag(γ
2
1 ,−γ22 , . . . , γK−1, γK). Hence, the lower right K ×K submatrix of C1,
i.e., AK , has K/2 positive and K/2 negative eigenvalues. This proves item (a) in step (S4) is feasible.
From the construction, we see that the redefined A˜(z) after item (a) in step (S4) satisfies:
A˜(z0) =
[ ∗ 0(n−K)×K
0K×(n−K) 0K×K
]
, −iz0A˜′(z0) =

∗ ∗
*
γ21
−γ22
. . .
γK−1
γK
 .
The design of U2 in item (b) of step (S4) is similar to the matrix V in (4.14). We can verify that the
redefined A˜(z) after item (b) satisfies:
A˜(z0) =
[ ∗ 0(n−K)×K
0K×(n−K) 0K×K
]
, −iz0A˜′(z0) =

∗ ∗
*
0 −γ2
−γ2 −γ22
. . .
γK−1
γK
 .
The above equality shows that (z − z0) divides both the (n−K + 1)-th row and the (n−K + 1)-th
column of A˜(z), meanwhile, (z − z0)2 divides the (n−K + 1)-th diagonal element of A˜(z). Thus the
item (c) in (S4) is feasible. 
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