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The physical nature of boundaries that restrict the spreading of fluids or appear as interfaces
between two immiscible fluids can have a significant influence on the static and dynamic proper-
ties of a fluidmechanical system. The aim of the present work is to investigate the influence of
different boundary configurations on the energy dissipation and stability of fluid systems in the
case of creeping flows, as they typically occur in microfluidic devices.
The motion of charged interfacial microparticles induced by an applied electric field is theore-
tically investigated in this work. In addition to the functional relationship, which relates the
velocity of the particle with the strength of the electric field and depends, among others, on
the wetting properties of the particle, the deformation of the fluid interface is also determined,
which results as a consequence of the charge of the particle and the resulting electric double
layer, which is different in both bulk phases.
The presence of multiple interfacial particles can effectively be described by a change in the
rheological properties of the fluid interface. The theoretical model developed in this work is
suitable for determining the effective shear and dilatation viscosity of the interface, which can be
expressed as a function of the particle concentration and the contact angle of the particles.
Microfluidic systems are typically characterized by a small volume-to-surface ratio, whereby the
influence of the boundary conditions on the global properties of a flow increases dramatically. A
charged, weakly deformed circular obstacle subjected to a pressure-driven flow can be isolated
by a locally restricted electro-osmotic flow induced on the walls of the channel such that the
hydrodynamic force on the body vanishes. The exact charge distribution that encloses the solid
at the walls of the channel and provides hydrodynamic isolation, is determined theoretically and
validated with the help of numerical simulations.
The aim of many technical applications is to create an uniform liquid film on a flat surface.
However, under certain external conditions, defects or holes can form which, if they are stable,
may even lead to component failure. In the course of this work, a stability criterion is determined
that predicts under which conditions the defects in spatially limited liquid films will self-heal. In
addition, the dynamics of the closure of single circular defects is investigated theoretically and
compared with experiments on different substrates.
As an extension of the investigation on single defects in liquid films, a model is developed which





Die physikalische Beschaffenheit von Rändern, die Fluide in ihrer geometrischen Ausbreitung
einschränken oder sich als Grenzfläche zwischen zwei nicht mischbaren Fluiden bilden, können
signifikanten Einfluss auf die statischen und dynamischen Eigenschaften eines fluidmechanischen
Systems haben. Das Ziel der vorliegenden Arbeit ist die Untersuchung des Einflusses verschiede-
ner Randkonfigurationen auf die Energiedissipation und Stabilität von Flüssigkeitssystemen im
Fall schleichender Strömungen, wie sie typischerweise in mikrofluidischen Systemen auftreten.
Die durch ein angelegtes elektrisches Feld induzierte Bewegung von geladenen, an Fluidgrenzflä-
chen absorbierten Mikropartikeln wird im Rahmen dieser Arbeit theoretisch untersucht. Neben
dem funktionalen Zusammenhang, der die Geschwindigkeit des Partikels mit der Stärke des
elektrischen Feldes verknüpft und unter anderem von den Benetzungseigenschaften des Partikels
abhängt, wird ebenfalls die Deformation der Grenzfläche bestimmt, die sich als Konsequenz der
Ladung des Partikels und der sich in beiden Phasen unterschiedlich einstellenden elektrischen
Doppelschicht ergibt.
Die Präsenz von mehreren Grenzflächenpartikeln lässt sich effektiv durch eine Änderung der
rheologischen Eigenschaften der fluiden Grenzfläche beschreiben. Das im Rahmen dieser Arbeit
entwickelte theoretische Modell eignet sich zur Bestimmung der effektiven Scher- und Dila-
tationsviskosität der Grenzfläche, welche sich als Funktion der Partikelkonzentration und des
Kontaktwinkels der Partikel ausdrücken lässt.
Mikrofluidische Systeme sind typischerweise durch ein geringes Volumen-zu-Oberflächen-
Verhältnis charakterisiert, wodurch der Einfluss der Randbedingungen auf die globalen Ei-
genschaften einer Strömung drastisch zunimmt. Ein geladener, schwach deformierter und in
einer durckgetriebenen Strömung eingebrachter Festkörper kann durch einen, an den Wänden
des Kanals induzierten, örtlich beschränkten elektoosmotischen Fluss derart isoliert werden,
sodass die hydrodynamische Kraft auf den Körper verschwindet. Die exakte Ladungsverteilung,
die den Festkörper an der Wand des Kanals umschließt und für eine hydrodynamische Isolierung
sorgt, wird theoretisch bestimmt und mit Hilfe von numerischen Simulationen validiert.
Das Ziel vieler technischer Anwendungen ist die Erzeugung eines gleichmäßigen Flüssigkeitsfilms
auf einer ebenen Fläche. Unter bestimmten äußeren Bedingungen jedoch, bilden sich Defekte
oder Löcher, die, sofern sie stabil sind, womöglich sogar zu Bauteilversagen führen können. Im
Rahmen dieser Arbeit wird ein Stabilitätskriterium bestimmt, welches vorhersagt, unter welchen
Umständen sich die Defekte in räumlich begrenzten Flüssigkeitsfilmen selbst heilen. Außerdem
wird die Dynamik der Lochschließung einzelner runder Defekte theoretisch untersucht und mit
Experimenten auf unterschiedlichen Substraten verglichen.
Als Erweiterung der Untersuchung zu einzelnen Defekten in Flüssigkeitsfilmen, wird ein Modell
entwickelt, welches die Vorhersage von mehreren Defekten in ihrer zeitlichen Entwicklung vor-
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In almost any hydrostatic or hydrodynamic system, boundaries not only limit the volumetric
confinement of a fluid but also bring along extensive influences on the mechanical properties of
a single or multiphase system. The influence of differently constituted boundaries on the motion,
dissipation and stability of fluid systems is the subject of this thesis. In particular, the influence of
fluid interfaces separating two immiscible fluids, moving particles attached to fluid interfaces,
either convected by a flow or relative to the motion of a fluid, and spatially confined channels
and their influence on global flow properties, such as the force acting on an obstacle located in
the center of the channel, are of major interest throughout this work.
Free surface flows are ubiquitous in our daily life. In nearly every situation where liquids are in-
volved, fluid interfaces are present or can appear due to different mechanisms such as cavitation
or chemical reactions. Consequently, the characteristic length and time scales vary in a very wide
range from nanometers to kilometers and from nanoseconds to hours. Examples that reveal the
huge length and time scales are ranging from bursting nanobubbles (Zhang et al., 2014) towards
lava flows (e.g., Belousov and Belousova, 2018). Multiphase flows are complex due to additional
physical effects induced by the presence of a fluid interface (e.g., surface tension). However, the
specific properties of fluid interfaces also induce a wide range of possible applications, ranging
from medical applications [e.g., cavitation induced damage of kidney stones (Pishchalnikov et al.,
2003) or lab-on-a-chip technologies for drug delivery (Neužil et al., 2012)] to ink-jet printing
(Singh et al., 2010) and controlling the patterning of surfaces for applications in photolithography
(Nejati et al., 2016). Some practical applications are probably inspired by nature. Animals such
as the ’snapping shrimp’ uses cavitation, induced by a rapid closure of its snapper claw, to stun or
kill prey animals (Versluis et al., 2000), whereas some insects predominantly use fluid interfaces
for locomotion, in order to avoid predators (Bush and Hu, 2006). The diversity of the animals
thereby leads to various different transportation mechanisms, such as inertia or curvature driven
motion as well as a motion induced by a nonuniform surface tension (Marangoni effect) due to
surfactants, created by the insect (Bush and Hu, 2006).
Probably one of the oldest questions scientists have asked themselves in connection with fluid
motion is: What force is applied on a particle moving through a quiescent liquid? This question is
of practical relevance, since particles are often dispersed in the bulk of a fluid. Familiar examples
are blood, sand in sea water, orange juice or magma flows. The complexity of these flows results
from the complex shape of the suspended matter, its deformability [e.g., red blood cells in
blood flow (Freund, 2014)] and, probably most important, from the hydrodynamic interactions
between the suspended matter. Furthermore, the self-movement of the dispersed substances
relative to the flow influences the global flow properties (Guazzelli and Morris, 2011). The
constitution of the boundaries, influences the alignment of the dispersed matter significantly.
Exemplarily, it was found that biofilms (colonies of microorganisms) build a close formation
while streaming through a curved (zigzag) microchannel, due to secondary flow induced at the
lower and the upper wall of the channel (Rusconi et al., 2011). Microparticles translating along
liquid-air interfaces due to an external applied force acting at the center of the particle have been
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studied theoretically (Dörr and Hardt, 2015; Dörr et al., 2016) and experimentally (Petkov et al.,
1995). It has been found that the resistance force increases the more the particle is immersed
into the liquid phase. If, however, the driving force also depends on the depth of immersion, e.g.,
through electrostatic forces due to an externally applied electric field inside the liquid phase, the
exact relationship between the velocity of the particle and the applied force has remained largely
obscure.
Microfluidic devices are characterized through a small volume-to-surface ratio. To emphasize
the relevance of the boundary conditions on the global properties of a flow in microfluidic
devices, we exemplarily consider a fluid with a viscosity µ enclosed between two parallel walls
having a distance H, where the upper wall is moving with a velocity U while the lower wall
is at rest. Furthermore, we assume the existence of a pressure difference of ∆p over a length
L in the opposite direction of U . The flow rate Q per area of the walls Aw is found to read
Q/Aw = HU/2−H3∆p/(12µL). For sufficiently large channel heights, the last term becomes
dominant leading to a pressure induced backflow with respect to the direction of wall moti-
on. Consequently, the motion of the upper wall is insufficient for pumping the fluid against a
pressure gradient. In opposite, for sufficiently small heights, the first term becomes dominant
leading to a nearly pressure-independent flow rate along the direction of the translating upper
wall. In this case, the effect of the boundary condition dominates over the pressure gradient.
However, for very small heights less liquid is transported. To increase the overall pumping rate,
an array of multiple channels could be employed that increases the volumetric flow rate and the
pumping efficiency. Besides the motivation of the significant influence of boundary conditions on
small devices, the preceding example also serves as a general motivation for the application of
microfluidic systems.
Due to the small length scales in microfluidics, the fluid motion is often described as cree-
ping motion or Stokes motion. In these cases, the Reynolds number is typically very small
Re = ρU L/µ  1, in which ρ and L are the density of the fluid and a characteristic length
scale, respectively. The small Reynolds number assumption is also often applied to fluid-particle
systems due to the commonly small characteristic length scales of particles or bacteria in nume-
rous practical applications (e.g., Happel and Brenner, 2012; Kim and Karrila, 2013). However,
our physical intuition is mainly based on daily life experiences with large Reynolds numbers, e.g.,
when cycling, and could therefore lead us astray in the case of small Reynolds number flows as
shown with the following examples.
We know from everyday experience that cycling in a lowered posture is associated with a reducti-
on in the force exerted on the cyclist and that higher velocities can therefore be achieved at the
same cadence and transmission ratio. Professional cyclists form a group (a so-called Peloton)
which allows all cyclists to save their resources. It has been experimentally and numerically
proven that the drag force acting on the cyclists in a Peloton can be reduced by more than 90%
compared to an isolated cyclist moving at the same velocity (Blocken et al., 2018). The typical
Reynolds number in bicycle races is of the order Re≈ O(105 − 106). At high Reynolds numbers,
the presence of other objects moving at the same velocity can lead to a significant reduction of
the drag force on a single object. Another insightful example is given through the drag resistance
of convertible cars, as sketched in figure 1.1. It is known that the top-open car experiences an
increase in drag of about 10%− 25% compared to the same car having the top closed (Cogotti,
1992). If the top of the car is open, a big pressure drop before and right after the windshield
2 1. Introduction
a) b)
Abbildung 1.1.: Sketch of a convertible car with: a) an open top and b) a closed top.
goes along with vortices located in the passenger cabin leading to a high energy dissipation and
consequently to a larger drag force (Cogotti, 1992). At typical traveling speed, the Reynolds
number is about Re≈ O(106 − 107). In summary, a top-open car experiences a higher drag than
a top-closed car at large Reynolds numbers. But how does the physical picture change at small
Reynolds numbers?
The theorem formulated by Hill and Power (1956) helps answering this question. In the case of
creeping flows (Re 1), the authors found with the help of the minimum energy dissipation
theorem by von Helmholtz (1882):
1. The drag force on a bodyB1 translating through a quiescent fluid is smaller or equal to
the drag on a different bodyB2 completely enclosingB1, i.e.,B1 ⊂B2;
2. The drag on a bodyB1 tends to increase by the presence of other bodiesB2, . . . ,Bn. The
bodiesB2, . . . ,Bn can be either fixed in position or free to move relative toB1.
At small Reynolds numbers the presence of other cyclists in the Peloton would increase the
drag on an individual cyclist in contradiction to high Reynolds numbers (following result 2).
Clearly, small Reynolds numbers are not present in bicycle races and one should probably think
of bacteria instead of cyclists to reveal more reference to reality. In view of this example, however,
our physical intuition does not agree with the results by Hill and Power (1956). Moreover, result 1
states that a convertible car as shown in figure 1.1 would experience a lower drag force if the
top is opened, since it is a geometrical subset of the top-closed convertible car. The presence of
aerodynamic components such as rear wings in microfluidic devices would therefore have an
opposite effect and cause an increase of the drag force. In summary, it can therefore be stated
that findings obtained for flows of large Reynolds numbers are not easily transferable to flows of
small Reynolds numbers and vice versa.
This work is organized as follows:
Chapter 2 serves as an introduction of the underlying modeling concepts, the governing equations,
the boundary conditions at fluid interfaces for a static and dynamic configuration, as well as other
relevant principles and theorems that are applied in the course of this work. Chapter 2 therefore
mainly summarizes results from the literature, whereas the main focus is on a phenomenological
introduction of the underlying basic concepts.
Chapter 3 describes the transport of a single mircoparticle attached to a fluid interface driven by
an externally applied electric field. Throughout this theoretical work, the influence of the contact
angle between the surface of the particle and the fluid interface and its effect on the particle
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motion as well as on the interfacial deformation is of major interest.
The influence of multiple spherical interfacial particles on global rheological properties of a fluid
interface is studied theoretically in chapter 4. In the absence of external fields that induce a
relative motion of the particle with respect to the fluid, the convective particle transport leads to
an increase in energy dissipation which can effectively be related to an increase of the effective
interfacial viscosities.
Chapter 5 describes a novel method to hydrodynamically isolate an obstacle from an applied
flow in a shallow channel. Due to the small volume-to-surface ratio in narrow channels, an
electro-osmotic flow (EOF), induced in a spatially controlled region at the walls perpendicular to
the surface of the obstacle, is sufficient to significantly reduce the hydrodynamic force acting
on the obstacle. A theoretical model is derived which determines the strength of the EOF and
the geometrical shape of the charged region, which allows the shielding of a broad class of
differently shaped obstacles.
The stability and collapse of a finitely extended liquid film with a single circular defect/hole is
studied experimentally, theoretically and numerically in chapter 6. The influence of the wettability
of the liquid layer as well as its lateral extension is the focus of the observation.
On the basis of chapter 6, the collapse of multiple circular holes is studied in chapter 7. By
making use of the results of a single circular hole, a theoretical model is derived that allows the
prediction of the collapse dynamics of multiple holes.
Every chapter contains a separate, more detailed introduction to its content, including a summary
of previous work and possible applications. In addition, a summary of the most important results
and an outlook on further studies are provided separately in every chapter. Chapter 8 therefore
summarizes the main results of this work in a wider sense.
4 1. Introduction
2 Theoretical background
This chapter introduces the underlying theoretical principles and the relevant governing equations
of this work. The focus of this chapter lies in a more physically or phenomenologically motivated
introduction of the mathematical framework of this study and does not contain a complete
mathematical deduction as it can be found in many textbooks. Since a large part of this work
deals with fluid-fluid interfaces, special attention is given on the derivation of the corresponding
boundary conditions. Furthermore, the analytical solution of the linearized equation of fluid
motion is discussed and the underlying mathematical framework is introduced. Subsequently,
the reader is introduced to the domain perturbation method. After that, the so-called Lorentz
reciprocal theorem is derived which will prove to be very useful in the course of this work. This
chapter closes with the introduction of the physical concept of electric double layers and its
properties.
2.1 Governing equations
Throughout this study, all physical effects are described on the basis of the continuum hypothesis.
It is therefore assumed that it is always possible to define a representative volume element that
contains a statistically significant number of fluid particles (or molecules) but is small enough to
exclude the scale of variations of interest in a macroscopic point-of-view (Kim and Karrila, 2013).
Consequently, macroscopic material properties, such as density or viscosity, can be attributed to
the volume elements. The underlying physical perspective is often described as phenomenological
(Giesekus, 2011; Altenbach, 2012).
The flow of a viscous liquid is closely related to a viscous dissipation that is accompanied with an
increase of the temperature inside the liquid. The temperature inside a liquid strongly influences
the macroscopic material parameters such as viscosity or surface tension. Throughout this study,
we follow the general train-of-thought in microfluidics and assume isothermal conditions. By
employing scaling arguments, Kim and Karrila (2013) have shown that isothermal conditions
are fairly well satisfied as long as the flow is sufficiently slow.
Whenever the flow configuration consists of more than a single phase of a fluid, we assume
that the fluids are immiscible. Fluid interfaces in that sense correspond to mathematical sharp
interfaces, whereas in case of miscible liquids, fluid interfaces are more or less of diffusive
character in which a clear definition of surface properties, such as surface tension, cannot be
established (Gatignol and Prud’homme, 2001).
2.1.1 Equations of fluid motion
The balance equations for mass, momentum and angular momentum can be derived on the basis
of the continuum hypothesis. The energy balance equation is of minor interest in large parts
of this work, since we consider isothermal conditions. We may start our observation with the
mass balance equation and consider a spatially fixed volume element dV inside a flow field
of a homogeneous fluid. In absence of sources and sinks inside dV , the temporal change of
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the mass inside dV is solely determined through the flux of mass in- and outwards across the




+∇ · (ρu) = 0, (2.1)
in which ρ, u, t and ∇ denote the density, the velocity vector, the time and the Nabla operator,
respectively. For liquids it is widely assumed that the density is constant in time and space.
Exemplarily, water at T = 20◦C exhibits a volume compression of 0.1% if the applied pressure
is increased by 20 bar (Böhme, 2013). For gases on the other hand, the compressibility is
typically related to the Mach number Ma= U/c 1 (Landau and Lifschitz, 1987), in which U
and c denote a typical flow velocity and the speed of sound, respectively. For air at T = 15◦C,
the speed of sound is c ≈ 340 m/s (Batchelor, 2000), which is much faster than the typical
velocities expected in the present study. Consequently, we assume ρ = const. throughout this
work. Equation (2.1) then simplifies to
∇ · u = 0. (2.2)
Equation (2.2) is the so-called continuity equation.
The temporal change of the momentum inside a volume element dV is equal to the convective
transport of momentum over the boundaries d(∂ V ) of dV and momentum transported with
forces acting on dV . The forces are typically divided into forces acting on the surface of dV as
well as inner forces (so-called volume forces), such as gravity. Mathematically, the momentum





+ u · (∇u)

=∇ ·Π+ f , (2.3)
with Π and f denoting the total stress tensor and the total volume force density, respectively. In
some parts of this work, the total stress tensor Π does not solely consist of hydrodynamic stresses
σ, but can be written as a superposition of hydrodynamic and Maxwell stresses σM, such that
Π= σ +σM. (2.4)
However, equation (2.3) holds regardless of the rheological properties of the fluid. In this study, all
fluids are Newtonian and therefore the viscosity of the liquid is independent on the deformation
rate of the fluid (Giesekus, 2011). Prominent examples of incompressible Newtonian fluids are
water or silicone oil under typical laboratory conditions (Böhme, 2013). For incompressible
Newtonian fluids the hydrodynamic stress tensor can be written as





in which p, I , µ and the superscript T denote the thermodynamic pressure, the identity matrix,
the shear viscosity and the transpose of a tensor, respectively. Mathematically, equation (2.5)
describes the decomposition of the hydrodynamic stresses into an isotropic σI and a deviatoric
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part σD , proportional to the thermodynamic pressure and the gradient of the velocity field,





+ u · (∇u)

= −∇p+µ∇2u +∇ ·σM + f , (2.6)
in which ∇2 =∇ ·∇ denotes the Laplace operator. An alternative form of the latter equation can
be achieved when defining f M =∇ ·σM. However, the probably most prominent body force is
induced by gravity and reads f g = ρg , with g = −gez, whereas g is the gravitational constant,
hereby working in negative z-direction. ez is the Cartesian unit vector in z-direction. It should
be noted that the gravitational body force can alternatively be written as f g = −∇(−ρg · r ) (r
is the position vector), which means that the term (−ρg · r ) is the potential of f g. If, however,






+ u · (∇u)

= −∇p? +µ∇2u +∇ ·σM , (2.7)
with p? = p−ρg · r . (2.8)
Consequently, it is possible to include the effect of gravity, or any other volume force that can
be expressed through a potential, into the pressure, while p? is often referred to as dynamic
pressure. From now on, we suppress to carry the superscript ? in the notation, keeping in mind
that the pressure includes the gravitational term, if needed.
To reveal the relevance of the Reynolds number Re in the theoretical description of flow processes,
the momentum balance is written in dimensionless form. The following dimensionless quantities
are introduced
ũ = u/U , t̃ = tU/L, p̃ = pL/(µU), ∇̃= L∇. (2.9)
U and L represent a characteristic flow velocity and a characteristic length scale, respectively.
The Maxwell stresses are not written in non-dimensional form, since they have not yet been





+ ũ · (∇̃ũ)

= −∇̃p̃+ ∇̃2ũ +
L2
µU
∇ ·σM . (2.10)
Re = ρU L/µ is the Reynolds number, i.e., the ratio of inertial and viscous forces within the
flow. Due to the small length scales in microfluidics, the Reynolds number is typically small
enough to neglect the left-hand side in equation (2.10) (Kim and Karrila, 2013). However, the
non-dimensional form of the Maxwell stresses together with the prefactor in equation (2.10)
should be of order O(1) (referring to the Reynolds number) to preserve the electrostatic effects
in the momentum equation. In dimensional form, we therefore have
0= −∇p+µ∇2u +∇ ·σM . (2.11)
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In absence of Maxwell stresses σM = 0, the combination of equations (2.2) and (2.11) is often
referred as Stokes’ equations (e.g., Happel and Brenner, 2012; Kim and Karrila, 2013).
The balance equation of the angular momentum trivially leads to Π= ΠT and therefore states
that the stress tensor is symmetric (Giesekus, 2011; Altenbach, 2012). Implicitly, we have already
made use of this result when introducing the constitutive equation for incompressible Newtonian
fluids [see equation (2.5)].
2.1.2 Equations of electrostatics
The essential basis for the derivation of the governing equations of electrostatics is Coulomb’s law
(Jackson, 2007; Masliyah and Bhattacharjee, 2006) that determines the force between two point
charges Q1 and Q2. More specifically, the force between two point charges has been postulated
proportional to the product of both charges, decaying with the squared distance between the
charges. In a linear and isotropic dielectric medium [no free or mobile charges (Masliyah and





r 12, |r 12| and ε denote the position vector directing from Q1 to Q2, the distance between both
charges and the permittivity of the surrounding medium, respectively. Without loss of generality,
we assume that the origin of the coordinate system O is located at the position of the charge Q1.
The electric field strength E at the second charge is defined as the term proportional to Q2 in
equation (2.12). Consequently, the electric field strength E induced by a point charge Q =Q1,




e r . (2.13)
When assuming that Q is located at the center of a control volume dV enclosed by a surface
d(∂ V ) with a surface normal vector n pointing in outward direction, we find after integrating
the normal electric field strength E · n over the surface d(∂ V )
∫
d(∂ V )




The charge Q is now expressed through a volume integral of the charge density q, i.e., Q =
∫
q dV ,
by making use of the superposition principle for point charges (Jackson, 2007). When employing
the divergence theorem, the left-hand side of equation (2.14) can be transferred into a volume
integral. Since dV is chosen arbitrarily, the integrand itself has to coincide and we obtain
ε∇ · E = q. (2.15)
Equation (2.15) is known as Gauss’s law (e.g., Jackson, 2007).
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Equation (2.13) serves as the basis of another important relationship for the electric field.
Computing the curl of the electric field strength defined as ∇× E, we obtain
∇× E = 0, (2.16)
which is easily verified with index notation. The latter equation motivates introducing the
electrostatic potential Ψ via E = −∇Ψ. For mathematical purposes, it is helpful to replace the
electric field in equation (2.15) with the potential Ψ, leading to the Poisson equation (e.g.,
Jackson, 2007)
ε∇2Ψ = −q, (2.17)
relating the electrostatic potential with the charge density. The volume force density related to
the Maxwell stresses f M =∇ ·σM then reads
f M = qE = ε∇
2Ψ∇Ψ. (2.18)
2.1.3 Equations of species transport
In agreement with section 2.1.1, in which the simplification of the momentum balance equation
led to the Stokes equations, the derivation of the governing equations of species transport
underlies the assumption of time independent transport in which chemical reactions are excluded.
All electrolytes that are considered in this work are symmetric (z,−z). In symmetric electrolytes,
the cations and anions have the same valency |z| (Masliyah and Bhattacharjee, 2006). The
probably most prominent example of a symmetric electrolyte is NaCl (z= 1) dissolved in water.
We may denote the cations with the subscript +, whereas the anions carry the subscript −. Under
the given assumptions, the equation of species transport reads
∇ · j i = 0, j i = niu i, i = +,−, (2.19)
in which ni and u i denote the number density of species i and the velocity of species i, respectively.
j i is the ionic flux of the cations and anions. For convenience, the ionic flux j i can be rewritten
into
j i = niu + ni (u i − u) , (2.20)
which can be interpreted as a superposition of a purely convective ion transport (the ions follow
the flow of the surrounding fluid with the same velocity u) and additional transport processes
that describe an ionic motion relative to the surrounding fluid. Obviously, even in the absence of
fluid motion (u = 0) ions can be transported throughout the medium depending on the presence
of additional fluxes.
The first additional flux to be taken into account is due to the diffusive properties of dissolved
salt in water, typically described with Fick’s law (Masliyah and Bhattacharjee, 2006)
j di = −Di∇ni, (2.21)
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with Di denoting the diffusion coefficient of species i. For convenience, we assume that the
diffusion coefficients of the cations and anions coincide D+ = D− = D. Equation (2.21) states
that dissolved ions tend to move towards the region of lower concentration gradients in order to
achieve a homogeneous concentration inside the fluid.
The second additional ion flux considered in the course of this work is induced by the presence
of an electric field. Due to the small size of the ions, they might be considered as point charges,
with charges z+e (cation) and z−e (anion), with z+ = −z− = z and e = 1.60217662× 10−19 A s
denoting the elementary charge. Due to the charge of the ions and the presence of an electric
field, an electrostatic force is induced (see section 2.1.2) that leads to a relative motion of the
ions through the fluid. In steady state, the electrostatic force is balanced by the hydrodynamic
force, leading to
6πµa (u i − u) = −zie∇Ψ, (2.22)
where a is the radius of an ion. The left-hand side is known as the Stokes force, i.e., the
hydrodynamic force acting on a spherical particle in a constant flow field at low Reynolds





with kB = 1.38064852× 10−23 m2kg/(s2K) and T being the Boltzmann constant and the tempe-















= 0, i = +,−. (2.25)
Equation (2.25) is often referred as the stationary Nernst-Planck equation for symmetric (z, z)-
electrolytes.
The charge density q from equation (2.17) is related to the difference of the number concentrati-
ons of cations and anions as follows
q = ze(n+ − n−). (2.26)
2.2 Boundary conditions at free interfaces
In this section, we derive the boundary conditions on a fluid-fluid interface corresponding to the
governing equations introduced in the foregoing sections. To start with, we define the term ’free
interface’ and discuss its associated physical properties.
In agreement with previous sections, the physics of multiphase flows underlies the continuum








Abbildung 2.1.: Sketch of a control volume V consisting of two fluid portions V1 and V2 divided
by an ideal interface A . A control volume of this type is often referred as a
Gaussian pillbox (Jackson, 2007). The vector n is the normal vector on the ideal
interface at the intersecting curve between Vi andA , pointing from V1 towards
V2. m is the vector pointing in tangential direction along the intersection curve
and s corresponds to the second tangential vector onA but orthogonal to m.
βL is the height of each bulk portion.
hypothesis. Therefore, we describe the interface from a macroscopic point-of-view, i.e., a two-
dimensional singular boundary separating two bulk phases (Brenner, 1991). Consequently, the
physical properties experience a jump across the interface. It is also possible that the interface
carries own physical quantities deviating from the bulk quantities such as a surface mass density
or surface concentration. In this case, additional interfacial conservation equations have to
be taken into account. For more details, the reader is referred to Brenner (1991); Slattery
et al. (2007); Wang and Oberlack (2011). If not stated otherwise, we may limit ourselves to
’ideal’ interfaces defined as massless, incompressible, concentration-free and chargeless. As one
important consequence, the interface is convectively transported with the bulk phases.
The boundary conditions at the fluid interface are derived by integrating the governing equations
over the interface, while taking additional interfacial properties such as surface/interfacial
tensions into account. In figure 2.1, a sketch of a control volume V consisting of two fluid
portions with volume V1 and V2 separated by an ideal interfaceA is shown. It is assumed that
the control volume V has a height 2βL and that the upper and lower surface is parallel with the
interfaceA . We may therefore denote the top and bottom portion of the enclosing surface of V
as ∂ V1,‖ and ∂ V2,‖, whereas the perpendicular portions of the surrounding surface are denoted
by ∂ V1,⊥ and ∂ V2,⊥, respectively.






∇ · u i dV = 0. (2.27)










u i · n i,‖ dA +
∫
∂ Vi,⊥
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in which n i,‖ and n i,⊥ are the outwards directed normal vectors on ∂ Vi,‖ and ∂ Vi,⊥, respectively.
To achieve boundary conditions for the fluid interface, we set βL → 0 and find ∂ Vi,⊥ → 0,
∂ Vi,‖→A , for i = 1, 2 and n1,‖ = −n2,‖ = −n, while n is the normal vector onA pointing from
phase 1 into phase 2. Equation (2.28) consequently leads to
∫
A
(u2 − u1) · n dA = 0. (2.29)
Since the control volume is chosen arbitrarily, the previous equation holds for all portions of the
fluid interface. Therefore, the integrand has to vanish, i.e.,
(u2 − u1) · n = [[u]] · n = 0. (2.30)
The notation [[.]] is commonly referred as jump-bracket notation (e.g., Brenner, 1991; Wang
and Oberlack, 2011).
Whenever a viscous fluid is in contact with a moving wall it is often assumed that the velocity
of the fluid coincides to the velocity of the wall. This boundary condition is called ’no-slip’
boundary condition. Inspired by the no-slip boundary condition, it is also often assumed that
the tangential velocities of both fluids coincide at the fluid interface (Castellanos, 1998; Ramos,
2011). Consequently, we may extend equation (2.30) leading to
[[u]] = 0. (2.31)
Mathematically, equation (2.31) states that the velocity vector is continuous across a fluid
interface.
It is known from daily life experience, that buoyant objects (e.g., a paper-clip) can float on water.
This phenomena is attributed to the surface tension γ12 from which a fluid-fluid interface shows
a membrane-like elastic behavior. The surface tension (in general space and time dependent)
enables fluids to minimize their surface area and to form various morphologies under external
forces or geometrical constraints, e.g., induced by a floating paper-clip. The surface tension force
is modeled as a line integration of the surface tension along the intersection curve between Vi




γ12s d (∂A ) , (2.32)
The latter equation can be transferred into an integral over an area portion of the interfaceA




∇S γ12 − γ12n(∇S · n) dA , (2.33)
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with ∇S denoting the Nabla operator defined on the interface A . The term ∇S γ12 takes so-
called Marangoni effects, i.e., a spatial depending interfacial tension due to temperature or
concentration gradients, into account (e.g., Brenner, 1991; Leal, 2007).
Similar to the integration of the continuity equation, we integrate the momentum equation over
the total volume consisting of both volume portions. We may therefore assume that all volume
forces that can be expressed with a potential are included in the total stress tensor Π as already


















Πi · n i,‖ dA +
∫
∂ Vi,⊥




= −F SF. (2.34)
Here, Π is the overall stress tensor, defined in equation (2.4). Again, we set βL → 0 and
the volume integrals as well as the contributions perpendicular to the fluid interface vanish
asymptotically, whereas we are left with
∫
A
[[Π]] · ndA = −F SF. (2.35)
Since the area portionA has been chosen arbitrarily, the integrand on both sides of the latter
equation has to coincide, leading to
[[Π]] · n = γ12n(∇S · n)−∇S γ12. (2.36)
For convenience, we compute the scalar product of the latter equation with the normal n and
tangential vectors m & s of the fluid interface and obtain
n · [[Π]] · n = γ12(∇S · n), (2.37)
t i · [[Π]] · n = −∇i,S γ12, i = 1, 2, (2.38)
where we have employed the notation t 1 =m and t 2 = s . In absence of Maxwell stresses and in
case of a static configuration, equation (2.37) leads to the Young-Laplace equation, discussed in
more detail in section 2.2.1. Equations (2.37) and (2.38) are often referred as the normal and
tangential stress-jump equations of a fluid interface.
Following the general train of thought of this chapter, we integrate the Poisson equation (2.17)









εi∇Ψi · n i,‖dA +
∫
∂ Vi,⊥

















qS dA . (2.39)
For βL → 0, the left-hand side of the latter equation transforms in agreement to the previous
equations. However, the volume integrals on the right-hand side of equation (2.39) converge to
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zero whereas the surface integral of the interfacial charge qS over the fluid interface remains
(Jackson, 2007). It is worth mentioning that in case of mobile interfacial charges (depending on
time and space), an additional conservation equation for the interfacial charges has to be taken
into account, as discussed in Castellanos (1998). However, equation (2.39) leads to
[[ε∇Ψ]] · n = −qS . (2.40)
Finally, we are left with the integration of the stationary Nernst-Planck equation from equation
(2.25) over the volume element V containing the singular surfaceA . For a reason that become
clear later, we assume that volume V2 is free of ions. Then, following the same strategy as before,
we obtain
∇ni · n =
ni
D
u · n − ni
zie
kB T
∇Ψ · n, i = +,−, (2.41)
where all variables and constants refer to volume V1.
2.2.1 The Young-Laplace equation
Whenever a two-phase configuration is at rest, the shape of the fluid interface is controlled
through the Young-Laplace equation (de Gennes et al., 2003). On the basis of the previous
derivation, we obtain the Young-Laplace equation as a special case of equation (2.37). We
therefore consider the absence of Maxwell stresses and set the fluid velocity u = 0. We then
find
−[[p]] = γ12(∇S · n). (2.42)
It is worth mentioning that for spatially dependent surface tensions, a static configuration with
both fluids at rest cannot be reached, which directly follows from equation (2.38). For reasons
to become apparent later, we consider a rotational symmetric interfacial parametrization in
cylindrical coordinates of the form z(r). Furthermore, we introduce the mean curvatureH of
the fluid interface via 2H =∇S · n. Recalling that the gravitational volume force is subdivided
into the pressure via equation (2.8), we are led to
∆p−∆ρgz(r) = 2γ12H (r), (2.43)
in which∆p = p1− p2 and∆ρ = ρ1−ρ2 are the pressure and density differences between phase
1 and phase 2. However, due to the large density differences between liquids and gases, ∆ρ can
often be approximated via ∆ρ ≈ ρ1 = ρ. To gain further insight in the mathematical structure
of equation (2.43), we compute the mean curvature for a rotational symmetric interfacial
parametrization z(r). The normal vector on the fluid interface is computed following the method
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from which the mean curvature follows as






























Even for the comparably simple case of a rotational symmetric fluid interface, the Young-Laplace
equation is a complex nonlinear differential equation.
In many textbooks, the Young-Laplace equation is derived following the minimization of the
potential energy, consisting of gravitational and surface energies under the constraint of volume
conservation. In this case, the pressure drop ∆p takes the role of a Lagrange multiplier that is
introduced to ensure volume conservation throughout the calculation of variations (Myshkis
et al., 1987; Langbein, 2002). For convenience, we introduce the short-hand notation λ= −∆p,






























In some applications, it is reasonable to rewrite the latter equation in a slightly different form.
Especially for large contact angles, the solution of equation (2.46) must often be separated
into multiple solution domains, since otherwise the uniqueness of the relation between a
certain r-value and the corresponding height of the liquid film cannot be guaranteed (e.g.,
Wilson and Duffy, 1996). This disadvantage related to large contact angles can be fixed when
rewriting the latter equation into three ordinary differential equations in the variables {ϕ(s) =
arctan(dz/dr), r(s), z(s)} that solely depend on the arc length s of the meniscus (Langbein,

















Neglecting the presence of gravity, Myshkis et al. (1987) provided a very insightful derivation of
the Young-Laplace equation. In case of a fluid-fluid interface in contact with a solid wall, the
authors also considered the first variation of the three-phase contact line displacement (i.e.,
the line of contact between the fluid-fluid interface and the solid) and obtained Young’s law
(de Gennes et al., 2003; Tabeling, 2005) that relates the interfacial/surface tensions γ12, γS(1)
and γS(2) via
γ12 cos(Θ) = γS(2) − γS(1), (2.50)
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in which γS(1), γS(2) and Θ are the surface tension between the solid and fluid 1, the surface
tension between the solid and fluid 2 and the contact angle between the solid and the fluid. The
contact angle is a physical property that depends on the constitution of the substrate and the
fluid as well as on other constraints applied to the multiphase configuration, such as temperature
(de Gennes et al., 2003). We define solid-fluid configurations with contact angle ranges of
Θ < 90◦, 90◦ < Θ < 150◦ and 150◦ < Θ as hydrophilic, hydrophobic and superhydrophobic,
hereinafter.
2.3 Lamb’s general solution of the Stokes equations
Typical flows in microfluidics are characterized by small Reynolds numbers Re 1, leading to
the Stokes equations from section 2.1.1. Throughout this section, we consider the motion of a
fluid in absence of Maxwell stresses.
The analytical solution of the Stokes equations in spherical coordinates date back to the work of
Lamb (1945). The outline of the general strategy of the derivation as well as the application of
the analytical solution is the main focus of this section.
When computing the divergence of the linearized momentum equation and making use of the
continuity equation (2.2), it follows that the pressure satisfies Laplace’s equation
∇2p = 0. (2.51)







in which pn is a solid spherical harmonics of order n. A solid spherical harmonic of order n is
homogeneous in n (Happel and Brenner, 2012), i.e., pn∝ rn, in which r is the radial coordinate.
It is known from the mathematical theory of Laplace’s equation that the angle dependence of the
solution can be represented by a set of orthogonal functions defined on a sphere, the so-called
surface spherical harmonics (Byerly, 1893; MacRobert, 1947; Jackson, 2007). The solid spherical
harmonics pn are related to the surface spherical harmonics Y
k










in which akm are constants. Lamb (1945) made use of the mathematical properties of the solid
















16 2. Theoretical background
The quantities χn and φn are also solid spherical harmonics of order n. The first two terms on
the right-hand side of the latter equation correspond to the homogeneous solution of the Stokes
equations whereas the terms left-over refer to the particular solution (Lamb, 1945). Effectively,
Lamb’s general solution transfers the solution of the Stokes equations to the solutions of three
Laplace equations that are related through equation (2.54). It should further be noted that the
partial sums corresponding to n < 0, are sufficient to describe the flow outside a sphere in an
unbounded medium, whereas the terms corresponding to n> 0 solely determine the flow interior
to a sphere. Throughout this work, we are mainly interested in exterior flows and therefore
set all solid spherical harmonics of order n> 0 to zero. Equations (2.52) & (2.54) can then be

























A complete discussion of the implementation of the boundary conditions into Lamb’s general
solution is given by Brenner (1964) and Happel and Brenner (2012). In the following, we
reiterate their general scheme.
Let u|r=a = V(θ ,ϕ) = V read an arbitrary boundary condition at the surface of the sphere of
radius a. Then, the following three quantities have to be expanded in surface spherical harmonics


















in which Xn, Yn and Zn are surface spherical harmonics of order n. With the help of equations
(2.55) & (2.56) and (2.57) - (2.59), the solid surface harmonics pn, φn and χn can be expressed
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Inserting of the latter three equations into equations (2.55) & (2.56) leads to a pressure and
velocity field that satisfies Stokes’ equations together with the boundary condition V(θ ,ϕ) at
the surface of the sphere as well as pressure and velocity fields which decay to zero in the far
distance of the particle.
2.4 The domain perturbation method
The domain perturbation method is a common tool in fluid mechanics, where it is mostly
employed to compute the interfacial deformation of fluid interfaces, e.g., in form of droplets
(Mandal et al., 2015), bubbles (Kang and Leal, 1988; Séro-Guillaume and Er-Riani, 1999) or flat
fluid interfaces (Bandopadhyay and Hardt, 2017). Furthermore, the domain perturbation method
has been employed to compute the translational and rotational motion of slightly deformed
spherical particles in an unbounded fluid (Brenner, 1964). During this work, we make use of the
results by Brenner (1964) and introduce the domain perturbation method on the basis of a solid
slightly deformed spherical particle.
Slightly deformed spherical particles are typically defined through a surface parametrization rP
that is written in a perturbation series in a small parameter β as follows:
rP = a+ βa f (θ ,ϕ) + β
2ag(θ ,ϕ) +O(β3). (2.63)
a, f (θ ,ϕ) and g(θ ,ϕ) are the radius of an undeformed sphere and two arbitrary functions
that describe the exact angle dependence of the shape of the particle. However, to introduce
the underlying principle of the domain perturbation method, the first-order expansion in β is
sufficient. We therefore limit ourselves to parametrizations up to O(β) in this section.
Now, lets consider an arbitrary linear partial differential equation for Γ that has to be solved
outside the deformed particle and assume that the boundary condition at the surface of the
particle reads
Γ |rP = Γ0, (2.64)
in which Γ0 represents a constant. To proceed, we assume that Γ can be written as a perturbation
sum in β , such as
Γ ≈ Γ (0) + βΓ (1), (2.65)
where terms of higher order than O(β) are neglected. A Taylor expansion of Γ (i) around r = a
for all orders of the perturbation sum, separately, leads to
Γ (i) = Γ (i)










+O((r − a)2). (2.66)























Abbildung 2.2.: Visualization of the domain perturbation method for a surface parametrization
that follows equation (2.63) with a = 1, β = 0.2 and f (θ ,ϕ) = sin(4θ ) cos(8ϕ).
Equation (2.64) with Γ0 = 1 is approximated through equations (2.68) & (2.69).
For convenience, we set (∂ Γ (0))/(∂ r)


r=a = 1. The color legend corresponds to




r=a to both pictures on the right-hand side of
the equal sign.
where all terms of higher order than O(β) have been omitted. When inserting equation (2.67)
into equation (2.65) and subsequently into equation (2.64), we obtain after arranging the results

















Equation (2.69) reveals that the boundary condition for the first-order solution of the variable
Γ (1) depends on the zeroth-order solution Γ (0), which refers to an undeformed spherical particle.
For perturbation orders beyond the linear order, it can be shown that the stepwise dependency
of a solution of order n on all order up to order (n− 1) remains valid.
Figure 2.2 visualizes the domain perturbation method. The boundary conditions given in equation
(2.64) (with Γ0 = 1) is approximated with the help of the latter two equations. Effectively, the
boundary condition on the bumpy sphere on the left-hand side of the ’≈’-sign in figure 2.2 is
written into a superposition of two boundary conditions on a sphere. The first picture on the
right-hand side of the ’≈’-sign in figure 2.2 refers to equation (2.68), whereas the colorful sphere
refers to equation (2.69), for a given set of approximations (see caption of figure 2.2). The sum
of the solutions of the governing partial differential equations for both perturbation orders in β ,
referring to the variables Γ (i) and satisfying the boundary conditions from equations (2.68) &
(2.69) converge to the solution referring to the original problem if β is sufficiently small.
In case of a boundary condition, deviating from that given in equation (2.64), where instead of
the variable itself, the normal derivation of the variable has to coincide to a given value, such
as
∇Γ · n|rP = Γ
′
0, (2.70)








= Γ ′0, (2.71)


















∇Γ (0) ·∇ f (θ ,ϕ)

r=a . (2.72)
In general, the derivation to obtain the latter two equations is similar to that described above.
The only difference is that the normal vector at the surface of the particle has to be similarly
expanded in a perturbation sum in β . An extension of the presented approach towards the
second-order corrections in β is straightforward.
2.5 Lorentz reciprocal theorem in the extended form
This section introduces the reciprocal theorem that has first been obtained by Lorentz (1896).
Hereby, we aim at deriving the extended form following the work by Teubner (1982). The
reciprocal theorem, either in its classical or in the extended version, is a common tool in
theoretical fluid mechanics. Whenever integral quantities of a flow, such as forces or torques, are
of major interest, the reciprocal theorem reveals its maximum strength. Recently, Masoud and
Stone (2019) reviewed the historical background and some of the most extensive applications of
the reciprocal theorem.
In the following subsection, we present the proof of the reciprocal theorem, following the outline
of Teubner (1982), before we go over to compute the force and torque on a spherical particle
subjected to an arbitrary velocity field.
2.5.1 Proof of the theorem
We consider an arbitrary shaped particle with a surfaceAP inside a bulk of a fluid volume VF
and bounded by an outer surface A∞, located far away from the center of the particle, i.e.,
r →∞, with r denoting the distance from the coordinate origin O , as shown in figure 2.3. We
assume that (ū, p̄) and (u, p) are solutions of the Stokes equations in the following form
0= −∇p+µ∇2u + f , ∇ · u = 0, (2.73)
0= −∇p̄+µ∇2ū + f̄ , ∇ · ū = 0. (2.74)
Note that assuming equal viscosities µ= µ̄ is not necessary as long as both fluids are incompres-
sible and Newtonian. Recalling the definition of the stress tensor via σ̄ = −p̄I +µ(∇ū + (∇ū)T )
and σ̄ = σ̄T , the following identity is verified with the help of index notation







: σ − ū · f . (2.76)
: defines the double scalar product (e.g., Altenbach, 2012). Rearranging equation (2.76) and
making use of the commutative property of the double scalar product, we eventually obtain
µ (∇ · (ū ·σ) + ū · f ) =
1
2




(σ̄ : σ + 3p̄p) , (2.78)







Abbildung 2.3.: Schematic of an arbitrary shaped particle (with surfaceAP and normal vector
nP pointing outside the particle) suspended in a bulk of an incompressible
Newtonian fluid (volume VF ). The surface of the far field (denoted withA∞
and normal vector n∞, pointing outside VF ), corresponds to r →∞. The origin
of the coordinate system is located in the center of the particle.
= µ
 
∇ · (u · σ̄) + u · f̄

. (2.79)
From equation (2.78) to (2.79) we made use of the symmetry of equation (2.78) referring to the
overlined and untagged variables. Consequently, both variables are interchangeable. Integrating




(ū ·σ) · nP dA +
∫
VF
(ū · f )dV = −
∫
AP







where we have assumed that the integrands of the surface integrals decay sufficiently fast to zero
when approachingA∞. The latter equation is the Lorentz reciprocal theorem in the extended
form (Teubner, 1982).
2.5.2 Force and torque acting on a spherical particle subjected to an arbitrary flow field
In this subsection we make use of the reciprocal theorem given in equation (2.80) and compute
the force and torque acting on a spherical particle of radius a subjected to an arbitrary flow field
U(r ) of a fluid with a viscosity µ in absence of volume forces f = f̄ = 0. In this context, (ū, p̄)
correspond to a hypothetical particle translating with a velocity ū|r=a = −U∞, with U∞ = const.
and (u, p) correspond to a spherical particle with the boundary condition u|r=a = −U(r ), where
U(r ) is an arbitrary velocity field that satisfies the Stokes equations. Every solution of the (linear)
Stokes equations can be written as a sum of many individual solutions (superposition principle).
We therefore transferred the far field boundary conditions into boundary conditions on the
surface of the sphere. The solution of the Stokes equation for a sphere translating with a constant
velocity is readily known (e.g., Guazzelli and Morris, 2011; Happel and Brenner, 2012; Kim and
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Karrila, 2013). The surface traction, defining the normal stresses with respect to the surface of
the particle, reads in this case σ̄ · n = 3µ/(2a)U∞ (Happel and Brenner, 2012). Inserting into
equation (2.80) and taking into account that U∞ is a constant vector, the hydrodynamic force









U(r )dA . (2.81)
Now, we expand the applied velocity field U(r ) around the center of the particle, i.e., at r = 0,
by employing Taylor series and find
U(r ) = U(r )|r=0 + r · ∇U(r )|r=0 +
r r
2
:∇∇ U(r )|r=0 +O(r3). (2.82)
In order to evaluate the dyadic surface integral in equation (2.81), we make use of the following
















∇∇ . . .∇ rm else,
. (2.83)
It immediately follows that all orders of O(rm), for m = 1,3, 5, . . . , does not contribute to the





4πa2 U(r )|r=0 +
4πa4
6
∇2 U(r )|r=0 +
πa6
30






∇2∇2 . . .∇2 U(r ) = 0,∀n > 1, due to Stokes’ equations (recall that ∇2p = 0), the exact









Equation (2.85) is commonly known as Faxén’s first law, first derived by Faxén (1922).
The calculation that leads to the torque acting on a spherical particle in an arbitrary applied flow
field follows the same train of thought as the computation of the force. Inserting the boundary
condition ū|r=a = ω× r and the surface traction σ̄ · n = −3µω× r/r (Happel and Brenner,









The latter equation is known as Faxén’s second law (Faxén, 1922).
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The computation of the force and torque acting on a spherical particle revealed the maximum
strength of the reciprocal theorem which was described by Masoud and Stone (2019) accurately
as: ’getting something for nothing’. In this context we obtained the force and torque on a spherical
particle subjected to an arbitrary velocity field (’something’) without solving the Stokes equations
by making use of existing solutions for a constant translating and rotating sphere (’nothing’).
For a later reason, we make further use of the results from equations (2.85) & (2.86) for the case
of a linearized applied velocity field, which is a reasonable approximation if the spatial changes
of the velocity are small compared to the radius of the spherical particle. Then, the velocity field
can be written as (Happel and Brenner, 2012)
U(r )≈ U∞ +Ω∞ × r +E · r , (2.87)
in which U∞ and Ω∞ are constant vectors and E is a constant, symmetric and traceless dyadic.
Making use of elementary vector calculus, we eventually obtain
F = 6πµaU∞, (2.88)
T = 8πµa3Ω∞. (2.89)
Consequently, in a linear flow field, the force and torque acting on a spherical particle is
solely determined by the translational and rotational components of the applied velocity field,
respectively.
2.6 Electric double layers
We consider a spherical particle suspended in the bulk of an electrolyte under stationary con-
ditions. As soon as the particle gets in contact with the electrolyte, it becomes charged. In the
literature, many different explanations are given for the origin of the charge, depending, among
others, on the material of the suspended particle and on the surrounding fluid (Wall, 2010;
Hunter, 2013). Exemplarily, a surface charge can develop due to the ionization of either acid
or basic groups at the surface. The acidic or basic strength of the surface groups as well as the
pH-value of the electrolyte determines the magnitude of the charge (Masliyah and Bhattacharjee,
2006; Hunter, 2013). Following Coulomb’s law [equation (2.12)], charges of opposite sign will
attract, whereas charges of equal sign repel. Assuming the particle is negatively charged, cations
will be attracted towards the particle whereas anions will be repelled, see figure 2.4. However, at
sufficient large distances from the particle, the electrolyte restores electroneutrality. An important
length scale, describing the ’thickness’ of the electric double layer is the Debye length κ−1. In
fact, the thickness of the electric double layer extends beyond κ−1 and the surface potential of
a particle has dropped by about 66% when reaching a distance of κ−1 from the surface of a
charged particle (Hunter, 2013). The Debye length solely depends on the physical properties of
the electrolyte.
After motivating the existence of an electric double layer, the focus is now on describing the
microscopic structure of the double layer in more detail. According to the proposed modeling
by Stern (1924), the electric double layer consists of mainly two regions. In the close proximity






Abbildung 2.4.: Sketch of a charged particle (surface potential ΨP ) suspended in an electrolyte.
Due to the negative charge of the particle, cations are attracted to the particle,
whereas anions are repelled. At the interface between the particle and the
electrolyte, cations stick to the surface (Stern layer) leading to a decrease of the
surface charge (Stern potential Ψd). About one or two ion radii away from the
surface of the particle, the ions are mobile defining the location of the shear
plane referring to the ζ-potential.
of the surface of the colloid, the cations stick to the surface and are immobile (Masliyah and
Bhattacharjee, 2006; Hunter, 2013). In contrast to an early model by von Helmholtz (1882), in
which the ions have effectively been treated as a point (in a mathematical sense), Stern (1924)
took the finite size of ions into account. Following the approach by von Helmholtz (1882), the
surface charge of the particle could solely be balanced by counterions sticking at the surface of
the particle, which contradicts experimental findings, e.g., experimental observations closely
related to the DLVO-theory (Masliyah and Bhattacharjee, 2006). Due to the finite size of the
ions, the electrostatic potential Ψ drops along the normal direction inside the immobile layer
from the surface potential ΨP to the finite but (generally) non-zero Stern potential Ψd. The
imaginary layer referring to the region of immobile ions is referred as Stern layer. Outside the
Stern layer in range of one or two ion-radii in normal direction, the ions become mobile, e.g.,
due to thermal induced motion (Brownian motion). The plane from which ions are mobile is
referred as the shear plane. The electrostatic potential located at the shear plane is defined as
ζ-potential (Masliyah and Bhattacharjee, 2006; Hunter, 2013). Many interesting physical effects
are attributed to the ζ-potential such as stability properties of suspensions (Hunter, 2013).
Assuming that the particle is translating through the electrolyte, the combination of the particle
and the ions inside the shear layer form a kinetic unit (Hunter, 2013). From a theoretical point
of view, it is therefore reasonable to exclude the whole kinetic unit from the computational
domain in a sense that the immobile ions are assumed to correspond to the surface of the particle.
Consequently, the hydrodynamic and electrostatic boundary conditions at the surface of the
particle are assumed to apply at the shear plane. For the electrostatic boundary conditions it has
been experimentally validated that the difference between Ψd and ζ are rather small (Masliyah
and Bhattacharjee, 2006). Due to the large contrast between the characteristic size of the particle
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a and the characteristic size of an ion, it is commonly assumed that the shear plane coincides
with the surface of the particle (e.g., Henry, 1931; Overbeek, 1943; Delgado et al., 2007). As
already mentioned, ions outside the shear layer are mobile. On the basis of section 2.1.3, the
distribution of ions is controlled through convection (transport of ions with the motion of the
fluid), diffusion (thermal induced/Brownian motion) and electrostatic migration (due to the
charge of the particle and a potentially applied electric field).
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3 Electrokinetics of a single interfacial
particle
Whenever a charged particle or molecule is dispersed in an electrolyte and subjected to an
applied electric field, it starts to move into the direction of the oppositely charged electrode.
The motion of the particle relative to the surrounding fluid is known as electrophoresis. The
beginning of electrophoresis is often related to the work of Tiselius (1937). The author described
an apparatus (known as Tiselius apparatus) that firstly allowed the electrophoretic analysis
of colloidal mixtures (Alberty, 1948; Vesterberg, 1989, 1993). Since then, electrophoresis has
become one of the most important electrokinetic phenomena, mostly used for the separation
of molecules or particles. Exemplarily, electrophoresis is used to analyze DNA (Schwartz and
Cantor, 1984; Lagally et al., 2001; Dorfman, 2010), protein and antibody interactions (Ressler,
1960; Laurell, 1966; Gahoual et al., 2016) or to test/modify antibiotics (Flurer, 1999) and
vaccines (Nunnally and Yao, 2007). Furthermore, electrophoresis can be used to measure the
ζ-potential of particles (Hunter, 2013), molecules (Klodzinska et al., 2010), droplets (Stachurski
and Michalek, 1985) or bubbles (Yang et al., 2001) and is probably the most important transport
phenomena lab-on-a-chip devices are based on (Harrison et al., 1992; Manz et al., 1992; Mark
et al., 2010). However, all applications require a detailed knowledge about the dependence of
velocity of the dispersed matter on the material properties (of the particle and the electrolyte) as
well as on the applied electric field.
For rigid particles suspended in an electrolyte and subjected to a sufficiently weak applied electric
field E∞, it has been shown that the velocity of the particle U is proportional to the applied
electric field, i.e., U ∝ E∞ (Overbeek, 1943; O’Brien and White, 1978). The proportionality
constant relating U and E∞, is the electrophoretic mobility η:
U = ηE∞. (3.1)
Generally, η depends, among others, on the thickness of the electric double layer around the
particle, which develops as a consequence of the charge of the particle, see section 2.6. Pioneering
work addressing the calculation of the electrophoretic mobility of a single spherical particle
suspended in a bulk electrolyte was carried out by von Smoluchowski (1903), Hückel (1924) and
Henry (1931). Von Smoluchowski calculated the electrophoretic mobility of spherical particles in
the limit of thin electric double layers (thin Debye length), i.e., κ→∞ (κ is the inverse Debye
length, see section 2.6), and obtained the well-known Smoluchowski limit for the electrophoretic
mobility η= εζ/µ. In many practical applications the thin Debye layer approximation is valid,
since the Debye length is often much smaller than the characteristic length of a particle (Fixman,
1980). For particles of arbitrary geometry, the Smoluchowski limit still remains valid (Morrison,
1970; Teubner, 1982). This can be understood as follows: The infinitesimal thin electric double
layer can be imagined as a skin that completely encloses the (mathematically smooth) particle.
On the length scale of the thickness of the imaginary skin, the exact geometrical shape of the
27
particle is insignificant, since the surface of the particle converges locally towards a flat surface.
The other asymptotic case, when a large Debye length compared to the size of the spherical par-
ticle is considered, a reduction of the electrophoretic mobility η= 2/3 εζ/µ has been obtained
(Hückel, 1924). Under certain assumptions (e.g., rotationally symmetric electric double layers),
Henry (1931) generalized the theory for spherical (and cylindrical) particles and obtained the
Smoluchowski and Hückel mobility as limiting cases. A theoretical extension of Henry’s work was
done by Overbeek (1943) and Booth (1950), where the deformation of the electric double layer
due to convective processes (so-called relaxation effect), occur for highly charged particles, was
taken into account. The high charge of the particle corresponds to a significant flow around the
particle, leading to a convective transport of ions behind the particle. The authors found that for
moderate values of the Debye length, i.e., 0.2< κa < 50 (a is the radius of the spherical particle),
the relaxation effect leads to a deceleration of the particle. Later on, Wiersema et al. (1966)
extended previous studies in form of numerical simulations and discussed the limit of validity of
foregoing work. Wiersema et al. (1966), however, failed to compute convergent solutions for
high ζ-potentials of the particle. By employing a different formulation of the governing equati-
ons, O’Brien and White (1978) extended the work by Wiersema et al. (1966) and provided a
numerical scheme, valid for a broad range of ζ-potentials. More recently, the motion of spherical
particles subjected to strong electric fields (compared to the ζ-potential of the particle) have
been studied for thin Debye layers (Schnitzer and Yariv, 2012a). By employing the method of
matched asymptotic expansions (following the theoretical method introduced by Yariv, 2009),
Schnitzer and Yariv (2012a) reobtained the Smoluchowski mobility. Furthermore, if the charge
of the particle is asymptotically high, corrections of the Smoluchowski limit have been obtained
(Schnitzer and Yariv, 2012b, 2014). It has been found, that the electric double layer consists of a
Dukhin-sublayer between the surface of the particle and the diffusive layer (Schnitzer and Yariv,
2012b). Inside the Dukhin-sublayer, tangential ionic fluxes appear effectively as surface currents
that modify the electrokinetic transport (Schnitzer and Yariv, 2012b). The effect of the presence
of boundaries, such as rigid walls, on the electrophoretic mobility of spherical particles were
studied by Keh and Anderson (1985), Keh and Hsieh (2008) and Liu et al. (2014, 2016). The
interaction of two charged particles subjected to an external electric field has been studied in the
limit of small Debye length (Reed and Morrison, 1976) and large Debye length (Shugai et al.,
1997), separately. Apart from rigid particles, the electrophoretic mobility of bubbles (Schnitzer
et al., 2014) and droplets (Baygents and Saville, 1991) have also been studied, both in the limit
of thin Debye length.
In many practical applications, particles are not suspended in the bulk of a liquid, but are
attached to a fluid interface. Examples are particle-laden droplets (often called liquid marbles)
(Bormashenko et al., 2012) and Pickering emulsions (Ngai and Bon, 2014). Moreover, it has been
shown that the presence of a fluid interface alone can attract particles depending, among others,
on the pH-value of the solution (Fan et al., 2004) or on hydrodynamic, diffusiophoretic and
wettability forces acting on the particles (Ralston and Dukhin, 1999). Electrophoretic phenomena
at fluid interfaces are less investigated than in the bulk, probably due to the complex interplay
between hydrodynamics, electrostatics, and the deformation of the interface separating the two
fluids. In this context, a huge number of fundamental questions related to fluid interfaces are
still open. For example, the charge of a fluid interface is still a matter of controversial discussion
(Paluch, 2016). There are experimental indications that the water-air interface carries a negative
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Abbildung 3.1.: A summary of the results obtained for the surface potential of a water-air inter-
face reported by different research groups, employing different methods. The
surface potential is plotted over the year of publication. The data was taken
from table 1 by Paluch (2016).
charge (Hush, 1948; Frumkin, 1960; Ciunel et al., 2005). Conversely, other experimental papers
report a positive charge (Bühl, 1927; Parfenyuk, 2002; Krishtalik, 2008). Theoretical/numerical
studies also lead to results varying in magnitude and sign, predicting either a positive (Stillinger
and Ben-Naim, 1967; Leung, 2010) or negative (Brodskaya and Zakharov, 1995; Kathmann
et al., 2009) charge at the water-air interface. These inconsistencies may be due to the difficulty
of a direct measurement (Paluch, 2016) and due to differences in the modeling approaches
(Chaplin, 2009). A summary of different values obtained for the charge of a water-air interface is
shown in figure 3.1. Some researchers measured the charge of a water-air interface through the
electrophoretic mobility of air bubbles dispersed in an aqueous solution and reported that the
water-air interface carries a negative charge (except for small pH-values) (Graciaa et al., 1995;
Saulnier et al., 1996; Takahashi, 2005; Creux et al., 2009; Flury and Aramrak, 2017). Here, it is
mostly claimed that the negative charge arises from an excess of OH− caused by the orientation
of water molecules at the interface (Chaplin, 2009; Paluch, 2016; Flury and Aramrak, 2017).
Many authors computed the ζ-potential of the gas bubble with the help of the Smoluchowski
mobility, even though the Smoluchowski approximation cannot be employed to determine the
ζ-potential of a bubble (Schnitzer et al., 2014; Flury and Aramrak, 2017). For small applied elec-
tric fields and small ζ-potentials, Schnitzer et al. (2014) found that the mobility scales η∝ ζ3
in contrast to the linear scaling in the Smoluchowski limit. The reason for this discrepancy is
given through the high mobility of charges at the surface of the bubbles. Moreover, it was found
experimentally by Takahashi (2005) that the ζ-potential of a micro-bubble is independent of
its size, if the effective bubble diameter is between 10 µm and 50 µm in agreement with the
theoretical analysis of Schnitzer et al. (2014). Due to the invariance of their measurements
on the size of the bubbles, the authors claimed that their results might be extrapolated to flat
water-air interfaces.
In many theoretical studies concerning the electrophoretic mobility of particles close to fluid
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interfaces, uncharged interfaces are often considered. Tsai et al. (2010) studied the electropho-
retic motion of a spherical particle normal to an uncharged, undeformable and flat water-air
interface for different Debye thicknesses. The motion parallel to a flat fluid interface was studied
by Gao and Li (2008) in the thin Debye layer limit. It is worth mentioning that the presence of
a surface charge at the fluid interface, separating a polar and nonpolar medium, leads to the
formation of an electric double layer underneath the fluid interface in order to restore electro-
neutrality in the electrolyte. Depending on the Debye layer thickness of the electric double layer
underneath the fluid interface, it might be applicable to consider the fluid interface effectively
uncharged on the length scale of the particle, if κa→∞. Baygents and Saville (1991) calculated
the electrophoretic mobility of droplets and bubbles inside an electrolyte assuming chargeless
interfaces [in contrast to (Schnitzer et al., 2014)]. The authors claimed that Marangoni stresses
and polarization effects at the interface are responsible for the motion of the droplet and bubble
subjected to an applied electric field. Besides, Huang et al. (2008) and Schönecker and Hardt
(2014) studied the electroosmotic flow over a superhydrophobic surface, assuming charge-free
liquid-air interfaces.
In recent years, researchers reported a static interface deformation caused by the charge of a
particle attached to a flat fluid interface between an aqueous and nonpolar fluid. This static
fluid interface deformation was termed ’electrodipping’. Due to the difference in the dielectric
constants of both fluids and an inhomogeneous surface charge of the particle, a force arises that
pulls the particle into the fluid with the higher permittivity (Nikolaides et al., 2002). Experi-
mentally, Nikolaides et al. (2002) and Aveyard et al. (2002) obtained a long-range interaction
between interfacial particles which gave rise to controversial discussions (Megens and Aizenberg,
2003; Foret and Würger, 2004; Danov et al., 2004; Danov and Kralchevsky, 2006a; Danov et al.,
2006; Danov and Kralchevsky, 2006b; Oettel et al., 2006). Danov et al. (2004, 2006) performed
experiments for glass particles at oil-water and water-air interfaces and found an interaction of
interfacial particles within a shorter range than Nikolaides et al. (2002). Moreover, they found
that the electrodipping force in a water-oil system is much higher than in a water-air system. To
best of our knowledge, theoretical works so far claim that the force inside the nonpolar fluid
acting on the particle is much higher than the force inside the electrolyte (Nikolaides et al., 2002;
Foret and Würger, 2004; Danov et al., 2004; Danov and Kralchevsky, 2006a; Danov et al., 2006;
Danov and Kralchevsky, 2006b; Oettel et al., 2006), but are all limited to thin Debye layers.
Independently from each other, several authors reported an interfacial deformation decaying like
h∝ r−4, in which h and r denote the deformation of the fluid interface and the distance from
the particle, respectively.
As a further extension of previous investigations, we study the motion of a charged particle
attached to a fluid interface driven by an external applied electric field. Hereby, we aim at
answering the following questions: How is the velocity of an interfacial particle related to the
applied electric field? How does the contact angle influence the velocity of the particle? How
does the fluid interface deform due to the motion of the particle?
This chapter is organized as follows: Section 3.1 describes theoretical modeling including the un-
derlying assumptions, as well as the simplification and non-dimensionalization of the governing
equations and the corresponding boundary conditions. In section 3.2 we analyze the electrokine-
tics of a nearly arbitrary shaped particle attached to a fluid interface, focusing the electrophoretic
mobility at thin Debye layers and on the interfacial deformation caused by the motion of the


















Abbildung 3.2.: Schematic of a particle attached to a fluid interface. Without loss of generality,
we assume the negatively charged particle to move with a velocity U in the
positive z-direction due to a constant applied electric field E∞. The contact angle
of the fluid interface at the particle surface is denoted by Θ, and a stands for a
characteristic length scale. ΓP , ΓA and Γ∞ denote the particle, the fluid interface
and the far field domain, i.e., a sphere with a radius of r →∞, respectively.
The normal vectors corresponding to the three boundaries of the fluid domain
are denoted by nA , nP and n∞. The origin of the coordinate system lies in the
plane of the undeformed fluid interface [reprinted with permission from APS,
Phys. Rev. Fluids 3 (2018), Eigenbrod et al. (2018)].
particle. Subsequently, in section 3.3, spherical interfacial particles are considered, for which the
electrophoretic mobility, valid for all Debye parameters, as well as the corresponding interfacial
deformation, caused by the charge of the particle, is computed. Section 3.4 provides a discussion
of the theoretical results including the range of validity, the impact of the interfacial deformation
on the electrophoretic mobility as well as a specific application of our theoretical results. A
summary of the results and an outlook to further studies is given in section 3.5.
3.1 Model assumptions
We consider the motion of a negatively charged particle with a characteristic size a attached to a
fluid interface in an unbounded domain driven by a uniform applied electric field E∞ tangential
to the fluid interface, as sketched in figure 3.2.
In this study we focus on neutrally buoyant particles (e.g., polystyrene particles ρP ≈ 1040 kg/m3
(Weng et al., 2011) attached to an interface between an aqueous electrolyte and air) translating
at small Reynolds numbers Re 1. Both fluid phases are incompressible Newtonian fluids with
constant viscosities µl and dielectric permittivities εl , where l = 1,2 denote the two different
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phases, respectively. The particle is assumed to be in a stationary-state configuration.
The foregoing assumptions still leave us with a very general problem and do not simplify the
governing equations sufficiently to enable an analytical treatment. Therefore, the following
assumptions are added and discussed in the subsequent paragraph:
1. The applied electric field E∞ is uniform and weak;
2. The ζ-potential at the particle surface is small and uniform over each surface portion in
contact with a specific fluid;
3. The fluid interface is chargeless qS = 0;
4. The viscosity and permittivity ratios vanish asymptotically, i.e., µ2/µ1→ 0 and ε2/ε1→ 0.
Assumptions 1 & 2 allow us to simplify the governing equations significantly. When assuming
that the electrophoretic mobility of interfacial particles is proportional to the ζ-potential of the
particle (to be verified a-posteriori), assumptions 1 & 2 are in agreement with the assumption
of small Reynolds numbers. Further consequences of the first two assumptions become obvious
in the derivation of the governing equations provided in appendix A. Assumption 3 states
that the charge at the fluid interface can be neglected throughout this study. Whether or not
a Debye layer forms at the fluid interface depends, among others, on the presence of ionic
surfactants. Even though, we neglect the presence of surfactants or impurities located at the
fluid interface throughout this study, surface charges have been measured for surfactant-free
water-air interfaces, see figure 3.1. We do not aim at entering the controversial discussion about
the charge of a fluid interface in more detail by assuming that one of the following statements is
valid:
• The ζ-potential of the fluid interface is small compared to that of the particle;
• The Debye length is much smaller than the characteristic length of the particle.
Referring the second statement, even in case of a charged interface, a thin Debye layer compared
to the characteristic size of the particle ensures that the fluid interface can be regarded as overall
electroneutral on the particle scale, as already indicated in the introduction of this chapter.
Finally, assumption 4 is reasonably valid, if the two fluids are water and air: µ2/µ1 ≈ 0.02
(Petkov et al., 1995) and ε2/ε1 ≈ 0.01 (Mbamala and von Grünberg, 2002).
3.1.1 Governing equations & boundary conditions
The derivation of the simplified governing equations, starting with the most general form given
in chapter 2, is provided in appendix A. The simplified equations are





∇ · u l = 0, (3.4)
−∇pdl +µl∇
2u l + εlκ
2
lψl∇φl = 0, (3.5)
∇2φl = 0. (3.6)
32 3. Electrokinetics of a single interfacial particle
(psl & ψl) and (p
d
l & φl) are the equilibrium and perturbation pressure & electrostatic potential,
in which the former refers to the configuration in absence of an applied electric field and the
latter to the perturbation of the equilibrium state, caused by the presence of an external applied
electric field, respectively. The subscript l = 1,2 denotes the two phases. Subsequently, suitable
boundary conditions at the surface of the particle, in the far field and at the fluid interface are
discussed, taking into account the assumptions of the previous subsection.
During the simplification of the governing equations (see appendix A), we introduce the Debye-
Hückel approximation, i.e., ΨP  kB T/(ze). Following the discussion in section 2.6, we employ
the approximation ΨP = ζ, which is common in electrophoresis (e.g., Wiersema et al., 1966;
Shugai et al., 1997; Liu et al., 2014). The ζ-potential depends, among others, on the concentration
of ions and the pH-value of the electrolyte (Hunter, 2013) and is therefore not solely determined
by the electrostatic charge of the particle. We set
ψl |rP = ζl , (3.7)
in which ζl and rP denote the ζ-potential corresponding to phase l and the parametrization of
the surface of the particle. Further, far away from the particle, the equilibrium potential should
decay to zero in both phases, separately. Formally, we have
ψl |r→∞ = 0. (3.8)
For the derivation of the boundary condition of φ at the surface of the particle, we may
temporary assume that the permittivity of the particle εP is much smaller than the permittivity
of the surrounding medium εl leading to
∇ φl · n|rP = −
εP
εl
∇φP · n|rP ≈ 0, (3.9)
in which φP describes the electrostatic potential inside the particle. Even though, the assumption
of a small particle permittivity compared to that of the two phases might be a significant
restriction, it has been shown, that the electrophoretic mobility of the particle is independent of
the boundary condition of φ at the surface of the particle, as long as the applied electric field is
sufficiently small (O’Brien and White, 1978). Moreover, for aqueous solutions, ε1 εP is usually
fairly well satisfied. Whether or not the latter boundary condition holds for phase 2 as well, will
shown to be of no importance. Sufficiently far away from the particle, the negative gradient of
the electrostatic potential has to coincide with the applied electric field in both phases, separately.
Without loss of generality, we assume the applied electric field aligned in negative z-direction,
having an absolute value of E∞, as sketched in figure 3.2:
φl |r→∞ = E∞r cos(θ ). (3.10)
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Due to assumption 3, we limit ourselves to effectively uncharged fluid interfaces. Following
equation (2.40), we then find
∇ψ1 · n|A =
ε2
ε1
∇ψ2 · n|A ≈ 0, (3.11)
∇φ1 · n|A =
ε2
ε1
∇φ2 · n|A ≈ 0. (3.12)
For the last equality in both equations, we have employed assumption 4. Equation (3.11) can also
be obtained on the basis of equation (2.41) after employing the perturbation series described in
appendix A.
Assuming a constant externally applied electric field as well as a constant ζ-potential in both
phases, the motion of the particle is primarily translational. Taking the direction of the applied
electric field into account, we set
u l |rP = Uez, (3.13)
with U being the magnitude of the particle velocity directed in positive z-direction. It is further
assumed that both fluids are at rest far away from the particle
u l |r→∞ = 0, (3.14)









r→∞ = 0. (3.15)
Before we analyze the evolution equation of the fluid interface [see equation (2.36)], we
rewrite the set of governing equations in dimensionless form and introduce the following set of
non-dimensional quantities



















When inserting the aforementioned quantities into equation (3.2) - (3.6), the following non-
dimensional governing equations are obtained







∇̃ · ũ l = 0, (3.20)









∇̃2ψ̃l∇̃φ̃l = 0, (3.21)
∇̃2φ̃l = 0. (3.22)
When employing assumption 4 in equation (3.19) and (3.21), it follows that p̃s2 = p̃
d
2 = 0
[see equation (3.15)]. As one important consequence, phase 2 does not contribute to the
electrophoretic mobility of the particle. It should be noticed further that the osmotic pressure p̃s1
has no contribution to the electrophoretic mobility of the particle, since it leads to a symmetric
pressure with respect to the direction of motion. The boundary conditions of the fluid interface
related to the governing equations of the velocity field read in dimensionless form (see equation
(2.31) & (2.36) for comparison)
















































We have used the short hand notation T̃ j = ∇̃ũ j+(∇̃ũ j)T and the Maxwell stress σM defined in
equations (A.31) & (A.32). γ12 is the surface tension between phase 1 and phase 2. Moreover, we
have introduced the capillary and electric capillary number, denoted as Ca and Ce, respectively.
Ca represents the relative strength of the viscous forces compared to the capillary forces, whereas
Ce is the relative strength of the electrostatic forces compared to capillary forces. The reader
should note that due to equation (3.24) an interfacial deformation might occur, even in absence
of an applied electric field. Assumption 4 applied to equation (3.24) and (3.25) reveals that
the interfacial deformation is independent of phase 2. Therefore, we neglect phase 2 in the
subsequent sections and omit the index labeling of the phases from now on, with the convention
that all quantities refer to phase 1.
When discussing the physical relevance of the Péclet number on the ionic concentration (in
appendix A) we have already made use of the measured velocities reported by Lee and Li (2006)
and Zhang et al. (2018). Recalling that the experimentally obtained velocities are superposed
with a convective velocity due to electro-osmotic flow, they can still be employed to approximate
orders of magnitude of Ca and Ce. The capillary and electric capillary number evaluated for the
case of a dilute 1 mM NaCl-water solution lead to Ca= O(10−6) and Ce= O(10−7). Given that
example, we expect both dimensionless numbers small in magnitude and expand all physical
quantities of equation (3.24) and (3.25) in a perturbation series in Ca and Ce up to the first
order, respectively. Exemplarily, this is done in the following way:
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After inserting the perturbation expansions into equations (3.24) and (3.25) and grouping in















, for O(Ce), (3.30)
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, for O(Ca). (3.31)
In the latter equations we have used that the zeroth-order normal vector n(0) corresponds to
an ’equilibrium’ fluid interface, and therefore coincides for both perturbations in Ca and Ce,
independently. We define the term ’equilibrium’ interface as the interface corresponding to
an uncharged but geometrically equivalent and stationary interfacial particle. Equation (3.30)
describes the interfacial deformation caused by the charge of the interfacial particle in absence
of an applied electric field. On the other hand, equation (3.31) covers the interfacial deformation
caused by the motion of the particle along the fluid interface. It is worth mentioning that the
contributions to the interfacial deformation proportional to Ce and Ca are solely determined by
physical quantities corresponding to the equilibrium interface. In theoretical papers dealing with
particle-interface interaction, the deformation is typically computed on the basis of solutions
corresponding to an undeformed interface. Therefore, interfacial deformations computed with
this approach are a first order solution in the corresponding dimensionless number. We follow
the same train of thought hereinafter.
For convenience, we may subdivide the latter equations into normal and tangential parts similar
to section 2.2 and find after scalar multiplying with n(0) or t i,(0) (i = 1,2) from the left side,
respectively:
0 = ∇̃ · n(0), for O(1), (3.32)
p̃s(0) − n(0) · σ̃
s
M(0)
· n(0) = ∇̃ · ns(1), for O(Ce), (3.33)
t i,(0) · σ̃sM(0) · n(0) = 0, for O(Ce), (3.34)
p̃d(0) − n(0) · T̃ (0) · n(0) −
1
η̃
n(0) · σ̃dM(0) · n(0) = ∇̃ · n
d
(1), for O(Ca), (3.35)
t i,(0) · T̃ (0) · n(0) −
1
η̃
t i,(0) · σ̃dM(0) · n(0) = 0, for O(Ca). (3.36)
Equation (3.34) is automatically satisfied, which follows when inserting equation (A.31) and
taking into account the boundary condition at the free interface, i.e., equation (3.11). Following
the same train of thought, equation (3.36) simplifies to
t i,(0) · T̃ (0) · n(0) = 0, for O(Ca). (3.37)
In summary, the evolution equations for the fluid interface are given in equations (3.32), (3.33)
and (3.35).
After we have derived the governing equations, the corresponding boundary conditions as well
as the evolution equations of the fluid interface on the basis of the underlying assumptions, we
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are now in the position to study the electrokinetics of interfacial particles, starting with a particle
of arbitrary shape.
3.2 Electrokinetics of an arbitrarily shaped interfacial particle
We consider a single, arbitrarily shaped particle characterized by a length scale a, attached to a
fluid interface and translating with a velocity U due to an uniform applied electric field E∞, as
shown in figure 3.2.
Without loss of generality, we assume a negatively charged particle with a translational motion
in z-direction. The equilibrium deformation of the fluid interface, given in equation (3.32), refers
to an uncharged and stationary particle. For now, we may consider a three-phase contact line
(separating the surface of the particle, phase 1 and phase 2) coplanar with the (y , z)-plane.
Additionally, we assume that the fluid interface is unaffected by the presence of the particle at
large distances. Both boundary conditions together with equation (3.32) lead to
n(0) = −e x . (3.38)
Consequently, the equilibrium interface corresponds to a flat interface.
3.2.1 Electrophoretic mobility of an interfacial particle attached to a flat interface in the
thin Debye-layer limit
We first concentrate on the electrophoretic mobility of an arbitrary particle attached to a flat
fluid interface in the thin Debye-layer limit, i.e., κa→∞. Typically, the electrophoretic mobility
of a particle is calculated through a force balance at the particle, accounting for electrostatic and
hydrodynamic forces. However, in this paragraph we go along a different route by making use of
symmetry arguments.
As already mentioned, the upper fluid does not contribute to the electrophoretic mobility in
the asymptotic limit of vanishing viscosity and permittivity ratios. Furthermore, based on the
boundary conditions, the flat fluid interface represents a symmetry boundary, leading to an
equivalent problem formulation in which the part of the particle immersed in fluid 1 is mirror
reflected at the flat interface (see figure 3.3). This results in two fused particle components in
an unbounded medium. In previous work, it was already shown that the Smoluchowski limit
for the electrophoretic mobility holds no matter what the geometrically shape of the particle is
(Morrison, 1970; Teubner, 1982). The electrophoretic mobility for such a particle then reads
η̃= 1, for κa→∞. (3.39)
The latter equation is a generalization of the Smoluchowski mobility for particles attached to
flat fluid interfaces. This result is of general validity as long as the (zeroth-order) interfacial
deformation is rather small and the Debye layer is asymptotically thin compared to the charac-
teristic size of the particle. The most important consequence of the generalized extension of
Smoluchowski’s mobility towards interfacial particles is that it applies to spherical interfacial
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particles independently of the contact angle between the particle surface and the fluid interface,
determining its degree of immersion in fluid 1.
3.2.2 Dynamical interfacial deformation for arbitrary Debye-layer thicknesses
The evolution equations for the fluid interface are equations (3.33) & (3.35), revealing that
two different contributions superpose to the total interfacial deformation, i.e., the charge of
the particle in absence of an applied electric field (proportional to Ce) and the motion of the
particle due to the presence of an applied electric field (proportional to Ca). In this paragraph,
we concentrate on the interfacial deformation caused by the motion of the particle. It has been
reported that spherical particles driven by an external force (acting in the center of mass of
the particle) translate along the fluid interface in a tilted position (Dörr and Hardt, 2015).
The goal of this paragraph is to determine whether a tilting also occurs if the external force is
created through an applied electric field. In contrast to the previous subsection, we may relax
the assumption of a thin Debye layer around the particle.
To start with, we integrate equation (3.21) (for l = 1) over the volume of fluid 1 and apply the
divergence theorem leading to a force balance over the three bounding surfaces (ΓP , ΓA , Γ∞), see
figure 3.2. The forces acting on the far field boundary vanish, which follows as a consequence of
the boundary conditions at the far field. Since the net force at the particle (sum of hydrodynamic
and electrostatic forces) is identically zero, as it is used to calculate the electrophoretic mobility










dA = 0. (3.40)
Assuming a mirror-symmetric particle shape with respect to the plane perpendicular to the
direction of motion [(x , y)-plane], as sketched in figure 3.2, it is also reasonable to assume
that the integrand in the previous equation is odd with respect to the z-coordinate. For a single
spherical particle attached to a fluid interface and translating with a velocity U along the interface,
an odd interfacial deformation with respect to z has been obtained by Dörr and Hardt (2015).
The tilting angle of the particle was computed through a torque balance. We may therefore take
the overall torque balance into account. The torque on the far field vanishes, again due to the
boundary conditions. Therefore, the torque acting on the sphere has to be balanced by the torque






















dr̃ dϑ, with n = ±eϕ, (3.41)
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where we have used spherical coordinates, defined in figure 3.2 and ϑ = θ + π2 . We define the
abbreviation I(r̃,θ ) = σ̃d · n + 1η̄σ̃
d















r̃2e r × I(r̃,ϑ)|ϕ=π2 , 3π2 dr̃ dϑ. (3.42)






















r̃2e r × I(r̃,−ϑ)|ϕ=π2 , 3π2 dr̃ dϑ, (3.44)
where we have used I(r̃,ϑ) = −I(r̃,−ϑ) due to the assumption of an odd force distribution














r̃2e r × I(r̃,χ)|ϕ=π2 , 3π2 dr̃ dχ. (3.45)
Recalling the assumption of a mirror-symmetric particle shape with respect to the (x , y)-plane, it
follows that r̃P (−ϑ) = r̃P (ϑ) and therefore equation (3.41) is identically zero. Consequently,
there is no net torque acting on the particle and no tilting. In other words, the sum of the
hydrodynamic and electrostatic torque acting on the surface of the particle perfectly balance.
Therefore, to the first order in Ca, the electrophoretic motion of the particle itself does not
cause a deformation of the fluid interface, independent of the thickness of the Debye layer. The
electrostatic interfacial deformation, on the other hand, cannot be quantified without any further
specification of the particle shape. Hence, in the following we will concentrate on spherical
particles attached to fluid interfaces, which is the case of highest practical relevance.
3.3 Electrokinetics of a spherical interfacial particle
We now consider a spherical particle of radius a attached to a fluid interface with a contact
angle Θ between the surface of the colloid and the fluid interface. A sphere clearly fulfills all
symmetry constraints described in section 3.2. Thus, the electrophoretic mobility in the thin
Debye layer limit is given by equation (3.39) and consequently independent of the contact angle.
Moreover, the motion of the particle does not cause a deformation of the fluid interface up to the
first order in Ca. Therefore, the remaining task is to compute the electrophoretic mobility of a
spherical interfacial particle for arbitrary Debye lengths and the interfacial deformation caused
by the charge of the particle, known as electrodipping. To lowest order, the interface is flat, so















Fluid 1: ε1,µ1 Fluid 1: ε1,µ1
Abbildung 3.3.: Schematic of the two equivalent systems considered when computing the elec-
trophoretic mobility of a sphere attached to a flat fluid interface. The electro-
phoretic mobility of a sphere attached to a flat fluid interface is equal to the
mobility of two spherical caps fused at the three-phase contact line. The pertur-
bation parameter β represents the shift of the center of the sphere along the
x -direction relative to the fluid interface (see figure 3.2). a denotes the radius
of the sphere [reprinted with permission from APS, Phys. Rev. Fluids 3 (2018),
Eigenbrod et al. (2018)].
the configuration is equivalent to a system of two spherical caps fused at the three-phase contact
line and suspended in an unbounded medium (phase 1), as sketched in figure 3.3.
3.3.1 Electrophoretic mobility for a flat interface
In order to keep the computational effort manageable, we restrict our analysis to small contact
angle perturbations around 90◦. Based on that, by defining β = cos(Θ), it follows that β  1.
Consequently, β takes a role of a perturbation parameter (Dörr and Hardt, 2015; Dörr et al.,
2016). In dimensionless form, β is directly linked to the vertical shift of the particle center
relative to the flat interface in x-direction. The parametrization of the fused spherical caps can
be obtained with the help of elementary geometrical calculations




1− sin2(θ ) cos2(ϕ)

(3.46)
= 1+ β f (θ ,ϕ) + β2 g(θ ,ϕ) +O(β3), (3.47)
with
f (θ ,ϕ) = sin(θ ) |cos(ϕ)| and g(θ ,ϕ) =
sin2(θ ) cos2(ϕ)− 1
2
. (3.48)
In this section, we omit all terms higher than the linear order in β . Equation (3.47) is a
parametrization of a slightly deformed sphere. This type of geometry has been studied in Stokes
flow without source terms (Brenner, 1964), and in context with electrophoretic (Kim and Yoon,
2002), thermophoretic (Senchenko and Keh, 2007) as well as diffusiophoretic (Khair, 2013)
motion. To solve the governing equations for a slightly deformed sphere, a domain perturbation
method (discussed in section 2.4) is employed requiring an expansion of all physical quantities in
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a perturbation series in β up to the first order. It should be noted that in the present context, the
zeroth-order quantities refer to an interfacial particle having a contact angle of Θ = 90◦, whereas
the first-order quantities describe the influence of slight variations of the contact angle around
90◦. Following the scheme outlined in section 2.4, the following boundary conditions have to be





















































































r̃→∞ = 0. (3.56)
In agreement with physical intuition, a perturbation of the shape of the spherical particle does
therefore not affect the far field behavior of the electrostatic potentials, as well as the velocity
field. We are now in the position to solve the governing equations up to the first order in β . To be
explained subsequently, the reciprocal theorem [see section 2.5] will prove useful in the present
context.
Application of the reciprocal theorem
As already pointed out, the electrophoretic mobility is typically archived through a force balance
at the surface of the particle. Among others, the governing equations of the fluid flow, i.e.,
equation (3.20) and (3.21) (l = 1), have to be solved for the given set of boundary conditions.
Traditionally, researches spend most effort on computing analytical solutions of the Stokes
equations in absence of source terms [e.g., Lamb’s general solution (Lamb, 1945; Happel and
Brenner, 2012; Kim and Karrila, 2013)]. It is therefore desirable to describe the hydrodynamic
force acting on an electrophoretic driven particle on the basis of the hydrodynamic force acting
on a particle moving with the same velocity, but in absence of an external electric field. We may
now prove that the reciprocal theorem takes the role of such a valuable tool. The subsequent
deduction is based on the general outline from section 2.5.
We introduce a set of two solutions consisting of a solution of the classical Stokes equations
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( f = 0; subscript c) (σ̃c, ũc) and a solution of the Stokes equations including a body force [such
as equation (3.21)] with (σ̃, ũ, f̃ ). Employing the extended Lorentz reciprocal theorem from













(ũ · σ̃c) · ndA . (3.57)
We assume that the particle translates with the same (constant) velocity, irrespective of whether
an applied electric field is present or not: ũ = ũc = ez on AP . Further, the electrostatic body
force reads [equation (3.21)]: f̃ = (1/η̃)∇̃2ψ̃∇̃φ̃. Then
∫
AP
(ez · σ̃) · ndA =
∫
AP









The left-hand side of the latter equation is the hydrodynamic force (in z-direction) acting on a
electrophoretically driven particle. Interestingly, this force is a superposition of the hydrodynamic
force on a translating particle in absence of any source terms (first term on the right-hand side)
and a correction term due to the presence of the applied electric field and the electric double
layer around the particle. The latter one of the two forces can be computed on the basis of the
velocity field corresponding to an translating particle in absence of electric field and the solutions













Replacing the hydrodynamic force acting on an electrophoretically driven particle from equation
(3.58) through equation (3.59) and solving for η̃ we finally obtain (note the change of the sign










(ez · σ̃c) · ndA
. (3.60)
Equation (3.60) allows the computation of the electrophoretic mobility on the basis of solutions
of the Stokes equations in absence of source terms, reflecting the presence of an external
electric field. Teubner (1982) first employed a slightly different notation of equation (3.60) and
reproduced the results from Henry (1931). It should be noted that it took Henry (1931) about
24 pages of cumbersome mathematics to obtain the electrophoretic mobility of a weakly charged
spherical particle subjected to an applied electric field. Teubner (1982), however, obtained the
same result with a significant shorter calculation by employing the reciprocal theorem. We
therefore make use of the reciprocal theorem, i.e., equation (3.60) for the computation of the
electrophoretic mobility of interfacial particles, hereinafter.
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Zeroth-order solution; Θ = 90◦
The zeroth-order solution corresponds to an undeformed sphere in an unbounded fluid. Under
the assumptions made, this problem is equivalent to the problem studied by Henry (1931). The
solutions of the Stokes equations in absence of source terms, of the Poisson-Boltzmann equation,
as well as of the Laplace equation satisfying the corresponding boundary conditions are readily




















ψ̃(0) = exp[−κa(r̃ − 1)]r̃−1, (3.63)








After inserting equations (3.61) - (3.64) into equation (3.60) and evaluating the integrals, the

















As expected, the Smoluchowski (κa →∞) and Hückel (κa → 0) mobilities can formally be
obtained through equation (3.65).
First-order solution; Θ 6= 90◦
The solution of the Stokes equations (without source terms) satisfying the boundary conditions
(3.54) and ũ|r̃→∞ = 0 is available (Brenner, 1964). More detailed information on the solution
procedure for a translating slightly deformed spherical particle is given by Brenner (1964) or in a
slightly different context in chapter 4. Here, we focus on the solution of the governing equations
of the electrostatic problem in more detail. With the help of equations (3.63) and (3.64), the
















cos(θ ) f (θ ,ϕ). (3.68)
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l f (ϑ,ϕ) ϑ f (ϑ,ϕ)
0 12 0
1 0 3ϑ8
2 − 532[−1+ 3ϑ
2 + 3(ϑ2 − 1) cos(2ϕ)] 0
Tabelle 3.1.: Expansion of f (θ ,ϕ) and cos(θ ) f (θ ,ϕ), with f (θ ,ϕ) = | cos(ϕ)| sin(θ ) into sur-
face spherical harmonics following equations (3.69) - (3.72). Note: ϑ = cos(θ ).
Following the general method from section 2.3, the right-hand side of equations (3.67) and (3.68)
have to be expanded in a sum of surface spherical harmonics which are a complete and orthogonal
set of functions defined on a sphere (Byerly, 1893; MacRobert, 1947). We introduce a notation
that represents an expansion of a function χ(θ ,ϕ) into surface spherical harmonics such that
χl(θ ,ϕ) represents the l-th partial sum of the expansion of χ(θ ,ϕ) =
∑∞
l=0χl(θ ,ϕ). Following
Byerly (1893), a function χ(θ ,ϕ) can be expressed through surface spherical harmonics via [for


































χ(ϑ,ϕ) sin(mϕ)Pml (ϑ) dϑ dϕ, (3.71)





Am,l cos(mϕ) + Bm,l sin(mϕ)

Pml (ϑ), (3.72)
in which Pml (x) are the associated Legendre polynomials. Exemplarily, we have listed the first
three surface spherical harmonic expansions of f (ϑ,ϕ) =
p
1− ϑ2| cos(ϕ)| and ϑ f (ϑ,ϕ) =
ϑ
p
1− ϑ2| cos(ϕ)| in table 3.1. Note that all f j(θ ,ϕ), with j = 2l − 1 vanish, since f (θ ,ϕ) is
even with respect to cos(θ ). Consequently, cos(θ ) f (θ ,ϕ) is odd with respect to cos(θ ) implying
that all even expansion orders, i.e., j = 2l, vanish.
Coming back to the solution of the governing equations for both electrostatic potentials. In
agreement to the expansion of the boundary conditions at the surface of the particle, we assume
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Abbildung 3.4.: Electrophoretic mobility of a spherical particle attached to a flat fluid interface as
a function of the Debye parameter for different contact angles β = cos(Θ). The
analytical expressions for η̃(0) and η̃(1) are taken from equation (3.65) and (3.77),
respectively [reprinted with permission from APS, Phys. Rev. Fluids 3 (2018),
Eigenbrod et al. (2018)].
The solutions of the Poisson-Boltzmann and Laplace equation are available in multipole notation








[cos(θ ) f (θ ,ϕ)]l , (3.74)
ψ̃
(1)
l = (1+ κa)r̃








2s l!(2l − s)!
s!(2l)!(l − s)!
x s. (3.76)
We have employed the notation [.]l denoting the l-th partial sum of the surface spherical harmo-
nic expansion of the term in brackets. Now, we directly go over to compute the electrophoretic
mobility on the basis of the reciprocal theorem following equation (3.60). Solely the terms






+κa(−726+ κa{−352+κa(27+ κa{46+ 5κa})})})}+ exp(κa)(κa)4(−840
+ κa{−1032+ κa(−356+ κa{68+ κa(51+ 5κa)})})Ei(−κa)) . (3.77)
Figure 3.4 shows the electrophoretic mobility of a spherical particle attached to a flat fluid
interface as a function of the contact angle and the Debye parameter. The independence of the
electrophoretic mobility on the contact angle for thin Debye layers is reobtained. More specifically,
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the electrophoretic mobility is nearly independent of the contact angle if the Debye parameter
is above 30. It can further be observed that hydrophobic particles have a higher mobility than
hydrophilic particles. In this case, the electrostatic forces dominate over the hydrodynamic
drag forces. In the Hückel limit, if the radius of the spherical particle is small compared to the
thickness of the electric double layer, one obtains
lim
κa→0








As already discussed in section 3.2.2, the translational motion of the particle does not lead
to a deformation of the fluid interface in the first order of the capillary number Ca. The only
remaining contribution is called electrodipping (Danov et al., 2004). Essentially, the sum of
the Maxwell stresses and the osmotic pressure inside the electric double layer is balanced by
the capillary pressure induced through a deformation of the fluid interface. In contrast to all
published works concerning the electrodipping effect, we do not limit our analysis to the case of
a thin Debye layer. However, in this work the static interfacial deformation is independent of the
nonpolar fluid, as a consequence of assumption 4, as opposed to the works by Foret and Würger
(2004), Danov et al. (2004), Danov and Kralchevsky (2006a) and Danov et al. (2006). In the
present context, we are therefore focusing on the interfacial deformation caused by the electric
double layer developing at the surface of the particle immersed in the fluid of higher viscosity
and permittivity in absence of an applied electric field.
The computation of the interfacial deformation is straightforward, since we already provided
the solution of the electrostatic potential ψ̃ up to the first order in β [see equations (3.63) and
(3.75)] as well as the static (osmotic) pressure (see equation (3.19) with l = 1.). The evolution
equation accounting for the electrodipping effect is equation (3.33). Clearly, all quantities on
the left-hand side of equation (3.33) have to be evaluated at the interface, i.e., ϕ = π2 ,
3π
2 .
In the static state, the electrostatic potential ψ̃ and the osmotic pressure p̃s are axisymmetric
around the particle, consequently the interfacial deformation as well. For the computation of the




ỹ2 + z̃2, (3.79)




The fluid interface follows the parametrization:
x̃ = h̃(%̃). (3.81)
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In agreement to our foregoing analysis, we expand h̃(%̃) up to the linear order in Ce, leading to
h̃(%̃)≈ Ce h̃(%̃). The normal vector corresponding to the perturbation expansion in Ce (pointing





Computing the divergence of the normal vector ns(1) evolves equation (3.33) into



















in which σ̃s,ϕϕM denotes the ϕϕ-component of the Maxwell stress tensor defined in equation




















2 + β(κa)2ψ̃(0)ψ̃(1) +O(β
2). (3.85)
Interfacial deformation for Θ = 90◦

































The left-hand side of this equation is a function of %̃ alone, say k(%̃). Given that lim%̃→∞ k(%̃) = 0,











A formal proof of the latter transformation can be found in appendix D by Eigenbrod et al.






1+ 2κa%̃ + 4exp(2κa%̃)(κa)2%̃2Ei(−2κa%̃)

. (3.88)
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Interfacial deformation for Θ 6= 90◦
The evolution equation for the first-order correction of the interfacial deformation caused by the












































































Further, ψ̃(0) has to satisfy the linearized Poisson-Boltzmann equation. Substituting (κa)2ψ̃(0)

































Then, after partial integration of the second term in brackets, using the boundary conditions for





























It is known that elliptic partial differential equations take their extremal values at the boundary
of the domain (so-called maximum principle) (Lee, 2014; Gilberg and Trudinger, 2015). The
boundaries of the first-order contribution of the electrostatic potential ψ̃(1) are %̃ = 1 and
%̃ → ∞. Since the potential decays to zero far away from the particle we are left with the




























= (1+ κa) f (θ ,ϕ)|ϕ=π2 , 3π2 . (3.95)
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Abbildung 3.5.: Plot of the first-order interfacial deformation h̃Ce = h̃ (in Ce) over the dimen-
sionless distance %̃ for different values of the dimensionless Debye length [see
equation (3.88)]. Inset: Dipping depth [see equation (3.97)] of the particle as
a function of the Debye length [reprinted with permission from APS, Phys. Rev.
Fluids 3 (2018), Eigenbrod et al. (2018)].
Since f (θ ,π/2) = f (θ , 3π/2) = 0, ψ̃(1) is identically zero at the boundaries and therefore
zero everywhere at the undeformed fluid interface. Consequently, the O(β)-correction of the
interfacial deformation vanishes
h̃(1) = 0. (3.96)
The interfacial deformation up to O(β) for different values of the Debye length is shown in
figure 3.5 [see equation (3.88) with h̃ = Ce h̃+O(Ca2, Ce2,β2)]. In agreement with physical
intuition, the deformation of the fluid interface strongly depends on the Debye length. In the
Smoluchowski limit (κa→∞), the interfacial deformation occurs on a very short length scale,
as already suggested by Foret and Würger (2004) and Danov et al. (2004). For fluids with a
permittivity ratio which is no longer small and for κa→∞, this contribution only affects the
interfacial deformation in close proximity of the particle, whereas the long-range deformation
is dominated by the force arising inside the non-polar fluid. The interfacial deformation due to
the charges at the particle-non-polar fluid boundary is shown to scale like h̃∝ %̃−4 (see Megens
and Aizenberg, 2003; Foret and Würger, 2004; Danov and Kralchevsky, 2006a; Oettel et al.,
2006) which is clearly a longer-range deformation as obtained previously in the thin Debye
length limit. But in case of κa→ 0, we obtain from equation (3.88): h̃= Ce/(8%̃2), which is a
longer-range deformation than in the opposite case for κa→∞. Even more, for κa→ 0 the
interfacial deformation induced by the electric double layer is of longer range than the interfacial
deformation induced by the non-polar fluid. As the results by Foret and Würger (2004) are
valid at large distances, a superposition of both expressions could be suitable to take both the
short-range and long-range interfacial deformations into account.
The gradient of the equilibrium potential ψ̃ is linked to the force acting on the particle. It is
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therefore evident that the dipping depth decreases with an increasing Debye length. The dipping
depth of the particle can be found according to:




1+ 2κa+ 4 exp(2κa)κa2Ei(−2κa)

+O(Ca2, Ce2,β2). (3.97)
The curve corresponding to equation (3.97) is shown in the inset of figure 3.5. The two limiting
values can be found via
lim
κa→0










3.4.1 Validity range of the theory for the electrophoretic mobility
The validity range of our theory for the electrophoretic mobility of interfacial particles is discussed
for three different impact parameters. First, the effect of higher applied electric field is reviewed
on the basis of experimental observation for bulk particles. The effect of large ζ-potentials on
the electrophoretic mobility of interfacial particles is discussed subsequently. Finally, the errors
introduced by limiting the description to a first-order perturbation around a contact angle of 90◦
are estimated.
We considered a weak applied electric field which allowed us to derive the present set of governing
equations based on a perturbation approach around the equilibrium state (see appendix A).
Consequently, we obtained a linear relationship between the particle velocity and the electric
field, see equation (3.1). Whenever the applied electric field is sufficiently strong, a second
cloud of counterions (outside the EDL) is induced because of concentration polarization (Barany,
2009). In other words, the stronger applied electric field induces a variation of the electrolyte
concentration outside the Debye layer leading to a third-order correction to the electrophoretic
velocity (Shilov et al., 2003; Barany, 2009), i.e.,




Barany (2009) has presented experimental results to identify the range of validity of the weak-
field approximation. Among others, graphite and γ-Al2O3 particles in high electric fields were
studied and the weak-field approximation was found to be valid up to 50 V/cm and 200 V/cm,
respectively, for thin Debye layers. Zhang et al. (2018) measured the electrokinetic velocity of
polystyrene particles attached to a 1 mM NaCl-air interface employing external electric field
strength up to 10 V/cm and observed a linear relation between the velocity and the electric field
strength. The applied electric field is an input parameter during experimental verifications or
ζ-potential measurements of interfacial particles. Accordingly, assuming a small applied electric
field does not strongly limit the practical use of the theory.
Assumption 2, i.e., a small ζ-potential, has been widely discussed in the literature already shortly
after the first theoretical works on electrophoretic transport of bulk particles have been published,
especially after the publication by Henry (1931). Large ζ-potentials cause a reduction of the
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velocity of a particle for moderate Debye parameters 0.2 < κa < 50 (Overbeek, 1943). In the
numerical work of Wiersema et al. (1966), the authors found the highest discrepancy between
the linear theory of Henry (1931) and their results to occur at κa ≈ 5. At this value of the Debye
parameter, they showed that the linear theory is valid up to ζ̃ := eζkB T ≈ 1.5 or ζ ≈ ±37 mV
at room temperature. For different values of κa the range of validity increases. ζ ≈ ±37 mV,
however, includes the range of ζ-potentials of many materials (see e.g., Kirby and Hasselbrink,
2004). It should be noted that in case of a thin Debye layer κa→∞, for asymptotically high
charges of the particle, the shape independence of the electrophoretic mobility obtained by
Morrison (1970) is no longer valid (Schnitzer and Yariv, 2012b). However, the commercial
ζ-potential measurement apparatus Zetasizer Nano by Malvern Instruments Ltd. (2013) makes
use of the electrophoretic mobility obtained by Henry (1931) to relate the measured particle
velocities to the ζ-potential.
We expect that the previous discussion on the validity of the weak-field approximation and the
assumption of small ζ-potentials can be largely transferred to the case of interfacial particles,
since the scenario of electrophoretic transport of a spherical particle in the bulk is contained in
our analysis as the special case of a flat fluid interface and a contact angle of 90◦.
We calculated the electrophoretic mobility of spherical interfacial particles up to the first order
in the deviation of the contact angle from 90◦. The range of contact angles that is fairly well
approximated by our theory is a priori unknown. To check the validity of the first-order appro-
ximation, we used the commercial finite-element solver COMSOL Multiphysics® (version 5.3 a;
https://www.comsol.com) to solve the set of governing equations. The detailed description of
the numerical procedure can be found in appendix G by Eigenbrod et al. (2018). The comparison
between the theoretical model and the numerical simulations is shown in figure 3.6. In figure
3.6 a), the electrophoretic mobility is plotted against the Debye parameter for different contact
angles around 90◦. The model clearly predicts the electrophoretic mobility of hydrophilic par-
ticles better than that of hydrophobic ones. Over the whole range of contact angles considered,
the maximum discrepancy between the numerical results and our model is found to be within
4%. In order to capture the dependency of the mobility on the contact angle over a broader
range, simulations for two specific values of the Debye parameter were performed. The plot in
figure 3.6 b) supports the insights from figure 3.6 a). In general, the theory is found to be more
accurate for small Debye lengths. Interestingly, the theory is still accurate even for very small
contact angles. The deviation between the theoretical and the simulation results is found to be
smaller than 4% even for Θ = 5◦, while the deviations between theory and simulations become
larger for hydrophobic particles. However, when defining the range of validity of the theory
by demanding deviations of less than 5% from the simulation results, our theory is valid up to
Θ = 130◦. This includes all conventional hydrophobic surfaces, but excludes superhydrophobic
materials. We are therefore left with the conclusion that in terms of the contact angle the theory
provides a good approximation to the electrophoretic mobility of almost all interfacial particles.
However, some additional effects might limit the application of our theory in the Hückel limit
(κa→ 0). In this case, the particle can be very small (recall: κ−1 ≈ O(10−8) m in case of 1 mM
NaCl-water solution), making the effects of Brownian motion more prominent. While the same
is true for particles in the bulk, the presence of the fluid interface introduces additional effects,
i.e., the Brownian motion of the particle gives rise to capillary waves (e.g., Boniello et al., 2015).
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Abbildung 3.6.: Comparison between the numerical results and the predictions of the theory. a)
Electrophoretic mobility as a function of the Debye parameter obtained with
equation (3.65) and (3.77) for different contact angles compared to numerical
simulations. The lines indicate the analytical, the symbols the numerical results.
b) Electrophoretic mobility as a function of the contact angle for two different
values of the Debye parameter. The lines indicate the analytical, the symbols the
numerical results [reprinted with permission from APS, Phys. Rev. Fluids 3 (2018),
Eigenbrod et al. (2018)].
can be very significant, leading to a non-circular three-phase contact line at the particle surface.
In this case, the zeroth-order solution does not yield a fluid-interface profile as considered in our
model.
3.4.2 Impact of the static interfacial deformation on the electrophoretic mobility
We calculated the electrophoretic mobility of interfacial particles on the basis of a flat interface,
which effectively is the leading order approximation in both dimensionless numbers related to
the interfacial deformation, i.e., Ca and Ce. We have not, however, made any predictions about
the impact of the static interfacial deformation on the electrophoretic mobility. In this section,
our discussion is limited to thin Debye layers that corresponds to κa→∞.
As can be shown from figure 3.5, the interfacial deformation caused by the charge of the particle
is limited to a region very close to the surface of the particle in case of thin Debye layers. In this









, for %̃ = 1
0, for %̃ > 1
, (3.100)
which is supposed to be valid up to the first order in β , Ca and Ce. In the last equation, the
interfacial deformation is limited to the immediate neighborhood of the three-phase contact line
and can therefore effectively be seen as a variation of the contact angle at the particle surface,
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while the fluid interface remains flat. It is known from literature that the presence of a Debye
layer modifies the apparent contact angle (Chou, 2001; Dörr and Hardt, 2014). The variation of





Equation (3.101) is valid up to first order in β , since higher order effects in β have not been
explored in this work and might lead to correction in the interfacial deformation. In the thin
Debye layer limit, the contact angle at the surface of a charged particle decreases with increasing
electric capillary number Ce. For example, for Ce= 0.1 and Θ = 90◦, the effective contact angle
reaches Θapp ≈ 88.57◦. Based on this scenario where only the contact angle gets modified but
the interface remains flat, the Smoluchowski limit [see equation (3.39)] remains valid. Even at
higher orders in Ce the interface deformation should only occur in the upmost vicinity of the
particle surface if the thin Debye layer limit applies. Consequently, the Smoluchowski mobility
should remain (approximately) valid as long as assumption 4 is reasonably well satisfied.
3.4.3 Application: Separation of Janus particles
It has been reported in the literature that the presence of a fluid interface might cause a migration
of particles towards the interface (Ralston and Dukhin, 1999; Fan et al., 2004). Our theory might
therefore be relevant for a broad range of electrokinetic processes in which fluid interfaces are
present. In this subsection, we focus on the transport of so-called Janus particles, i.e., spherical
particles composed of two different hemispheres carrying different material properties.
Janus particles have been intensely studied in recent years due to their various applications, e.g.,
in e-paper display technologies (Yin et al., 2011) or drug delivery (Yang et al., 2012). In this
subsection, we discuss the differences in electrophoretic transport of Janus particles suspended
in a bulk liquid and Janus particles attached to a fluid interface. Due to the different wetting
properties of the two materials the particle consists of, an interfacial Janus particle will usually
align itself at the interface in such a way that only one hemisphere is immersed in the electrolyte
solution (e.g., Park et al., 2011; Gao et al., 2014). In this case, the electrophoretic mobility of
the particle is equal to that of a homogeneous particle having the same ζ-potential and contact
angle as the immersed part of the Janus particle. However, Janus particles suspended in the
bulk of a liquid behave differently. The theoretical framework of the electrophoretic motion of
bulk-suspended Janus particles is included in the work of Kim and Yoon (2002). Subsequently,
we briefly discuss the electrophoretic mobility and the particle alignment in the bulk, to point
out the differences to a Janus particle attached to a fluid interface.
We consider a ζ-potential distribution around the particle according to
ζ(θ ) =
¨





2 < θ ≤ π,
, with − 1≤ α≤ 1. (3.102)
Following Kim and Yoon (2002), the ζ-potential distribution has to be expanded in terms of
the first three (l = 0,1, 2) spherical harmonics, according to equations (3.69) - (3.72), since
higher-order terms do not contribute to the electrophoretic mobility. Further, the terms with
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l = 0 and l = 2 solely contribute to the translational mobility, whereas l = 1 influences the
rotation of the particle, i.e., the alignment with the electric field. After some calculation, the





with η̃0 from equation (3.65). In other words, the electrophoretic mobility is identical to that
of a homogeneous particle with the average value of the ζ-potential, clearly in agreement with
physical intuition. For α = −1, the mobility vanishes. In this case, the particle will not exhibit
any steady-state translation but align itself in the electric field through rotation. By contrast, if
the particle gets attached to a fluid interface, its electrophoretic mobility is given by equations
(3.65) and (3.77), where the ζ-potential of the hemisphere immersed in the electrolyte solution
is of decisive interest. This means that in contrast to the case of a fully immersed particle, an
interfacial particle translates along the interface if ζ0 6= 0. More generally, electrophoresis of
particles attached to a fluid interface enables separation processes that are not possible in the
bulk of a liquid. In the bulk, a Janus particle translates with a velocity corresponding to its
average ζ-potential, which makes the separation of different particles with the same average
ζ-potential impossible. Electrophoretic transport along a fluid interface, however, enables the
separation of different Janus particles if only the ζ-potentials of the hemispheres immersed in
the electrolyte are different.
3.5 Summary & Outlook
In this chapter, we have studied the electrophoretic motion of a single neutrally buoyant particle
attached to a fluid interface in case of vanishing viscosity and permittivity ratios. Along with that,
the deformation of the fluid interface due to the Debye layer around the particle was analyzed.
The analysis is based on combined perturbation expansions in the capillary number, the electric
capillary number, and the deviation of the contact angle at the particle surface from 90◦. In the
leading order perturbation, corresponding to a flat fluid interface, we found a generalization of
the Smoluchowski mobility for particles of arbitrary shape. As a consequence, the Smoluchowski
limit holds for spherical particles independently of the contact angle at the particle surface. The
overall interfacial deformation is a superposition of a dynamic (due to hydrodynamic stress)
and a static (due to electrostatic stress) deformation. Assuming a mirror-symmetric shape of
the particle with respect to the plane perpendicular to the direction of motion, we found that
the motion of the particle (controlled by the capillary number Ca) does not contribute to the
interfacial deformation, no matter what the Debye layer thickness is. In order to compute the
electrophoretic mobility for arbitrary values of the Debye layer thickness, we considered a sphe-
rical particle with a contact angle in the vicinity of 90◦. Hydrophobic particles have a higher
electrophoretic mobility than hydrophilic ones. Further, the static interfacial deformation was
computed. From the evolution of the shape of the fluid interface the dipping depth of the particle
can be calculated, taking values of aCe/4 and aCe/8 for thin and thick Debye layers, respectively,
in which a denotes the radius of the spherical particle and Ce the electric capillary number. Our
results further indicate that even when gravity is neglected, a long-range capillary interaction
between two particles [as observed from the experimental results in Nikolaides et al. (2002) and
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Aveyard et al. (2002)] is still possible if the Debye length is large compared to the particle radius.
Moreover, we discussed the influence of the electrodipping effect on the electrophoretic mobility.
In the case of a small Debye length we found that the Smoluchowski limit should remain valid
even for a deformed fluid interface, since the interface deformation is equivalent to a change in
the contact angle at the particle surface. We also examined the validity limits of our model. We
especially considered the influence of strong applied fields, large ζ-potentials and contact angle
deviations from 90◦. The influence of the contact angle was studied by comparing the analytical
results to the results of numerical simulations for Debye parameters κa taking values between 1
and 10. For contact angles on the particle smaller than 130◦, the maximum deviation between
the analytical and the numerical results are limited to 5%, which leaves us with the conclusion
that our theory is sufficiently accurate for almost all practically relevant contact angles.
The results may find applications in different contexts. First, they could help understanding the
response of soft matter systems with interfacial particles such as Pickering emulsions or liquid
marbles to electric fields. An overview of the response of particle-laden drops under electric fields
was given by Dommersnes and Fossum (2016). For example, our analysis could be relevant for
the electric-field induced coalescence of particle-covered water drops, as reported in Chen et al.
(2013). Second, we provided the theoretical background that enables the separation of Janus
particles, with two hemispheres carrying the same ζ-potential in magnitude but of opposite sign.
In further studies, the electrophoretic motion of interfacial particles should be studied experi-
mentally. It is worth mentioning that a few scientists have measured the electrokinetic velocities
of interfacial particles (Lee and Li, 2006; Zhang et al., 2018), without focusing on the electro-
phoretic mobility of the particles. Instead, the electrophoretic velocity of the particle superposed
with the electro-osmotic velocity of the electrolyte has been measured. Due to a different setup,
the experimental results are not consistent: While Lee and Li (2006) obtained a smaller elec-
trokinetic velocity of interfacial particles compared to bulk particles in an open channel, Zhang
et al. (2018) obtained the opposite behavior in a closed channel. The inconsistencies are due
to the difference in the induced electro-osmotic flow of the electrolyte. Furthermore, Zhang
et al. (2018) studied the influence of the size of the particles on the electrokinetic velocity and
obtained that bigger particles (2a = 10 µm) are less mobile than smaller particles (2a = 3 µm).
The authors claimed that the dependency of the electrokinetic velocity on the size of the particle
is a consequence of a higher Stokes drag in the liquid phase, which is not in agreement with our
theory, since the size of the particle increases both the hydrodynamic drag and the electrostatic
driving force equally (if κa →∞). It is worth mentioning that the same size dependency of
the electrophoretic mobility has been measured at water-dodecane interfaces. In contrast, in
the numerical work by Wang et al. (2018), the authors obtained that larger interfacial particles
have a higher electrokinetic mobility than smaller particles attached to water-oil interfaces. Most
surprisingly, the work by Zhang et al. (2018) and Wang et al. (2018) was published by the same
corresponding author, without mentioning the respective other work. The physical explanation of
the size dependency of the electrophoretic mobility in both papers is a clear contradiction to the
explanation in the respective work. Referring both experimental papers by Zhang et al. (2018)
and Lee and Li (2006), the authors did not mention the presence of a gel bridge, commonly used
to shield the electrodes from the region of interest and avoid the production of bubbles through
electrolysis (Takamura et al., 2003) and a spatial change in the pH-value inside the electrolyte
(Persat et al., 2009a,b), that occurs even in case of relatively small applied electric fields. Given
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the previous discussion, there is still a lack of reliable experiments focusing on the measurement
of the electrophoretic mobility of interfacial particles.
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4 Effective interfacial viscosities of a
particle-laden interface in the dilute limit
In the last chapter, we have studied the effect of a fluid interface on the motion of a single
charged particle driven by an applied electric field. In this chapter we go along a different route
and assume the presence of a large number of particles attached to a fluid interface of a moving
two-fluid system. Hereby, we do not specify the reasons of fluid motion but focus on the effect of
the presence of particles on the flow properties of the multiphase system. We aim to answer the
following questions: Does the presence of interfacial particles affect the flow of a multiphase
system? How big is the effect of the wetting properties of the particles on the global properties
of the flow?
In many engineering applications flows consist of more than a single phase. The presence
of particles, droplets or bubbles dispersed in the bulk of a moving fluid makes the physical
description of the system considerably more difficult, compared to the flow of a single-phase
system. Neglecting the dispersion of bubbles, three other scenarios are typically distinguished in
the literature as summarized in figure 4.1 (Guazzelli and Morris, 2011). A dispersion consisting
of solid particles distributed in an outer liquid is called suspension [see figure 4.1 a)]. Common
examples of suspensions are landslides, mudflows, magma flows (Mueller et al., 2010), paint
flows (Lim and Ahn, 2013) and blood flows (Viallat and Abkarian, 2020), where blood is a
typical example to emphasize the complexity of suspensions. On top of the deformability, the
complex shape and the high concentration of non-rigid red blood cells, that are suspended in
a carrier liquid, the vessels are also deformable. Emulsions, i.e., the dispersion of droplets in a
different liquid carrying deviating material properties [see figure 4.1 b)], often occur naturally
in food industry, such as in milk (oil in water) or in butter (water in oil) (Shah et al., 2008), but
also provide a huge range of applications in biochemistry based delivery processes (Ge et al.,
2007; Theberge et al., 2010) and oil or water recovery (Huang and Varadaraj, 1996; Zhang et al.,
2013). Aerosols, on the other hand, are dispersions of solid particles or liquid droplets in a gas
flow [see figure 4.1 c)]. Familiar examples of aerosols are dust, sprays or exhaust fumes.
Einstein (1906) first concerned with dilute suspensions of spherical particles. As part of his
Ph.D. thesis, Einstein (1906) computed the effective (shear) viscosity of a dilute suspension
of rigid spherical particles suspended in a Newtonian fluid. More specifically, the presence of
particles in a fluid flow was shown to increase the overall energy dissipation in the bulk caused
by an additional deformation of the fluid elements in the vicinity of the rigid particles. The
additional energy dissipation was attributed to an effective increase in the viscosity. Einstein
(1906) computed the rate of viscous dissipation in a large control volume concentric with a single
particle and obtained the so-called Einstein viscosity (to be discussed in more detail at the end of
this paragraph). It should be noted that the Einstein viscosity allows the computation of the flow
of a dilute suspension on a macroscopic level without resolving the dispersed particles inside
the liquid, which reduces the analytical/computational effort significantly. Another very large
contribution in suspension rheology was made by Batchelor (1970). By averaging the stresses
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Abbildung 4.1.: Classification of dispersions. a) Suspension: Solid particles are suspended in
a surrounding liquid. b) Emulsion: Droplets are dispersed in a different liquid
carrying deviating material properties. c) Aerosol: Solid particles or liquid droplets
are distributed in a gas.
over the total volume of the suspension, he found an elegant way to determine the effective
suspension properties, which is generally valid for arbitrary particle concentrations and shapes.
His analytical solutions, however, are limited to dilute suspensions where only a single particle
or the interaction of two particles are taken into account. Batchelor and Green (1972) have
managed to go beyond that limit and computed the viscosity of suspensions up to the second
order in the volume concentration φV . For non-dilute volume concentrations up to φV ® 0.25,
the suspension still behaves effectively like a Newtonian fluid (Mueller et al., 2010). In a more
concentrated regime, characterized by a rapid growth of the apparent viscosity, an effectively
shear-thinning behavior has been reported (Stickel and Powell, 2005; Mueller et al., 2010).
Due to the hydrodynamic interactions of sufficiently small particles at higher concentrations,
Brownian motion has to be taken into account that can be represented as a stochastic force
(Batchelor, 1976, 1977). However, Brownian motion does not affect the apparent viscosity of a
bulk suspension consisting of rigid spherical particles in the dilute limit, as shown independently
by Hinch and Leal (1972) and Batchelor (1977). Because of the enormous difficulties associated
with larger particle concentrations, numerical simulations are often employed (Foss and Brady,
2000; Sierou and Brady, 2001). More recent work dealing with the rheology of bulk suspensions
focus on different surface properties of the particles, such as Janus particles with no-slip/slip
surfaces (Ramachandran and Khair, 2009) or colloidal particles having a hairy and/or rough
surface (Schroyen et al., 2019), as well as active/self propelled particles (Burkholder and Brady,
2020).
Beside transport processes of interfacial particles, such as curvature induced motion (Léandri
and Würger, 2013; Galatola and Fournier, 2014), which has been studied quite intensively in
recent years, researchers studied static particle-interface interactions, such as particle-laden
droplets. These composite structures are often referred to as liquid marbles (Aussillous and
Quéré, 2001). It has been observed that interfacial particles mechanically stabilize droplets
(e.g., Binks, 2002; Aveyard et al., 2003; Dickinson, 2010; Wu and Ma, 2016; De Corato and
Garbin, 2018). The evaporation rate of liquid marbles on surfaces is lower than that of bare
droplets, since no liquid is in direct contact with the substrate (McHale and Newton, 2011).
Liquid marbles enable the creation of hollow granules (Eshtiaghi et al., 2010) and are usually
more mobile on surfaces than bare droplets and can be positioned and transported via gravity
(more precisely than a bare droplet since contact angle hysteresis is negligible) (Aussillous and
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Quéré, 2001), applied magnetic (Bormashenko et al., 2008) or electric fields (Newton et al.,
2007). Due to these unique properties, potential applications are abundant. Liquid marbles are
used in pharmaceutical, medical, chemical, and cosmetic industries (Avrămescu et al., 2018).
Apart from that, particles attached to fluid interfaces play a role in creating nanostructured
materials based on the Langmuir and Langmuir-Blodgett techniques (Park and Advincula, 2011)
or in the stabilization of emulsions (Wu and Ma, 2016; Mei et al., 2016).
Probably inspired by the manifold applications of interfacial particles, Lishchuk and Halliday
(2009) were the first to calculate the effective dilatational and shear viscosity of a particle-laden
interface in the dilute limit (small surface concentration φL  1) for particles having a contact
angle of Θ = 90◦. They used a method similar to that of Einstein (1906). They further verified
their results with Lattice-Boltzmann simulations and demonstrated good agreement if φL ≤ 0.15.
Later on, Lishchuk (2014) modeled the effective dilatational viscosity of an interface densely
decorated with particles, where Brownian motion was neglected and the contact angle was fixed
to Θ = 90◦. By employing a toroidal coordinate system, Lishchuk (2016) calculated the effective
dilatational surface viscosity in the dilute limit as a function of the contact angle Θ, valid if both
phases have a large viscosity contrast. The resulting integral had to be solved numerically.
In order to consider the effective interfacial viscosities, closed-form analytical expressions have
to be derived. The case of a particle-laden interface separating two fluids with a large viscosity
contrast, valid for a broad range of contact angles Θ, is the subject of the current chapter.
This chapter is subdivided as follows: Before introducing the underlying model assumptions and
discussing the governing equations as well as the corresponding boundary conditions in section
4.1, the stresslet is introduced as part of the computation of the Einstein viscosity, revealing its
significance in suspension rheology. In section 4.2, a method for the computation of effective
interfacial viscosities is presented, on which the asymptotic calculation (section 4.3) is based
on. The discussion of potential applications in numerical simulations, the effect of interfacial
particles on the stability of a free liquid jet as well as an excursion towards the computation of
the trajectories of slightly deformed particles is given in section 4.4. The results are summarized
in section 4.5.
Definition of the stresslet and its significance in suspension rheology; Einstein viscosity
The aim of this paragraph is the definition of the so-called stresslet and the computation of the
Einstein viscosity. In contrast to the original derivation by Einstein (1906), we follow the more
advanced procedure due to Batchelor (1970) in which the stresslet is naturally defined, since it
appears during the derivation. In the context of this chapter, we should be content with this less
formal definition of the stresslet. The following deduction is part of several textbooks dealing,
among others, with suspension rheology (e.g., Guazzelli and Morris, 2011; Kim and Karrila,
2013).
The underlying hypothesis is closely related to that of a continuum (Altenbach, 2012). It is
assumed that a particle-laden fluid can macroscopically be represented by an effective fluid
(meta fluid) reflecting the averaged hydrodynamic behavior of the suspension. Therefore, a
representative volume element is cut out of the suspension [such as sketched in figure 4.1 a)],
large enough to contain a statistically significant number of particles but small enough to exclude
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the scale of variations of interest from a macroscopic point-of-view (Kim and Karrila, 2013). In



















P . N denotes the total number of particles. Inside the fluid, the stress
tensor is related to the deformation of the fluid elements through equation (2.5). Obviously,
equation (4.1) can then be written as






σ + pI − 2µE dV , (4.2)
in which we used the abbreviation E= 1/2(∇u+(∇u)T ), i.e., the symmetric part of the velocity
gradient (known as the rate of strain tensor). For an incompressible fluid, the pressure can be
expressed as the average of normal stress components of the stress tensor p = −(1/3)Tr(σ) (e.g.,
Brenner, 1991; Guazzelli and Morris, 2011), in which the operator Tr defines the trace, i.e., the
sum of all diagonal elements of a matrix. In absence of volume forces [that cannot be subsumed
into the thermodynamic pressure, see equation (2.8)], the Stokes equations read ∇ ·σ = 0 [see
equation (2.3)]. The momentum balance inside the particles also read ∇ ·σ = 0, as long as
volume forces can be neglected (Batchelor, 1970). The following two identities are valid in the
fluid and in the particles and are readily shown (Guazzelli and Morris, 2011; Kim and Karrila,
2013)
Tr(σ) =∇ · (σ · r ), σ =∇ · (σr ). (4.3)
Making use of the these identities, equation (4.2) can be transformed into a sum of integrals
evaluated over all particle surfaces:










n · (σr )−
1
3
(n ·σ · r ) I −µ (nu + un) dA . (4.5)
ΣPB and A
(i)
P is the excess particle stress in the bulk and the surface of particle i. It is worth
mentioning that ΣPB (effectively) reflects the presence of particles in the fluid, whereas the
first two terms in equation (4.4) maintain the same mathematical structure even in absence of
particles. In this case, of course, the volume averaging would be performed exclusively over the
volume of the fluid. Following Batchelor (1970), the antisymmetric part of equation (4.5) is
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closely related to the torque acting on the suspended particles which is neglected throughout this
derivation (more details are given in section 4.1). To be more precise, the antisymmetric part
of the volume averaged stresses are equal to the antisymmetric part of the integral in equation
(4.5) that is equal to the volume averaged torque acting on the particles. The symmetric part,






(n · (rσ) + (rσ) · n)−
1
3
(r ·σ · n) I −µ (nu + un) dA . (4.6)
When assuming that the stresslet of every particle is in the same mathematical form, which
is approximately valid whenever the volume concentration of the particles inside the fluid is
small enough, the symmetric portion of the surface integral from equation (4.5) equals N -times








The stresslet is closely related to an additional energy dissipation caused by the presence of
particles in a bulk (Batchelor, 1970) and reads for a spherical particle of radius a in linear shear
flow S = (20/3)πµa3〈E〉V (Batchelor, 1970; Guazzelli and Morris, 2011; Kim and Karrila,
2013). Finally, the effective viscosity of a dilute bulk suspension of spherical particles can be
computed leading to the Einstein viscosity µE








The stresslet also takes a major role in the computation of the effective interfacial viscosities of
particle-laden interfaces, as shown later in this chapter.
4.1 Model assumptions
We consider a particle-laden, infinitesimally thin fluid interface [so-called dividing surface or
Gibbs interface (Slattery et al., 2007)], having N identical colloids (radius a) with a contact
angle Θ attached to it. We assume an ’ideal’ [massless/incompressible with vanishing surface
stresses (Wang and Oberlack, 2011)] fluid interface, which is commonly assumed in the absence
of surfactants or impurities (e.g., Brenner, 1991). We aim at computing the interfacial viscosities
arising through the presence of the interfacial particles as a function of the contact angle Θ with
the help of a homogenization method, where the particle-laden interface is represented by a
homogeneous and compressible Newtonian interface [so-called Boussinesq-Scriven interface
(Boussinesq, 1913; Scriven, 1960)] having effective viscosities (figure 4.2, top left and top right),
analogously to the derivation of the Einstein viscosity.
In general, hydrodynamic interparticle interactions (at high particle concentrations), Brownian
translational (Toro-Mendoza et al., 2017) and rotational motion (Stocco et al., 2019) as well
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Abbildung 4.2.: Visualization of the similarities used for the computation of the effective surface
viscosities represented by a Boussinesq-Scriven constitutive law (top left), see
equation (4.42). The basis of the calculation are spherical particles attached
to an ideal interface (massless and vanishing stresses) which is equivalent to
mirror-fused particles suspended in an infinite bulk fluid if the viscosity ratio
µ2/µ1 vanishes asymptotically.
as long-range capillary interactions [due to a deformation of the fluid interface through gravity
(e.g., Boneva et al., 2007) and/or curvature driven motion (Léandri and Würger, 2013; Galatola
and Fournier, 2014)] bring along many complications that leave us with a very complex problem
that is usually inaccessible to analytical methods. To keep the problem tractable, the following
assumptions are introduced, to be discussed in more detail subsequently:
1. Both fluid phases are Newtonian and incompressible;
2. The Reynolds number in phase 1 is small, i.e., Re1 1;
3. The radius of curvature of the fluid interface separating both phases is much larger than
the characteristic size a of the particles and the capillary number Ca is sufficiently small;
4. The viscosity ratio between both phases vanishes asymptotically, i.e., µ2/µ1→ 0;
5. The interfacial particles are neutrally buoyant, rigid, of spherical shape with radius a, while
the fluid interface assumes a contact angle of Θ on the particle surface;
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6. The interfacial suspension is dilute;
7. Brownian motion is negligible;
8. No external force or torque is applied to the particles and the Stokes numbers reflecting the
relaxation time scales for the linear and angular momentum of the particles are sufficiently
small.
Even though assumption 1 is a very common assumption in fluid mechanics, it can be violated
if particles are suspended in the bulk phase. A sufficiently high concentration of particles is
needed to lead to an effectively non-Newtonian rheological behavior (Stickel and Powell, 2005),
while even a low concentration of rigid particles in a bulk can lead to an apparent volume
viscosity, reflecting compressible behavior in both phases (Brady et al., 2006). The results by
Brady et al. (2006) might go against the intuition in which incompressible particles suspended
in an incompressible fluid should effectively not provide a compressible rheological behavior.
However, their theoretical analysis reveals the counter-intuitive result. Thus, it is assumed that
no particles are suspended in the bulk of the fluids. Assumption 2 simplifies the momentum
balance by neglecting any transient and convective terms as discussed in section 2.1.1. For small
capillary numbers Ca, the stress balance at the interface can be expanded into a perturbation
series in Ca, as shown in section 3.1.1. As long as the radius of curvature of the interface
is much larger than the characteristic size of a particle (assumption 3), the curvature of the
interface can asymptotically be neglected in the zeroth order of Ca. Assumption 4 is a reasonable
approximation for any liquid-gas system, given the discussion in the previous chapter. When
assuming that the spherical particles are neutrally buoyant and rigid, the fluid interface remains
flat even if particles are attached to it (assumption 5). Generally, fluid interfaces are free of shear
stresses (if no Marangoni stresses are present) and together with assumption 3, the interface
therefore has all properties of a symmetry plane (a further discussion is given in chapter 3).
Consequently, the velocity and pressure field around the particles can be calculated by replacing
the interfacial particles with particles consisting of two fused mirror-reflected spherical caps
in an unbounded fluid, as shown in figure 4.2 (top right and bottom). This kind of symmetry
argument has already been applied in chapter 3, and, among others, in the numerical calculation
of the effective dilatational viscosity of particle-laden interfaces (Lishchuk, 2016). Consequently,
the upper phase (phase 2) does not affect the motion of the interfacial particles. The effective
interfacial properties are therefore solely determined by the stresses in fluid phase 1. From now
on, all material properties appearing in the equations correspond to phase 1 and we suppress the
subscripts.
As already discussed, interfacial particles may interact through different mechanisms, e.g.,
through hydrodynamic interactions due to the mean relative velocity of the particles or through
velocity fluctuations due to Brownian motion (Batchelor and Green, 1972; Batchelor, 1976,
1977). Furthermore, it has been shown that interfacial particles can execute an oscillating
translational (Toro-Mendoza et al., 2017) and rotational (Stocco et al., 2019) motion normal to
the interface from which the resulting capillary waves induce an interaction. A particle-particle
interaction is also induced by the dynamic interfacial deformation of particles moving along a
fluid interface with a constant velocity (Dörr and Hardt, 2015). Even in static cases, a charged
particle leads to a deformation of the fluid interface as shown in section 3.3.2 that implies a
capillary interaction between neighboring particles. Naturally, all of these interactions decay with
the interparticle distance. In a similar way as in the computation of the Einstein viscosity of a bulk
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suspension we assume that the interparticle distance is large enough to render these interactions
negligible (assumption 6). Therefore, the perturbation velocity field due to the presence of a
particle does not influence neighboring particles. It should be noted that Hinch and Leal (1972)
and Batchelor (1977) have shown that the dilute-limit solution by Einstein (1906) holds even in
the presence of Brownian motion. However, this general statement cannot be made in case of
interfacial particles, due to the capillary waves mentioned above. Even in absence of interparticle
interactions, capillary waves influence the flow around the particles significantly and probably
disables an analytical treatment. Brownian motion is therefore neglected (assumption 7). When
no external force or torque is applied to the particles (e.g., through an external electric field as
discussed in the previous chapter) and inertial effects (in both, the fluid and the particle motion)
are neglected, the particles follow the flow in such a way that the sum of the force/torque due to
the translation/rotation of a particle and the force/torque induced by translational/rotational
velocity of the surrounding fluid are identically zero (assumption 8). As a prominent example,
for a single spherical particle suspended in an unbounded Newtonian fluid and subjected to
an arbitrary flow field, it is known that the translational and rotational velocity of the particle
coincides with that of the applied velocity field (Happel and Brenner, 2012; Kim and Karrila,
2013).






A is the total area of the fluid interface, N the number of particles attached to the interface
and a the radius of the particles. The authors kept the definition from equation (4.9) when
computing the dilatational viscosity as a function of the contact angle (Lishchuk, 2016). However,
for contact angles deviating from Θ = 90◦, the area fraction of the fluid interface cutting through





We later compare the semi-analytical results by Lishchuk (2016) to our theoretical results and
therefore have to keep both definitions in mind. Apart from that, we do not use the definition
from equation (4.9).
4.1.1 Governing equations and boundary conditions
As already pointed out when discussing the underlying assumptions, particles at ideal interfaces
can be represented by mirror-fused particles in a bulk fluid, see figure 4.2 (top right and bottom).
We therefore describe the governing equations and the corresponding boundary conditions
referring to mirror-fused particles as shown at the bottom of figure 4.2.
The governing equations are the Stokes equations (see section 2.1.1), reading
∇ptot = µ∇2u tot, ∇ · u tot = 0, (4.11)
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in which ptot is the total thermodynamic pressure, u tot the total velocity field, and µ the viscosity
(referring to phase 1). Here, u tot = u∞ + u is the superposition of an applied velocity field
u∞ and a disturbance velocity field u occurring through the presence of particles. The same
superposition is employed for the pressure. The applied velocity field also satisfies Stokes’
equations and is therefore (mathematically) smooth and a Taylor series can be employed around
the origin of the coordinate system (shown in figure 4.2, top left), leading up to the first order to
(Happel and Brenner, 2012)
u∞(r )≈ U∞ +Ω∞ × r +E · r , (4.12)
in which r is the position vector and |r |= r its length (see section 2.5.2 for more details). As a
consequence of the applied velocity field u∞(r ), a particle suspended in the bulk might execute a
translation and rotation. Additionally, if the suspension is not dilute, perturbations of the velocity
field originating from nearby particles might also affect the motion of a dispersed particle. Taking
assumption 6 into account and neglecting interparticle effects, the far field boundary condition
for every particle is of the same mathematical form. In the following, we represent all non-
interacting particles by a single (representative) particle, located at the center of the coordinate
system. The Stokes equations are linear and consequently, the boundary conditions at the surface
of the representative particle as well as far away from the particle can be written as the difference
between the translational and rotational velocity of the particle and the unperturbed, applied








rP , and limr→∞u = 0, (4.13)
in which Ueff = U −U∞ and ωeff =ω−Ω∞ are the effective translational velocity, defined as
the difference between the velocity of each particle and the applied translational velocity, and the
effective angular (or rotational) velocity, respectively. rP is the parametrization of the surface of
the particle. The effective translational/rotational velocity of the particle is typically obtained
through a force/torque balance, as already applied in the context of the previous chapter 3
in order to compute the electrophoretic mobility of a single interfacial particle. It should be
noted that the computation of the effective velocities of a non-spherical particle is non-trivial
and can often lead to very tedious computations even in case of relatively simple geometries,
such as spheroids (Jeffery, 1922). For spheres (rP = a) in an unbounded medium, it is known
(Happel and Brenner, 2012; Kim and Karrila, 2013) in the absence of external forces or torques
(assumption 8) that Ueff = 0 and ωeff = 0, leading to the boundary condition u|a = −E ·
r
r a
at the surface of the spherical particle. The vanishing of both effective velocities can be shown
with the help of equations (2.88) & (2.89), when replacing U∞ and Ω∞ with Ueff and ωeff,
respectively, and further setting F = T = 0. Translated to interfacial particles, this corresponds
to a sphere having a contact angle of Θ = 90◦. For non-spherical particles symmetries break
down and an effective translation and rotation could exist, which affects the boundary conditions
at the surface of the representative particle and consequently the effective viscosities. We may
show in the subsequent paragraph that the effective translational and rotational velocities do not
need to be considered in the present study. Consequently, the boundary conditions at the surface
of the particle correspond to a pure straining flow field.
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Due to assumption 1 and the absence of Marangoni stresses, the rate of strain tensor E has to be
restricted to ensure a shear-free fluid interface, whereas the restrictions of U∞ and Ω∞ are of
minor interest, since they do not need to be considered in the present context as shown in the
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with∇S ·uS = ESy y+E
S
zz . The boundary conditions for a mirror-fused bulk particle can therefore
be written as
u|rP = −E ·
r
r
rP , and limr→∞u = 0. (4.15)
In summary, equation (4.11) & (4.15) provide a closed equation system to compute the flow
around a mirror-fused particle in an unbounded fluid.
Effective translational and rotational motion of a slightly deformed sphere in linear flow and
the consequences on the stresslet
As already indicated in the introducing example when computing the Einstein viscosity, the
stresslet will be shown to take a major role in the computation of the effective surface viscosities
of a particle-laden interface. We may therefore discuss the impact of the effective translational
and rotational motion of a slightly deformed sphere on the stresslet of the particle. We assume a
parametrization of the surface of the particle up to the second order in a perturbation parameter
β  1 as given in equation (2.63) and let f (θ ,ϕ) and g(θ ,ϕ) take the role of two arbitrary
shape functions. The boundary condition at the surface of the particle is given through equation
(4.13). The formal procedure for the computation of the boundary conditions using a domain
perturbation method up to the first order in β has already been described in section 2.4. The




































































































In the latter equations we have used the expansions Ueff = βUeff,(1)+β2Ueff,(2), ωeff = βωeff,(1)+
β2ωeff,(2), as well as u(1) = u(1),T+u(1),R+u(1),S, i.e., the decomposition of the first-order velocity
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field in translational, rotational and pure straining contributions. Both zeroth-order contributions
in the effective translational and rotational velocity correspond to a sphere and are therefore
identically zero. It should further be noted that equations (4.16) - (4.18) correspond to the
zeroth, first and second order expansion of the velocity (in β), respectively.
The boundary condition from equation (4.16) clearly corresponds to a spherical particle in
pure straining flow. Equation (4.17) on the other hand, is a superposition of an undeformed
sphere translating and rotating with Ueff,(1) and ωeff,(1), respectively, and a first-order correction
term corresponding to a slightly deformed sphere in pure straining flow. However, since a
translational and rotational motion of a sphere does not contribute to the stresslet of a sphere it
is sufficient to consider the pure straining boundary condition in the first order of our analysis.
Analogously, in the second order in β , the first term in round brackets on the right-hand side of
equation (4.18) does not need to be considered, since it refers to an undeformed sphere in a
constant translational and rotational velocity field. The following two terms, that correspond
to the first-order correction of a slightly deformed sphere in pure translational and rotational
flow, respectively [for comparison, see equations (3.9) and (4.3) by Brenner (1964)], might
possibly contribute to the stresslet. The remaining terms correspond to the a second-order slightly
deformed sphere in pure straining flow. Whether the motion of the slightly deformed spherical
particle contributes to the effective rheological properties of a suspension in the second order of
β , strongly depends on the actual shape of the slightly deformed sphere. In the following, we
calculate the first-order effective velocities (Ueff,(1), ωeff,(1)) on the basis of a force and torque
balance for the most general parametrization of a slightly deformed sphere.
To start with, we may expand the force F and torque T acting on the particle in a perturbation
sum in β up to the first order leading to
F ≈ F (0) + βF (1), (4.19)
T ≈ T (0) + βT (1). (4.20)
The zeroth-order force and torque acting on a spherical particle translating with a velocity U
and rotating with an angular velocity Ω is readily known from equations (2.88) & (2.89) when
replacing U∞ and Ω∞ with −U and −Ω, respectively:
F (0) = −6πµaU , (4.21)
T (0) = −8πµa3Ω. (4.22)
The first-order contribution of the force and torque can be decomposed in a translational,
rotational and straining contribution. The force and torque can be calculated using the following
relations, derived on the basis of Lamb’s general solution (Brenner, 1964; Kim and Karrila,
2013)
F = −4π∇(r3p−2), (4.23)
T = −8πµ∇(r3χ−2), (4.24)
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in which p−2 and χ−2 are solid spherical harmonics of order -2 as part of Lamb’s general solution
(see section 2.3). We use the solution of the Stokes equations for pure straining flow, derived in
appendix B, and find the following first-order corrections of the force and torque after a rather
long calculation
F (1) = F (1),T +F (1),R+F (1),S, (4.25)
T (1) = T (1),T +T (1),R+T (1),S, (4.26)
with































T (1),T = 6πµa2U ×∇ (r f1) , (4.30)


















in which fk [ fk = fk(θ ,ϕ)] is the k-th partial sum of the spherical harmonic expansion of the
shape function f (θ ,ϕ). Employing a force and torque balance in the first order and setting
U = βUeff,(1) and Ω= βωeff,(1), respectively, we find
Ueff,(1) = a
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It should be noted that these results are valid for an arbitrarily shaped slightly deformed sphere
subjected to a linear flow field in the first order of β .
At this point, we are in the position to compute the effective translational and rotational velocity
of a mirror-fused particle in the first order of β . The expansion of the function f (θ ,ϕ) =
sin(θ ) |cos(ϕ)| into surface spherical harmonics is given in table 3.1. Since fk = 0, if k = 2l − 1,
the effective translational velocity is identically zero in the first order of β . When inserting
f2 = −(5/32)[cos2(θ )− 1+ 3(cos2(θ )− 1) cos(2ϕ)] and equation (4.14) into equation (4.34),
it also follows that ωeff,(1) = 0. Therefore, up to the second order in β , the effective translational
and rotational velocity does not need to be considered during the computation of the effective
interfacial viscosities for a particle shape given through f (θ ,ϕ) = sin(θ ) |cos(ϕ)|. It is therefore
sufficient to consider pure straining flow [see equation (4.15)].
The results given in equations (4.33) & (4.34) can be used in a different context, i.e., the
computation of the trajectory of a slightly deformed spherical particle. An excursion dealing with
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the computation of the trajectory of a slightly deformed spherical particle is provided in section
4.4.3.
4.2 Underlying method for the computation of the effective interfacial viscosities
The aim of this section is the introduction of the general train of thought underlying the
computation of the effective interfacial viscosities, which is closely related to the work by
Batchelor (1970). We refer to figure 4.2 (top left & bottom) and relate the suspension stresses
inside the bulk (subscriptB) to effective interfacial properties (subscript S ).
To start with, we compute the volume averaged stresses 〈σi〉V referring to the bulk containing
mirror-fused particles (i =B , see bottom of figure 4.2) and the configuration reflecting effective
interfacial suspension properties (i = S , see top left of figure 4.2). The latter contains a





















in which Vi,A , σ and σSD are the total volume (i =B ,S ), the area of the Boussinesq-Scriven
interface, the total bulk stress and the deviatoric interfacial stress, respectively. In view of figure
4.2, it follows that VB = 2 VS . Batchelor (1970) has shown that the right-hand side of equation
(4.35) can be rewritten into a superposition of terms due to the applied velocity field and an
additional term reflecting the stresses due the presence of particles ΣPB [see equation (4.4)]:




where E is the rate of strain tensor [see equation (4.12)] and p the pressure field corresponding
to the applied velocity field. The same rationale can be applied to the formulation relying on the
Boussinesq-Scriven interface, assuming that the presence of particles solely affects the effective
rheological properties of the fluid interface. We have





σSD dA . (4.38)
To relate the surface stress to the corresponding volumetric quantities, we utilize the two
different expressions for the volume averaged stress to compute the total energy dissipation.
More precisely, the total energy dissipation due to the Boussinesq-Scriven interface coincides
with the energy dissipation due to mirror-fused particles suspended in a bulk. Recalling that E
and ES are constant tensors, the energy dissipation of the Boussinesq-Scriven interface is the
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double contraction (denoted by :) of the last term on the right-hand side of equation (4.38) with
ES , while the last term on the right-hand side of equation (4.37) double contracted with E
leads to the volumetric equivalence. We find, after computing the area average of the interfacial
energy dissipation




ΣPB : E. (4.39)
Making further use of the results obtained by Batchelor (1970) on the relation between the
particle stresses ΣPB and the stresslet [see equation (4.6)], we obtain











[see equation (4.10)], we finally get




S : E, (4.41)
which enables us to calculate the effective interfacial viscosities of a particle-laden interface
on the basis of mirror-fused particles in a bulk fluid. The stresslet plays an important role for
the computation of the effective surface viscosities, similar to the computation of the effective
viscosities in volume suspensions [see equation (4.7)].
The foregoing derivation is still very general, since we have not specified a constitutive equation
for the interfacial stresses. As already indicated, we consider a compressible Newtonian interface,






IS + 2µS ES . (4.42)
κS , µS and IS are the surface dilatational viscosity, the surface shear viscosity and the surface
identity tensor, respectively. As for the constitutive law of a Newtonian fluid in the bulk, it
can be shown with the help of the second law of thermodynamics that κS ≥ 0 and µS ≥ 0
(Gatignol and Prud’homme, 2001). Usually κS > µS in the case of particle-free interfaces, as
estimated experimentally (e.g., Fox and Rock, 1946; Maru and Wasan, 1979). Based on the
Boussinesq-Scriven law, we write
〈σSD 〉 : E
S = (κS −µS )
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= 〈ES 〉 : 〈ES 〉.
4.3 Calculation of the effective surface viscosities
We are now in the position to calculate the effective surface viscosities based on the method des-
cribed in the previous section. Our general solution strategy is based on the domain perturbation
method. To keep the calculation manageable, we limit ourselves to the second-order perturbation
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in a small parameter β .
The parametrization of a slightly deformed sphere is given in equation (3.47). With equation
(3.47) and (4.15), the boundary condition can be transferred onto an undeformed sphere,
following the general outline given in section 2.4. After expanding the velocity and pressure field
into a perturbation series in β , we expand all quantities of each order in β in r around (r − a) in































































Here, the superscript corresponds to the approximation order in β . Clearly, the solution of the
Stokes equations satisfying boundary condition (4.44) corresponds to an undeformed sphere in
pure straining and is readily known. To proceed, both functions f (θ ,ϕ) and g(θ ,ϕ) [defined
in equation (3.48)] are expanded in surface spherical harmonics ( fk and gk, in which k is
the summation index), following equations (3.69) - (3.72). We obtain an infinite sum with
f2m−1(θ ,ϕ) = 0,∀m = 1,2, . . . and f2m(θ ,ϕ) 6= 0,∀m = 0, 1, . . . . Even though the first-order
stresslet can be calculated exactly, as shown in appendix B for an arbitrary slightly deformed
sphere, the boundary condition for the second-order solution has to be approximated due to the
presence of the term proportional to the normal gradient of u(1) in equation (4.46). We discuss
this problem in more detail in section 4.3.3.
For convenience, we may also expand the stresslet into a perturbation series:
S ≈ S (0) + βS (1) + β2S (2). (4.47)
With the help of equation (4.41) we obtain up to second order in β = cos(Θ)





S (0) + βS (1) + β2
 
S (0) +S (2)

: E, (4.48)
if the surface concentration is defined as in equation (4.10). In contrast, by employing the surface
concentration defined by Lishchuk and Halliday (2009), we find up to the second order





S (0) + βS (1) + β2S (2)

: E. (4.49)
Again, equation (4.49) is used for verification purposes only, since we prefer using φ for the
surface concentration. The double contraction product of the stresslet and the rate of strain
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tensor is proportional to the square of the surface divergence of the surface velocity as well as to
the double contraction of the surface rate of strain tensor. We may write
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from which the constants C (i)1 and C
(i)
2 , with i = 0,1, 2, are calculated in the subsequent sections.
Using equation (4.43), we may expand µS and κS as
µS ≈ µS (0) + βµS (1) + β2µS (2), (4.53)
κS ≈ κS (0) + βκS (1) + β2κS (2). (4.54)


































In this subsection we compute the effective surface viscosities for Θ = 90◦. This special case
has already been studied by Lishchuk and Halliday (2009) and can therefore be considered as
a benchmark for our approach. The stresslet of a spherical particle in a pure straining flow is
readily known (e.g., Kim and Karrila, 2013) and therefore the double contraction with the rate
of strain tensor from equation (4.14) can be evaluated, leading to













from which the constants in equation (4.50) can be read off:











κS (0) = 5φµa. (4.60)
The zeroth-order solutions are identical to the results reported in Lishchuk and Halliday (2009)
and therefore provide verification for the method presented in section 4.2.
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Before we proceed to calculate the first-order corrections of the interfacial viscosities, we
introduce the Lorentz reciprocal theorem (Lorentz, 1896) as a useful tool for the following
analysis.
Application of the Lorentz reciprocal theorem
Following section 2.5, the Lorentz reciprocal theorem reads in absence of any source terms
(Lorentz, 1896; Brenner, 1991; Kim and Karrila, 2013)
∫
AP
u · σ̄ · n dA =
∫
AP
ū ·σ · n dA , (4.61)
in which (u, σ) and (ū, σ̄) satisfy the Stokes equations for the same flow geometry but with
different boundary conditions. In this context, (ū, σ̄) correspond to a spherical particle with the
boundary condition (4.44) and a vanishing velocity field at r →∞. The surface stress for this
case reads σ̄ ·n = 3µaE · rr (Happel and Brenner, 2012). Inserting the expression for the surface












rσ · n dA

 : E. (4.62)
Since E is an arbitrary (but symmetric) tensor, the (symmetric part of the) two terms inside the
brackets need to be identical. When calculating the symmetric and traceless part of the terms














(r ·σ · n) I dA . (4.63)
For a rigid particle we have u ·n = 0. When adding
∫
AP
µ(un+nu)dA to both sides of the last






(un + nu) dA . (4.64)
In contrast to equation (4.6), in which the calculation of the stresslet requires detailed infor-
mation on the velocity and pressure fields around the particle, equation (4.64) only involves
an integration of the boundary conditions over the particle surface. It should be noted that the
validity of equation (4.64) can be verified with the help of Lamb’s general solution (Happel and
Brenner, 2012; Kim and Karrila, 2013). After a lengthy calculation the expression of equation
(B.35) is recovered.
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4.3.2 First-order solution
Equations (4.44) - (4.46) display the successive solution process for slightly deformed spheres,
i.e., the n-th order boundary condition is solely determined by the solutions up to (n− 1)-th
order. Therefore, the first-order correction of the stresslet acting on a slightly deformed sphere
can be calculated by inserting equation (4.45) in equation (4.64). Alternatively, the stresslet can
be calculated according to equation (B.35), but requires the solution of the Stokes equations to
first order in β . In appendix B we derive the first-order solution for a slightly deformed sphere in
pure straining and provide an expression for the stresslet [see equation (B.37)]. By using these
results, we find after a short deduction
































It should be noted that, up to first order in β , both definitions of the surface concentration
[equation (4.9) and (4.10)] lead to the same effective viscosities.
4.3.3 Second-order solution
To obtain the second-order solution for the stresslet, we make use of the Lorentz reciprocal
theorem from section 4.3.1. The second-order boundary condition at the surface of an undefor-
med sphere is given in equation (4.46). For reasons that will become clear later, we decompose
equation (4.46) into two contributions, a first one proportional to the normal gradient of u(1),
and a second one containing all other terms. When employing the reciprocal theorem [equation
(4.64)], we start by evaluating the integral over all contributions that are not proportional to the
normal gradient of u(1) and find













































 : E. (4.69)



















































Abbildung 4.3.: Convergence plot showing the dependency of the coefficients C (2)i ( i = 1, 2)
referring to the second-order calculation of the stresslet of a slightly deformed
sphere, on the summation limit K . a) Absolute value of C (2)i ( i = 1, 2) versus
summation limit K . b) Relative change of C (2)i ( i = 1, 2) between K + 2 and K in
percent.
u(1) is written as an expansion in spherical harmonics [see equation (B.34)], reflecting the






Inserting equation (4.70) into equation (4.69), and evaluating the remaining integral in equation
(4.69) for K = 20, we find























To show that the 20 partial sums are sufficient to approximate the velocity field around the
particle reasonably well, we plot the constants C (2)1 and C
(2)
2 as a function of K in figure 4.3.
Figure 4.3 a) shows both coefficients as a function of K . The relative error of both coefficients,
defined as a relative change in %, decreases with increasing K and falls below 0.1% for K = 20,
as shown in figure 4.3 b). All calculated coefficients are collected in table 4.1. The second-order
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Tabelle 4.1.: Coefficients related to equations (4.50) - (4.52)
correction of the surface viscosities are computed for two different definitions of the surface
concentration, i.e., equations (4.9) and (4.10), as follows
µS (2) ≈ 1.4853φµa, or µS (2) ≈ −0.1815φLµa (4.73)
κS (2) ≈ 9.5178φµa, or κS (2) ≈ 4.5179φLµa. (4.74)
4.4 Discussion and application
The aim of this section is the discussion of the results obtained for the effective surface viscosities.
Furthermore, we compare our theoretical result for the effective surface dilatational viscosity
to the semi-analytical solution obtained in a previous work by Lishchuk (2016). After that, we
briefly discuss the application of our theory in the context of numerical simulations. Finally, after
using our results to study the influence of interfacial particles on the stability of a liquid jet, we
briefly discuss the computation of trajectories of a slightly deformed particle subjected to a linear
flow field.
With the help of equations (4.53), (4.54) as well as (4.59), (4.60), (4.67), (4.68), (4.73) and

















cos(Θ) + 1.9036 cos2(Θ)

, (4.76)


















cos(Θ) + 0.9036 cos2(Θ)

. (4.78)
In figure 4.4 a), a comparison between equation (4.78) and the semi-analytical solution from
Lishchuk (2016) is shown. For a broad range of contact angles Θ ∈ [40◦; 105◦] the deviation
between the theoretical and the semi-analytical results is less than 5% (dark gray region in figure
4.4 a). The lighter gray areas correspond to a deviation of less than 10%. Similar as in previous
studies (Dörr and Hardt, 2015; Dörr et al., 2016), as well as the results from chapter 3, the
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Abbildung 4.4.: a) Comparison between the prediction of equation (4.78) and the semi-analytical
solution obtained in Lishchuk (2016). The scaled dimensionless dilatational vis-
cosity is shown as a function of the contact angle Θ, where the definition of
surface concentration from equation (4.9) is used. In the dark gray region the
deviation between both solutions is smaller than 5%, whereas the light gray
region corresponds to deviations smaller than 10%. b) Dimensionless effective
dilatational and shear viscosity as a function of the contact angle. In contrast to
part a), the physically correct surface concentration as defined in equation (4.10)
is used. For the gray regions the same convention as in part a) applies.
domain perturbation method leads to a better agreement with the semi-analytical results for
hydrophilic particles than for hydrophobic ones.
In figure 4.4 b), we plot the results of equations (4.75) and (4.76) over the contact angle Θ of the
particles. Again, the shaded areas refer to deviations of 5% and 10% between the analytical and
the semi-analytical results for the dilatational viscosity. The dilatational viscosity shows a stronger
dependence on the contact angle than the shear viscosity and also has a larger magnitude for all
contact angles. Clearly, outside the shaded area towards superhydrophobic contact angles, both
viscosities behave differently than expected (κS ,µS 6= 0, for Θ→ 180◦).
Our theoretical model is limited to dilute suspensions in which φ  1. By employing Lattice-
Boltzmann simulations, Lishchuk and Halliday (2009) showed that the effective dilatational
viscosity for interfacial particles having a contact angle of Θ = 90◦ is valid up to surface
concentrations of φL ≈ 0.15. We view this as a rough guideline for the range of validity
of our theory for all contact angles. Compared to volumetric suspensions, in which the classic
expression by Einstein (1906) is typically valid up to volume concentrations of 0.05 (Guazzelli and
Morris, 2011; Mewis and Wagner, 2012), higher-order corrections in the particle concentration
appear less important. However, for fluid interfaces densely packed with particles the interfacial
viscosities should show the same divergent behavior as known for volumetric suspensions. The
dilatational viscosity of a particle-laden interface where the particles have a contact angle of
Θ = 90◦ was studied by Lishchuk (2014). A divergent behavior similar to that of volumetric
suspensions was obtained. We therefore hypothesize that our theoretical results for the dilute
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limit provide a lower bound to the effective viscosities and significantly underestimate these,
especially for higher surface concentrations. In other words, our results always represent the
minimum influence of interfacial particles, a statement of relevance in different applications, to
be further discussed in section 4.4.2.
Apart from the dimensionless surface viscosities discussed in figure 4.4 b), two additional
dimensionless groups were shown to have an important influence on the evolution of a fluid





























in which L is a characteristic dimension of the flow domain. Further, it might be required to









cos(Θ) + 0.6936cos2(Θ). (4.81)
Equation (4.81) reveals that the ratio of the surface viscosities varies between 5 and 2.5 in the
dark shaded region of figure 4.4, reflecting the range of validity of our theory.
4.4.1 Towards numerical simulations of particle-laden interfaces
To make full use of our theoretical results in numerical simulations involving particle-laden
interfaces, the isotropic part of the interfacial stress tensor [i.e., the effective interfacial tension
(Brenner, 1991)] has to be considered as well. We follow the general idea described by Bormas-
henko et al. (2013), in which the effective interfacial tension is defined as the ratio of the total
interfacial free energy and the total surface area. We have
Esf = γ12A12 + N
 
γP (1)AP (1) + γP (2)AP (2)

, (4.82)
= γ12A12 + N
 
−γ12 cos(Θ)AP (1) + 4πa2γP (2)

, (4.83)
in which γ12, A12, γP (i), AP (i) and N is the interfacial tension between the two fluids, the area
of the interface between the two fluids, the interfacial tension between a particle and phase i,
the area between a particle and phase i and the number of interfacial particles, respectively. We
further made use of the relation 4πa2 = AP (1) + AP (2), and Young’s law [see equation (2.50)].
The total area of the interface is A= A12 + Nπa2(1− cos2(Θ)), or, when using equation (4.10)
A12 = A(1−φ). (4.84)
The solid-fluid interfacial area of the portion of the particle immersed in fluid 1 reads
AP (1) = 2πa
2(1+ cos(Θ)). (4.85)
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The term in square brackets represent the effective surface tension γS . To be consistent to our
foregoing modeling, we employ a Taylor series up to the second order in cos(Θ) and obtain the
following expression
γS = γ12 −

(1+ 2cos(Θ){1+ cos(Θ)})γ12 + 4(1+ cos2(Θ))γP (2)

φ. (4.87)
The total surface stress tensor σS , reflecting the presence of a particle-laden fluid interface, can
therefore be written as




IS + 2µS ES . (4.88)
The coefficients γS , µS and κS can be taken from equations (4.87), (4.75) and (4.76), respec-
tively.
In a numerical simulation, the transport equations for the fluid interface have to be solved in
addition to the transport equations in the bulk. A derivation and discussion of the transport
equations in interfacial flows can be found in Wang and Oberlack (2011), for example. In cases
where the evolution of the concentration field of interfacial particles needs to be taken into
account, an additional transport equation has be solved, including all relevant forces acting on
the particles, such as the drag force (Dörr et al., 2016) or the force due to the curvature of the
interface (Léandri and Würger, 2013; Galatola and Fournier, 2014).
4.4.2 Stability of a free liquid jet with a particle-laden interface
In this subsection, we discuss a potential application of our theoretical analysis in terms of the
Rayleigh-Plateau instability of a liquid cylinder having particles attached to its surface. The
basis of this example is the analysis by Martínez-Calvo and Sevilla (2018), who studied the
temporal axisymmetric instability of a free liquid cylinder coated with insoluble surfactant,
including surface elasticity as well as Marangoni effects. We may simplify their dispersion
relation [equation (3.26) in Martínez-Calvo and Sevilla (2018)] by neglecting the parameter
β accounting for the Gibbs elasticity. In addition to our assumptions listed in section 4.1, it is
assumed that the curvature-driven motion of the particles attached to the fluid interface (see
Léandri and Würger, 2013; Galatola and Fournier, 2014) is much slower than the decay of
the liquid cylinder. Correspondingly, we can assume a homogeneous particle distribution at
the interface and therefore exclude Marangoni effects. This might be in agreement with the
underlying linear stability analysis, since small deviations from a perfectly cylindrical surface are
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considered. By employing a slightly different notation and neglecting the surface elasticity, we
rewrite the dispersion relation into (Martínez-Calvo and Sevilla, 2018)
Re
Ca





























in which Re= ρUR/µ, Ca= µU/γS , k, ω, R and In(x) are the Reynolds number, the capillary
number, the wavenumber, the temporal growth-rate, the radius of the unperturbed liquid jet
and the n-th order modified Bessel function of the first kind (Martínez-Calvo and Sevilla, 2018),
respectively. It should be noted that the capillary number depends on the contact angle through
the effective surface tension γS , derived in the previous subsection. Consequently, changing
the wettability of the interfacial particles under constant flow conditions changes the ratio of
Reynolds and capillary number. We make use of the Boussinesq numbers from equations (4.79)
and (4.80) with length scale L = R, which reveals that the influences of the effective surface
viscosities can only be considered asymptotically, since φ and a/R are both small parameters.
Note that the latter ratio needs to be a small to satisfy assumption 3. In what follows we set
φ = 0.15 and a/R= 0.1. The combination of a highly viscous liquid and sufficiently small cha-
racteristic velocities U should result in Re 1 and Ca 1, in line with the assumptions made to
compute the effective viscosities. We therefore consider a silicone oil thread (100 cSt, ρ = 0.96
g/ml, γ12 = 20 mN/m; the values are taken from the data sheet of CAS Number 63148-62-9 by
Sigma-Aldrich) with a radius R= 1 mm. Based on these values and for U = 10 mm/s, we find
Re= O(10−1). Assuming a small particle concentration, the effective surface tension is compara-
ble to the surface tension of the bare silicone oil. The capillary number is then Ca = O(10−2).
Equation (4.87) requires knowledge about the interfacial tensions between the particles and the
surrounding media. We consider polystyrene particles for which γP (air) = 35 mN/m (Shimizu
and Demarquette, 2000). When we vary the contact angle, we keep γP (air) fixed to that value.
After inserting the Boussinesq numbers and the capillary number into equations (4.89) and
(4.90), we employ a Taylor series up to the second order in cos(Θ) and up to the first order
in φ, to be consistent with our previous derivation. Subsequently, we solve equation (4.89)
numerically, using Newton’s method implemented in MATHEMATICA®. The results are shown in
figure 4.5.
The influence of surface particles on the dispersion relation is such that the growth rate of per-
turbations reduces when particles are present. This qualitative observation agrees with various
experiments performed in different contexts (e.g., Binks, 2002; Aveyard et al., 2003; Dickinson,
2010; Wu and Ma, 2016; De Corato and Garbin, 2018). A surface concentration of φ = 0.15
yields a growth rate reduced by about 20% compared to a particle-free surface. In this particular
example, interfacial particles with a contact angle deviating from Θ = 90◦ slow down the growth






















Abbildung 4.5.: Plot of temporal growth rateω over the wave number k of a particle-laden liquid
jet for different contact angles Θ, obtained from the dispersion relation from
equation (4.89) (Martínez-Calvo and Sevilla, 2018). For comparison, a particle-
free bare interface is added to the plot. The red dots in the inset refer to the
maximum of the curves.
of modes more significantly than particles with a contact angle close to 90◦. Owing to the
presence of particles, the critical wave number increases by about 7% for all contact angles
considered. It could be tempting to use the computed surface viscosity values for cases with
higher surface concentrations. As explained above, we expect that our theory underestimates the
influence of interfacial particles for larger values of φ. In other words, in these cases the presence
of interfacial particles is expected to influence the dispersion relation even more significantly than
visible in figure 4.5. However, we have assumed a uniform concentration of interfacial particles.
Although the exclusion of curvature driven motion might be asymptotically satisfied, since the
force acting on interfacial particles scales with (the gradient of) the second-order Gaussian and
mean curvature (Foret and Würger, 2004; Galatola and Fournier, 2014), a local change of the
surface area (in the pinching region) induces a local change in the surface concentration which
generates a Marangoni flow that has been neglected. Nevertheless, the example provided in this
subsection mainly serves as a proof-of-concept and paves the way for a more advanced modeling.
In the following subsection, we slightly deviate from the actual topic and focus on the compu-
tation of trajectories of a slightly deformed spherical particle suspended in the bulk of a fluid,
since we have already provided a theoretical basis with equations (4.33) & (4.34). After that, we
summarize the results of this chapter.
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4.4.3 Excursion: The trajectory of a slightly deformed sphere suspended in a bulk and
subjected to a linear flow field
In this subsection, we make use of results that have (so far) received little attention during the
previous derivations and apply them in a slightly different context. We have already indicated
that equations (4.33) & (4.34) allow us to compute the trajectory of a slightly deformed sphere
suspended in a Newtonian fluid and subjected to a linear flow field. The aim of this excursion is
to draw a general outline for the computation of the effective particle motion, the validation
of equations (4.33) & (4.34) by comparing our results to the rotational motion of spheroids
subjected to a shear flow, leading to the well known Jeffery orbits (Jeffery, 1922), and the
computation of the orientation of spheroids subjected to a pure straining flow.
To begin with, we introduce a non-inertial coordinate system, i.e., a reference frame fixed in
the center of a translating/rotating particle. Through elementary vector calculus, the inertial
and particle-fixed reference frames can be related. It is known that additional terms arise
on the left-hand side of the Navier-Stokes equations if the coordinate system is fixed to the
center of the moving particle (White and Corfield, 2006; Böhme, 2013). However, under Stokes
flow conditions, both coordinate systems lead to the same governing equation (Jeffery, 1922;
Guazzelli and Morris, 2011). We may therefore assume that the effective translational and
rotational velocity given in equations (4.33) & (4.34) refer to the particle fixed reference frame
denoted by (x ′, y ′, z′). It is useful, to introduce Euler angles relating the rotation of the particle-
fixed frame to the stationary reference frame (x , y , z) (e.g., Hinch and Leal, 1979). We define
the Euler angles in agreement with the work by Hinch and Leal (1979) as follows: α1 ∈ (0,2π)
refers to the rotation around the z-coordinate, leading to the coordinates (x1, y1, z). α2 ∈ (0,π)
describes the rotation around the x1-axis leading to (x1, y2, z2). Finally, α3 ∈ (0, 2π) denotes the
angle corresponding to the rotation around the z2-axis leading to the rotational contribution of
the particle fixed coordinates (x ′, y ′, z′). The rotation matrix R relating the coordinate systems is
given by Hinch and Leal (1979) [the authors defined the rotation matrix with A and the relation
between the angles is (α1,α2,α3) = (φ,θ ,ψ)]. Making use of elementary vector calculus, the
rotational velocity in the particle-fixed reference frame (ω′i) is related to the time derivative of










sin(α3)/ sin(α2) cos(α3)/ sin(α2) 0
cos(α3) − sin(α3) 0










in which the vector ω′ is given through equation (4.34), transferred into Cartesian coordinates.
The translational velocity, on the other hand, is related to the time derivative of the particle fixed
coordinate system through
ṙ ′ = u ′, (4.92)
in which u ′ is given through equation (4.33) in Cartesian coordinates and r ′ is the position
vector of the particle-fixed reference frame. Any applied velocity field can be rewritten in the
particle fixed coordinates and the corresponding vector basis with the help of the rotation matrix
R. We are then left with a system of 6 nonlinear, coupled ordinary differential equations in time
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that, in general, requires numerical methods to obtain solutions. Since we have neglected the
time dependency during the derivation of equations (4.33) & (4.34), the translation and rotation
of the particle is effectively quasi-static. Less formal, one could think of a trapped particle, which
is released at a certain time in arbitrary orientation and follows the flow without temporal
discrepancy (see assumption 8).








rP ≈ a(1− β cos2(θ )). (4.94)
For β > 0, the spheroid is oblate, whereas β < 0 characterizes a prolate spheroid (Brenner,
1964). Following equations (3.69) - (3.72), we expand f (θ ) = − cos2(θ ) in a sum of surface
spherical harmonics and find




, and f2(θ ) =
1
3
− cos2(θ ). (4.96)
Consequently, the effective translational velocity of the spheroid subjected to an arbitrary linear
flow field is identically zero which follows immediately from equation (4.33).
A spheroid subjected to an applied shear flow: Jeffery orbits
We assume an externally applied shear flow (shear rate γ̇) given in the inertial coordinate system
such as
U(r ) = γ̇ye x . (4.97)
The latter equation can now be transferred into the particle fixed coordinate system and the
corresponding translational and rotational velocities following equations (4.91) & (4.92) can be
computed. A general strategy of such calculations is given by Jeffery (1922) or Hinch and Leal













The latter three equations are equal to the first-order expansions of the equations obtained by
Hinch and Leal (1979), apart from a sign error in the equation for φ̇ (α̇1 in our notation) on page
596 in their work. The authors introduced a variable r that reads (translated to our notation)
1− β , and is therefore a measure of ellipticity. At this point we do not aim at solving the set of








Abbildung 4.6.: A spheroid subjected to a 2D pure straining flow. a) Streamlines corresponding
to equation (4.101) with ε̇ = 1. b) The parametrization of the surface of the
spheroid is given through equation (4.94), with β = 0.2 (oblate spheroid).
Initially, the spheroid is orientated such that the particle fixed coordinate x ′
coincides with the inertial coordinate x , where both coordinate origins are
located at the center of the particle.
ordinary equations and reiterate a complete discussion of the properties of Jeffery orbits, since
complete discussions can be found in literature (Jeffery, 1922; Hinch and Leal, 1979; Duprat
and Stone, 2015). An insightful graphical explanation of the Jefferey orbits is provided in figures
2.12 & 2.13 by Duprat and Stone (2015).
A spheroid subjected to a pure, 2D straining flow
Here, we consider an applied velocity field given in the inertial coordinate system as follows
U(r ) = ε̇xe x − ε̇ye y , (4.101)
in which ε̇ represents a constant strain rate. The latter equation represents a 2D straining flow, as
sketched in figure 4.6 a). After transferring equation (4.101) into the particle fixed coordinates
system and evaluating equation (4.34), we eventually obtain the following set of ordinary
differential equations





α̇3 = βε̇ sin(2α1) cos(α2). (4.104)
Assuming an initial orientation given by αi(0) = α0i , for i = 1,2, 3, the solution of the previous
set of equations read
cot(α1) = exp(βε̇t) cot(α
0
1), (4.105)






















In its most general form, the integral in equation (4.107) cannot be solved analytically. However,
when considering an oblate spheroid (β > 0) with an initial orientation where the x-axis of
the particle fixed reference frame coincides to the inertial frame, both located at the center of
the particle as sketched in figure 4.6 b), we simplified the problem to a 1D rotation around the




3 = 0. We then find
α1 = 0, (4.108)
α2 = arctan[exp(βε̇t) tan(α
0
2)], (4.109)
α3 = 0. (4.110)
Equation (4.109) reveals, that for an initial orientation α02 6= 0, the oblate spheroid always
reaches a value of α2 = 90◦ after a sufficiently long time. Furthermore, the larger the shape
deviation from a perfect sphere (controlled through β) and the larger the strain rate ε̇, the faster
the particle aligns in the flow. For α02 = 0 on the other hand, the particle does not align itself in
the flow. This configuration is clearly not stable and therefore should not be observable through
experiments since any small deviation from that initial orientation, e.g., though a perturbation
of the flow field or due to Brownian motion, will cause to particle to align itself with an angle
of α2 = 90◦. When solving the integral from equation (4.107) numerically, it can be observed
that any initial orientation will lead to such an orientation. The orientation of a prolate spheroid
(β < 0) is equivalent to that of an oblate spheroid, i.e., the long semi-axis aligns with the x-axis
after a sufficiently long time. The alignment of spheroidal particles in pure straining flow is in
agreement with physical intuition.
4.5 Summary & Outlook
In summary, we have studied the dissipation effects due to spherical particles adsorbed at the
interface between two fluids with large viscosity contrast and computed the effective interfacial
dilatational and shear viscosity. We limited our study to flat interfaces and small Reynolds
numbers. Furthermore, a dilute interfacial suspension was considered, that allows the negligence
of the hydrodynamic, capillary and Brownian interactions between particles. We took advantage
of symmetry arguments stating that the physical situation of a particle attached to a flat interface
between fluids of very different viscosity is equivalent to that of a mirror-fused particle in the bulk
of the fluid with higher viscosity. We applied the stress-averaging method by Batchelor (1970) to
interfacial suspensions and found that the effective surface viscosities are solely determined by
the stresslet acting on the mirror-fused particle.
The shape of the mirror-fused particle was modeled based on a domain perturbation method,
where the contact angle Θ of the more viscous fluid on the particle surface defines the particle
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shape. By applying the Lorentz reciprocal theorem (Lorentz, 1896) and solving the Stokes
equations for the mirror-fused particle in a pure straining flow up to first order in the perturbation
parameter β = cos(Θ), we computed both interfacial viscosities of a Boussinesq-Scriven interface
up to the second order in β . We found that the dilatational viscosity is more sensitive to the
contact angle than the shear viscosity. Further, the magnitude of the dilatational viscosity was
shown to be larger than the magnitude of the shear viscosity, which is in agreement with
experimental results obtained for particle-free fluid interfaces (Fox and Rock, 1946; Maru and
Wasan, 1979). Usually, in the corresponding articles clean interfaces are considered, but recent
results indicate that in practice, surface contaminations are very difficult to avoid (Peaudecerf
et al., 2017). By comparing our results with the semi-analytical results of Lishchuk (2016), we
found that our perturbation approach agrees well with the semi-analytical data (deviation less
than 5%) in a contact angle range between 40◦ and 105◦. To provide a complete picture of the
interfacial stresses, we presented an expression for the effective interfacial tension as a function
of the contact angle.
An application of our theory was discussed in terms of the decay of a liquid cylinder whose
surface is decorated with particles. Based on the theory by Martínez-Calvo and Sevilla (2018)
and considering a particle surface concentration of 15%, we found that interfacial particles slow
down the decay by about 20% compared to a bare interface.
The main results may prove useful in different contexts. First, they could help understanding
low-concentration particle-laden interfacial flows, especially the role of the contact angle in these
flows. Second, in a similar way as with theories for the effective viscosity of a bulk suspension, our
findings could pave the way to follow-up studies considering higher particle concentrations. This
could enable understanding the hydrodynamics of systems as complex as Pickering emulsions
and liquid marbles.
We further sketched the outline of the computation of the trajectories of a slightly deformed
sphere suspended in a bulk liquid and subjected to a linear velocity field. Throughout this
excursion, we limited ourselves to spheroidal particles and reobtained the ordinary differential
equations leading to the well-known Jeffery orbits (Jeffery, 1922). Furthermore, we studied the
orientation of an oblate spheroid in pure 2D straining flow. Our theory allows the computation
of the trajectory of an arbitrary slightly deformed sphere in an arbitrary linear flow field leading
to a set of six coupled, nonlinear ordinary differential equations that, in general, has to be solved
numerically. These results might help to understand a flow controlled orientation of particles
which could be important in the application-oriented process of multi-composite materials,
such as wood-plastic composites (Ashori, 2008), where a defined alignment of non-spherical
composites optimize the mechanical properties of the material (Suarez et al., 1986). We further
believe these results leave a broad range for further research, including the computation of
time depending trajectories of bulk particles and the corresponding effective bulk suspension
viscosities.
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5 Hydrodynamic shielding of an object of
arbitrary shape in a Hele-Shaw cell
through EOF
Microfluidic devices are significantly influenced by the constitution and presence of boundaries
due to the small volume-to-surface ratio typically occurring in microscale flows. Exemplarily, a
circular channel characterized by a small radius R 1 and a length L has a volume-to-surface
ratio of R/2 1. Therefore, the flow near a boundary, influenced by its physical constitution,
has considerable effect on the global parameters of the device, such as the volumetric flow rate.
An electrolyte bounded by charged walls can be accelerated in close proximity to the wall if
an external electric field is applied to the system. This effect is known as electro-osmosis (e.g.,
Masliyah and Bhattacharjee, 2006). Assuming that a wall is charged in a spatially controlled
region [e.g., through deposition of a polyelectrolyte (Paratore et al., 2019b) or through a gate
electrode (Paratore et al., 2019a)], an applied electric field induces an electro-osmotic flow
restricted to a domain where a charge is induced at the boundary. The aim of this chapter is
to answer the following question: Is it possible to induce an electro-osmotic flow around an
obstacle such that the obstacle is hydrodynamically shielded against an external flow in a narrow
channel?
The reduction of drag is a very common technical and engineering problem, often related to
the motion of vehicles, such as cars (Hassan et al., 2014) or ships (Ahmadzadehtalatapeh and
Mousavi, 2015), or in many different sports, such as cycling (Crouch et al., 2017), aiming to
increase efficiency. The previous examples have in common that the Reynolds numbers Re are
high, at least compared to flows in microchannels or other microfluidic devices under typical
conditions. However, the drag reduction of flows at comparably small Reynolds numbers has
also been studied, e.g., for superhydrophobic surfaces (Truesdell et al., 2006). If the contact
area between a liquid and a solid surface is minimized, e.g., through the interplay of a rough
microstructure of the solid surface and the presence of air pockets between the solid and the
liquid, the no-slip boundary condition is no longer valid as the liquid effectively ’slips’ along the
surface (Schönecker et al., 2014) and reduces the force acting on the solid surface.
Recently, Park et al. (2019) studied cloaking of a cylindrical obstacle in a narrow channel (so-
called Hele-Shaw channel). The authors introduced a second-order spatially dependent viscosity
tensor in order to manipulate the flow around the obstacle and found that in the inner region,
where the viscosity provides the strongest spatial dependency, flow can nearly be suppressed.
In theory, the drag force on the obstacle is identically zero. However, numerically the authors
obtained a remarkable drag reduction of about six times compared to an cylindrical obstacle
in absence of the cloak. Park et al. (2019) explained the discrepancy between theory and their
numerical simulations through ’mathematical iterations’, without going into further detail. Since
the numerical software employed by the authors (COMSOL Multiphysics®) does not include the
feature of a spatial dependent second-order viscosity tensor, the equations had to be implemented
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manually. The term ’mathematical iterations’ therefore probably corresponds to their custom-
made pressure correction. Otherwise, since the authors employed 3D simulations, whereas their
theoretical work is limited to 2D, the finite height of the channel (third dimension) might also
explain the differences observed. In order to realize a spatially dependent viscosity experimentally,
the authors designed ten rows of a microstructured array surrounding the cylindrical obstacle
that effectively increases the viscosity depending on the shape and distance of the array. This idea
is closely related to the general idea of the computation of effective viscosities in suspensions, in
which the presence of particles lead to an effective increase of the viscosity. However, in view of
figure 3 (e) by Park et al. (2019) the distance between the microstructured array decreases in
direction towards the obstacle and the positions of the approximately rectangular pillars indicate
that no streamline can reach the obstacle without being redirected through the pillars leading
to a significantly lower drag force on the obstacle. Finally, the authors self-critically admitted
that the practical use of their work is limited, since the spatially dependent viscosity has to be
increased significantly, leading to a large number of microstructured pillars around the obstacle.
Furthermore, the fabrication of a porous mircostructure surrounding an obstacle is challenging.
In this chapter, we describe a novel method to reduce the drag on an obstacle fixed inside a
Hele-Shaw channel with the help of an electro-osmotic flow induced by the interplay of an
applied electric field and a ζ-potential located at a spatially controllable region of the upper and
lower wall of the channel. The theoretical paper by Boyko et al. (2015), dealing with spatially
controlled electro-osmotic flow in a Hele-Shaw channel in absence of an obstacle, is the basis
of the subsequent analysis. The authors are our cooperation partners of the work presented in
this chapter. The following sections mainly exclude their contributions, as far it is possible in a
cooperation project.
This chapter is arranged as follows: In section 5.1, we introduce the configuration, the underlying
methods as well as the assumptions, our theoretical modeling is based on. Then, after introducing
the governing equations and the corresponding boundary conditions, we go over to discuss the
most general case of the shielding of an arbitrarily shaped obstacle in a Hele-Shaw channel in
section 5.2. After that, a slightly deformed cylindrical obstacle is considered, for which the specific
shape of the spatially controllable ζ-potential annulus is obtained that allows the isolation of the
obstacle from an outer pressure driven flow (section 5.3). The numerical method introduced in
section 5.4 is used for the validation of the theoretical modeling in section 5.5. The chapter is
concluded in section 5.6.
5.1 Model assumptions
We consider an arbitrarily shaped obstacle of characteristic size a fixed in the center of a
rectangular channel having a height H and a length L in both directions tangential to the lower
wall [see figure 5.1 a)]. A Newtonian electrolyte is pumped through the channel (with velocity
Uext) and subjected to an applied electric field E∞ (both in x-direction). Furthermore, a spatially
controlled region of characteristic length ra carrying a ζ-potential enclosing the obstacle at the
upper and lower wall is considered [see figure 5.1 b) & c)]. The following assumptions are
employed throughout this study, to be explained in more detail subsequently:









Abbildung 5.1.: Schematic of the configuration. a) A pump creates a flow of an electrolyte
through the channel in x -direction. Additionally, an electric field is applied in
the direction of flow. Far away from the flow inlet and outlet, an obstacle
is positioned in the center of the channel surrounded by a spatially defined
region carrying a ζ-potential (so-called ζ-potential annulus). b) Detail view of
the channel in the vicinity to the obstacle. H defines the height of the channel.
The orange region refers to the obstacle whereas the brown region sketches the
ζ-potential annulus. c) Top view of b). The coordinate system (x , y) tangential to
the lower and upper wall of the channel is located in the center of the obstacle.
The vertical coordinate z points from the lower wall towards the upper wall. a
and ra are the characteristic length of the obstacle and the characteristic length
of the ζ-potential annulus, respectively.
1. The length of the rectangular channel in in-plane direction L is large compared to the
characteristic size of the obstacle a and even larger than the height of the channel H, such
that: H  a L;
2. The ζ-potential annuli at the lower wall z = 0 and at the upper wall z = H have the same
geometrical shape and carry the same ζ-potential: ζ0;
3. The ζ-potential of the obstacle is ζ0;
4. The Debye layer thickness is small compared to all length scales, i.e., especially κH →∞.
Assumption 1 is commonly employed in the theoretical description of flows in Hele-Shaw
channels. Assuming H  L, simplifies the problem and enables us to neglect the effect of
side-walls on the flow inside the Hele-Shaw cell. For a unidirectional flow through a rectangular
channel it has been shown that side wall effects can be neglected if H/L < 0.1 (Tabeling, 2005).
However, the range of validity is by no means clear for all possible configurations and depends,
among others, on the boundary conditions. Gat et al. (2009) managed to go beyond the leading-
order Hele-Shaw approximation and studied the influence of the no-slip boundary conditions
at the side walls on the flow inside a straight and curved narrow channel through matched
asymptotic expansions in absence of electro-osmotic flow. However, for sufficiently narrow
channels it is reasonable to assume that the height of the channel is also small compared to the
characteristic length of the obstacle, i.e., H  a. Actually, assumption 1 has already been applied
in the case of an electro-osmotic flow in a Hele-Shaw channel in absence of an obstacle (Boyko
et al., 2015). The theoretical analysis by Boyko et al. (2015) has been tested in experiments
(Paratore et al., 2019b), confirming that assumption 1 is reasonably well satisfied. Assumption
2 is not very restrictive and depends on the applied method to create a local ζ-potential at the
upper and lower walls of the channel (Paratore et al., 2019a,b). We further assume that the
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ζ-potential at the obstacle coincides with that of the annulus [assumption 3]. Even though, the
practical use of the ’polyelectrolyte deposition’-method employed by Paratore et al. (2019b) is
mainly restricted by the limited number of polyeletrolytes available, the practical use of a gate
electrode provides a great degree of freedom controlling the range of ζ-potentials (Schasfoort
et al., 1999; Paratore et al., 2019a). Therefore, for a given ζ-potential of the obstacle, the applied
voltage of the gate electrode could be chosen such that assumption 3 is sufficiently well satisfied.
Assumption 4 simplifies the problem further, since it allows neglecting the electrostatic effects in
the momentum balance. Hereby, the electrostatic effects are fully governed in the electro-osmotic
slip condition (Yariv, 2009). The characteristic thickness of the electric double layer (Debye
length) is typically of order O(10−8 − 10−7) m and therefore small compared to the height of
a narrow channel. The electro-osmotic slip condition is usually obtained through the method
of matched asymptotic expansions, where the domain is separated into an outer and inner
domain. The inner domain has a characteristic length of the Debye layer and captures all electro-
hydrodynamic effects (Yariv, 2009). The analytical solutions of the governing equations inside
the inner domain lead to effective boundary conditions for the velocity field outside the double
layer. The electro-osmotic slip condition applied in the present context (to be explained in more
detail in the subsequent section) is limited to ’moderately’ charged surfaces. The assumption of
moderately charged surfaces go beyond the Debye-Hückel approximation, implying a broader
range of validity, i.e., for higher surface charges (see figure 1 by Schnitzer and Yariv, 2012b).
As already discussed in the introduction of chapter 3, high surface charges induce a significant
ion-flux in tangential direction to the surface of the particle, which requires a more advanced
modeling (Schnitzer and Yariv, 2012b). At the line of contact between the obstacle and the
annulus (r = rO and z = 0, z = L), a rapid geometrical change appears that affects the validity
of the electro-osmotic slip boundary conditions as shown by Craven et al. (2008) through
numerical simulations. Indeed, the theoretical calculation by Yariv (2009) applies to surfaces
whose geometrical changes are small compared to the characteristic thickness of the electric
double layer. However, this effect has exceeded the range of discussion in the present context.
5.1.1 Governing equations & boundary conditions
The complete derivation of the governing equations for the flow in a Hele-Shaw channel is
provided in appendix C, starting with the classical equations of fluid motion, i.e., equation (2.2)
& (2.6). The key part of the derivation is carried out under the approximation H/a = ε 1 and
focused on the terms of leading order. The following non-dimensional set of simplified equations
has been obtained:

















〈ũ‖〉H , ∇̃‖ and w̃ denote the depth-averaged velocity vector in in-plane direction with respect
to the upper and lower wall, the Nabla-operator in in-plane direction and the velocity com-
ponent in z-direction, respectively. From now on we suppress to carry the subscript H for the
height-averaged velocity. The non-dimensional quantities are defined in equation (C.1). The
characteristic velocity U‖, used for the non-dimensionalization of the tangential velocities 〈ũ‖〉 is
set via U‖ = Uext, i.e., the inlet velocity of the fluid. It is worth recalling that the electro-osmotic
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flow induced by the interplay of the applied electric field and the ζ-potential inside the annulus
is taken into account through the boundary conditions at the upper and lower wall. In contrast
to section 3, the electric double layer is not explicitly resolved. The governing equation for the
electrostatic potential is the two-dimensional Laplace equation, since outside the electric double
layer the electrolyte restores electroneutrality
∇̃2‖φ̃ = 0. (5.3)
For the non-dimensionalization of the electrostatic potential we have used E∞a. We are now
in the position to discuss appropriate boundary conditions. To start with, we introduce two
parametrizations accounting for the shape of the obstacle (O ) as well as the ζ-potential annulus
(A ) via r̃O and r̃A . Both parametrizations are non-dimensionalized through the characteristic
length of the obstacle a and refer to the center of the obstacle given in polar coordinates
(%̃,ϕ) = (
p
x̃2 + ỹ2, arctan(y/x)).
The boundary conditions for the electrostatic potential φ̃ have already been provided in section
3.1.1 when computing the electrophoretic mobility of interfacial particles, see equations (3.9)





· nO = 0, φ̃


%̃→∞ = −%̃ cos(ϕ). (5.4)
nO is the normal vector pointing outwards from the obstacle.
We consider an idealized pumping of the electrolyte inside the channel and therefore assume





%̃→∞ = cos(ϕ) e% − sin(ϕ) eϕ. (5.5)
The boundary conditions at the surface of the obstacle can be subdivided into boundary conditions
for the velocity in normal and tangential direction with respect to the obstacle. It is assumed that





· nO = 0. (5.6)
The same rationale applies to the upper and lower wall leading to
w̃|z̃=0 = w̃|z̃=1 = 0. (5.7)
In view of the setup, it is reasonable to discuss the boundary conditions for the fluid motion
tangentially to the channel walls for the two regions r̃O < %̃ ≤ r̃A and r̃A < %̃, separately.
We may designate the region corresponding to r̃O < %̃ ≤ r̃A and r̃A < %̃ the inner and outer
region, respectively. The walls in the outer region do not carry a ζ-potential and consequently







z̃=1 = 0, for r̃A < %̃. (5.8)
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The electro-osmotic slip velocity, often called Helmholtz-Smoluchowski velocity, is related to the
tangential velocity at a charged surface with the tangential gradient of the electrostatic potential












Λ takes the role of a dimensionless quantity relating the externally induced pressure driven flow
with the electro-osmotic flow induced in the inner region.
Coming back to the boundary conditions at the obstacle in tangential direction. It is known that
the leading-order Hele-Shaw approximation generally does not provide sufficient degrees of
freedom to satisfy all boundary conditions at the surface of an obstacle (Riegels, 1938; Thompson,
1968; Lee and Fung, 1969). Lee and Fung (1969) studied the flow around a cylindrical post in a
Hele-Shaw channel theoretically and found that corrections to the leading order approximation
are needed to satisfy the no-slip condition at the post. Rapid changes in the tangential velocity
in normal direction to the post were observed, strongly depending on H/a. As shown in figure
5 in the work by Lee and Fung (1969), the drag coefficient increases rapidly for decreasing
H/a. The drag force on the obstacle is closely related to the spatial changes of the velocity
components in normal direction to the post. The larger the corrections of the velocity field
required to satisfy the boundary condition at the obstacle, the larger the gradient of the velocity
field in normal direction to the obstacle and consequently the higher the resulting drag force on
the post. Therefore it might be desirable to find a suitable ζ-potential annulus parametrization
that leads to a tangential velocity field that matches the electro-osmotic slip velocity as close as
possible in the leading-order approximation.










· tO , (5.11)
in which tO is the tangential vector at the surface of the obstacle. Making use of equations (5.7) -
(5.9), the governing equations of fluid motion read for the inner and outer region, separately:









Following the equation of continuity, the normal component of the inner velocity field has to
coincide with the normal velocity component in the outer region at %̃ = r̃A . Furthermore, the
pressure is assumed to be continuous over the interface between the inner and outer region.









· nA , (5.15)
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p̃in|%̃=r̃A = p̃out|%̃=r̃A . (5.16)
In summary, equations (5.3) - (5.6) and (5.12) - (5.16) are the full set of governing equations
and corresponding boundary conditions that describe the superposition of a pressure induced
flow and a spatially controlled electro-osmotic flow around an obstacle in a narrow channel at
the leading order.
5.2 Arbitrarily shaped obstacle
The aim of this section is to provide general results valid for arbitrarily shaped obstacles in a
Hele-Shaw cell on the basis of the governing equations derived in the previous subsection.
The no-penetration boundary condition at the obstacle [equation (5.6)] can be rewritten into a









· nO = 0, (5.17)
where equation (5.4) has been used. Now it is assumed that a parametrization of the ζ-potential
annulus is given such that the electro-osmotic slip boundary condition from equation (5.11) is
satisfied at the surface of the obstacle. Such a parametrization is desirable, as discussed in the
previous subsection, even though a general existence is by no means guaranteed. For the case
of a slightly deformed circular obstacle, a suitable ζ-potential annulus parametrization can be
obtained (as shown in the subsequent section) that might motivate us to generalize these findings
for obstacles of arbitrary shape. In the view of the following equations, it becomes obvious that
the pressure in the inner region is a constant (say 0) if the electro-osmotic slip condition is
fulfilled. Inserting equation (5.13) into equation (5.11) and recalling that the pressure gradient





· tO = −
1
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· tO , (5.18)
∇̃‖ p̃in|%̃=r̃O · tO = 0, (5.19)
⇒ p̃in = 0. (5.20)
Consequently, the pressure drag force, resulting from the integration of the pressure over the
surface of the obstacle, is identically zero. Remarkably, the pressure force vanishes independently
of the shape of the obstacle in the leading-order Hele-Shaw approximation as long as the electro-
osmotic slip velocity is satisfied at the surface of the obstacle. Due to the vanishing pressure in
the inner region, the inner velocity field is solely determined through the electrostatic potential,
via
〈ũ‖〉in = Λ∇̃‖φ̃. (5.21)









· nA , (5.22)
p̃out|%̃=r̃A = 0. (5.23)
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It is worth mentioning that the foregoing results can be used in numerical simulations. When
computing the divergence of equation (5.14), the continuity equation helps to receive the
Laplace equation for the outer pressure field. Assuming a given shape of the obstacle, both
Laplace equations for the outer pressure and the electrostatic potential can be solved and lead,
together with equation (5.5) and (5.23), to a suitable parametrization of the ζ-potential annulus
r̃A . However, the numerical treatment is not straightforward, since it leads to an optimization
problem, in which the annulus is successively changed until the electro-osmotic boundary
condition is satisfied at the surface of the obstacle. The expected computational effort and the
corresponding order of convergence of such an optimization cannot be easily estimated and
goes beyond the scope of this work. It should be noted that this method can also be applied in
opposite direction. For a given parametrization of r̃A , the shape of the obstacle can be computed
that satisfies the electro-osmotic slip velocity at its surface. This direction might be useful, if a
controlled shaping of deformable objects is desired.
Before we go over to compute the exact shape of the ζ-potential annulus that leads to a vanishing
pressure drag force on a slightly deformed obstacle, we discuss some general properties of the
flow field.
The stream function ψ, whose contour lines represent streamlines, can be defined for a two
dimensional flow via (e.g., Leal, 2007)
u =∇×ψ, (5.24)
in which ψ = (0,0,ψ)T and u = (u1, u2, 0)T is the vector of the stream function ψ and an
arbitrary two dimensional velocity field. The latter equation clearly holds independently of the
coordinate system. However, the inner velocity field 〈ũ‖〉in is proportional to the gradient of
the electrostatic potential as shown in equation (5.21). We may introduce the dimensionless
stream function as ψ̃=ψ/(Uexta). In absence of an inner pressure field, the streamlines inside
the annulus are orthogonal to the electric field lines. The proof is rather simple but worth to be
mentioned. We have
∇̃ψ̃in · ∇̃φ̃ = (−ũϕ,ine% + ũ%,ineϕ) · ∇̃φ̃ = Λ
 
(−∇̃φ̃ · eϕ)e% + (∇̃φ̃ · e%)eϕ

· ∇̃φ̃ = 0. (5.25)
Furthermore, following the same strategy we find that the streamlines corresponding to the outer
velocity field are perpendicular to the pressure contour lines. The importance of the streamlines
for the experimental validation of our theoretical results is discussed in the conclusion of this
chapter.
5.3 Slightly deformed circular obstacle
The results of the previous section are of general validity but are based on the assumption that a
parametrization of the ζ-potential annulus exists such that the electro-osmotic slip boundary
condition at the surface of the obstacle is satisfied in the leading order. In this section we search
for the exact shape of ζ-potential annulus that satisfies all restrictions in order to shield a slightly
deformed circular obstacle from an outer flow field.
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To start with, we assume the following parametrizations
r̃O = 1+ β f (ϕ), (5.26)
r̃A = r̃a + β r̃a g(ϕ), (5.27)
in which f (ϕ) and g(ϕ) are two arbitrary functions and r̃a is a dimensionless characteristic
radius of the annulus, as shown in figure 5.1 c). In agreement with the previous chapters, β
takes the role of a perturbation parameter. The normal and tangential vector corresponding to
the latter parametrizations are found [up to O(β)]:
nO = e% − β∇̃‖ f (ϕ), tO = β
 
∇̃‖ f (ϕ) · eϕ

e% + eϕ, (5.28)




e% + eϕ. (5.29)
We expand all physical quantities in a perturbation sum in β up to the first order following the
same train of thought as in section 2.4. Subsequently, we derive the solutions of the governing
equations starting with the electrostatic potential.
5.3.1 Electrostatic potential
We have already discussed the significance of the electrostatic potential in the hydrodynamic
shielding of an obstacle. The inner velocity field is solely determined through the electrostatic
potential. The governing equation for the electrostatic potential is the 2D Laplace equation. The
boundary conditions are given in equation (5.4). Following section 2.4, we find the following
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%̃→∞ = 0. (5.32)
The zeroth-order solution, satisfying the corresponding boundary conditions, is readily obtained








Obviously, the zeroth-order solution corresponds to a cylindrical obstacle subjected to an applied
electric field.
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An arbitrary function depending on the polar angle ϕ, can be expressed as an infinite sum with






















f (ϕ) sin(kϕ) dϕ. (5.36)
The mathematical properties of Fourier series are comparable to that of surface spherical
harmonics. Most important, the Fourier series is a complete and orthogonal set of functions (e.g.,
Byerly, 1893). Separating the variables and taking into account that the first-order correction of
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[{−k sin(kϕ) sin(ϕ) + cos(kϕ) cos(ϕ)} ak
+ {k cos(kϕ) sin(ϕ) + sin(kϕ) cos(ϕ)} bk] . (5.38)
Multiplying both sides of the latter equation with (1/π) cos(mϕ) and integrating over ϕ ∈
[−π,π] enables us to make use of the orthogonality relations. The following results are obtai-
ned:
C Im = am+1 − am−1, C
II
m = bm+1 − bm−1, for m> 0. (5.39)
Equations (5.33), (5.37) & (5.39) provide the set of solutions for the electrostatic potential for a
slightly deformed cylindrical obstacle up to the first order in the perturbation parameter β .
5.3.2 Pressure field outside the annulus
The governing equation for the outer pressure can be derived when inserting equation (5.14)
into (5.12) and result in the 2D Laplace equation. Far away from the obstacle, the outer pressure
is fixed so the depth-averaged velocity field parallel to the upper and lower wall leads to a
constant, i.e., 〈ũ‖〉= e x for %̃→∞. In addition, we make use of the boundary condition given
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in equation (5.23), i.e., the pressure decays to zero at the transition between the annulus and
outer region. After expanding the outer pressure in a perturbation sum up to the first order in
β , we obtain the following boundary conditions mapped onto a circular ζ-potential annulus of




























%̃→∞ = 0. (5.42)
We also expand g(ϕ) in a Fourier series following equations (5.34) - (5.36) with corresponding
coefficients dm and hm referring to am and bm, respectively. More precisely, the constants dm and
hm are proportional to the cos(mϕ) and sin(mϕ) terms in the Fourier series, respectively. Apart
from that, the solution strategy is similar to that of the previous subsection and therefore not



















The constants K Im and K
II
m are determined along the line presented in the previous subsection.
We find after a short calculation
K Im = 12r̃
m+1




a (hm+1 + hm−1) , for m> 0. (5.45)
5.3.3 Determination of the shape of the ζ-potential annulus
After we have determined the electrostatic potential and the outer pressure field in the previous
subsections, we are now in the position to compute the exact shape of the ζ-potential annulus by
making use of the matching condition given in equation (5.22). More precisely, we may obtain a
suitable value for Λ that relates the strength of the electro-osmotic flow with the applied velocity
field and further observe unique conditions that relate the shape constants corresponding to the
annulus, i.e., dm and hm, with the shape constants of the obstacle, i.e., am and bm, respectively.



















































































Inserting the zeroth-order solutions for the electrostatic potential [see equation (5.33)] and the
outer pressure field [see equation (5.43)] into equation (5.46), we find after a short calculation





Consequently, a circular obstacle can be shielded from an applied velocity field Uext, for a
given applied electric field E∞ and a ζ-potential ζ0, if the radius of the circular annulus is
r̃a = (Λ/(2+Λ))0.5. We may exemplarily consider a setup in which the electrolyte has an electro-
osmotic mobility of (−εζ0/µ) = O(10−8) m2/(s V), such as recently studied by Paratore et al.
(2019b). The authors employed an applied electric field of order E∞ = O(103) V/m (Paratore
et al., 2019b). For an inflow velocity of Uext = O(10−6) m/s, we find that the radius of the
circular annulus is in the same order as the radius of the obstacle: r̃a = O(1). Under realistic
experimental conditions, the size of the ζ-potential annulus is therefore not extended over a
large domain in order to shield an object from an applied velocity field. Clearly, equation (5.48)
should preferably be used to determine the required electro-osmotic flow that shields the obstacle
in contrast to the example given previously. However, the latter example shows that, under real
experimental conditions, our modeling provides a realizable size of the ζ-potential annulus that
is in agreement with the underlying assumptions.
But how does a slight variation in the shape of the obstacle affect the shape of the annulus? It
might be intuitive to assume that a linearly scaled parametrization of the obstacle employed
for the ζ-potential annulus, such as sketched in figure 5.1 c) can satisfy the matching condition.
However, we will show subsequently that the exact shape deviates from a simple linear extension
of the shape of the obstacle.
When inserting the solutions (up to the first order in β) into equation (5.47) and again making
use of orthogonality relations we obtain after a short calculation the following relations
r̃aam−1 − r̃aam+1 + r̃ma
 
r̃2a dm+1 − dm−1

= 0, (5.49)
r̃a bm−1 − r̃a bm+1 + r̃ma
 
r̃2a hm+1 − hm−1

= 0. (5.50)
On the first look, the latter equations might provide a certain degree of freedom in the choice of
the constants. However, we have shown that a circular obstacle can be shielded with the help of a
circular ζ-potential annulus. For m= 1 [in equation (5.49)] the a0 and d0 term therefore have to
balance, leading to a unique condition for a2 and d2. Without limitation of generality, we further
assume that the centroids of both parametrizations coincide. After a short calculation it can be
shown that the centroids of both parametrizations are proportional to a1, b1 (in x-direction and
y-direction) and d1, h1, respectively. The constants are therefore uniquely related through the
following remarkably simple relationships:
dm = r̃
−m
a am, hm = r̃
−m
a bm. (5.51)
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Abbildung 5.2.: a) Plot of the shape constants related to the ζ-potential annulus [see equation
(5.51)] over the characteristic radius r̃a for varying values of k ranging from k = 0
(black) to k = 5 (light gray). b) Plot of the shape of the ζ-potential annulus
corresponding to an obstacle parametrization of f (ϕ) =
∑5
k=1 ak cos(kϕ), with
ak = 1, for k = 1 to k = 5 and β = 0.1. The parametrization of the annulus is
given in equation (5.51) and the values of r̃a range from 1.2 (black) to 3.2 (light
gray) with a step-width of 0.4.
As an important consequence, an obstacle having a shape perturbation related to the Fourier
coefficients up to order m can be isolated against an applied flow with the help of a ζ-potential
annulus having the same frequency of shape perturbation but with a different amplitude. The
results of this section might indicate that higher-order shape perturbations of the obstacle and
the annulus (in β) lead to an unique relation between the Fourier constants in every order of β ,
separately. As an important consequence, a ζ-potential annulus region that implies the fulfillment
of the electro-osmotic slip condition at the surface of the obstacle could exist, independently of
the geometrical shape.
Exemplarily, figure 5.2 a) shows the evolution of the constants dk and hk over the characteristic
radius of the annulus region in a double logarithmic plot for k = 0, . . . , 5. Clearly, the constants
corresponding to high frequency shape deviations from a cylindrical obstacle (higher k) decrease
faster for increasing r̃a. The annulus region corresponding to an obstacle parametrization of
f (ϕ) =
∑5
k=1 ak cos(kϕ), with ak = 1 for k = 1, . . . , 5, as a function of r̃a is shown in figure 5.2
b) for β = 0.1. Even for comparably small values of r̃a, locally large curvatures, corresponding to
high frequencies, decrease fast. Low frequency perturbations remain present up to a characteristic
annulus radius of about r̃a ≈ 2.8.
5.4 Numerical Simulations using COMSOL Multiphysics®
The aim of this section is the introduction of the numerical simulation employed to determine
the range of validity of our theoretical work focusing on the dependency of our solution on β .
The range of validity with respect to the Hele-Shaw approximation is not part of this work and
requires full 3D simulations that will be carried out by our cooperation partners. The introduction
to the numerical method employed in this section is by far not complete, readers are referred to
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the numerous literature for more details (e.g., Schäfer, 2013; Schwarz, 2013).
The numerical simulations were carried out with COMSOL Multiphysics® (version 5.5; https:
//www.comsol.com), a commercial software base on finite-element method (FEM). Among pre-
defined solvers for common physical problems, COMSOL Multiphysics® provides a MATHEMATICS-
module consisting of a WEAK FORM PDE sub-module in which users can implement arbitrary
partial differential equations with arbitrary boundary conditions, both, of course, in the weak
form. During the numerical simulations, we do not make use of the results from section 3.2 and
also consider the potential existence of an inner pressure field. Clearly, if the parametrization
of the ζ-potential annulus is not chosen appropriately, an inner pressure builds up leading to
an effective pressure force acting on the obstacle. Consequently, the governing equations for
the electrostatic potential φ̃, the inner pressure p̃in and the outer pressure p̃out are 2D Laplace
equations. The boundary conditions corresponding to the different variables either fix the value
of the variable at a certain boundary (so-called Dirichlet boundary conditions) or fix the slope of
the variable in normal direction to a certain boundary (so-called Neumann boundary condition).
We may therefore outline the scheme of employing the boundary conditions into COMSOL
Multiphysics® starting with the weak form, subsequently.
Without limitation of generality, we consider a 2D domain A bounded by two curves, the
inner and outer boundary, i.e., Cin and Cout, respectively. The weak formulation of the Laplace
equation for a variable Φ in a domainA is derived, assuming that the boundary condition at Cin
is of Neumann-type, whereas the boundary condition at Cout is a Dirichlet boundary condition.
To start with, the Laplace equation is multiplied by a test function λ1 and integrated over the










(n ·∇Φ)λ1dC . (5.52)
The contour integrals on the right-hand side of the latter equation refer to Neumann boundary
conditions at the inner and outer boundary, respectively. We assume that the normal gradient
on Cin should read Φ̇n, whereas the Φ should become Φ0 on the outer boundary. The Neumann
boundary condition on the outer contour Cout can be rewritten such that the Dirichlet boundary













Here, λ2 is the test function corresponding to the artificially introduced normal flux Ψ̇n. The
contour integrals on the right-hand side of the latter equation are implemented in COMSOL
Multiphysics® in the pre-defined boundary condition: WEAK CONTRIBUTION. A strong coupling
between the variables at the boundaries is done automatically throughout the solution procedure.
A sketch of the computational domain is given in figure 5.3 and the corresponding boundary
conditions can be found in table 5.1. In contrast to our arguments from section 5.2, we solve
the pressure inside the annulus. We therefore probably violate the electro-osmotic slip condition







Abbildung 5.3.: Sketch of the quadratic computational domain employed throughout the COMSOL
Multiphysics® simulations. L is the length of the each side of the square. WT,B
refer to the top and bottom boundary of the domain. The shape of the obstacle
is given through equation (5.26). The ζ-potential annulus follows equation (5.27),
whereas we have employed the Fourier constants according to equation (5.51).
Boundary ↓ | Variables→ φ̃ p̃in p̃out
rO n ·∇φ̃ = 0 n ·∇p̃in = 0 -
rA - p̃in = p̃out n ·∇p̃out = n ·∇p̃in − 12Λn ·∇φ̃
WL φ̃ = L/2 - p̃out = 12L/2
WR φ̃ = −L/2 - p̃out = −12L/2
WT ,B n ·∇φ̃ = 0 - n ·∇p̃out = 0
Tabelle 5.1.: Boundary conditions employed in the COMSOL Multiphysics® simulation, see figure
5.3. Λ is taken from equation (5.48).
at the surface of the obstacle and consequently obtain a non-vanishing pressure force at r̃O . In
the close proximity of the obstacle and at the transition between the inner and outer region,
we generate a very fine mesh, since we expect the highest gradients here. Everywhere else, we
employed a coarser mesh. Further, second-order Lagrangian shape functions have been used
to discretize all variables. COMSOL Multiphysics® is based on the Galerkin method, i.e., the
test functions are chosen analogously to the shape functions (Schwarz, 2013). The resulting
system of algebraic equations is then solved using the direct solver PARDISO. We have further
set L = 500a throughout all simulations in order to minimize the effect of the boundaries. The
degrees of freedom are about 600 000 in every simulation leading to an average computation
time for a single simulation of about 4 seconds on a typical office computer.
5.5 Comparison between theory and COMSOL Multiphysics® simulations
Our theory provides an analytical solution for the hydrodynamic shielding of arbitrary shaped
obstacles (as long as the shape perturbation compared to a cylinder is small enough). It is,
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Abbildung 5.4.: Comparison between the electrostatic contour lines (φ̃ = const.) obtained analy-
tically (black line) and numerically (red dashed line) for β = 0.05 and L = 200a.
The parametrization of the obstacle follows a) equation (5.54) and b) equation
(5.55).
however, impossible to make general statements about the validity of our theoretical results
concerning the value of the parameter β . Theoretical investigations on the range of validity of a
general slightly deformed obstacle is far beyond the scope of this work. We may therefore choose
a small number of different parametrizations throughout this subsection.
To start with, we compare the contour lines of the electrostatic potential φ̃ given by equations
(5.33), (5.37) and (5.39) with simulated results, since they are closely related to the flow
field inside the ζ-potential annulus. We hereby focus on two different parametrizations of the
obstacles, given through
r̃O = 1+ β (cos(ϕ) + sin(2ϕ) + cos(3ϕ)) , (5.54)
r̃O = 1+ β cos(10ϕ), (5.55)
with β = 0.05 fixed. The parametrization given in equation (5.54) refers to a deformed cylindrical
obstacle with a shape deviation mainly controlled through low frequency perturbations, whereas
equation (5.55) refers to a high frequency shape perturbation. Figure 5.4 shows a comparison
between the analytical and numerical solutions. In general, good agreement is quite obvious,
except that in the close vicinity of the obstacle referring the shape according to equation (5.55)
showing a stronger deviation between theory and numerics [figure 5.4 b)]. Low frequency
perturbations, on the other hand, provide a better agreement [figure 5.4 a)]. However, a more
direct comparison between theory and numerics can be obtained when comparing the flow fields.
Here, we consider an obstacle shape defined through the following parametrization reflecting a
medium shape perturbation frequency compared to equations (5.54) & (5.55):
r̃O = 1+ β cos(5ϕ). (5.56)
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Besides the influence of increasing values of β , we further investigate the influence of the
parameter r̃a on the comparison between the two different approaches. r̃a might play an
important role on the validity of the results, since small r̃a come along with rapid changes of the
velocity in the proximity of the obstacle. However, the following comparison is limited to certain
values of β and r̃a and to the parametrization given in the latter equation and should therefore
not be considered as a complete study of validity even though the results might indicate a broad
range for which our results are applicable.
We may start with the effect of the parameter r̃a. Figure 5.5 shows a comparison between the
analytical (a & c) and numerical solution (b & d) for r̃a = 1.25 and r̃a = 2 and β = 0.05.
Both, the pressure contours (black lines) and the streamlines (white lines) agree pretty well
for different values of r̃a. It should be noted that for the numerical solution (b & d) a single
pressure contour line penetrates into the annulus region, revealing that the inner pressure is
not identically zero as theoretically predicted. However, the small error is most likely caused by
the meshing of the finite numerical domain. The non-zero (but indeed small) pressure variation
around the obstacle, induces a pressure force on the obstacle, to be discussed later in this chapter
in more detail. Furthermore, figure 5.5 shows that the ζ-potential annulus is nearly circular if
r̃a = 2. In agreement with our observations, the pressure contour lines outside the annulus are
perpendicular to the streamlines.
The effect of the value of the perturbation parameter β on the validity of our theory is shown
in figure 5.6 for β = 0.1 and β = 0.2 with a fixed annulus radius of r̃a = 2 (a & c: theory, b
& d numerics). While the analytical solution referring to β = 0.1 still provides a pretty good
agreement to the numerical solution, larger deviations are observed for β = 0.2. In fact, two
streamlines point towards the obstacle, implying a penetrating flow into the surface of the
obstacle. Although our analytical solution satisfies the no penetration boundary condition at
the surface of the obstacle, larger values of β imply nonlinear effects that are excluded in our
theoretical framework. It is noteworthy to recall that the obtained range of validity for β is,
strictly speaking, just valid for an obstacle given in equation (5.56). Nevertheless, we do not a
expect a completely deviating range of validity for other shapes of the obstacle.
The numerical simulations presented in this work are not sufficient to validate our theoretical
work in real systems implying finite values of ε = H/L. Full 3D simulations as well as an
experimental validation are not part of my contribution to the project and therefore, as already
mentioned in the introduction of this chapter, exceed the range of this work.
In the following subsection, we compute the pressure force acting on a slightly deformed
cylindrical obstacle in absence of an electro-osmotic flow. Here, to be consistent with the
foregoing analysis, we focus on the leading-order Hele-Shaw approximation which implies that
the no-slip boundary condition on the obstacle is violated. However, the computed force in the
subsequent section provides a minimum of the force acting on the obstacle due to our discussion
from section 5.1.1 and the results obtained by Lee and Fung (1969).
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Abbildung 5.5.: Comparison between the flow field obtained with the analytical solution (a and
c) and the numerical solution (b and d) for L = 200ra and β = 0.05 for different
values of ra. The white lines are the streamlines, the black lines are the pressure
contours and the color shading refers to the pressure p̃. The shape of the obstacle
is given by r̃O = 1+ β cos(5ϕ). The Fourier constants of the ζ-potential annulus
parametrization are given in equation (5.51). a) & b) r̃a = 1.25. c) & d) r̃a = 2.
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Abbildung 5.6.: Comparison between the flow field obtained with the analytical solution (a and
c) and the numerical solution (b and d) for L = 500a and r̃a = 2 for different
values of β . The white lines are the streamlines, the black lines are the pressure
contours and the color shading refers to the pressure p̃. The shape of the obstacle
is given by r̃O = 1+ β cos(5ϕ). The Fourier constants of the ζ-potential annulus
parametrization are given in equation (5.51). a) & b) β = 0.1. c) & d) β = 0.2.
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5.5.1 Pressure force in absence of EOF
The pressure in absence of an induced electro-osmotic flow p̃ is also computed through a 2D
Laplace equation. The obstacle is impenetrable and the constant inflow velocity is directed
along the x-coordinate. The zeroth- and first-order solution for the pressure is closely related to
that of the electrostatic potential φ̃ (see section 5.3.1). We therefore suppress a more detailed













%̃−k [(ak+1 − ak−1) cos(kϕ) + (bk+1 − bk−1) sin(kϕ)] . (5.58)






The integration of the pressure field along the contour of the obstacle therefore leads to the
height-averaged force. For slightly deformed obstacles, the pressure force can be obtained
through an integration of slightly more complex terms over the contour of a circular obstacle,
in agreement with the procedures discussed in chapters 3 & 4. After a short deduction, the
following expressions are obtained








































Clearly, the zeroth-order force contribution corresponds to an undeformed cylindrical obstacle.
Evaluating the integrals leads us to the following solution
F̃p ≈ F̃ (0)p + βF̃
(1)
p = (24π[1− β(a2 − a0)])e x − (24πβ b2)e y . (5.62)
In agreement with the drag force on a slightly deformed sphere [see equation (4.27)] solely the
a0, a2 and b2 constants lead to a force contribution in the first order of β . Therefore, obstacle
shapes as shown in figure 5.4 b) (or figures 5.5 & 5.6) experience the same pressure drag as
an undeformed cylindrical obstacle. Furthermore, for a non-zero constant b2, an obstacle also
experiences a pressure force in y-direction.
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Abbildung 5.7.: Comparison between equation (5.62) (black lines) and the pressure induced
force obtained numerically with COMSOL Multiphysics® (red dots) in absence of
electro-osmotic flow plotted over the perturbation parameter β . The side length
of the domain is L̃ = 500a. The parametrization of the body is given through
r̃O = 1+ β(cos(2ϕ) + sin(2ϕ)) (a2 = b2 = 1). a) Force in x -direction. The insets
show the shape evolution depending on β . b) Force in y -direction.
Method β No EOF EOF Drag Reduction in %
Theory
0




0 75.396 0.002 ≈ 99.997
0.05 76.233 0.28 ≈ 99.633
0.1 78.622 1.2 ≈ 98.474
0.2 86.881 4.4 ≈ 94.936
Tabelle 5.2.: Dimensionless pressure forces in the direction of the applied velocity field for an
obstacle shape given in equation (5.56) and r̃a = 2.
Figure 5.7 shows a comparison between the numerically and theoretically obtained force in
x- and y-direction, plotted over the perturbation parameter β . The parametrization of the
obstacle is given by r̃O = 1+β(cos(2ϕ)+ sin(2ϕ)). Whereas the force in y-direction shows good
agreement over the full range of β , the force in x-direction reveals a change of sign in the slope
for increasing β which is clearly not covered in our linear theory. In the inset of figure 5.7 a) the
shape evolution of the obstacle depending on the perturbation parameter β is shown. Between
β = 0.1 and β = 0.2, the curvature of the obstacle at the small semi-axis changes its sign (see
the black lines drawn at the surface of the obstacle). The change of sign of the curvature at the
obstacle might cause the sign-changing in the slope of the force in x-direction as well.
As already mentioned, the numerically obtained pressure force in case of an applied electric-
osmotic flow deviates from zero (even for very small values of β) probably due to the finite
computational domain as well as the accuracy of the numerical procedure. However, table
5.2 contains a list of numerically obtained pressure forces in x-direction with and without the
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presence of an applied electric field corresponding to an obstacle shape given in equation (5.56).
The strength of the induced electro-osmotic flow has been computed on the basis of equation
(5.48) and the shape constants of the ζ-potential annulus follow equation (5.51). Even though,
the pressure force acting on the obstacle increases with increasing β , the pressure force reduction
is within 96% even for β = 0.2.
5.6 Summary & Outlook
In summary, we have presented a novel method for the pressure force reduction of an obstacle
in a Hele-Shaw channel subjected to an unidirectional flow field. Whenever a charged obstacle
(with a ζ-potential of ζ0) is surrounded by a ζ-potential annulus (carrying the same ζ-potential
as the obstacle) located at the upper and lower wall of the channel and subjected to an applied
electric field, an electro-osmotic flow is induced that has the ability to shield the obstacle from
the outer flow field. More precisely, if the electro-osmotic slip boundary condition is satisfied
at the surface of the obstacle in the leading order (H/a→ 0), the pressure force is identically
zero. Further, we have argued that a certain parametrization of the annulus region can be found
that automatically satisfies the electro-osmotic slip condition. Exemplarily, we have applied these
results to slightly deformed cylindrical obstacles and computed the required shape of the annulus
as well as the value of the electro-osmotic velocity in order to shield the obstacle. Even for a
moderate characteristic length of the annulus region, the exact geometrical shape converges
fast towards a circle. We have verified our theoretical prediction with COMSOL Multiphysics®
simulations that were also carried out in the Hele-Shaw approximation. Here, we found that the
flow field shows good agreement up to a perturbation parameter of β = 0.1.
We believe that our method is an improvement compared to the strategy reported by Park et al.
(2019), since we do not require the presence of a porous layer around the obstacle. With the
methods employed by Paratore et al. (2019a,b), the creation of a spatially controlled ζ-potential
annulus should be realizable. Even though an exact shaping of deformable objects is generally
possible, it has to be emphasized that the experimental realization might be challenging, since
the shape deviation of a circle is not very significant.
In further work, full 3D simulations should be employed to reveal the range of validity of the
leading-order Hele-Shaw approximation. Furthermore, an experimental validation is desirable,
but the direct measurement of the pressure drag force on the obstacle in a Hele-Shaw channel is
very challenging, if not impossible. It is therefore more reasonable, to compare experimentally
obtained streamlines with theoretically/numerically obtained streamlines for the purpose of
validation. The present work could be extended towards higher order Hele-Shaw approximations
of the governing equations. The presence of walls, sufficiently far away from a slightly deformed
obstacle could also be taken into account following the method of reflections (Brenner and Cox,
1963; Cox and Brenner, 1967).
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6 Stability and collapse of a single defect in
a bounded liquid layer
The previous chapters dealt with the hydrodynamic interaction between particles or obstacles
and complex boundaries, such as fluid interfaces or narrow and partially charged channel walls.
In contrast, this chapter focuses on the stability and collapse of defects (holes) in a bounded
liquid film in absence of another suspended medium. Nevertheless, we are again focusing on the
influence of the boundaries, either at the three-phase contact line of the defect or at the bounding
wall. We attempt to answer the following questions: Under which conditions is a defect stable?
How does the wetting property of the liquid influence the stability and collapse of a defect? How
big is the influence of the contact angle between the liquid film and substrate below? Does the
lateral extension of the liquid film influence the stability and the collapse of a single circular hole
in a liquid layer?
Surface tension enables liquids to minimize their surface area, and to form various morphologies
under external forces or geometrical constraints, such as puddles (de Gennes et al., 2003),
thin/thick films (Debregéas et al., 1998; Craster and Matar, 2009), liquid rings (Texier et al.,
2013), liquid layers with holes (Taylor and Michael, 1973; Moriarty and Schwartz, 1993; López
et al., 2001; Bankoff et al., 2003; Dijksman et al., 2015; Bostwick et al., 2017; Zheng et al.,
2018a,b) or fingers (Craster and Matar, 2009). A fundamental understanding of the statics
and dynamics of thin liquid films is of crucial importance since the aim of many engineering
processes is to produce a uniform liquid film on a solid. The most prominent example are
coating processes, in which one or several liquid layers are deposited on a substrate and dried
or cured to form a solid layer that carries specific physical properties, in order to improve
physico-chemical (e.g., corrosion protection), mechanical (e.g., hardness of the solid surface),
optical (e.g., anti-reflection), electrical or magnetic (e.g., insulating the solid) (Montemor, 2014)
or wetting properties [e.g., through liquid infused surfaces (Eifert et al., 2014) or sol-gel coating
(Kaneko et al., 2019)]. The film is typically deposited on the solid substrate through different
methods such as dip or roll coating (Coyle et al., 1990) that typically leads to an nonuniform film
thickness. Depending on various parameters and constraints, the film might level itself leading
to a uniform film height, or dewet the substrate. Other possible reasons for dewetting are high
substrate temperatures (Bäumchen and Jacobs, 2009) or the impact of objects on a thin liquid
film. The characterization of the important parameters that determine the stability of defects
in liquid films are, among others, the subject of this chapter. It is worth mentioning that after
the solidification of the liquid, many other interesting phenomena influence the quality of the
coating, such as curling of the solid substrate (in case of soft substrates) or cracking of the dried
coating (in case of rigid substrates), due to the stress that builds up during solidification. The
former example is known from painting with water colors on a paper. A summary of different
phenomena influencing the quality of coatings is given in figure 6.1 by Kistler and Schweizer
(1997). However, throughout this chapter, we exclude the solidification process and focus on the
physical state of a liquid film that has, for whatever reason, a defect.
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The growth and collapse of a dry spot in a thin liquid film is a classical problem in the field of
fluid mechanics. Equilibrium solutions for the profiles of axisymmetric systems date back to the
early comprehensive works of Lamb (1916) and Padday (1971). Padday (1971) performed one
of the first experimental studies of the process of formation and rupture of a thin liquid film on a
hydrophobic surface (wax or polytetrafluoroethylene), in which it was found that the liquid film
ruptures when its thickness is smaller than a critical value. This critical thickness was found to
increase with increasing contact angles between the film and the substrate. A pioneering work
carried out by Taylor and Michael (1973), utilizing air jets to study hole formation in water
films, indicates the existence of a critical hole diameter representing the stability limit of an
infinitely extended film with arbitrary thickness and arbitrary contact angle on the substrate.
Furthermore, the authors studied the stability of a two liquid layer configuration, i.e., a water
film on a mercury film, where the hole has been created using exchangeable cylindrical probes
located at the center of the container. After the probes have been removed, the stability and the
collapse of the hole was recorded. However, through energetic arguments, the authors obtained
a critical height h∞, valid for infinitely extended liquid films, as follows






in which lc =
p
γ12/(ρg) and Θ are the capillary length relating the importance of gravity
relative to surface tension (de Gennes et al., 2003) and the contact angle between the liquid
and the solid substrate. For water at room temperature, the capillary length is lc ≈ 2.73 mm.
Furthermore, equation (6.1) also refers to the maximum height of an infinitely extended liquid
puddle (de Gennes et al., 2003). Following Taylor and Michael (1973), holes in liquid films with
a height h < h∞ will enlarge, while for h > h∞ they close, regardless of their initial diameter
d. Experiments by the same authors on holes in a water layer on paraffin wax surfaces did not
give an unambiguous picture of hole stability, but demonstrated a wide range of possibilities
under which a hole can remain stationary, mainly resulting from contact line friction. Contact
line friction is often related to the so-called contact angle hysteresis, i.e., the difference between
the contact angle of an advancing liquid puddle (so-called advancing contact angle Θa) and
the contact angle of a receding liquid puddle (so-called receding contact angle Θr) (de Gennes
et al., 2003). Moreover, Taylor and Michael (1973) only considered hydrophobic surfaces in their
experiments.
Probably inspired by these seminal works, numerous studies have been devoted to the stability
of a hole in a liquid layer. Using energy criteria, Sharma and Ruckenstein (1990) theoretically
showed that for a given contact angle in a finite domain, a single, circular hole can remain stable.
The practically most relevant scenario involves liquid films whose thickness is dictated by a balan-
ce between gravitational and surface tension forces that leads, for infinitely extended liquid films,
to the height given in equation (6.1). It is known that holes in such capillary-stabilized liquid
films are sensitive to the lateral extension of the film. Lubrication theory is commonly employed
to compute the hole closure dynamics for finite liquid domains. Moriarty and Schwartz (1993)
employed the lubrication theory and studied the stability and evolution of an axisymmetric dry
spot in a thin liquid film bounded by rigid vertical walls, showing that the holes either close to
form a uniform liquid film or enlarge until a stable equilibrium position is reached. Moreover,
the contact line motion at the edge of the dry spot was taken into account by constraining the
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radial flow near the contact line (to zero) until the advancing contact angle is reached leading
to an artificially adjusted contact line motion. The authors found that external vibrations could
give rise to a closure of a hole that is statically stable. When the radius of the hole is small,
axisymmetric equilibrium holes in thin liquid layers in an unbounded domain under the influence
of surface tension and gravity have been studied by Wilson and Duffy (1996) using matched
asymptotic expansions. Their theoretical analysis is valid for a contact angle of Θ = 180◦. By
employing linear stability theory, López et al. (2001) found that for a substrate of a fixed dia-
meter the axisymmetric equilibrium solutions with dry spots are always unstable to asymmetric
perturbations. Furthermore, the stability against axisymmetric disturbances increases, as the
size of the dry spot increases. Employing lubrication approximation, Zheng et al. (2018a,b)
studied the surface-tension-driven leveling dynamics of a thin viscous film after the closure of an
initial ’hole’, and they obtained a self-similar solution describing the dynamics of the film profile.
However, these results are based on the existence of a precursor film (Bonn et al., 2009; Popescu
et al., 2012), i.e., a thin film connecting the flanks of the hole, and consequently, the hole closure
dynamics obtained in their study are mainly valid for small contact angles. Very recently, Lu
and Corvalan (2019) employed numerical simulations on the dynamics of the collapse of a
small circular hole. The authors employed a mirror reflected hole geometry (with respect to the
substrate) and therefore limited their simulation to contact angles of 90◦. The dewetting and
surface deformation of a fluid film, caused by an external air jet, has been studied by Ojiako et al.
(2020), employing thin film modeling, numerical simulations as well as experimental methods.
The hole collapse in liquid layers has also been studied experimentally. In the work of Diez et al.
(1992), a closing dry spot in an axisymmetric flow of a very viscous fluid toward a central outlet
was studied. The experiments were done in a region where there was a balance between gravity
and viscous forces, whereas surface tension effects were assumed to be small. A self-similar
solution was constructed and shown to compare well with the experimental results after the
radius of the dry spot is sufficiently small compared to its initial radius. By employing external
forcing such as blowing, Bankoff et al. (2003) studied the diameter, front velocity, dynamic
contact angle and interface shape related to a dry spot moving in a thin viscous film and their
dependence on the film thickness. Their results show that the final size of the hole increases as
the initial fluid depth decreases. Utilizing the centrifugal force by rotating an axisymmetric fluid
reservoir, Dijksman et al. (2015) studied the hole collapse in a liquid film, ranging from the limit
of pure gravitational driving to entirely surface-tension-driven flows. More recently, Bostwick
et al. (2017) studied the collapse dynamics of an axisymmetric thin film that completely wets
the bottom of a rotating container with vertical side walls. The effects of capillary, gravitational
and centrifugal forces on this converging flow was analyzed using lubrication theory. The motion
of the three-phase contact line was modeled with the help of a slip boundary condition, in
contrast to the precursor film approach by Zheng et al. (2018a). Under certain circumstances,
both modeling approaches (precursor film and slip boundary condition) have shown to lead to
comparable results (Savva and Kalliadasis, 2011). Bostwick et al. (2017) report power-law forms
for the collapse time when gravitational or surface tension forces dominate the dynamics. By a
combination of theory and experimental work, Zheng et al. (2018a) showed the existence of a
self-similar solution for the profile and front location in the inward spreading process of a thin
viscous liquid film filling a hole.
In spite of all these efforts, the dependence of the critical diameter and the collapse of a hole on
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the contact angle and the size of the liquid film has remained largely obscure, probably because
studying large contact angles goes beyond the commonly employed lubrication theory. To gain
further insight into the stability behavior, an experimental setup has been established which
covers a broad range of parameters, such as the contact angle and the extension of the liquid
film.
The time evolution of the hole collapse is found to follow a power law. The driving forces (e.g.,
capillary forces and gravity) and the different resistive forces (inertial forces and viscosity), as
well as the geometry of the system and other constraints, strongly influence the exponent in
the power law. Redon et al. (1991) found that the expansion rate of the diameter d of a dry
patch obeys d∝ t, governed by the competition between capillary and viscous forces. The radial
component of the velocity is independent of d and the film thickness, but inversely proportional
to the viscosity and very sensitive to the contact angle [ur ∝ Θ3 for small contact angles in agree-
ment with the Cox-Voinov law (Voinov, 1976; Cox, 1986; Bonn et al., 2009)]. In the experiments
by Diez et al. (1992), a highly viscous liquid was filled into a circular basin (diameter 40 cm)
limited by a concentric circular dam (diameter 10 cm). When the dam is quickly lifted, the liquid
surrounding the circular basin flows toward the center. The diameter d of the dry spot was found
to scale d∝ t0.762, independent of different inertial film heights. In the experiments by Dijksman
et al. (2015), a hole was created through rotation of the circular container. After stopping the
rotation, a scaling law d∝ t0.55±0.05 of the collapsing hole was found. The authors explained
that the difference between their results and the results obtained by Diez et al. (1992) is due
to a larger influence of surface tension compared to gravity. Recently, Bostwick et al. (2017)
theoretically studied the evolution of a collapsing hole in the lubrication approximation. For
small Bond numbers (capillary dominated flow), they obtained d∝ t0.55, whereas d∝ t0.762 is
the limiting behavior for large Bond numbers, indicating a larger influence of gravity compared
to surface tension. The authors obtained good agreement with the experiments by Dijksman et al.
(2015) when fitting the relation between contact angle and velocity of the contact line to the
experimental data. Very recently, Zheng et al. (2018a) studied the healing of a perfectly wetting
fluid film in a circular container. They found a d∝ t0.49 scaling and demonstrated agreement
between theory and experiments.
This chapter is organized as follows: In section 6.1, the focus lies on the determination of a
stability criterion for a single circular hole in a bounded liquid layer. By employing different
modeling and simulation methods, the critical diameter of the hole is experimentally, numeri-
cally and theoretically obtained. Section 6.2 describes the dynamics of hole collapse. A simple
theoretical model is employed that catches the underlying physics of hole collapse. Furthermore,
the pinch-off dynamics of the enclosed air bubble is studied and the corresponding scaling laws
are determined. A summary of this chapter is given in section 6.3.
6.1 Stability of a hole
The main subject of this section is the determination of stability criterion of a circular hole in a
bounded liquid layer. To start with, the experimental setup is presented and experimental results
are shown, before we go over to introduce the theoretical/numerical modeling. After that, the
theoretical/numerical results are compared to the experimental results.
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6.1.1 Experimental analysis
Experimental setup & sample preparation
The experimental setup consists of a linear three-axis translation stage fixed on an optical table,
exchangeable flat substrates partially fixed in Plexiglas boxes of different sizes, a high-speed
camera (Photron Fastcam SA1.1 Model 675K-M1), an illumination source (LED) and a syringe
pump (KD Scientific KDS 210 CE). The high-speed camera was fixed in a specially fabricated
device, allowing to translate the camera in three dimensions. Furthermore, the camera can be
rotated, allowing the recording of the hole collapse in top view. We employed Plexiglas boxes
with a square cross-section in order to minimize the effect of light refraction when recording the
time evolution of the holes in side view. The illumination source was placed behind the boxes
during the experiments in side view leading to a sharp contrast at the flanks of the hole. This
method is known as shadowgraphy (Tropea, 2011). A sketch of the setup is given in figure 6.1
a).
The experiments were performed with four different substrates that were partially fixed at the
bottom of the Plexiglas boxes in order to enable a wide range of different contact angles. Among
Teflon surfaces and silicone wafers, that were previously cleaned with ethanol and water, we
employed superhydrophobic aluminum substrates and liquid infused glass surfaces. All substrates
were precisely cut to fit into the container.
The superhydrophobic aluminum substrates (Al) were fabricated following a method closely
related to that described by Song et al. (2012). Al plates of a thickness of 2 mm were cleaned by
detergent to remove dirt an oil from it. By polishing the surfaces of the Al plates with sandpaper
(granulation 500), the oxidation layer was removed. After cleaning the substrates with acetone
and water, the samples were immersed into a 4 mol/l aqueous hydrochloric acid solution for
8− 12 minutes. Consequently, the surface roughness of the samples increased. After that, the
samples were put into an ultrasonic cleaner in order to remove residual imperfections. After
preparing a 1 wt% FAS-ethanol solution (FAS: fluoroalkylsilane) and mixing it for about 2 hours,
the specimen were immersed in the FAS solution for about 40 minutes. Care must be taken here,
as the specimen has to be completely dry before immersing it into the FAS-ethanol solution.
Finally, the specimen was kept in an oven at 100 ◦C for about 1 hour.
The hydrophobic liquid-infused glass surfaces were prepared following the procedure described
by Eifert et al. (2014). After the glass substrates were cleaned with acetone and water, they were
immersed in a container filled with silicon oil (µ= 5 cSt) and put inside an oven. Subsequently,
the temperature was increased to 300 ◦C and maintained at this temperature for 3 minutes.
After cooling down, the substrates were cleaned using ethanol. Following Eifert et al. (2014), a
silicone layer of a thickness of 2.3 nm remains on the glass substrate. Next, the samples were
rinsed in fresh silicon oil (µ= 5 cSt) and kept in a vertical position for about 1 hour in order to
minimize the oil film thickness.
Wettability characterization
In all experiments, Milli-Q water was used, either as a pure liquid or mixed with glycerol. It
is known that when adding glycerol to water the contact angle for many different substrates





















Abbildung 6.1.: a) Schematic illustration of the experimental setup with a needle connected to
a syringe pump controlling the flow rate. Time lapse images of the collapse of
a hole at the center of a liquid layer on a bounded superhydrophobic Al plate
are shown in top b) and side c) view, respectively, which are results from two
different experiments. The top view indicates that the hole collapses with a
circular shape. The side view (the dark regions are air and the light regions are
water) suggests that the thickness of the liquid layer does not change appreciably
relative to the situation before the collapse of the hole. The scale bars represent
10 mm [reprinted with permission from Cambridge University Press, J. Fluid Mech.
855 (2018), Lv et al. (2018)].
remain constant, even for concentrations up to 70 wt% glycerol (Sharp, 2012). The wettability
characterization was therefore only carried out for water.
By employing a commercial contact angle measurement apparatus (Krüss DSA 100; Krüss
Company, Ltd. Germany), the contact angle Θ, the advancing contact angle Θa and the receding
contact angle Θr were measured. The contact angle hysteresis is defined as ∆Θ = Θa −Θr . We
created 5 µl droplets of pure Milli-Q water and carefully placed them on the substrates. For the
Al and glass substrates the 5 µl droplet was produced and translated along the surface of each
substrate. The angle in front of the droplet, with respect to the translation direction, represents
the advancing contact angle, whereas the angle behind the droplet is the receding contact angle.
For Teflon, the silicon wafer and the Plexiglas boxes, the advancing and receding contact angles
were measured by smoothly increasing and decreasing the volume of the droplet. Each value
listed in table 6.1 is the average of ten measurements with standard deviations.
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Substrate Θ (deg.) Θa (deg.) Θr (deg.) ∆Θ (deg.)
Aluminum (Song et al., 2012) 166.3± 1.4 167.5± 0.7 164.1± 1.1 3.5± 0.9
Teflon 119.1± 2.6 125.6± 0.7 93.6± 2.3 31.9± 1.5
Glass (Eifert et al., 2014) 92.5± 4.3 97.6± 2.3 93.0± 1.7 4.6± 2.0
Silicon wafer 50.7± 3.9 55.9± 1.8 39.1± 0.9 16.8± 1.4
Plexiglas 90.6± 1.6 113.4± 1.8 73.8± 1.6 39.6± 2.8
Tabelle 6.1.: Wettability properties of the substrates, obtained for Milli-Q water.
Experimental procedure
Given the wettability properties of the substrates summarized in table 6.1, the experiments were
first carried out with Al, since it provides the lowest contact angle hysteresis. After fixing the
substrate inside the box, a thin layer of either water or water-glycerol mixture was added into
the Plexiglas container. The height of the liquid film was about ≈ h∞/2 [see equation (6.1)].
Then, using a jet of clean compressed air, a comparatively large hole was created in the center of
the container. The nozzle through which the air flows had a diameter of about ≈ 3 mm and the
distance towards the substrate was about ≈ 2 cm. Before the hole reaches a stationary and nearly
perfect circular shape, strong surface waves were observed caused by the air flow in combination
with the comparably low viscosity of the liquid. Then, with the help of the syringe pump the
liquid layer was continuously fed with additional liquid at a flow rate of Q= 0.1 ml/min without
any appreciable perturbation of the liquid layer. Six different square boxes have been used with
a side length ranging from L = 7.5 cm to L = 19.5 cm. It is worth mentioning that even in the
smallest box the height of the liquid layer only increases by Q/L2 ≈ 0.3 µm/s. Therefore, the
liquid layer is quite close to a static configuration while liquid is supplied and the influence
of the liquid inflow is small. As shown in figure 6.1 b) [t = 0 refers to the moment when the
recording starts] in top view, the hole maintains a circular shape during the collapse. The data
of the experiments has been extracted from the side view [see figure 6.1 c)]. In doing so, a
custom-made MATLAB® code has been developed that automatically measures the minimum hole
diameter by computing the gradient of the grayscale in every image of the sequence. Following
figure 6.1 c), the spatial position in which the gradient reaches its maximum corresponds to
the flanks of the hole. To guarantee a sufficient long time recording, imaging was performed at
500 frames per second (fps). In order to capture the dynamics of the collapse more precisely,
the number of frames per second was increased up to 100 000, but with a smaller field of view
(fov).
Experimental results
In agreement to previous theoretical studies, the hole remains open and static as long as the
diameter of the hole is larger than a critical value, i.e., dc. After this diameter has been reached,
a highly dynamical process sets in and the hole suddenly collapses (see supplementary movie 1
by Lv et al. (2018) available at https://doi.org/10.1017/jfm.2018.680). This behavior was
not observed during the studies of Taylor and Michael (1973) or Bankoff et al. (2003), since
the authors first produced a liquid layer with a specific thickness, and then created a hole by
removing an object which was placed in advance at the center of the liquid layer or by blowing
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Abbildung 6.2.: Time evolution of holes in liquid layers. The plot shows the instantaneous diame-
ter d of the hole as a function of time (t0 − t) on superhydrophobic Al surfaces.
t0 is defined as the moment when d = 0. All the data points are average values
of five experiments with error bars representing the standard deviation. Six
boxes with a side length L ranging from 7 cm to 19.5 cm have been employed
[reprinted with permission from Cambridge University Press, J. Fluid Mech. 855
(2018), Lv et al. (2018)].
air using a capillary tube. Therefore, these works dealt with an artificial hole collapse, whereas
the experimental procedure described here leads to a more natural hole collapse.
Figure 6.1 b) & c) can be used to explain the key factors the hole instability depends on. The
’meridional’ curvature [see the cross-section in figure 6.1 c)] creates a pressure jump favoring
the opening of the hole. However, the ’azimuthal’ curvature or ’hoop curvature’ [see the top view
in figure 6.1 b)] and the hydrostatic pressure induced by gravity push the liquid to the center.
The side views in figure 6.1 c) show that the liquid surface profiles are similar to each other
at different instances, which indicates that the variations of the meridional curvature and the
hydrostatic pressure are not pronounced. Therefore, the collapse of the liquid layer is mainly
caused by the pronounced increase of the hoop curvature as additional liquid is supplied to the
liquid layer.
As can be seen in side view [see figure 6.1 c) and supplementary movie 2 by Lv et al. (2018)
available at https://doi.org/10.1017/jfm.2018.680], when the hole closes, the remaining air
is divided into two parts, i.e., an air bubble remains at the surface (at t = 1.855 s). Subsequently,
the air bubble is compressed to a pancake shape, which is very similar to the spreading of air
bubbles on superhydrophobic substrates reported recently (de Maleprade et al., 2016). In the
following, the air bubble disappears. However, in experiments carried out on other substrates
(e.g., on Teflon) the air bubble remains, which indicates that on the Al surface the air gets
transported to the micro- and nanoscopic cavities and might dissolve. Finally, the liquid film
at the coalescence point grows, and the whole liquid layer reaches a uniform thickness. The
thickness after hole collapse is not significantly different from the thickness before the onset of
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the collapse.
In order to quantify the dynamics of the hole, the relationship between the instantaneous
diameter d and time (t0 − t) for a wide range of box sizes, denoting t0 the moment when d = 0,
is shown in figure 6.2. The data points in the relationship between d and (t0 − t) were obtained
by averaging five experiments, with corresponding error bars representing the standard deviation.
Figure 6.2 clearly demonstrates the existence of two regimes, i.e., a region with a small slope
and a region with a higher slope. In the former regime, since the hole remains open at a specific
static diameter d when the feed is stopped, the shrinking is caused by the flow due to the pump.
We refer to this situation as the hole being stable. On the contrary, in the latter regime the hole
continues to close even without further feed, so the hole is unstable. The methods employed in
most of the previous research only capture the latter regime, for example by removing a barrier
in the central region of the liquid film (e.g., Taylor and Michael, 1973; Diez et al., 1992; Bankoff
et al., 2003; Zheng et al., 2018a,b).
The universality of the above results was checked through experiments with substrates of
different wettabilities, listed in table 6.1, all performed in the same square box (L = 7 cm). The
smallest box has been chosen since the sample production is easier the smaller the samples
are. The experimental results for the liquid-infused glass and Teflon substrates show a similar
behavior as in figure 6.2. As already indicated, after the closure of the hole, an air bubble
remains on the Teflon (see supplementary movie 3 by Lv et al. (2018) available at https:
//doi.org/10.1017/jfm.2018.680) and glass substrates.
A special focus is now given to the experimental results obtained for the time evolution of
the hole on the silicon wafer (see supplementary movie 4 by Lv et al. (2018) available at
https://doi.org/10.1017/jfm.2018.680). In figure 6.3 a), the instantaneous diameter d is
plotted as a function of (t0 − t) for the square box of side length L = 7 cm. Owing to the high
contact angle hysteresis (see table 6.1), the curve for the silicon wafer is not as smooth as for the
Al surface (see figure 6.2). Before d reaches dc, several pinning/depinning events can be observed
(i.e., (t0− t) ∈ [2,4] s, [8,10] s, [12, 14] s). However, after reaching the critical diameter dc [the
dashed line in figure 6.3 a) is obtained with the theoretical solution from section 6.1.2], smoother
dynamics are observed. Selected frames are displayed in figure 6.3 b), showing the hole shapes
on the silicon substrate in top view, indicating that the three-phase contact line deviates from a
circular shape. Surprisingly, even if the contact angle hysteresis on Teflon is higher than that on a
silicon wafer, a smoother evolution of the contact line was observed on Teflon (see supplementary
movie 3 by Lv et al. (2018) available at https://doi.org/10.1017/jfm.2018.680). So far, the
reasons behind this are unclear. The dynamics of a three-phase contact line, depending on the
wettability of a solid substrate, is the subject of current research (Johansson and Hess, 2018;
Gao et al., 2018). Common theoretical approaches (e.g., Vega et al., 2007; Ramiasa et al., 2011)
dealing, among others, with contact line friction modeling, do not provide an explanation for the
observed phenomenon.
6.1.2 Theoretical/numerical analysis
Due to the small volumetric flow rate at which additional liquid is fed to the liquid film inside
the box, we assume the hole shrinking is a quasi-static process unless the diameter of the hole
reaches a critical value d = dc. Consequently, the shape of the liquid surface is solely determined











t0 − t (s)
0 2 4 6 8 10 12
a) b)
5.69 s 1.48 s
4.76 s 0.33 s
3.55 s 0.05 s
Abbildung 6.3.: Evolution of d with time (t0 − t) on a silicon wafer in a square box of L = 7 cm.
a) The red dots are experimental results, and the dashed line is the prediction for
dc based on the asymptotic analytical solution. b) Selected frames from another
experiment in top view. The scale bar represents 10 mm. The brightness (in sharp
contrast to the other parts) around the three-phase contact line results from
the reflection of the light source [reprinted with permission from Cambridge
University Press, J. Fluid Mech. 855 (2018), Lv et al. (2018)].
through a balance of gravity and surface tension. The profile of the liquid layer is then controlled
by the Young-Laplace equation, derived and discussed in section 2.2.1. It is known that analytical
solutions of the Young-Laplace equation (including gravity) are limited to specific cases (Norbury
et al., 2004) and therefore, numerical methods are unavoidable. However, if the slope of the
liquid interface is sufficiently small in the whole domain, an asymptotic model can be derived
that is based on the assumption of small contact angles between the substrate and the liquid.
Numerical solution: Custom-made approach
Considering that the contact angle between water and the box walls is 90◦, such as measured for
water and Plexiglas (see table 6.1), we assume on the one hand that the perturbation caused
by the boundaries/edges of the box does not influence the shape of the liquid surface very
much and on the other hand that the shape (square or circular) of the box does not affect the
stability of the liquid layer. The latter assumption is verified with the help of full 3D numerical
simulations a-posteriori. For now, we may concentrate on rotational symmetric solutions of the
Young-Laplace equation that correspond to a circular hole in the center of a circular container.
For rotational symmetric menisci, the Young-Laplace equation is given in equations (2.47) - (2.49).
The tangential angle ϕ and the arc length s are schematically shown in figure 6.4 a). Consequently,







Abbildung 6.4.: a) Axisymmetric liquid layer profile shown in side view, denoting d the diameter
of the hole and s the arc length along the liquid surface. As shown in the
inset, the tangential angle ϕ is defined as ϕ = arctan(dz/dr). b) Comparison
between the numerical result (red hollow circles) and the experimental results
for a superhydrophobic Al substrate in a box (L = 14.5 cm) and d = 26.1 mm
in the current frame. The scale bar represents 5 mm. Comparisons between the
numerical solution and the other substrates (listed in table 6.1) is given in figure
D.1 [reprinted with permission from Cambridge University Press, J. Fluid Mech.
855 (2018), Lv et al. (2018)].
the shape of the liquid interface is parametrized with its arc length s. For convenience, we find





























with three boundary conditions ϕ|s̃=0 = Θ, r̃|s̃=0 =
d̃
2 and z̃|s̃=0 = 0 at the contact line. To solve
these three first-order ordinary nonlinear and coupled differential equations, a shooting method
was employed. Our shooting method is based on changing the values of the two unknown





= Ṽ0, ϕ|s̃=s̃tot = 0, (6.6)
in which Ṽ0 is the volume of the liquid for a specific configuration (which corresponds to a specific
value of d̃ for a static state), and s̃tot is the total arc length. The calculations were performed
using the MATLAB® function ode45. More precisely, by setting a hole diameter d̃ as well as
initial values for λ̃ and s̃tot (the initial values are typically taken from the numerical solution
corresponding to a slightly smaller volume Ṽ0) that are typically smaller than the converged
result, a small value dλ̃ is added to λ̃ during a loop. At a certain iteration, the numerical error
increases, indicating that λ̃+ dλ̃ has exceeded the optimal value. Then, the last iteration loop
6.1. Stability of a hole 119
is repeated with a value dλ̃/2. This overall procedure is repeated until a convergence criterion
(i.e., the value of the variables at the boundaries match with the boundary conditions up to
an error of 10−6) for λ̃ is reached. The value stot is then chosen such that r̃|s̃=s̃tot = L̃/2. This
method is closely related to a one-sided interval nesting method. Figure 6.4 b) demonstrates
good agreement between the theory and the experimental results. In figure D.1 in appendix D, a
comparison between the experimentally and numerically obtained liquid interfaces are shown
for all different substrates employed in this study. After the solutions for the surface profile have
been determined, other relevant geometrical and physical quantities such as the curvature at an
arbitrary point and each contribution to the total energy of the system (i.e., surface energy and
gravitational energy) can also be obtained.
Numerical solution: SURFACE EVOLVER simulations
In the previous paragraph we have assumed that the exact shape of the box does not influence
the validity of the results obtained with the custom-made numerical method. In order to verify
this assumption, numerical simulations using the public domain finite-element software package
SURFACE EVOLVER (Brakke, 1992) have been employed.
The basic concept of SURFACE EVOLVER is to minimize the energy of a surface subjected to
user-defined surface tensions, external forces such as gravity and other constraints. SURFACE
EVOLVER has been applied for studying various wetting phenomena (e.g., Cho et al., 2005; Kabla
and Debregeas, 2007; Chou et al., 2011; Crawford et al., 2013), with excellent agreement to
corresponding experimental results.
During a simulation, a partially filled square box is modeled having a pre-defined initial height.
An octagonal hole is initialized at the center of the box, having an effective size, such that the
initial liquid volume coincides with a predefined value. We further define the contact angles
between the liquid layer and the substrate as well as between the liquid layer and the bounding
walls. The initial configuration of the simulation is shown in figure 6.5 a).
The potential energy Ep is defined as
Ep = Esf + Eg, (6.7)
=
 
Alg − Asl cos(Θ)

γ12 +ρgVhc, (6.8)
in which Esf =
∑
i γiAi and Eg are the surface energy and the gravitational energy, respectively.
Alg and Asl are the areas of the liquid-gas and solid-liquid interfaces. In equation (6.8), Young’s
law has been employed [see equation (2.50)]. hc is the z-coordinate of the center of mass of
the liquid layer. During a simulation, a volume has been specified that is smaller than a critical
volume Vc above which the hole collapses. After the numerical solution has reached a pre-defined
convergence criterion, the corresponding value of the hole diameter d can be read of. If the
normalized energy difference between two steps in the loop falls below 10−6, the mesh is refined.
This procedure has been repeated for four times. A converged numerical solution is exemplarily
shown in figure 6.5 b). Following this procedure, the dependency of the hole diameter d on the
volume of the liquid film V as well as on the potential energy Ep is obtained.
The purpose of these simulations is the comparison with the custom-made simulations introduced
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a) b)
Abbildung 6.5.: Evolution of the liquid interface in a square box with L = 14.5 cm computed
with SURFACE EVOLVER shown in top view. a) Initial profile of the liquid interface.
b) Numerical result after reaching the convergence criterion.
in the previous paragraph. We therefore define the nominal potential energy En and volume Vn
for the results obtained with SURFACE EVOLVER via
En = Ep − (∆Esf +∆Eg), (6.9)
Vn = V −∆V , (6.10)
in which ∆Esf and ∆Eg are defined as follows:
∆Esf = −L2 [1−π/4]γ12 cos(Θ)−∆Al gγ12 (6.11)
≈ L2 [1−π/4] (1− cos(Θ))γ12, (6.12)
∆Eg = ρg(∆V )hce, (6.13)
≈ 1/2ρg L2h2max(1−π/4). (6.14)
Here, it is assumed that outside a circular region of diameter L, the liquid surface reached
a constant height hmax. Consequently, if the numerical results obtained by SURFACE EVOLVER
[modified through equations (6.9) & (6.10)] agree well with the results obtained with the
custom-made simulations, the exact shape of the box does not influence the results.
Numerical results
On the basis of the custom-made simulations, specific shapes of the liquid interface are obtained.
Exemplarily in figure 6.6, a family of menisci is shown for a circular box of side length L = 7 cm
and a contact angle of Θ = 120◦ for various hole diameter d. During an experiment, the meniscus
evolves starting with the black line in figure 6.6 towards the lighter lines. However, the static
numerical solutions reveal that for small radii of the hole, the height significantly decreases,
implying a decrease in the volume. As an important consequence, for a fixed volume of the
liquid layer, at least two solutions of the Young-Laplace equation exist. Beside the derivation
of the Young-Laplace equation as done in section 2.2.1, one can obtain the same equation










Abbildung 6.6.: Rotational symmetric liquid interface profiles obtained by the custom-made
simulations for a circular box with diameter L = 7 cm and a contact angle of
Θ = 120◦ and different hole diameters d. The governing equations are equations
(6.3) - (6.5). The dashed line corresponds to equation (6.1) divided by lc.
when minimizing the potential energy, typically consisting of gravitational and surface energy
(Langbein, 2002; Bostwick and Steen, 2015), as already indicated in section 2.2.1. However,
a solution of the Young-Laplace equation is by no means stable, i.e., a saddle point or even a
maximum of the energy can be reached. Generally, the eigenvalues corresponding to the second
variation of the energy shed light into the stability of the system (Langbein, 2002; Bostwick
and Steen, 2015). Making use of the latter insights, Langbein (2002) proved a theorem called
’Minimum Volume Condition’. More precisely, whenever an extremum of the volume, depending
on any parameter, is reached, the stability branch shows up.
Figure 6.7 shows numerical solutions obtained with the custom-made approach. In figure 6.7 a),
the diameter of the hole is plotted over the volume of the liquid film for a fixed contact angle
Θ = 180◦ and the different box sizes applied in the experiments. Independent of the size of
the box, a stability branch exists that can simply be read off following the Minimum Volume
Condition by Langbein (2002). Numerical solutions below the point of instability mathematically
exist, but refer to a physically unobservable configuration (Moriarty and Schwartz, 1993). The
maximum volume of the family of solutions increases with increasing box size. Surprisingly,
as shown in figure 6.7 b) for a box size of L = 14.5 cm and different wettabilities, the onset
of instability weakly depends on the contact angle between the liquid film and the substrate.
The comparison between the custom-made simulations and the SURFACE EVOLVER simulations
(hollow black circles) show good agreement, which indicates that the influence of the shape of
the bounding box on the evolution of the hole is not appreciable. It is worth mentioning that a
further decrease of the hole diameter in the SURFACE EVOLVER simulations led to a closure of the
hole, even though the stability branch (obtained with the custom-made simulations) was not
reached. A possible reason for this deviation could be the initialization of the geometry for the
SURFACE EVOLVER simulations. The shape of the hole initially deviates a lot from the expected
shape which might cause additional numerical perturbation during the simulation that led to
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Abbildung 6.7.: Numerical solutions of equations (6.3) - (6.5) obtained with the custom-made
approach. a) & b) The hole diameter d is plotted against the volume of the
meniscus V for a fixed contact angle Θ = 180◦ and different side length of
the box L [a)] and for a fixed side length of the box L = 14.5 cm and variable
contact angles Θ [b)]. Vc and dc denote the critical values of the volume and
the hole diameter when the instability occurs [a)]. The black hollow circles in
b) correspond to the numerical solution obtained with SURFACE EVOLVER. c) & d)
The diameter of the hole is plotted over the maximum height of the meniscus,
reached at r = L/2, for a fixed contact angle Θ = 180◦ [c)] and a variable size
of the box and for a fixed box size L = 14.5 cm but a variable contact angle Θ
[d)]. The dotted lines correspond to equation (6.1) [reprinted with permission
from Cambridge University Press, J. Fluid Mech. 855 (2018), Lv et al. (2018)].
the unexpected behavior. In figure 6.7 c) and d), the diameter of the hole is plotted over the
maximum height of the meniscus. The maximum height is reached at the outer boundary at
r = L/2. In the stable branch, i.e., for sufficiently large d, the height of the liquid film changes
very little, either for different box sizes or different contact angles. Therefore in contrast to
the work by Taylor and Michael (1973), defining a critical height for bounded liquid layers
is impractical. In the experiments, the volume of the liquid film is increased monotonously
until it reaches the maximum Vc. Since the syringe pump continuously supplies liquid to the
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Abbildung 6.8.: Dependence of the diameter d on the volume V in dimensionless form for
different contact angles in a circular box with L = 7 cm. The black solid lines
represent the asymptotic theory, and the red dots are numerical results obtained
through the custom-made approach [reprinted with permission from Cambridge
University Press, J. Fluid Mech. 855 (2018), Lv et al. (2018)].
configuration, the liquid volume finally exceeds Vc, reaching a regime where no stable solution
of the Young-Laplace equation exists, so the hole collapses. Furthermore, our results indicate
the existence of a finite value of dc, no matter what the size of the box or the contact angle on
the substrate is. If we increase the box size beyond all limits, our results converge to the results
obtained by Taylor and Michael (1973).
Asymptotic model for small contact angles
Due to the small dependency of the critical diameter on the contact angle [see figure 6.7 b)],
an asymptotic solution of equations (6.3) - (6.5) is derived that is based on the assumption
Θ 1. For sufficiently small contact angles, the following approximations are reasonably well
satisfied



















− z̃ = λ̃. (6.16)
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= tanΘ and z̃′|
r̃= L̃2
= 0 (recall that λ̃ is a
Lagrange multiplier, which is often referred to as the pressure jump across the fluid interface),




























where In is the modified Bessel function of the first kind and Kn is the Bessel function of the
second kind (Magnus et al., 1966). Note that this solution has already been obtained by Moriarty
and Schwartz (1993) and used by López et al. (2001). It further leads to an analytical solution






















































To reveal the range of validity of the small-angle approximation the analytical solution is based
on, we choose a circular box of diameter L = 7 cm. Figure 6.8 shows a series of analytical results
for d vs. V (solid lines) together with the numerical solutions (red dots) for different contact
angles. It becomes clear that the asymptotic solution is still accurate for contact angles up to
Θ ≈ 35◦.
The critical diameter dc is obtained by solving dV/dd = 0, which has been done numerically.
Figure 6.9 a), show the dependency of dc on Θ in dimensionless form for box sizes ranging from
7 cm to 19.5 cm (which correspond to the lengths employed in the experiments). The dashed
lines are the values of dc obtained from the asymptotic solution, and the dots are the numerical
results obtained with the custom-made approach.
Figure 6.9 a) suggests a weak contact angle dependence of dc but a stronger dependence on the
size of the box, as already indicated before. On the basis of equation (6.18) it becomes clear that
the critical diameter obtained with the help of the asymptotic solution is independent of Θ. The
critical diameter dc obtained numerically decreases for larger contact angles, which indicates
that the asymptotic solution represents an upper limit for dc. Although the asymptotic result
is obtained based on small contact angles, the comparison shows that it agrees well with the
numerical results even for Θ ≈ 90◦. Furthermore, it can be observed that the critical diameter
decreases with increasing contact angle. For larger boxes this behavior is stronger.
Figure 6.9 b) shows the importance of considering finite box sizes. For a specific contact angle,
the approach of hc/h∞ towards 1 becomes slower and slower with increasing L, where hc is the
film thickness at the boundary of the box in the configuration where the critical hole diameter is
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Abbildung 6.9.: a) Dependence of dc on Θ for six different box sizes. The dashed lines represent
the asymptotic result (Θ 1), and the symbols are numerical solutions obtained
with the custom-made approach. b) Numerical results for the critical height hc
(corresponding to dc) scaled by h∞ as a function of the contact angle Θ. hc is the
film thickness at the boundary of the box. The dashed lines correspond to the
asymptotic model [reprinted with permission from Cambridge University Press, J.
Fluid Mech. 855 (2018), Lv et al. (2018)].
reached. As one example, when Θ = 180◦ and L = 19.5 cm, hc/h∞ ≈ 0.9476. In other words,
for obtaining values of hc very close to h∞, the size of the box needs to be extremely large.
Simultaneously, dc increases with increasing box size. In the limiting case, i.e., L →∞, our
results converge to the results obtained by Taylor and Michael (1973).
6.1.3 Comparison between experiments and theory/numerics
Extracting the critical diameter from experiments
Since the exact value of dc is a-priori unknown from the experimental results, a well defined
procedure for the extraction of this value is required. Unfortunately, previous studies did not
provide a clear description of the extraction procedure of the critical diameter (Taylor and
Michael, 1973; Bankoff et al., 2003; Dijksman et al., 2015). Considering an initial hole diameter
significantly larger than the capillary length, the height of the liquid film is nearly independent of
the diameter of the hole [see figure 6.7 c) & d)]. Assuming a constant height given by equation
(6.1), the volumetric flow rate Q is given through
Q= −πlc sin(Θ/2)dḋ, (6.21)
in which ḋ represents the time derivative of d. For a given Q, the last equation represents a first
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Abbildung 6.10.: a) Dependence of dc on L on superhydrophobic Al surfaces. The experiments
were performed in square boxes with L = 7.0 cm, 9.5 cm, 12.0 cm, 14.5 cm,
17.0 cm, and 19.5 cm. The green triangles are numerical results (in circular boxes
with different box diameters L) obtained by the custom-made simulations with
the green dashed line as a guide of the eye. The black solid line is the theoretical
result based on an asymptotic method for small contact angles (in circular boxes
with different box diameters L). b) dc as a function of the contact angle. Four
different contact angles (red dots) have been studied experimentally in the
square box with L = 7 cm. The green triangles are numerical results. The black
solid line is the asymptotic solution for dc. All the red dots are average values of
five experiments with error bars representing the standard deviation [reprinted
with permission from Cambridge University Press, J. Fluid Mech. 855 (2018), Lv
et al. (2018)].
in which d0 corresponds to the initial hole diameter, representing the first hole diameter extracted
from the experimental data. Since we overestimated the height throughout this modeling, the
slope of d(t) is clearly smaller than the slope of d over t obtained experimentally. On the
basis of the solutions corresponding to the square box with L = 7 cm, a value ε, representing
the difference between equation (6.22) and the experimental curve, is fixed in order that the
experimentally and theoretically obtained results coincide. Following this approach, ε ≈ 3.74%
has been obtained. For the other box sizes, it is assumed that as soon as the difference between
equation (6.22) and the experimentally obtained curve exceeds 3.74%, the critical diameter has
been reached.
Comparison of the results
In figure 6.10 a), results obtained on superhydrophobic Al substrates in square boxes of different
sizes are displayed. The red dots represent the experimental values of dc that have been obtained
as the average of five measurements, following the method explained in the previous paragraph.
The green triangles are numerical results extracted from the data shown in figure 6.7 a) (i.e., the
critical values dc and Vc corresponding to the maximum volume). Even though the asymptotic
model is constructed based on the assumption Θ 1 and cannot be justified for large contact
angles a-priori, the numerical simulations suggest a weak dependence of dc on the contact angle.
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Abbildung 6.11.: Time evolution of the liquid surface around the point when the hole closes. a)
Superhydrophobic Al substrates have been used in square boxes of different
size. d as a function of (t0 − t) is shown in a log-log plot. b) Results on Al
surfaces (L = 7 cm) obtained with water (red squares) and water-glycerol
mixture (green triangles), together with results on liquid-infused glass (L = 12
cm) obtained with water (blue circles), recorded at 100 000 fps [reprinted with
permission from Cambridge University Press, J. Fluid Mech. 855 (2018), Lv et al.
(2018)].
Therefore, the results of the asymptotic theory are added to the plot, represented by the black
solid line. Figure 6.10 a) shows that dc increases with L. The experimental and the numerical
results are consistent with each other. In spite of its inherent assumption of small contact angles,
even the asymptotic method provides a reasonable approximation to the experimental data and
provides an upper limit for the critical diameter as already suggested.
Figure 6.10 b) clearly shows that stable holes exist for a wide range of contact angles. Moreover,
dc is virtually independent of the contact angle, and the experimental results are consistent with
the numerical and theoretical results.
6.2 Collapse dynamics
After the stability limit has been reached, a highly dynamic process sets in and the hole collapses.
This section is dedicated to the dynamical behavior of the hole collapse. Starting with the
discussion of the experimental results, a simplified theoretical model is introduced that captures
the main physics of the dynamics. After the hole has collapsed, the thickness of the liquid column
as a function of time has been recorded and theoretically explained with a simple scaling law
analysis.
6.2.1 Experimental analysis
To better resolve the final moments of hole collapse, additional experiments were performed
with a higher time resolution. The complete time evolution of d, starting from the initial moment
when d  dc is shown in figure 6.11 a) as a log-log plot. High-speed imaging with mainly two
different frame rates, i.e., 500 fps for the inertial collapse and 73 000 fps for the final stages
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of collapse to capture, has been employed. The first set of experiments was carried out on Al
superhydrophobic substrates with different box sizes. To reveal the influence of the wettability of
the substrate on the dynamics of the hole collapse, two different substrates have been considered.
In figure 6.11 b), data obtained with a further increased frame rate of 100 000 fps are shown:
the red squares and blue dots represent experiments carried out using superhydrophobic Al
plates (L = 7 cm) and liquid-infused glass (L = 12 cm), respectively, whereas the green triangles
correspond to a water-glycerol mixture (µ≈ 2.6 cSt) on a superhydrophobic aluminum substrate.
It is interesting to note that the hole collapse predominantly obeys a scaling law
d ≈ c1(t0 − t)0.55 (6.23)
similar to experimental results recently reported for converging fluid films driven by surface
tension and gravitational forcing (Dijksman et al., 2015). The values for the coefficient c1 are
c1 ≈ 0.045 m/s0.55 and c1 ≈ 0.047 m/s0.55 for the Al and liquid-infused substrates, respectively.
Such a scaling has been recognized as a result of the thin film theory by Bostwick et al. (2017),
in case where capillary forces dominate over gravity. As common in thin film dynamics, the
transient and convective derivatives of the velocity field have been neglected, because both are
of order O(ε2Re), in which ε = H/L  1, is a perturbation parameter (see equation (C.6) in
appendix C). Furthermore, their results were limited to a quasi-static hole evolution, i.e., the
time dependency of the parametrization of the film height was neglected throughout their study.
A rough estimation of the typical Reynolds number during the experiments leads to Re≈ 550.
For high contact angles ε2Re, reflecting the importance of transient and convective terms, is in
the order O(100 − 101) and therefore exceeds the limit of validity of lubrication theory.
The hole collapse in our experiments is reminiscent of the final stages of the pinch-off of air
bubbles in an inviscid liquid, which has been studied quite extensively. Longuet-Higgins et al.
(1991) demonstrated that the pinch-off dynamics can be captured with a two-dimensional model.
It shows that the inertia of the water dominates the asymptotic dynamics, so that the surface
tension, viscosity and the influence of the gas may be neglected. In this limit the evolution
should approximately follow the power law d ∝ t0.5, which is supported by simulations and
experiments (Longuet-Higgins et al., 1991; Oguz and Prosperetti, 1993; Burton et al., 2005).
Thoroddsen et al. (2007) carried out a systematic experimental study of the pinch-off of a bubble
in water and found that the radius d/2 of the neck of the bubble shrinks with a power law
behavior (d/2)∝ t0.57±0.03 over more than two decades. Their results are in good agreement
with the numerical studies of Leppinen et al. (2005), who carried out numerical simulations of the
break-up of a bubble in an inviscid liquid and observed a pinch-off power law with an exponent
0.55 ± 0.01. In the analytical work by Eggers et al. (2007), the collapse of an axisymmetric
cavity in a low-viscosity fluid such as water was studied, in which the surface tension, gas density
and viscosity were neglected. Assuming high Reynolds numbers and a slender geometry, the
authors assumed a distribution of mass sources along the axial length of the cavity. In contrast to
a previous work by Gordillo et al. (2005), the axial length scale has been taken into account,
showing better agreement to numerical results. Eggers et al. (2007) obtained the time-dependent




− ln( t̃0 − t̃)

. Based on the latter expression, a small
increase of the scaling coefficient from 0.55 to 0.57 was found. These results have been verified
by numerical simulations carried out by the same authors, as well as by Lu and Corvalan (2019).
The results by Eggers et al. (2007) also indicate that the dynamics of inviscid bubble pinch-off is




Abbildung 6.12.: Time lapse of the collapse of the hole in the last moment before the hole is
closed. The flanks of different grayscale correspond to different time steps.
Between two neighboring profiles the time step is∆t = 0.4 ms. In the region
of the smallest diameter, pinching can be observed. The white spot at the center
of the hole corresponds to a light reflection.
not universal, the exact value of the exponent weakly depends on the details of each experiment,
such as the employed fluids and/or other constraints. In the theoretical model derived by Eggers
et al. (2007), the only two remaining terms represent a balance of inertial forces. Therefore,
a simple explanation of the scaling behavior is not possible, since scaling arguments generally
require different types of driving and resisting forces. In agreement with Eggers et al. (2007),
our results indicate that viscosity, the capillary forces and the presence of air inside the hole
can be neglected. d ∝ (t0 − t)0.55 is consistent with the corresponding theoretical prediction.
Indeed, as shown in figure 6.12, during the collapse of the hole a pinching in the region of
highest curvature can be observed. The capillary forces therefore just trigger the instability, and
the final collapse is governed by inertia only. As an important consequence, if pinching at the
point of highest curvature on the flanks of the hole is neglected, the scaling coefficient should
lead to α= 1/2. In the following subsection, a simplified model is derived that is in agreement
with the leading-order result obtained by Eggers et al. (2007).
6.2.2 Modeling the hole closure dynamics using a simplified model
In this subsection we present a simple model to study the effects governing the hole collapse.
For the sake of simplicity, we choose an approach in which we assume that the liquid film has a
rectangular cross-section (see figure 6.13). This approach is feasible, since pinching is neglected
throughout this subsection and the meridional curvature should play a minor role during the
collapse of the hole.
The volume V of the liquid layer is constant over the time span of the hole collapse. Consequently,
the volume rate caused by the syringe pump is neglected throughout this modeling. The time





Abbildung 6.13.: Sketch of the rectangular cross-section of a liquid film in a circular container
of diameter L. R(t), h[R(t)] are the instantaneous radius of the hole and the
thickness of the liquid film, respectively. The meridional curvature [as shown in
figure 6.1 c)] is neglected in this model and the contact angle Θ is therefore not
geometrically captured [reprinted with permission from Cambridge University
Press, J. Fluid Mech. 855 (2018), Lv et al. (2018)].
until the hole collapses is sufficiently short, to satisfy this assumption reasonable well. The height


















(rur) dz + uz[h(R)]− uz(0) = 0, (6.25)
in which ur and uz denote the radial and the vertical velocities, respectively. We neglect the
influence of viscosity and therefore assume that ur is independent of z. The vertical velocity
at z = 0 vanishes due to the no-penetration condition at the rigid walls. By setting uz[h(R)] =













We denote the time derivative as Ṙ = ∂ R/∂ t. It is easy to verify that equation (6.26) indeed
satisfies the no-penetration condition at the vertical wall of the container, i.e., when r = L/2.
The energy balance equation in absence of viscous dissipation reads
∂
∂ t
(EP + EK) = 0, (6.27)
in which EP and EK are the potential and the kinetic energy, respectively. The potential energy of
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2i + C . (6.28)
The first two terms correspond to the surface/interfacial energy of the film, whereas the last term
is the gravitational energy and C refers to a constant of no further interest (C = 0). Here, we
limit our study to the last moments of the hole collapse, i.e., when R/(L/2) 1. By employing a






































To compute the kinetic energy of the film, the radial velocity has been evaluated at




































If we introduce dimensionless quantities R/(L/2), t/T and V/(L/2)3, with T being a characteri-



















in which Bo = ρg(L/2)2/γ and We = ρ(L/2)3/(γT 2) are the Bond number, relating the gravi-
tational force to the surface tension force and the Weber number relating the inertial force to
the surface tension force, respectively. Since our model is limited to the situation in which the
radius of the hole is small compared to the radius of the container, we choose the characteristic
time T = 0.01 s according to our experimental results from figure 6.11 a), leading to Bo≈ 708
and We≈ 5.2× 104, for L = 14.5 cm. We therefore consider equation (6.32) in the limit of high
Weber numbers, which leads to
R̃¨̃R+ ˙̃R2 = 0 (6.33)
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Abbildung 6.14.: Time evolution of the liquid column after hole closure. h is represented as a
function of (t − t0) in a log-log plot. Each dot represents the average value
of five experiments with error bars indicating the standard deviation. The red
squares and green triangles represent results obtained on Al surfaces with
water and a water-glycerol mixture, respectively. The solid line is the best fit
to the experimental data based on the scaling law of equation (6.34). The
snapshots added to specific sections of the curves give an impression of the
corresponding shape of the liquid surface. The sketch shows the geometry used
for the scaling analysis [reprinted with permission from Cambridge University
Press, J. Fluid Mech. 855 (2018), Lv et al. (2018)].
A R̃ ∝ (t0 − t)
1
2 scaling is obtained based on this approximation. This result coincides with
the time-independent part (zeroth-order contribution) of the solution obtained by Eggers et al.
(2007).
6.2.3 Evolution of the liquid column after hole collapse
When a single hole on a superhydrophobic Al surface closes, a growing liquid column separates
the gas above from the gas inside the surface bubble. Finally, the liquid gets redistributed into
a layer of uniform thickness to minimize the potential energy. Experimental results plotted in
figure 6.14 show that the height of the liquid column h shortly after the hole has closed obeys











in which the unknown coefficient has been determined to be c2 = 3.1 by fitting.
Compared with the hole collapse discussed in horizontal direction, the evolution of the height
of the liquid column h after hole closure/bubble pinch-off has been studied to a lesser extent.
Thoroddsen et al. (2007) reported that after pinch-off, the vertical separation of the air cones as
a function of time obeys a power law with a fitted exponent of 0.49±0.03, which is in agreement
with the numerics of Leppinen et al. (2005) who found an exponent of 0.48 ± 0.05 for the
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evolution of the separation length scale in the breakup of a bubble in an inviscid liquid. The
closing of the hole bears a geometrical similarity to the coalescence of droplets or air bubbles
(Thoroddsen et al., 2005; Ristenpart et al., 2006; Courbin et al., 2009; Bird et al., 2009; Eddi
et al., 2013; Paulsen et al., 2014), which has been intensely studied in recent years. For instance,
Duchemin et al. (2003) studied the inviscid coalescence of drops using a boundary integral
method. They proposed a power-law scaling for the neck radius as a function of time with an
exponent of 0.5. In the work of Thoroddsen et al. (2005), the growth rate of the neck formed
after the coalescence of two air bubbles was measured and modeled based on a capillary/inertial
balance. A scaling for the neck radius as a function of time with an exponent of 0.5, valid
for a comparatively short time interval, was found. Previous results by Eggers et al. (1999)
indicate that already a one-dimensional model can capture the underlying physics. The scaling
law modeling shown subsequently is in close analogy to the work reported on the coalescence of
drops or air bubbles. The geometry employed for the scaling law analysis is shown in the inset of
figure 6.14. As known from equation (6.1), R∝ lc. The balance of capillary and inertial forces
for a growing neck reads γ/δ∝ ρ(h/t)2. Following the inset in figure 6.14, we find through
geometrical considerations δ∝ h2/lc. Finally, the scaling law from equation (6.34) is obtained.
Furthermore, we have experimentally studied the influence of viscosity on the evolution of the
liquid column. With a water-glycerol mixture 2.6 times more viscous than pure water, very
similar results were obtained (green triangles in figure 6.14).
6.3 Summary
In this chapter, we have studied the stability and collapse of a single circular hole in a bounded
liquid film having a thickness determined through a balance of capillary and gravity forces.
Experimentally, two distinguished regimes were identified, an initial quasi-stationary evolution
followed by a dynamic hole collapse beyond the stability threshold. Based on theoretical models
and numerical calculations, we revealed that the evolution of the hole is controlled by a critical
value of the hole diameter below which no stable solution of the Young-Laplace equation
exists. We have shown that the stability threshold strongly depends on the size of the box but,
surprisingly, weakly depends on the contact angle between the liquid film and the substrate. This
conclusion was corroborated experimentally using substrates with various sizes and wettabilities.
Satisfactory agreement between the different approaches has been obtained. The contact angle
hysteresis on the employed superhydrophobic and hydrophobic liquid-infused substrates is very
small, which largely eliminates the uncertainties resulting from contact line friction (Taylor and
Michael, 1973; Bankoff et al., 2003). However, on surfaces with higher contact angle hysteresis,
shape deviations from a perfect circular hole have been obtained that mainly occur in the stable
regime of the hole. For most practical applications such as coating, it is tempting to regard a
liquid layer as infinitely extended. However, our results reveal that stable holes exist for finite
(or bounded) configurations independent of the contact angle. The influence of the geometrical
shape of the box on the critical hole diameter is, on the other hand, negligible. The latter has
been shown with the use of SURFACE EVOLVER simulations.
The dynamics of hole collapse was studied using high-speed imaging. Scaling laws were identified
describing the time evolution of the liquid surface during hole collapse. The collapse is governed
by a time dependence d ∝ t0.55, indicating the dominance of inertial effects. Consequently,
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capillary forces solely trigger the instability. The influence of viscosity was studied exemplarily by
employing a water-glycerol mixture having a viscosity approximately 2.6 times that of water. A
simple model was build that is consistent with the leading-order scaling coefficient obtained by
Eggers et al. (2007). It was also found that the thickness of the liquid column forming after the
hole has closed obeys a h∝ t
1
2 scaling law. A similar scaling has been observed in the context of
coalescence of bubbles or droplets.
6.3. Summary 135

7 Collapse of multiple holes in an
unbounded liquid layer
In the previous chapter, the stability and collapse of a single circular hole in a bounded liquid
film having a height resulting from a balance between gravitational and surface tension forces
has been studied. In particular, we have investigated the influence of the size of the box and
the wettability of the substrate on the stability and collapse of a single hole. On the basis of the
results of chapter 6, the investigation of the collapse of multiple holes in an infinitely extended
film is the main topic of this chapter. Specifically, we aim to answer the following question: How
do multiple circular holes evolve in time?
The rupture of a thin polymer film, which is applied to a solid substrate and heated above the
glass transition temperature, serves as a classic example of a multi-hole formation in a thin
liquid film (Karapanagiotis and Gerberich, 2005; Seemann et al., 2005; Bäumchen and Jacobs,
2009). Here, the thickness of the polymer films is of the order of O(10−8) m and therefore
small compared to the capillary length lc ≈ O(10−3) m. Under these conditions, intermolecular
forces (so-called van der Waals forces) become dominant. More specifically, for film thicknesses
smaller than O(10−6) m the interaction of atoms at the solid-liquid interface explicitly has to be
taken into account (Pahlavan et al., 2018). In these cases, van der Waals forces predominantly
trigger the instability and the formation of holes that grow with time. Recently, Peschka et al.
(2019) studied the dewetting of a thin nanoscopic film numerically. During dewetting, the height
of the rim at the flanks of the hole is typically larger than the unperturbed fluid film at large
distances from a defect and unstable to geometrical perturbations that could probably lead to
the formation of droplets. For two neighboring holes separated by a thin liquid ridge, the authors
found an instability driven by surface tension and intermolecular forces. For thicker liquid films
of the order O(10−5) m, the formation of a single drop caused by the dewetting of a liquid film
was studied by Edwards et al. (2016). The authors produced a Teflon coated, circular area of
interdigitated coplanar metal stripe-arrays from which an electric field is applied underneath the
droplet. Consequently when switching on an electric field, the droplet wets the substrate, due to
the electrowetting-like modifications of the contact angle of the liquid puddle (Tabeling, 2005).
After the electric field has been switched off, the droplet dewets the electrode until it reaches its
original shape corresponding to its apparent contact angle. The dewetting of two nearly circular
holes in a film of water having a thickness of O(10−3) m, spreading above a second liquid and
bounded by a rectangular container was studied by Kupershtokh et al. (2015). The authors have
shown experimentally and numerically that both holes grow and finally coalesce into a single
large hole. Although the collapse of multiple holes is of practical relevance, as in case of coating
processes (discussed in detail in the introduction of chapter 6), this phenomenon has not yet
been studied in great detail.
In the close proximity of a moving three-phase contact line, the tangential shear stresses are
non-integrable, when assuming no slip between a solid and the spreading liquid, leading to an
infinite energy dissipation at the three-phase contact line (e.g., De Gennes, 1985; Bonn et al.,
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2009). This nonphysical behavior motivates the introduction of a cut-off length below which
microscopic features play a dominant role and eventually require a modification of the no-slip
boundary condition (Davis, 1980; Bonn et al., 2009; van Lengerich and Steen, 2012). In fact,
numerical results obtained with molecular dynamic simulations confirm a region of near-perfect
slip in the proximity of the moving three-phase contact line (e.g., Koplik et al., 1988, 1989). In
addition to the two different modeling approaches already discussed in the previous chapter
(slip boundary condition and precursor film), there are many other modeling approaches in
the literature that have proved successful for different solid-liquid combinations. A summary
of different models can be found in the work by Qian et al. (2006) and Bonn et al. (2009).
As an important consequence, the underlying model of contact line motion is not universally
applicable and depends on the specific substrate-fluid combination. Additionally, some authors
introduced an energy dissipation attributed to the motion of the three-phase contact line modeled
as proportional to the arc length and the squared contact line velocity (De Gennes, 1985; Carlson
et al., 2012) superposed on the viscous dissipation in the bulk of the liquid.
Onsager (1931a,b) first noticed that many (thermodynamically) non-equilibrium configurations
provide a similarity in their time evolution. His early research mainly focused on the heat
conduction in an anisotropic medium. However, since then various extensions and reformulations
have been made, leading to time evolution equations for many different processes. Exemplarily,
the time evolution of small particles in a viscous fluid, the derivation of Stokes’ equations, the
flow in porous media, the diffusion of particles in dilute solutions, the magnetic relaxation of
particles (Doi, 2011, 2013), the derivation of the constitutive equations for viscoelastic fluids
(Zhou and Doi, 2018), as well as free surface flows have been studied on the basis of the Onsager
(variational) principle, either in case of a completely wetted solid surface (Di et al., 2018)
(restricted to two dimensions) or including the motion of a three-phase contact line (Qian et al.,
2006).
This chapter is organized as follows: Section 7.1 describes the underlying assumptions of the
theoretical modeling. The applicability of the Onsager principle for describing the motion of
thin fluid films is discussed in section 7.2. Section 7.3 introduces the theoretical modeling of
the collapse of multiple circular holes in an infinitely extended liquid layer on the basis of the
Onsager principle. A closed form analytical expression for the potential energy is derived that,
together with a heuristically model for the energy dissipation, lead to the evolution equations for
the three-phase contact lines of the defects. The experimental setup as well as the experimental
procedure is discussed in section 7.4. A first validation of the theoretical results on the basis
of experiments is discussed in section 7.5. A summary of the results and an outlook to further
studies is given in section 7.6.
7.1 Model assumptions
We consider an unbounded liquid film having a height H with N circular holes. The contact
angle between the liquid film and the substrate is denoted as Θ. Following Taylor and Michael
(1973), a single circular hole having a finite radius R is always unstable if the liquid film is
infinitely extended. Whether a hole opens or closes strongly depends on the height of the liquid
film, following the critical height given in equation (6.1). However, it is by no means clear
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how multiple circular holes evolve with time. The following list of assumptions underlies the
subsequent theoretical modeling:
1. The contact angle Θ between the substrate and the liquid film is small, i.e., Θ 1;
2. The Reynolds and capillary numbers are sufficiently small during the collapse of the holes;
3. The thickness of the liquid film H is large enough to neglect intermolecular forces.
Assumption 1 refers to the classical lubrication assumption since small contact angles imply small
film heights. Following the results obtained in the previous chapter, neither the stability threshold
nor the dynamics during the hole collapse strongly depends on the contact angle between the
liquid layer and the solid substrate. On the basis of these results, assumption 1 might not be
very restrictive. Assumption 2 is not reasonably well satisfied during a collapse of holes in a
water layer. Likewise, the water-glycerol mixture employed during the experiments presented
in the last chapter does not lead to a sufficient smaller Reynolds number. In addition, in case
of low viscous fluids, strong surface waves are observed during the creation of the holes when
employing compressed air flow (as mentioned in section 6.1.1). In order to enable a reliable
experimental verification, we therefore consider liquid films having sufficiently large viscosities.
Furthermore, we assume small capillary numbers during the collapse. In contrast to most of the
previous works in which the collapse or opening of multiple holes have been studied, we consider
film thicknesses greater than O(10−6) m. Consequently, we assume that van der Waals forces
can be neglected throughout this study (assumption 3). Additionally, all film heights considered
in this chapter are beyond the critical height obtained in the previous chapter. Since we aim
at comparing the theoretical results with experiments, which have been employed on finitely
extended liquid films, a film height smaller than the critical height would eventually evolve
the liquid film into a single stable hole configuration. On the basis of the results by Taylor and
Michael (1973), this phenomenon cannot be captured with a theory assuming infinitely extended
films.
7.2 From Onsager’s principle towards thin film equations
During this section, the Onsager principle is introduced and applied for the derivation of the
simplified governing equations describing the flow of a thin, perfectly wetting fluid film on a
solid substrate. Even though, Di et al. (2018) has already derived the governing equations for a
2D thin film flow on the basis of the Onsager principle, a generalization towards 3D flows of thin
films cannot be found in the literature to best of our knowledge.
















δ ṙi = 0, (7.1)
in which Ėd and Ep = Esf+Eg are the energy dissipation (rate) and the potential energy, consisting
of the surface energy and the gravitational energy, respectively. The notation δx defines the
first variation of x . The set of parameters ri and their time derivatives ṙi describe the energetic
displacement of a configuration from thermodynamic equilibrium (Qian et al., 2006; Doi, 2011).
In agreement with assumption 2, inertial terms are neglected. Equation (7.1) effectively states
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that the derivative of the energy dissipation with respect to ṙi evolves as the steepest descent of
the potential energy in the space of the set of the parameters ri.
In order to shed light in the practical use of equation (7.1), the Onsager principle is now applied
to derive the governing equations of motion for a perfectly wetting liquid film parameterized
by a height h(r ‖, t), where r ‖ contains the coordinates tangentially to the solid wall located at
z = 0. The notation is closely related to appendix C. The presence of three-phase contact lines
would probably require an extra modeling of the energy dissipation related to the motion of
the contact lines. For simplicity this is not taken into account. Therefore, the energy dissipation
























From equation (7.2) to equation (7.3), we made use of the common thin film leading-order
approximation ε = H/L  1 (see appendix C for more details). We now compute the first





















































1+ (∇‖h)2 ≈ 1+ (∇‖h)2/2 has been used, approximately valid for sufficiently thin
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we find the first variation of the potential energy with respect to the parametrization of the free







δh dA , (7.9)







δḣ dA . (7.10)
As known from the derivation of the Young-Laplace equation, in which the conservation of volume
is constrained throughout the energy minimization (e.g., Myshkis et al., 1987), incompressibility











with λ being a Lagrange multiplier. The term in brackets is the continuity equation from equation
(C.5). However, the first variation of the latter equation is computed with respect to u‖ and w.
Applying the kinematic boundary condition at fluid interfaces (e.g., Leal, 2007), i.e.,


















We are now in the position to apply the Onsager principle from equation (7.1) via
δĖd +δĖp +δL̇ = 0, (7.14)
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where we replaced the Lagrange multiplier λ by λ= p+ρgz, recalling that the potential of the
gravitational volume forces are included in the pressure [see equation (2.8)]. Equations (7.16)
and (7.17) are consistent with equations (C.9) and (C.10), when including gravity. Equations
(7.18) and (7.19), on the other hand, correspond to the stress jump boundary conditions within
the thin film approximation (e.g., Leal, 2007). As typical in thin film modeling, the last set of
equations can be combined leading to a partial differential equation for the film height (e.g.,
Bostwick et al., 2017).
The forgoing deduction reveals that the Onsager principle can be applied for the modeling of
thin film dynamics and could be extended to include the motion of three-phase contact lines
(Qian et al., 2006).
7.3 Theoretical modeling
Although we have limited this study to the collapse of multiple circular holes in a liquid film, the
potential energy will be derived for holes of arbitrary shape, as it could be relevant for further
studies. During this section, the Onsager principle is applied in a slightly different way from
the previous deduction but eventually leads to a set of evolution equations describing the time
evolution of the collapse of multiple holes.
Due to the assumption of small capillary numbers (assumption 2), the shape of the surface
of the meniscus is controlled by the Young-Laplace equation in the asymptotic limit. Conse-
quently, the time evolution of the closing process is described as a sequence of quasi-stationary
configurations.
7.3.1 The potential energy of a liquid layer with multiple holes
The main idea of the derivation of the potential energy of a liquid layer with N arbitrarily shaped
holes is closely related to the work by Kralchevsky et al. (1992), where the authors computed
the capillary induced forces acting on interfacial particles.
To start with, we make use of assumption 1 and simplify the Young-Laplace equation in non-
dimensional form [see equation (6.16)] as follows
∇̃2h̃= h̃+ λ̃, (7.20)

















Abbildung 7.1.: Sketch of a liquid film having N arbitrarily shaped holes. a) The overall area of
the configuration is subdivided into the surface wetted by the liquid layerAout
and the areas of the holesA (i)h , with i = 1,2, . . . , N . The contours of the holes
are denoted as C (i)h , whereas the outer contour, corresponding to the far field is
denoted byCout. b) Sketch of a flank of a hole in side view. Θ defines the contact
angle between the substrate and the liquid layer and H refers to the height
sufficiently far away from the holes, i.e., at Cout. The origin of the coordinate
system is located at a height H above the substrate.
in which h̃ is the parametrization of the liquid interface (non-dimensionalized by the capillary
length lc) and λ̃ the Lagrange multiplier (or the pressure difference between inside and outside





h referring to the area wetted by the liquid film (i.e., the
projection of the fluid interface on the substrate), the contour of the liquid film far away from all
holes, the area of hole n and the corresponding contour of the three-phase contact line of hole
n, respectively. Figure 7.1 b) shows the position of the coordinate system, which is located, in
contrast to chapter 6, at the height of the liquid film far away from all holes, i.e., at height H
above the substrate. Hereby, λ̃ refers to the pressure difference at the fluid interface in the far
field where ∇̃2h̃ and h̃ converge to zero. Consequently, λ̃= 0 and equation (7.20) simplifies to
∇̃2h̃= h̃. (7.21)
It should be noted that the potential energy of an infinitely extended liquid film grows beyond all
limits due to its infinite mass and surface area. Therefore, the presence of multiple holes does not
change the potential energy of the configuration asymptotically. In order to handle this difficulty,
Peschka et al. (2018) considered a large (but finite) box limiting the size of the meniscus.
However, it is also possible to consider the potential energy difference ∆Ep = Ep − E healedp , in
which Ep is the potential energy of a film with N holes and E healedp corresponds to the energy
of a film without holes but with the same (constant) height H. This approach is reasonable,
since we are mainly interested in the derivative of the potential energy with respect to the set of
parameters ri [see equation (7.1)]. We will see later in this chapter that ri correspond to the
effective length-scale of the i-th hole and therefore the gradient of ∆Ep coincides to that of Ep,
since E healedp is independent of ri.
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We start by computing the area differences defined in the style of the energy difference via
∆A =A −A healed and find
d(∆Ã12) =
hq













dÃ (n)h , (7.22)













dÃ (n)h . (7.24)
Here, d(∆Ã12), d(∆ÃS1) and d(∆ÃS2) are the incremental area between the liquid and gas,
between the substrate and the liquid and the substrate and the gas, respectively. In equation
(7.22), we made use of assumption 1 and expand
Æ
1+ (∇h̃)2 ≈ 1+ (∇h̃)2/2 in a Taylor series.
Taking Young’s law [see equation (2.50)] into account, we find for the incremental surface energy








dÃ (n)h . (7.25)
Following the same train-of-thought, the gravitational energy difference can be computed that










dÃ (n)h . (7.26)
The sum of equations (7.25) and (7.26) lead, after integrating over dÃout and dÃ
(n)
h , to the
potential energy difference. The sum of the integrals of the two last terms of equations (7.25)
and (7.26) represents the sum of the areas of all holes in the liquid layer. At first glance, the
integration over dÃout requires detailed knowledge of the shape of the liquid interface. However,
using the identity





the integral over dÃout can be transferred into a sum of contour integrals over C̃out and all C̃
(n)
h
by use of Green’s integral theorem:
∫
A











nout · (h̃ ∇̃h̃) dC̃out. (7.28)
The sum of the contour integrals along the three-phase contact lines of the holes has a negative
sign, since n(n)h is defined to point into the liquid layer. Due to the choice of the location of the
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coordinate origin, the last integral vanishes (h̃→ 0 at C̃out). Therefore, we find for the potential
energy difference





















dÃ (n)h . (7.30)
Assuming a homogeneous contact angle on the substrate, equation (7.30) can further be simpli-










= tan(Θ), ∀n= 1, 2, . . . , N . (7.31)
Inspired by equation (6.1), we may rewrite the height H̃ = κ sin(Θ/2), with κ ∈ R+0 , and


























Remarkably, the potential energy difference solely depends on the contact angle between the
liquid layer and the substrate, the height of liquid film, the circumference of the three-phase
contact lines of the holes and on the area of the holes. The potential energy of a liquid film
with N holes of arbitrary shape can therefore be computed without a detailed knowledge of the



















Apart from the temporal evolution of a liquid film, we can also apply equation (7.33) to obtain
the critical film height for a single circular hole for verification purposes, i.e., a comparison with
the results obtained by Taylor and Michael (1973). In contrast to their work, we limit ourselves
to small contact angles. Taylor and Michael (1973) found that every hole closes (opens) if the
height of the liquid film is larger (smaller) than the height given in equation (6.1). A stability
limit is reached, if the energy difference between a liquid film with and without a hole vanishes,
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which, if R̃→∞, leads to κ = 2. However, the latter result does not provide any insight on
whether the hole closes or opens. When computing the derivative of equation (7.33) with respect











Consequently, if β > 0, a circular hole closes, whereas β < 0 leads to an opening of the hole, in
agreement with the results obtained by Taylor and Michael (1973).

































7.3.2 Modeling the energy dissipation in a film with N holes
The energy dissipation in a liquid film containing N -holes in general requires the solution of the
thin film equations including a suitable model for contact line motion. However, to make full use
of the derivation of the previous subsection, we aim at modeling the energy dissipation from
a different perspective. It is known that the energy dissipation related to a translating sphere
(translational velocity U) reads Ėd = 6πµaU2 in the Stokes flow limit (e.g., Kim and Karrila,
2013). The energy dissipation related to the motion of a single three-phase contact line has been
modeled as Ėd = 2πµTCLRṘ2 (De Gennes, 1985; Carlson et al., 2012), in which µTCL denotes
a constant (related to an effective viscosity) that takes a role of a fitting parameter. In both
examples, the energy dissipation related to a creeping flow is proportional to the square of the
velocity. Hereinafter, we assume that the overall energy dissipation for a configuration consisting













in which Γ is a N × N tensor containing pre-factors (unit: viscosity × length) related to the
(overall) energy dissipation which we denote as dissipation tensor. The extra diagonal elements,
i.e., Γi j with i 6= j, thereby describe the energy dissipation between two neighboring holes i
and j, whereas the diagonal elements Γii represent the energy dissipation corresponding to
the i-th hole alone. The elements from Γ , however, depend on the modeling approach of the
contact line motion and can, exemplarily, depend on Ri. It is worth mentioning that the energy
dissipation due to the contact line motion should be restricted to the close vicinity. Therefore,
the extra diagonal elements of Γ are probably dominated by viscous dissipation in the bulk,
if neighboring holes are separated largely enough. However, in agreement with the Onsager
reciprocal relation, Γ should be symmetric (and positive definite, i.e., all eigenvalues are positive)
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(Onsager, 1931a,b) and does therefore contain N(N + 1)/2 independent elements. Translated to
the current configuration, the symmetry of Γ states that the dissipation created by hole i acting
on hole j is the same as the energy dissipation from j on i. However, when assuming that the
three-phase contact lines are separated far enough to neglect hydrodynamic interaction, Γ takes
a diagonal form, in which in general, all diagonal elements could potentially depend on Ri and
therefore have different values varying with time. For now, we assume that all diagonal elements
are independent on Ri and coincide to a single constant Γ > 0. As shown in the next section, this










Consequently, for the collapse of multiple holes in an infinitely extend film, the radii Ri take the
role of the set of parameters in the Onsager principle.
7.3.3 The evolution equation for a liquid film with N circular holes
Following equation (7.1), the derivative of the energy dissipation with respect to Ṙi leads to
∂ Ėd
∂ Ṙi
= Γ Ṙi, ∀i ∈ (1, . . . , N). (7.39)










where t̃ = t/T , with the characteristic time scale T = Γ lcΘ2π/(2γ12).














Employing the Onsager principle [following equation (7.1)] leaves us with the following, remar-










, ∀i ∈ (1, . . . , N). (7.42)
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For κ = 2, the analytical solution of equation (7.42) leads to a R̃i ∝ t̃ scaling law, such as
reported for the opening of a hole in a very viscous film (Redon et al., 1991). For κ 6= 2, on the



















in which R̃0i is the initial radius of hole i.
7.4 Experimental analysis
A small number of experiments have been performed in order to provide a first validation of the
theoretical modeling. This section contains the introduction of the experimental setup and a
discussion of the experimental procedure.
7.4.1 Experimental setup & procedure
The experimental setup largely coincides to that shown in figure 6.1 a). In contrast to chapter 6,
we have limited ourselves to a single square box of side length of L = 12 cm. This comparably
small box has been employed because of the increasing difficulty when producing larger sub-
strates. Furthermore, the high-speed camera in the original setup has been replaced with a SLR
camera (Nikon D810) and the recording speed was 60 fps. The experiments have been recorded
in top view.
In order to minimize the effect of contact line pinning, the experiments have been carried out
on superhydrophobic Al substrates, following the procedure described by Song et al. (2012).
Even though the theoretical model is derived on the basis of the small contact angle assumption,
the results of the previous chapter indicate that the contact angle does not play a major role
during the collapse of a single hole. Additionally, it was planned to perform experiments on
surface modified hydrophilic silicone wafers. The procedure reported by Kaneko et al. (2019)
(based on a sol-gel coating) provides excellent sliding properties with remarkably low contact
angle hysteresis ∆Θ ≈ 5◦ and therefore ensures a better comparability to the theoretical model.
However, the production of the comparably large surfaces is challenging, since it requires a
cleaning by either oxygen plasma treatment or peroxymonosulfuric acid (known as Piranha acid).
Oxygen plasma treatment of the samples was not possible due to the large size of the substrates
and the comparably small chamber size of the oxygen plasma device available in our laboratories.
Peroxymonosulfuric acid is very hazardous and since a large volume is required (due to the large
substrates), the chemical treatment is very dangerous. Until now, it has not been possible to
become familiar with the safe use of peroxymonosulfuric acid.
In order to satisfy assumption 2 reasonably well during the experiments and in order to reduce
surface waves observable during the creation of the holes, a water-glycerol mixture with a
viscosity of approximately 40 times of that of water has been employed. All relevant material
properties of the water-glycerol mixture are given in table 7.1. It should be noted that the wetting
properties of the mixture are comparable to those of pure water which are given in table 6.1.
During an experiment, a fixed volume of V = 70 ml water-glycerol mixture was filled into the
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Parameter Value Method
Viscosity: µ in cSt 37.812± 0.369 Brookfield DV-III ULTRA
Density: ρ in g/cm3 1.19 Reference
Surface tension: γ12 in dyne/cm 67.5 Reference
Advancing contact angle: Θa in deg. 165.38± 2.257 Krüss DSA 100
Tabelle 7.1.: Relevant material properties of the water-glycerol mixture. Each measured value is
the average of ten experiments with standard deviation. The advancing contact
angle has been measured on the superhydrophobic Al substrate following the
droplet sliding method described in section 6.1.1. The values for the density and
surface tension have been taken from Glycerine Producers’ Association and others
(1963).
box. A liquid volume of V = 70 ml leads to an effective height close to the critical height obtained
in the previous chapter. After the creation of a uniform film, three nearly circular holes have
been created with nitrogen jets. The three holes have been aligned in the form of a right-angled
triangle where the center of the holes have a minimum distance of about 5 cm. Right after the
nitrogen jet has been stopped, the recording started and the time evolution of all holes has
been captured. By employing a custom-made MATLAB® code, circles have been fitted to the
experimentally obtained hole radii at every time step.
7.5 Comparison between theory and experiments
In contrast to the theory, the experiments have been performed on liquid films of finite lateral
extension. Consequently, the critical film height differs from that of an infinitely extended liquid
film, as shown in figure 6.9 b). The comparability between these two approaches is ensured by
defining a correction constant to the critical height given in equation (7.36).
By employing the numerical method discussed in section 6.1.2, the critical volume Vc of a
liquid film in a circular box of radius R = L/2 and a contact angle of Θa = 165◦ is found to
read Vc = 3483.01 · l3c , with lc ≈ 2.40 mm (following the material constants from table 7.1).







The height is non-dimensionalized with the capillary length lc. The height of a liquid film in a
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Consequently, the experimental conditions ensure a collapse of the holes since the height of the
liquid film is about 13% larger than the critical value. The ratio of both heights is used as a
comparability factor to the critical height given in equation (7.36). We may set




To compare the results between theory and experiments, we concentrate on the relative evolution
of the hole radii and therefore do not consider the exact temporal development of each individual
hole. Thereby, the energy dissipation constant Γ does not need to be computed. In other words,
the trajectories of the hole radii can be validated without a detailed knowledge of the energy
dissipation.
Figure 7.2 shows a comparison of five different experiments with the theory in which the
trajectories of the hole radii are compared with the theoretical results [with a corrected height
following equation (7.46)]. Figure 7.2 a) shows a 3D plot of the comparison, whereas the 2D
projections of a) are given in b), c) and d). For graphical reasons, all radii have been normalized
with the initial radius of the largest hole Rmax in the experiments. For the given set of parameters
it can be observed that smaller holes close faster than larger ones, clearly in agreement with
physical intuition. Theory and experiments agree satisfyingly well, even though, the theory was
derived under the assumption of small contact angles and infinitely extended liquid layers. The
weak dependence of the results on the contact angle is in agreement with the results obtained in
chapter 6. It is worth mentioning that the theory does not contain any artificial (or nonphysical)
fitting parameter in order to achieve satisfying agreement with the experiments.
7.6 Summary & Outlook
In summary, we have studied the collapse of multiple circular holes in an infinitely extended
liquid layer assuming a small contact angle between the liquid layer and the substrate. Based on
the Onsager principle, the thin film equations have been derived in absence of three-phase contact
lines that motivated the usability of this principle in the present context. The potential energy
for a liquid film with N holes of arbitrary shape has been obtained which solely depends on the
physical conditions at the three-phase contact lines of the holes. By neglecting the hydrodynamic
interaction between different holes, a simple expression for the energy dissipation has been
postulated from which the trajectories of the hole radii have been derived independent of the
exact value of the energy dissipation. The main advantage of the theoretical model is that it does
not require the solution of the thin film equation in order to predict the collapse of multiple
holes. Even though the experimental results provide a satisfying agreement with the theory,
further experimental validation is still required, including a variation of the liquid volume, the
wetting properties of the substrates and probably also the lateral extension of the liquid layer.
Consequently, the study of the collapse of multiple holes described in this chapter is still in its
fledgling stages.
Apart from a more detailed experimental verification, many other extensions of this work are
conceivable. For a sufficient small height of the liquid film, the opening of multiple holes could
be studied following the approach outlined in this chapter. Existing experiments, focusing on
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Abbildung 7.2.: Comparison between theory (lines) and experiments (symbols) for five different
maximum hole radii Rmax showing the time evolution of three different hole radii
depending on each other. R1 and R3 corresponds to the largest and smallest
initial hole, respectively. The theoretical results correspond to equation (7.43)
with κ given in equation (7.36) multiplied by δh defined in equation (7.46). a)
3D plot of the three different hole radii. The subfigures b), c) and d) are 2D
projections of the results given in a).
the evolution of multiple holes in a liquid film, have been performed with liquid film heights for
which intermolecular forces become dominant (Karapanagiotis and Gerberich, 2005; Seemann
et al., 2005; Bäumchen and Jacobs, 2009). Experiments, validating the theoretical prediction
on the expansion of holes in thicker films, are therefore required. Furthermore, the general
validity of the expression for the potential energy may encourage extending the current work
towards the collapse of multiple holes of arbitrary shape. Hereby, a new modeling of the energy
dissipation is required, taking the exact shape of the three-phase contact line into account. When
expanding the exact shape of the three-phase contact line into a Fourier series, the number of
elements of the energy dissipation tensor Γ would increase significantly, since every partial sum
of the Fourier series would have a corresponding entry in Γ as well as entries for the interaction
between different frequencies. Furthermore, the interaction of two holes could be computed on
the basis of the thin film equations by employing bipolar coordinates (e.g., Happel and Brenner,
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2012). Additionally, numerical simulations of the thin film equations could hopefully provide
further insight into the temporal evolution of deformed holes.
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8 Concluding remarks
The aim of the present work was to investigate the influence of different boundary configurations
on the dissipation and stability of flows at low Reynolds numbers. Specifically, this study was
concerned with the transport of single interfacial particles driven by an externally applied electric
field, the increase of the energy dissipation due to the presence of multiple spherical interfacial
particles, the hydrodynamic shielding of an obstacle in narrow channels with the help of electro-
osmotic flow, the stability and collapse of a single hole in bounded liquid layers as well as the
collapse of multiple holes in an infinitely extended liquid layer.
The motion of weakly charged interfacial particles, attached to a chargeless fluid interface
separating two fluids having a large viscosity and permittivity ratio and subjected to a weak
electric field was studied theoretically in chapter 3. The computation of the translational velocity,
depending on the thickness of the electric double layer, the contact angle between the particle and
the fluid interface and on the applied electric field, was the main goal of this chapter. It was shown
that arbitrary shaped particles attached to flat fluid interfaces have the same electrophoretic
mobility as long as the Debye layer thickness is asymptotically small (Smoluchowski limit).
Furthermore, the translation of these particles does not lead to an interfacial deformation in
the leading order, independent on the Debye layer thickness. In case of spherical interfacial
particles, the electrophoretic mobility has been computed for arbitrary Debye lengths. Just as for
bulk particles, the dependency of the electrophoretic mobility on the exact shape of the particle
increases the more the electric double layer thickness varies from the Smoluchowski limit, which
in this context indicates that the wetting properties become more dominant. More specifically, it
was observed that hydrophobic particles have a higher electrophoretic mobility than hydrophilic
particles. However, in case of spherical interfacial particles, the interfacial deformation induced
by the charge of the particle has been obtained and found to be closely related to the thickness
of the electric double layer forming at the surface portion immersed in the fluid with the higher
permittivity. In contrast to the electrophoretic mobility, the interfacial deformation is independent
on the contact angle between the particle and the fluid interface in the first-order contact angle
perturbation, even in case of thick electric double layers. The theoretical results have been
validated with full 3D numerical simulations. Interfacial electrophoresis enables the separation
of Janus particles that is not always possible in the bulk, especially in case of different Janus
particles that carry the same average ζ-potential.
The impact of the presence of multiple spherical interfacial particles on the energy dissipation has
been discussed in chapter 4. Under the assumption of a sufficiently dilute interfacial suspension,
in which hydrodynamic interactions can be neglected, the effective interfacial viscosities have
been computed. The contact angle between the particles and the fluid interface has a significant
influence on both interfacial viscosities, with its influence on the dilatational viscosity being larger
than on the shear viscosity. Similar to a suspension of bulk particles, the presence of particles
attached to an incompressible fluid interface lead to an effectively compressible behavior of the
interface. The theoretical second-order results agree very well with previous semi-analytical
results over a broad range of contact angles. In order to make full use of the theoretical results
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in numerical simulations, a model for the effective interfacial tension of particle decorated fluid
interfaces has been derived. As an example of application of our theory, the instability of a
particle-laden liquid jet has been discussed. It has been found that even a small number of
interfacial particles have a stabilizing effect on the liquid cylinder.
The focus of chapter 5 was on the shielding of a charged obstacle from an applied pressure driven
flow. On the basis of the Hele-Shaw approximation and suitable shaped ζ-potential distributions
at the upper and lower wall of the channel, an electro-osmotic flow can be induced such that the
pressure force acting on the arbitrarily shaped obstacle is identically zero. The exact strength of
the electro-osmotic flow that enables the shielding of an object was determined and depends
on the strength of the applied electric field, on the ζ-potential of the annulus and on its lateral
extension. For a slightly deformed circular obstacle, the reshape of the ζ-potential annulus has
been computed and validated with the help of 2D numerical simulations. When parameterizing
the obstacle using Fourier series, the required shape of the ζ-potential annulus is determined by
the same number of terms in the Fourier series expansion as the obstacle and thus also by the
same number of shape perturbation frequencies. However, the amplitude of the parametrization
of the annulus is proportional to that of the obstacle, whereas the amplitudes corresponding to
higher frequencies decay faster than those of small frequencies.
In chapter 6, the stability and collapse of holes in bounded liquid layers has been studied
experimentally, numerically and theoretically. A stability branch has been obtained that strongly
depends on the lateral extension of the liquid film, whereas the dependency on the contact angle
is rather weak. Good agreement between experimental and numerical results has been obtained.
Furthermore, the dynamics of hole collapse has been investigated. It has been found that the hole
collapse predominantly obeys a scaling law, resulting from a balance of inertial forces (transient
and convective contributions). In the final moment before the hole closes, pinching at the flanks
of the hole was observed. A simple model has been developed to capture the main physics of
the hole collapse. Right after the hole has been closed, a liquid column develops and grows in
time. This dynamic process can be understood as a balance of inertial and surface tension forces
providing a scaling law that agrees well with the experiments.
As an extension of chapter 6, the collapse of multiple circular holes in a thin liquid layer has
been studied theoretically in chapter 7. It has been demonstrated that the potential energy of
a thin liquid layer solely depends on the constitution at the three-phase contact line. With the
help of the Onsager (variational) principle, an evolution equation has been derived that allows
the computation of the time evolution of multiple holes in an infinitely extended liquid film.
Experiments, employed on finitely extended liquid layers having a large contact angle, have been
compared to the theoretical prediction and satisfying agreement has been obtained, despite the
theory being derived based on the small contact angle assumption.
All results of this work provide insights into the relevance of boundary configurations on
the motion and energy dissipation related to interfacial particles, the ability of shielding an
object in a shallow channel, as well as on the stability of multiphase configurations. General
conclusions on whether the influence of a certain boundary configuration significantly affects
the global properties of a flow, cannot be made. Owing to the abundance of different boundary
configurations, each specific system requires detailed investigation and thus provides a wealth of
further possible studies.




A Simplification of the governing
equations of electrophoresis
The aim of this appendix is the simplification of the governing equations of electrophoresis on
the basis of the assumptions from section 3.1, starting with equations (2.2), (2.7), (2.17), (2.25)
and (2.26). In order to avoid carrying unnecessary subscripts and superscripts throughout this
derivation, the simplification of the equations is proceeded assuming a particle suspended in
a bulk consisting of a single, incompressible and Newtonian fluid. Transferring the resulting
equations towards a two-phase configuration is provided subsequently.
To start with, we expand all variables in the governing equations into an equilibrium (superscript
s ’static’) and perturbation (superscript d ’dynamic’) contribution, following O’Brien and White
(1978). The equilibrium configuration corresponds to a non-moving charged particle dispersed in
the bulk of a fluid in absence of an applied electric field. Consequently, the effect of the presence
of the applied electric field is solely present in the perturbation variables. We may set
p = ps + pd , (A.1)






When inserting the latter expansions in the governing equations and making use of assumption
1 (from chapter 3) that leads to negligence of all products of variables corresponding to the
perturbation state, we find
−∇ps − ze(ns+ − n
s
−)∇ψ
s = 0, (A.4)













∇ · u = 0, (A.7)
−∇pd +µ∇2u − ze(nd+ − n
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d = 0, (A.8)


















Equations (A.4) - (A.6) refer to the equilibrium state, whereas equations (A.7) - (A.10) correspond
to the perturbation state. In the following two subsections, a further simplification of the
equations of equilibrium and perturbed state is discussed individually.
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Equilibrium (static) state
In absence of an external electric field, the distribution of ions around the particle is solely
determined through a balance of electrostatic migration and diffusion [see equation (A.6)]:
∇ ln nsi +
zie
kB T









⇒ nsi = Cie
− zi ekB T
ψs . (A.13)




i . Ci is a constant which has to
be determined using appropriate boundary conditions. The distortion of the ion distribution from
an equilibrium value n∞i due to the presence of the particle is assumed to decay at sufficiently
large distances from the particle. Since we solely consider symmetric electrolytes, such as NaCl
(z= 1) dissolved in water, it follows that n∞+ = n
∞
− = n
∞ (by electroneutrality). Consequently,





ψs , i = +,−. (A.14)
Inserting of the latter equation into equation (A.5), the Poisson-Boltzmann equation is obtained
(e.g., Masliyah and Bhattacharjee, 2006):







Analytical solutions of the Poisson-Boltzmann equation are limited to one dimensional ion
screenings (Behrens and Borkovec, 1999), approximations are therefore unavoidable. We rewrite
the latter equation in dimensionless form by introducing ψ̃s = ψs/ΨP and ∇̃ = a∇, with ΨP
and a denoting the electrostatic potential at the surface of the particle and a characteristic
length of the particle, respectively. It is worth mentioning that in spirit of section 2.6, we could
have used the ζ-potential instead of the electrostatic potential at the surface of the particle for
non-dimensionalization purposes. However, in order to be consistent with literature, we use
the scaled surface potential for now (e.g., Masliyah and Bhattacharjee, 2006; Hunter, 2013). In











If the scaled surface potential is small (assumption 2) zeΨP /(kB T ) 1 (or |ΨP |  25 mV at
room temperature), it follows that sinh(x) ≈ x +O(x3) and equation (A.16) simplifies to (in
dimensional form)
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The linearization of the right-hand side of equation (A.15) is commonly known as the Debye-
Hückel approximation (e.g., Masliyah and Bhattacharjee, 2006). The range of validity correspon-
ding to the Debye-Hückel approximation is discussed in section 3.4.1. κ, defined in equation
(A.18), is the inverse Debye length. For a 1 mM NaCl-water solution, the Debye length is of
order κ−1 ≈ O(10−8) m. The momentum balance from equation (A.4) determines the osmotic
(equilibrium) pressure:













From equation (A.20) to (A.21) we have used that the osmotic pressure decays to zero at
sufficient large distances from the particle.
Therefore, by solving the linearized Poisson-Boltzmann equation, all variables describing the
equilibrium state are known.
Perturbation (dynamic) state
Analogously to the previous subsection, we start with the ionic transport equation as shown
in equation (A.10). For now, we introduce the following dimensionless quantities: ∇̃ = a∇,
ũ = u/U , ñki = n
k
i /n



















Pe is the Péclet number, defined as the ratio between the convective and the diffusive ion
transport. The first term, proportional to Pe describes the convective motion of ions relative to
the moving particle, which results in a transport of ions to the back of the particle (with respect
to the direction of the motion of the particle).
A typical velocity with which a spherical polystyrene particle (a ≈ O(10−7 − 10−6) m) attached
to an interface between a 1 mM NaCl solution [D ≈ O(10−9) m2/s (Vitagliano, 1956)] and air
translates, due to the presence of an applied electric field of order E ≈ O(102 − 103) V/m, is
U ≈ O(10−5 − 10−4) m/s (Lee and Li, 2006; Zhang et al., 2018), leading to Pe ≈ O(10−2). It
is worth it mentioning that the experimentally obtained velocities by Lee and Li (2006) and
Zhang et al. (2018) are a superposition of the electrophoretic motion of the particle and an
induced electroosmotic flow of the electrolyte and therefore U ≈ O(10−5 − 10−4) m/s probably
overestimates the electrophoretic velocity of the particle. It will be shown in the course of chapter
3 that the electrophoretic velocity of an interfacial particle is proportional to its ζ-potential (in the
phase of the higher permittivity) and the applied electric field E∞, which, recalling assumptions
1 & 2, indeed leads to a small velocity of the particle, thus implying Pe 1. Moreover, the results
obtained by Wiersema et al. (1966) show that the convective ion transport mainly influences a
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Debye layer thickness range of 0.2< κa < 50 in case of a spherical particle suspended in a bulk
fluid [a discussion on the impact of the Péclet number in electro-osmotic flows can be found in
the work by Squires and Bazant (2004)]. On the basis of the previous discussion, we may limit
ourselves to the asymptotic limit: Pe→ 0.
In agreement with the Debye-Hückel approximation used in the previous subsection, we may
expand all variables in the scaled surface potential, exemplary such as








We obtain the following equations:
∇̃2ñd,0i = 0, (A.25)
∇̃2ñd,1i + sgn(zi)∇̃ ·

ñs,0i ∇̃ψ̃




Equation (A.25) and (A.26) correspond to the zeroth- and first-order expansion in the scaled
potential, respectively. The function sgn(x) is the sign function that returns the sign of x . The
perturbation of the ion concentration from equilibrium ñdi should decay to zero far away from
the particle, in order to ensure the electroneutrality condition i.e., ñdi


r→∞ = 0. Furthermore,
no ions can penetrate into the surface of the particle which is mathematically described by a
vanishing gradient of ñd,0i normal to the surface of the particle. The solution of the Laplace
equation, satisfying both boundary conditions, clearly reads ñd,0i = 0. Further, we have from
equation (A.14): ñsi ≈ 1− sgn(zi)(zeΨP )/(kB T )ψ̃
s,0. Thus, equation (A.26) can be written as
∇̃2(ñd,1+ + ñ
d,1
− ) = 0. (A.27)
A suitable boundary condition on the surface of the particle is ∇̃ñd,1i · n = −sgn(zi)∇̃ψ̃
d,0 · n,
ensuring that no ions can penetrate the surface of the particle. Translated to the differential
equation (A.27), we have ∇̃(ñd,1+ + ñ
d,1
− ) · n = 0. Furthermore, when assuming that the gradient
of the electrostatic potential in normal direction to the surface of the particle is zero (to be
further discussed in section 3.1.1), a zero-gradient boundary condition is observed for both ñd,1i
independently. As already discussed, at large distances from the particle the perturbation of the
ion concentration should decay to zero. Thus we have ñd,1+ = −ñ
d,1
− .








∇̃2ψ̃d,1 = 0. (A.29)
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By making use of equations (A.26) and (A.28), we obtain
∇̃2(ñd,1+ − ñ
d,1




When taking the boundary conditions into account, we find ñd,1+ = ñ
d,1
− = 0. Consequently, the
electrostatic potential ψ̃d is determined by the solution of the Laplace equation. The resulting
set of simplified governing equations, are similar to these by Henry (1931). In contrast to Henry
(1931), who postulated that the electrostatic potential can be written as a superposition of two
potentials, one describing the electric double layer and the other the applied electric field, we
have, starting with the general governing equations of electrophoresis, i.e., equations (2.2),
(2.7), (2.17), (2.25) and (2.26), derived the same simplified set of equations.
The preceding derivation cannot be found in literature which could be the reason for misunder-
standings about the applicability and physical correctness of Henry’s solution (Henry, 1931).
For example, Masliyah and Bhattacharjee (2006) suggest to introduce the chemical potential
as a perturbation variable instead of the electrostatic potential, which finally leads to the same
electrophoretic mobility. The derivation of the simplified set of equations, as performed in this
appendix, clearly illustrates the complexity of the problem and the necessity of the underlying
assumptions in the present context.
The governing equations hold for both phases l = 1, 2, independently. When employing the
notation ψ = ψs and φ = ψd [following Henry (1931)], the governing equations given in
equations (3.2) - (3.6) are obtained.
In section 2.1.1, we have argued that the electrostatic volume force density can be written as the
divergence of the Maxwell stress tensor. When introducing the Maxwell stress tensors σsM and
σdM corresponding to an equilibrium and perturbed state, it is straightforward to prove that








σdM ,l = εl (∇φl∇ψl +∇ψl∇φl −∇φl ·∇ψl I) , (A.32)
fulfills
∇ ·σsM ,l = εl∇
2ψl∇ψl , ∇ ·σdM ,l = εl∇
2ψl∇φl . (A.33)
The subscript l refers to both fluid phases l = 1, 2.
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B Solution of the Stokes equations for a
slightly deformed sphere in pure
straining flow
In this appendix, the solution of the Stokes equations together with the boundary condition
from equation (4.15) is derived on the basis of Lamb’s general solution (e.g., see section 2.3 and
Happel and Brenner, 2012). Although, our main interest are mirror-fused particles, we keep
the calculation as general as possible, i.e., we use the parametrization of an arbitrary slightly
deformed sphere, as given in equation (2.63). According to section 2.4, we may limit our analysis
to the first-order solution in the perturbation parameter β .
Equation (4.15) reads for a slightly deformed sphere in the first order of β
u|rP = −E ·
r
r
a [1+ β f (θ ,ϕ)] . (B.1)






Correspondingly, every velocity field u(n) has to satisfy the Stokes equations. Following the


























The former boundary condition refers to a sphere in a pure straining flow, for which the solution










E · r + r ·E
r5
−





r ·E · r
r5
. (B.6)




r=a = 5a f (θ ,ϕ)









According to section 2.3 and equations (2.57) - (2.59), the following three equations are























∇ ( f (θ ,ϕ)) ·E · r − 3 f (θ ,ϕ)




















·∇× ( f (θ ,ϕ)r ) . (B.10)
It follows directly that Xn = 0, ∀n. We now expand f (θ ,ϕ) =
∑∞
k=0 fk in an infinite sum of






∇ ( fk) ·E · r − 3 fk













·∇× ( fkr ) , (B.12)























It can be shown that for every fixed value of k, only a finite number of terms in the sums of




























































· (∇( fk)× r ) + rE :∇ (∇( fk)× r )









· (∇( fk)× r )
−rE :∇ (∇( fk)× r )] , n= k+ 1
0, else.
(B.16)
These identities can be verified in two steps: (i) The sum of all non-zero contributions on the
right-hand side of equations (B.15) and (B.16) have to be equal to the right-hand sides of
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equations (B.11) and (B.12), (ii) Since kYn and kZn are surface spherical harmonics, it follows
that ∇2(rnλn) = 0 ∀n, with λn = kYn, kZn.
Using equations (B.15) and (B.16) we may rewrite equations (2.60) - (2.62) by replacing n with
k for all non-vanishing contributions
kp−(k−1) =
5(k− 2)k(2k− 5)













































































































· (∇( fk)× r )
+ rE :∇(∇( fk)× r )] , (B.23)
kχ−(k+2) =
5a










· (∇( fk)× r )
−rE :∇(∇( fk)× r )] . (B.24)



























































































































































































(k+ 2)(2(k+ 2)− 1)µ k






Equations (B.17) - (B.34) represent the first-order solution of the Stokes equations. The stresslet










With the help of the foregoing derivations, we rewrite the O(β) contribution to the latter equation
as



















Inserting equations (B.17) - (B.19), we find after a cumbersome but rather straightforward
calculation
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It should be noted that the latter equation holds for an arbitrary slightly deformed sphere.
Interestingly, compared to the force and torque acting on a slightly deformed sphere in pure
translation and rotation [see equations (4.27) and (4.31)] which are determined by f0 and f2,




C Simplification of the governing equations
in Hele-Shaw channels
In this appendix, the governing equations of fluid motion inside a Hele-Shaw channel are
derived on the basis of the assumptions from section 5.1. We introduce the following notation
u = u‖ + wez, in which the velocity vector is decomposed in parallel and normal components

































































































We now make use of assumption 1 and set H/a = ε, in which ε is a small number ε  1. In
order to balance the terms in the continuity equation (C.2), it further follows that W/U‖ = ε.
The characteristic time scale is chosen to match the transient and convective derivatives of the
velocity field: T = a/U‖. Furthermore, the characteristic pressure is set as P = µU‖/(aε2) in
order to keep the driving term present in equation (C.3). Introducing the Reynolds number
Re= ρU‖a/µ leads us to


































In the leading order (ε = 0) the equations simplify to























z̃=1 z̃ + ũ‖









z̃=1 are the boundary conditions of the velocity field at the lower and
upper wall. The depth-averaged velocity 〈ũ‖〉H can be found when computing the integral of
equation (C.11) over the depth of the channel. Thereby we obtained equation (5.2). However,
when inserting equation (5.2) into equation (C.8) and integrating again over the depth of the
channel equation (5.1) is achieved.
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D Comparison between the custom-made




Abbildung D.1.: Comparison of the experimentally and numerically obtained liquid profiles. The
numerical data were obtained as described in section 6.1.2 and are represented
as hollow red circles. In each sub-figure, the upper frame is the original expe-
rimental image at a certain moment, before the instability sets in. The lower
one shows the comparison. The corresponding substrates are: a) Superhydro-
phobic Al substrate with Θa = 167.5◦, L = 14.5 cm, d = 26.1 mm. b) Teflon
substrate with Θa = 125.6◦, L = 14.5 cm, d = 24.1 mm. c) Liquid infused glass
substrate with Θa = 97.6◦, L = 14.5 cm, d = 23.2 mm. d) Silicon wafer with
Θa = 55.9◦, L = 7 cm, d = 20.8 mm. The scale bars represent 5 mm [reprinted
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a m Characteristic length of a particle
ai - Fourier coefficients related to cos(iϕ)
a m Radius of an ion
A orA m2 Area, interface or surface
A (n)h m
2 Area of hole n
AP m2 Surface of a particle
A∞ m2 Enclosing surface corresponding to r →∞
bi - Fourier coefficients related to sin(iϕ)
B - Body suspended in a fluid
c m/s Speed of sound
ci m/s
0.55 or - Fitting parameters referring to scaling laws
C ( j)i - Coefficients related to the effective surface viscosities or
Fourier coefficients
C m Contour
C (n)h m Contour of hole n
d m Diameter of a circular hole
dc m Critical hole diameter
di - Fourier coefficients related to cos(iϕ)
dV m3 Infinitesimal volume element
d(∂ V ) m2 Infinitesimal surface element of dV
D m/s2 Diffusion coefficient
e i - Unit vector in i-direction
E or E∞ kg m/(A s
3) Magnitude of the electric field strength
E kg m/(A s3) Electric field strength
Ek kg m2/s2 Kinetic energy
Eg kg m2/s2 Gravitational energy
Ep kg m2/s2 Potential energy
Esf kg m2/s2 Surface energy
Ėd kg m2/s3 Energy dissipation
E 1/s Rate of strain tensor
f - Arbitrary function
f kg/(m2 s2) Volume force density
f g kg/(m
2 s2) Volume force density corresponding to gravity
f M kg/(m
2 s2) Volume force density corresponding to Maxwell forces
F kg m/s2 Hydrodynamic force
F SF kg m/s2 Surface tension force
F c kg m/s2 Coulomb force
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Symbol Dimension Meaning
FS kg m/s2 Force acting on a flat fluid interface
F p kg/s2 Force per height acting on an obstacle in absence of EOF
g - Arbitrary function or gravitational constant
g m/s2 Vector containing the gravity constant
h or H m Height
hc m Critical height of the meniscus or height of the center of
mass
h∞ m Height of a liquid puddle
hi - Fourier coefficients related to sin(iϕ)
hT m Critical height of a bounded, uniform liquid layer
hE m Height of a uniform liquid film in a square box
hmax m Maximum height of a liquid layer
h m Correction of the height proportional to Ce
Hn - Solid spherical harmonic of order n
H 1/m Mean curvature
I - Identity tensor
j i 1/(m
2 s) Ionic flux of species i
j di 1/(m
2 s) Diffusion flux of species i
jmi 1/(m
2 s) Electrostatic migration flux of species i
k - Arbitrary function or wave number
K - Summation limit
K ji - Fourier coefficients
L m Characteristic length or length of a box
lc m Capillary length
m - Tangential vector along an intersection curve
ni 1/m
3 Number density of species i
n∞i 1/m
3 Number density of species i in equilibrium
n - Normal vector
N - Number of particles
O - Origin of a coordinate system
p kg/(m s2) Thermodynamic pressure
P kg/(m s2) Characteristic pressure
ps kg/(m s2) Equilibrium pressure
pd kg/(m s2) Perturbation pressure
pn - Solid spherical harmonics of order n
p? kg/(m s2) Pressure including gravity
p kg/(m s2) Pressure in Hele-Shaw cell in absence of EOF
q A s/m3 Charge density
qS A s/m
2 Surface charge density
Q i A s Point charge
Q m3/s Volumetric flow rate
r m Length of position vector
ra m Characteristic length of the ζ-potential annulus
ri m Set of parameters, describing energetic displacement from
equilibrium
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r m Position vector
rP m Parametrization of the surface of a particle
rO m Parametrization of the surface of an obstacle
rA m Parametrization of the ζ-potential annulus
R - Rotation tensor
R m Radius of a hole
Rmax m Maximum radius of a hole in experiments
s m Arc length
stot m Total arc length
s - Vector orthogonal to n and m
S kg m2/s2 Stresslet
t s Time
t0 s Time when the hole is closed, i.e., d = 0
t i - Tangential vector in i-direction
T K or s Temperature or characteristic time scale
T kg m2/s2 Hydrodynamic torque
T S kg m2/s2 Torque acting on a flat fluid interface
u m/s Velocity vector
u‖ m/s Velocity vector tangential to a rigid wall
u i m/s Velocity of species i or fluid i
uS m/s Interfacial velocity vector
U m/s Characteristic velocity
U‖ m/s Characteristic velocity in tangential direction to a rigid wall
U∞ m/s Constant velocity vector
U(r ) m/s Arbitrary velocity vector
Ueff m/s Effective translational velocity
V m/s Arbitrary velocity at the surface of a sphere
V or V m3 Volume
Vc m
3 Critical volume of the liquid layer
VF m3 Volume of a fluid
VP m3 Volume of a particle
VB m3 Total volume of the bulk
VS m3 Total volume of bulk portion 1 and fluid interface
w m/s Velocity component in normal direction with respect to a
rigid wall
W m/s Characteristic velocity in normal direction with respect to
a rigid wall
Wi - Boundary of the computational domain
Xn - Surface spherical harmonic
Yn - Surface spherical harmonic
Y nm - Surface spherical harmonic





αi deg. Euler angles
β - Perturbation parameter
βL m Height of each volume portion in Gaussian pillbox
γ̇ 1/s Shear rate
γi j kg/s
2 Surface/Interfacial tension between phase i and phase j
γS kg/s2 Effective surface tension of a particle-laden interface
Γi - Abbreviations or surface
δ m Radius of curvature
δh - Comparability factor
ε A2s4/(kg m3) Permittivity
ε - Height to length ratio or difference between experimental
and numerical obtained results
ε̇ 1/s Strain rate
ζ kg m2/(A s3) Zeta potential
η A s2/kg Electrophoretic mobility
θ deg. Polar angle in spherical coordinates
Θ deg. Contact angle
Θa deg. Advancing contact angle
Θr deg. Receding contact angle
∆Θ deg. Contact angle hysteresis
ϑ deg. Azimuthal angle in cylindrical coordinates
κ - Height coefficient related to the liquid-puddle height
κ−1 m Debye length
κS kg/s Surface dilatational viscosity
λ or λi kg/(m s
2) or - Lagrange multiplier
µ kg/(m s) Shear viscosity
µE kg/(m s) Einstein viscosity
µS kg/s Surface shear viscosity
Π kg/(m s2) Total stress tensor
ρ kg/m3 Density
% m Radial coordinate in cylindrical coordinates
σ kg/(m s2) Hydrodynamic stress tensor
σI kg/(m s
2) Isotropic part of hydrodynamic stress tensor
σD kg/(m s
2) Deviatoric part of hydrodynamic stress tensor
σS kg/(m2 s2) Surface stress tensor
σSD kg/(m
2 s2) Deviatoric part of the surface stress tensor
σM kg/(m s
2) Maxwell stress tensor
〈σ〉V kg/(m s2) Volume averaged stress tensor
ΣPB kg m
2/s2 Particle excess stress in the bulk
ϕ deg. Azimuthal angle in spherical/cylindrical coordinates or
slope angle of the meniscus
φ kg/(A s3) or - Perturbation electrostatic potential or surface concentra-
tion of interfacial particles
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Symbol Dimension Meaning
φV - Volume concentration of particles
φL - Surface concentration of interfacial particles defined by
Lishchuk and Halliday (2009)
φn - Solid spherical harmonic of order n
χ - Arbitrary function
χn - Solid spherical harmonic of order n
ψ kg/(A s3) or m2/s Equilibrium electrostatic potential or stream function
ψ m2/s Vector of the stream function
Ψ kg/(A s3) Electrostatic potential
ΨP kg/(A s
3) Potential at the surface of a particle
Ψd kg/(A s
3) Stern potential
ω - Growth rate
ω 1/s Rotational velocity
Ω∞ 1/s Constant rotational velocity
Ωeff 1/s Effective rotational velocity
Dimensionless Numbers
Symbol Definition Meaning
Bo ρg L2/γ12 Bond number: Ratio of gravitational forces and surface
tension forces
BµS µ
S /(µL) Shear Boussinesq number: Ratio of surface shear viscosity
and shear viscosity in the bulk
BκS κ
S /(µL) Dilatational Boussinesq number: Ratio of surface dilata-
tional viscosity and shear viscosity in the bulk
Ca µU/γ12 Capillary number: Ratio of viscous forces and capillary
forces
Ce εζ2/(Lγ12) Electric capillary number: Ratio of electrostatic forces and
capillary forces
Ma U/c Mach number: Ratio of flow velocity and speed of sound
Pe Ua/D Peclèt number: Ratio of convective transport and diffusive
transport
Re ρU L/µ Reynolds number: Ratio of inertial forces and viscous
forces
We ρL3/(γ12T 2) Weber number: Ratio between inertial forces and surface
tension forces
Λ εζE∞/(µUext) Ratio between electro-osmotic flow and viscous flow
Physical Constants
Symbol Meaning Dimension Value
e Elementary charge A s 1.60217662× 10−19
g Graviational constant m/s2 9.81
kB Boltzmann constant m
2 kg/(s2 K) 1.38064852× 10−23
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