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Abstract 
 
Agricultural productivity is critical for the development of many sub-Saharan African 
(SSA) countries where the farming sector plays a key role in the economy. An important issue 
concerns evidence of the inverse relationship between farm size and productivity in developing 
countries, which has been documented over many decades. Despite the accumulated evidence, this 
relationship, which has been attributed to a variety of factors, remains a puzzle for development 
economists.  
This dissertation provides new evidence concerning the inverse relationship (IR) 
hypothesis by addressing several shortcomings found in the literature and applying state-of-the-art 
stochastic frontier methods, such as the true random effects model (Greene, 2005a) and a random 
parameters stochastic frontier (RP–SPF) model (Tsionas, 2002; Greene, 2005b) to account for 
time-varying inefficiency and unobserved heterogeneity.  This dissertation also offers novel 
analyses concerning agricultural productivity differences between male and female farmers in 
Malawi, Tanzania, and Uganda using a multiple-step methodology. The analysis focuses on 
productivity and efficiency gaps as well as on testing land and labor market imperfections for both 
groups of farmers. 
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The first essay builds on the received literature and focuses on land productivity to test the 
inverse relationship using richer and more robust specifications compared to what has been applied 
heretofore. We use two measurements of land area— farmer-reported and area measured using 
Global Positioning System (GPS) devices—to test whether imprecise land measurement could be 
a source of the IR. We re-examine this controversial productivity relationship and analyze farm 
efficiency using data for Malawi, Tanzania, and Uganda, applying Greene’s (2005a) true random 
effects (TRE) stochastic production frontier (SPF) methodology. The results provide evidence of 
the IR hypothesis for both self-reported and GPS land measures for all three sub-Saharan (SSA) 
countries. We find the relationship between technical efficiency (TE) and farm size to be either 
inverse or U-shaped, depending on the country and the land measure used. 
The second essay tackles a gap in the IR hypothesis literature by using total factor 
productivity (TFP), which is more informative than the single-factor productivity approach 
typically used in the literature. This work applies the random parameters stochastic production 
frontier approach (Tsionas, 2002; Greene, 2005b) and the TFP decomposition methodology 
proposed by O’Donnell (2016) to analyze the drivers of the IR hypothesis. The identification of 
separate key TFP components offers policymakers alternative avenues to promote productivity 
growth. Using models that incorporate climatic and environmental variables, and two alternative 
measures of land area— self-reported measurements by the farmer and a GPS-based measurement  
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—this study provides information that should prove useful in land policy development and 
strategies to improve agricultural productivity in East Africa. 
The third essay explores the agricultural productivity gap between male and female farmers 
in Malawi, Tanzania, and Uganda. The main hypothesis is that in the absence of differences in 
productive resources female plot managers are as productive as males. The essay examines the 
role of total factor productivity (TFP) and of technical efficiency (TE) in productivity differentials 
across gender. In this essay we investigate productivity gaps controlling for observable 
characteristics and test for factor market imperfections separately for male and female farmers.  
The methodology consists of 3 steps: (1) propensity score matching (PSM); (2) Greene’s (2005) 
combined with Mundlak’s (1978) which yields the correlated true random effects (CTRE) 
Stochastic Production Frontier (SPF); and (3) a meta-frontier SPF to compare the performance 
between male and female plot managers and evaluate possible TE gaps. The results for Malawi 
reveal no gap in the average total factor productivity (TFP) between males and females. However, 
men in Tanzania and Uganda appear to be more productive and technically efficient than women. 
On the other hand, the results for all three countries exhibit land and labor market imperfections 
for both men and women farmers. Thus, equilibrating farm gender performances and productivity 
constitute important issues to address in order to lift agricultural output, and thereby improve 
economic and social development. 
Jacques C. Julien 
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The three essays use data from the World Bank’s Living Standards Measurement Study–
Integrated Surveys on Agriculture (LSMS–ISA)1 for Malawi, Tanzania, and Uganda. In the first 
two essays we use panel data containing two years for Malawi (2010 and 2013) and Uganda (2010 
and 2011), and three years for Tanzania (2008, 2010, and 2012).  In the third essay we extend the 
Malawi data to three years by adding 2016, which corresponds to the most recent LSMS-ISA 
survey round for that country. 
In conclusion, the three essays of this dissertation present new insights on the relationship 
between farm size and productivity and show that agrarian structure and gender inequality are key 
factors hampering agricultural productivity in the three countries studied. Governments need to 
consider these issues in order to improve productivity, economic growth and gender equity. 
Specifically, policy makers should seriously contemplate gender equity in access to productivity 
enhancing programs and in promoting the better functioning of markets. Governments should also 
work toward the elimination of social constraints that prevent women from participating in the 
market and from taking advantage of agricultural extension programs. 
  
 
1LSMS–ISA is a $19-million household-survey project funded by the Bill and Melinda Gates Foundation and 
implemented by the World Bank, with the aim of fostering innovation and efficiency in statistical research on the links 
between agriculture and poverty reduction in the SSA region (World Bank, 2008). 
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Chapter 1  
Overview of Farm Productivity in Sub-Saharan Africa 
 
1.1 Introduction 
The farming sector plays a key role in the economic growth and sustainable development 
of many developing countries. Indeed, agricultural economists agree that few developing countries 
have experienced rapid economic growth without an accompanying evolution in agriculture 
(Conway, 2014). The World Bank (2008) argues that a “productivity revolution” is needed if 
agriculture is to continue to fulfill its role in economic development while contributing to poverty 
alleviation. Governments and international agencies see increased farm efficiency as a critical 
aspect of this “productivity revolution.”  
The economies of sub-Saharan African (SSA) countries are highly dependent on the 
agricultural sector for employment, income, food security, overall economic growth, and hence 
for poverty alleviation (Hazell & Rahman, 2014). In this region, agriculture is characterized largely 
by smallholder farming (World Bank, 2008); indeed, about 70%–85% of farms in SSA are under 
2 hectares (Livingston et al., 2014). Thus, access to land is a sociopolitical issue that needs to be 
addressed (Deininger & Byerlee, 2011). In addition, the limited productivity levels of smallholder 
farmers are of particular concern in SSA countries (World Bank, 2008). Therefore, a crucial 
strategy for promoting the agricultural sector while contributing to poverty alleviation should be 
to increase farm productivity. However, there are several factors that impose major challenges to 
agricultural productivity growth. For instance, variables that enhance productivity—the adoption 
of new technologies and access to land, improved inputs, credit and markets—are less available to 
small farms than to larger ones (Hazell, 2007). There is also evidence that environmental 
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degradation and climate change impact the productivity of small-scale farms more severely than 
that of large farms (Hazell & Rahman, 2014). 
In this context, for both economic and sociopolitical reasons, the controversy regarding the 
possible relationship between farm size and productivity, often referred to as the Inverse 
Relationship Hypothesis (IR-H), has regained importance. An inverse relationship between farm 
size and productivity implies that, on average, small farms are more productive than larger farms. 
Such a relationship contradicts the concept of economies of scale, which implies that larger farms 
have lower per-unit costs. If the IR-H were to be accepted as fact, enlightened policy makers would 
need to consider the subdivision of large farms as a way to improve productivity (Barrett et al., 
2010).  
The first analysis of the IR-H goes back to Alexander Chayanov, who discovered the 
existence of an inverse farm size–productivity relationship among Russian farms in the 1920s 
(Thorner et al., 1966; Hammel, 2005; Barrett et al., 2010). More recently, evidence for the IR-H 
has been presented in many studies focusing on countries in Asia, Africa, and Latin America 
(Saini, 1969; Bardhan, 1973; Netting, 1993; Barrett, 1996; Bravo-Ureta & Pinheiro, 1997; Rada, 
et al., 2015). 
Several arguments in the literature provide support for the IR-H including imperfections in 
factor and credit markets; heterogeneity of land and soil quality; and discrepancies in land 
measurements. A recent explanation of the IR-H, dubbed the “edge effect,” describes a situation 
in which productivity is higher around the periphery of plots because of greater labor intensity and 
improved management practices applied to those areas. Given that small plots have relatively more 
area on edges or close to them these units would benefit from an increase in the biophysical 
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inputs—sunlight exposure, access to water or nutrient uptake—and farmers’ behavioral 
mechanisms making small extensions more productive than large ones (Bevis & Barrett, 2016). 
Women in SSA account for about 50% of the agricultural labor force but have less access 
to productive factors—land, modern inputs, newer technologies, and financial services—than male 
farmers do (World Bank, 2012; AFDB, 2015; Mukasa & Salami, 2015). Given that women 
represent half of the labor force and the need for improving agricultural productivity and the 
economic development of SSA countries, we examine the gender productivity gap issue to provide 
new insights concerning that issue in SSA. According to the World Bank (2012), promoting gender 
equality is an important avenue to address low productivity in SSA agriculture and to mitigate 
food insecurity, child nutrition, poverty and other economic development issues in that region. 
 
1.2 Overview 
 Given the questions surrounding the relationship between land area, gender and 
productivity, this dissertation re-examines the IR-H to address the following two questions: (1) Is 
the positive evidence for the IR-H valid, or is it a product of model specifications, measurement 
errors, or a lack of robustness in the analytical models commonly used?; and (2) Is the gender 
agricultural productivity gap an effect of biases based on different observable characteristics 
between male and female plot managers or is it associated with factor market imperfections? 
The dissertation consists of three studies that examine the IR-H and the gender productivity 
gap by analyzing farmers’ productivity, including explicit attention to technical efficiency. First, 
we address the issue of model specification by incorporating a number of covariates beyond 
traditional inputs, including agroecological, environmental, climatic, farm, and household 
attributes. Second, we examine the issue of possible land measurement errors using two alternative 
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measures of land area: self-reports by the farmers and a GPS-based measure. Third, we provide a 
comprehensive analysis implementing state-of-the-art models such as random parameters and 
correlated true random effects (CTRE) stochastic production frontiers, which mitigate biases due 
to unobserved heterogeneity and omitted variables. Fourth, we provide a conceptually more robust 
approach to testing the IR-H by incorporating technical efficiency (TE).   
Single-factor productivity is defined as a measure of output with reference to a single 
measure of input, while TFP uses aggregation methods to capture multiple factors of production. 
TE is the ability to obtain the maximum output from a set of inputs (Kumbhakar & Lovell, 2000) 
given the technology and environmental attributes. Therefore, in the analysis of IR-H, it is 
worthwhile to go beyond examining average productivity and to pay particular attention to the role 
of farmers’ efficiency or managerial performance in their productive process.  
Finally, we examine gender productivity gaps by controlling for plot-level unobservable 
heterogeneity and observable characteristics and by testing for factor market imperfections. We 
use a multi-step methodology combining: (1) propensity score matching (PSM), to control for 
observable characteristics among male and female plot managers; (2) Greene’s (2005) and 
Mundlak’s (1978) correlated true random effects (CTRE) Stochastic Production Frontier (SPF) to 
control for unobserved heterogeneity while including the analysis of technical efficiency (TE); and 
(3) a meta-frontier SPF approach to establish a common benchmark to compare the performance 
of male with that of female plot managers and to evaluate possible TE gaps. 
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The three essays that constitute this dissertation rely on data from the World Bank’s Living 
Standards Measurement Study–Integrated Surveys on Agriculture (LSMS–ISA)2 for three sub-
Saharan African countries:  Malawi, Tanzania, and Uganda. These three countries share important 
common water resources (e.g., Lake Victoria, Lake Malawi) and rely heavily on agriculture, with 
about 80% of the labor force working in a farm sector dominated by smallholdings (FAO, 2015). 
The data set contains detailed plot-level information related to land area, labor, equipment, and 
use of fertilizers, pesticides and other purchased and non-purchased inputs. The LSMS–ISA data 
goes beyond farm-level variables and includes village, and district-level information. The panel 
data used in the analyses represent two years of records for Malawi (2010 and 2013) and Uganda 
(2010 and 2011), and three years for Tanzania (2008, 2010, and 2012). To take advantage of the 
recent Malawian LSMS-ISA data for the year 2016, we included this third round of data as 
described in the third essay (Chapter 4).  
The first essay, presented in Chapter 2, adopts a single-factor productivity model to analyze 
the relationships between farm size, land productivity and TE in Malawi, Tanzania, and Uganda. 
In this way we use the same starting point as the existing IR-H literature—the examination of a 
single factor, namely yields, to analyze the relationship between farm size and TE. We use 
Greene’s (2005) true random effects (TRE) stochastic production frontier (SPF) methodology to 
provide a richer analysis than is presently found in the literature. We compare the effect of two 
measurements of land area—self-reported (SR) by the farmer and GPS-based—to test whether 
imprecise measurement of land area could be a source of the IR-H, as has been argued by some 
 
2LSMS–ISA is a $19-million household-survey project funded by the Bill and Melinda Gates Foundation and 
implemented by the World Bank. The aim is to foster innovation and efficiency in statistical research on the links 
between agriculture and poverty reduction in the SSA region (World Bank, 2008). 
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authors (e.g.,  Kimhi, 2006; Carletto et al., 2013; Ali & Deininger, 2015). The results of Essay 1 
show a robust and consistent negative relationship between farm size and land productivity across 
all three countries examined, regardless of the land measure employed. The relationship between 
TE and farm size is inverse when we use SR plot-size data in Tanzania and GPS data in Uganda, 
and it is U-shaped when we use GPS plot-size data in Tanzania. In Malawi, both plot-size measures 
yield a U-shape relationship with TE.   
The second essay, presented in Chapter 3, addresses the shortcomings of the single-factor 
productivity approach by adopting total-factor productivity (TFP) as the comparative performance 
indicator. We adopt the random parameters stochastic production frontier model to estimate and 
decompose TFP across farm size classes. TFP is decomposed into the following elements: 
scale/size; technological progress; managerial performance (i.e., technical efficiency); 
environmental characteristics; public policy variables; and human capital (Kumbhakar & Lovell, 
2000; O’Donnell, 2016). In addition, we examine possible measurement errors of land area and 
test for imperfect factor markets that might influence the IR-H. The results are robust with respect 
to the two alternative land measures. Thus, TFP is consistently higher for smaller farms than for 
larger ones, and low levels of managerial performance are observed across farm size classes for 
all three countries. The TFP decomposition suggests that better access to agricultural input markets 
improves the productivity of small farms, while greater spending on transportation infrastructure 
and extension services enhances the productivity of large ones. 
Finally, the third essay explores agricultural productivity differences between male and 
female farmers managing plots in Malawi, Tanzania, and Uganda. According to the World Bank 
(2012), promoting gender equality is an important avenue to increasing productivity. Women in 
SSA account for about 50% of the agricultural labor force; but they face more limited access to 
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credit and financial markets than men (AFDB, 2015; Mukasa & Salami, 2015). According to FAO 
(2011), if male and female farmers had equal access to productive resources, female farmers could 
increase yields by 20–30% (FAO, 2011, Kilic et al., 2014, Ali et al., 2016).  The key question 
addressed in this essay is: All external factors being equal, would male and female plot managers 
be equally productive and efficient? We proceed through several steps to mitigate biases. We first 
use propensity score matching (PSM) to create similar groups of male and female farmers based 
on observable characteristics, including household, socioeconomic, and environmental variables. 
We then use the matched data to estimate stochastic production frontier models to compare total 
factor productivity (TFP) and technical efficiency (TE) for male and female farmers. In the final 
step, we use parametric techniques to estimate a stochastic meta-frontier model for the two groups 
to serve as a common benchmark to evaluate TE gaps. The results indicate that in Malawi there is 
no gap in average TFP between males and females. However, in Tanzania and Uganda, the average 
TFP of men is greater than that of women. Notably, all three countries exhibit land and labor 
market imperfections for both groups of farmers, consistent with evidence from the literature that 
female plot-managers have weaker bargaining power to negotiate wages and exhibit higher 
shadow wages compared to their male counterparts. Results from meta-frontier models reveal that 
TE is 4–5% points higher for men in Tanzania and Uganda, while in Malawi women exhibit TE 
level of 4% points higher than men’s. Thus, policy makers need to give careful consideration to 
ensuring equal access with respect to productivity-enhancing programs and to reducing social 
constraints that prevent women from participating in such programs.  
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1.3  Concluding Remarks 
In summary, the three essays of this dissertation present novel insights regarding farm 
productivity and show that agrarian structure, gender inequality, and social constraints are key 
factors limiting productivity, and thereby overall economic growth in the three African countries 
studied. Although the results provide evidence of the IR hypothesis for all three countries, even 
controlling for land measurement errors, the analysis of the IR hypothesis along with efficiency 
shows that there is no unique form of that relationship. For instance, the relationship between TE 
and farm size is either inverse linear (implying that small farmers are more efficient) or a U-shaped 
relationship, depending on the country and the land measure used. Moreover, when decomposing 
and analyzing TFP, the results suggest some key factors that could improve farm performance in 
SSA, such as extension programs, government spending on infrastructure, and equitable markets 
for both land and labor. On the other hand, the results indicate that gender is an important issue 
that needs to be addressed in order to enhance farm productivity. Therefore, a promising avenue 
for addressing low agricultural productivity in SSA is to establish incentives and economic 
structures to guarantee competitive and efficient markets for land, labor and other inputs while 
easing gender-related constraints that prevent women from using extension resources and raising 
farm productivity to their highest potential. 
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Chapter 2 
Single-Factor Productivity and Farm Size in Three African Countries: A Stochastic 
Frontier Approach 
Abstract 
 
We undertake a comparative analysis to re-examine the inverse relationship hypothesis 
between farm size and productivity, paying special attention to possible errors in land 
measurement and the role of technical efficiency (TE). We focus on the distribution of TE with 
respect to farm size in order to examine the productivity and efficiency inverse relationship with 
land that has been found extensively in the literature. We hypothesize that the distribution of the 
efficiency level and the farm size presents either a linear or no-linear relationship.  Using a 
common data source from the Living Standards Measurement Study–Integrated Surveys on 
Agriculture, we adopted Greene’s (2005) true random effects (TRE) stochastic production frontier 
(SPF), incorporating inefficiency effects to analyze  farm size, productivity and efficiency 
relationship in Malawi, Tanzania, and Uganda, three countries in sub-Saharan Africa that share 
economic, geographic, climatic, and agricultural features. The results confirm a robust 
relationship—which may be either inverse or U-shaped—between farm size and productivity that 
holds for both self-reported and GPS land measures for all three countries.  
Keywords: Farm size, inverse relationship hypothesis, stochastic production frontier, sub-Saharan 
Africa, technical efficiency, single factor productivity. 
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2.1 Introduction 
An inverse relationship between farm size and productivity in developing countries has 
been observed and discussed for many decades, but it remains a puzzle for development 
economists. While the theory of economies of scale would predict a reduction in the per-unit cost 
of production as farm size increases, thus making large farms more productive than smaller ones 
(Duffy, 2009), empirical observations have tended to support the Inverse Relationship Hypothesis 
(IR-H), which predicts the opposite result. Given the controversies regarding the IR-H, it is 
necessary to identify and analyze the main sources of this relationship, taking advantage of 
improved data sets and methods, in order to avoid counterproductive public policies. 
To analyze the inverse relationship, studies have focused on the effects of price uncertainty, 
land distribution, and soil quality (Kimhi, 2006; Ali & Deininger, 2015). A few studies, including 
those of Lamb (2003), Carletto et al., (2013), Holden and Fisher (2013), and Cohen (2015), 
examine the link between the IR-H and possible land measurement errors. Imprecise land area 
measurements may generate biased estimates, leading to misleading results and erroneous policy 
prescriptions. Indeed, a key factor in research on the IR-H is the quality of the data available for 
empirical studies. Because the agricultural sector in many developing countries is characterized 
by limited and poor-quality data (Ainembabazi, 2007; Christiaensen, 2017), imprecise 
measurement of farm size is of particular concern when examining the IR-H. Yet Carletto and 
colleagues (2013), Holden and Fisher (2013), and Cohen (2015) have found that the IR-H effect 
is even stronger when Global Positioning System (GPS) devices are used to obtain careful 
measurements of cultivated land than when the farmers’ own estimates are used.  
Evidence of the IR-H has also been documented in some African countries, particularly in 
sub-Saharan Africa (SSA), where small farms are dominant (Carletto et al., 2013; Holden & 
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O’Donnell, 2015). In the SSA region, smallholders are central to agricultural and rural 
development. They hold approximately 80% of all farms in SSA and contribute up to 90% of the 
agricultural output in some countries (Wiggins, 2009; AGRA, 2014), and thus play a key role in 
food security and poverty alleviation (Livingston et al., 2014; FAO, 2015). Given the predominant 
role of agriculture in the economic development of this region, decision makers need to promote 
productivity and efficiency; and to do so, they need robust empirical evidence regarding the IR-H 
and the role of farmers’ technical efficiency (TE) in the productivity analysis.  
This study focuses on Malawi, Tanzania, and Uganda, three countries located in sub-
Saharan Africa that share several economic, geographic, climatic, and agricultural features. In 
these countries, the farming sector is the pillar of society. Economic and social policies are needed 
to boost productivity and ensure sustainable growth and poverty reduction (FAO, 2001; World 
Bank 2007; Brooks, 2010). The main objective of this study is to re-examine the IR hypothesis, 
paying attention to possible errors in land measurement and the role of TE. In addition, this study 
tests the linearity of the relationship between farm size and TE. Furthermore, we analyze the effects 
of public investments in extension and transportation infrastructure on productivity. To accomplish 
these objectives, we addressed several shortcomings in the IR-H literature. First, we used 
comprehensive and consistent data sets that include climatic, environmental, and agroecological 
variables—factors that go beyond the conventional inputs and household attributes commonly 
considered in the literature. Incoporating these control variables in our empirical production 
models avoids, or at least mitigates, specification bias  (Griliches, 1957). Second, we used two 
measurements of land area—self-reported measurements by the farmer and a GPS-based 
measurement—to test whether the quality of land measurements influences conclusions with 
respect to the IR-H. Third, we adopted Greene’s (2005) true random effects (TRE) stochastic 
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production frontier (SPF), following the Battese and Coelli (1995) approach—hereinafter referred 
to as the TRE-BC95 model—to express technical inefficiency with respect to farm size using 
single-factor productivity measures (unit output per unit input). Our use of stochastic production 
frontier (SPF) methodology makes it possible to provide a richer productivity analysis than is 
presently found in the literature. The results provide evidence of the IR hypothesis for both self-
reported and GPS land measures for all three sub-Saharan (SSA) countries. We find the 
relationship between technical efficiency (TE) and farm size to be either linear and inverse or U-
shaped, depending on the country and the land measure used. 
The remainder of this chapter is organized as follows: Section 2.2 provides an overview of 
the evidence regarding the IR-H. Section 2.3 presents the methodological framework and discusses 
the TRE-BC95 stochastic production frontier model used. Section 2.4 presents the empirical 
framework of the study and the data. The empirical results are presented in section 2.5, and our 
summary and conclusions in section 2.6. 
 
2.2 Literature Review 
The argument surrounding the IR-hypothesis begins with Chayanov, who back in 1926 
examined the relationship between farm size and productivity in Russia. At that time, Russian 
agriculture was based largely on unpaid family labor (Thorner et al., 1966; Hammel, 2005; Barrett 
et al., 2010). Chayanov postulated that as the size of the farm increased, the potential number of 
consumers of farm products would also increase; but without an increase in the labor pool, 
production would become less efficient.  
Many years later, Sen (1962) noted that in all six regions he studied in India, productivity 
per acre decreased as the size of holdings increased. The same type of relationship has been 
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documented in several subsequent studies in India, including those of Saini (1969), Bardhan 
(1973), and Netting (1993). Recent studies by Lamb (2003), Assunção and Braido (2007), Gaurav 
and Mishra (2014), and Wang et al. (2015) have confirmed the IR-H, despite policy changes 
implemented in connection with the green revolution of the 1970s and 1980s. Several explanations 
for the IR-H are discussed in the literature, including imperfections in factor and credit markets, 
heterogeneity of land and soil quality, and imprecise methods of land measurement. A recent 
explanation of the IR-H, dubbed the “edge effect,” describes a situation in which productivity is 
higher around the periphery of plots because greater labor intensity and improved management 
practices tend to be applied to those areas (Bevis &  Barrett, 2016). 
Li et al. (2013), Barrett et al. (2010), and Helfand and Levine (2004) have analyzed market 
imperfections to provide an economic explanation of the IR-H in developing countries where 
factor markets are neither well established nor efficient. However, even controlling for market 
imperfections, the IR-H remains present in all cases, though with nuances. Barrett et al. (2010) 
found that only a modest share of the inverse productivity–size relationship is explained by market 
imperfections. In contrast, Ali and Deininger (2015) identified labor market imperfections as one 
of the key drivers of the IR-H in Rwanda.  
Lamb (2003), using panel data from India, also examined the role of imperfect labor 
markets, along with land quality differentials, and found that these factors explained most of the 
variability in the farm size–productivity relationship. However, Assunção and Braido (2007), who 
considered multiple plots cultivated by a single household during each season in India, ruled out 
labor market imperfections and cross-household heterogeneity as factors contributing to the 
observed inverse relationship between plot size and productivity. Barrett (1996) suggested 
incomplete insurance markets and risk as possible explanations of the inverse relationship.
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 Assunção and Ghatak (2003) showed that the inverse relationship between farm size and 
productivity can result from heterogeneity in farmer skills. Thus, they suggested that the analysis 
of the relationship between farm size and productivity should control for a farmer’s ability; 
otherwise, selection bias will generate misleading results. Recently, Foster and Rosenzweig (2017) 
found a U-shaped relationship between farm size and productivity in India, suggesting that both 
small and large farms are more productive in terms of yield and profitability than intermediate-
sized farms. Relatively low labor costs may explain much of the smallest farms’ efficiency, while 
the use of high-capacity productive machines helps to explain the increased yield and profitability 
of larger farms. 
Lamb (2003) examined the problem of omitted variables and found that lack of data on soil 
quality and market failures explain most of the IR relationship, while errors in land area 
measurement also play a role, especially when using fixed effects for unmeasured household-
specific differences. However, Barrett et al. (2010) showed that omitted soil quality measurements 
are not a statistically significant factor contributing to the inverse relationship. 
Studies on African agriculture have also reported evidence supporting the IR relationship 
in several countries (Byiringiro & Reardon, 1996; Barrett 1996; Kimhi, 2006; Barrett et al., 2010; 
Carletto et al., 2013; Holden & Fisher, 2013; Ali & Deininger, 2015; A. Cohen, 2015). Barrett 
(1996), using data from Madagascar, found support for the IR hypothesis, and attributed the 
inverse relationship to price uncertainty and uneven land distribution, features commonly observed 
in low-income agricultural systems. Kimhi (2006), using plot-level data for maize production in 
Zambia, where agriculture plays an important role, also found support for the IR hypothesis. 
Carletto et al. (2013), Holden and Fisher (2013), and Cohen (2015) used GPS devices to 
provide careful measurements of the land area controlled by farmers in Uganda, Malawi, and 
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Tanzania. While these studies use three distinct methodologies—Carletto et al. (2013) used OLS 
and cross-sectional data, Holden and Fisher (2013) used panel data and village fixed effects, and 
Cohen (2015) used instrumental variables (IV)—their results are similar. In these three studies, the 
empirical evidence leads to the rejection of the hypothesis that the IR is a statistical issue resulting 
from errors in land measurement. On the contrary, in all three cases, the results indicate that the 
evidence for IR-H strengthens when using data obtained by GPS devices, which are considered to 
provide more accurate measurements of land area than self-reported data from farmers.  
 Recent literature points out land mismeasurement as being a primary concern in the 
improvement of farmer’s productivity in SSA (Abay, 2019; Gollin and Udry, 2019; Lobell, 2019; 
Fuglie et al., 2019). For instance, Fuglie et al., (2019) tackles the issue of mismeasurement that 
can come from multiple sources, such as the presumption of homogeneity in the physical 
production environment, inaccurate accounting, or reporting. Gollin and Udry (2019) found that 
measurement error and heterogeneity together account for a large fraction of the dispersion in 
measured productivity. Abay et al. (2019) analyze misperceptions and misreporting in generating 
measurement error in plot size in the SSA countries. The authors suggested that survey 
measurement error in Ethiopia, Malawi, Tanzania and Uganda reflects misreporting as well as 
respondents’ accurate reports of their mistaken beliefs—misperceptions—about the size of their 
farm holdings. Farmers’ misperceptions of plot size may contribute to factor misallocation if their 
beliefs affect their expenditures on inputs.  
Goulay et al. (2019) used a two-round household panel survey in eastern Uganda to analyze 
farmers’ reports about maize production, soil fertility assessment, and maize variety identification. 
The authors suggest that the observed inverse relationship between scale and productivity might 
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be due in part to inaccurate data on farm size reported in the survey. The errors in measurement 
tended to be greater on smaller plots than on larger ones. 
Muyanga and Jayne (2019) tested the IR relationship in Kenya combining a five-wave 
panel survey of 1,300 farms from 1997 to 2010 with a 2012 survey of 200 medium-scale farms. 
The authors find a U-shaped relationship between farm size and productivity regardless of whether 
productivity is measured as single- or total-factor productivity. The IR holds for farms cultivating 
3 hectares or less. For farms between 3 and 5 hectares, the relationship between farm size and 
productivity is relatively flat. However, for farms in the 5–70-hectare range, the relationship is 
positive; TFP appears to be largest among farms in the 20–70-hectare range. 
Only a few IR-H studies have examined the TE dimension. These include Helfand and 
Levine (2004), who used linear programming techniques to explore the determinants of TE and its 
relationship with farm size in the central-west region of Brazil. Henderson (2015) examined labor 
market imperfections as the probable driving force behind the IR-H in Nicaragua, using a four-
stage empirical framework in which the first stage was the estimation of a production frontier to 
control for technical and allocative efficiency. More recently Kagin et al. (2016), using a stochastic 
production frontier and data for Mexico, found strong evidence for the IR-H in their examination 
of the relationship between land size and TE. Kagin assumes that the relationship between the 
inefficiency term and farm size is linear; however, such a relationship ignores or fails to take into 
account public policies targeting middle-size farms in order to improve farmers’ managerial 
performance and ensure a better transition to commercialization. However, Li et al. (2011) found 
that the relationship between farm size and efficiency is mixed—the relationship may be positive, 
negative, or uncorrelated, depending on how efficiency is defined. However, they found a strong 
inverse relationship between farm size and land productivity. 
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To obtain results that are robust and thus useful for policy analysis, it is critical to use well-
specified models and high-quality data.  In the case of production frontiers, it is important to reduce 
biases from observed and unobserved heterogeneity generated by differences among farmers as 
well as among villages. Therefore, our study uses the TRE-BC95 model to focus on efficiency 
while controlling for time-varying inefficiency and unobserved heterogeneity. Indeed, one 
particularly important avenue to explore is TE, defined as the distance between observed output 
and the best-practice frontier, given a set of inputs, technologies, and environmental variables. TE 
is commonly understood as a proxy for managerial performance (Martin & Page, 1983; Triebs & 
Kumbhakar, 2013).  
Although the IR hypothesis has received considerable empirical support, the factors 
adduced to explain this phenomenon are not always well identified, and in most cases do not 
explain it completely. In fact, the literature shows considerable variability in the factors that 
contribute to the IR puzzle (Lamb, 2003; Assunção & Braido, 2007; Henderson, 2015; Carletto et 
al., 2013; Rada et al., 2015). Rada and Fuglie (2019) suggest that there is no economically optimal 
agrarian structure in the farm size and productivity debate. In fact, depending on the country’s 
level of economic development, demographic pressure, and agrarian policy, some farms may face 
productivity disadvantages. Based on the body of literature that shows that the farm size–
productivity relationship is not necessarily linear, this study seeks to re-examine the IR hypothesis, 
testing whether the specification allows for non-linearities in the relationship between performance 
and farm size. This study aims to fill the methodological gap by using state-of-the-art approaches 
to ensure robustness in the results.  
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2.3 Methodology 
To test for the IR-H and to identify efficiency differentials with respect to farm size, we 
adopted a stochastic production frontier (SPF) approach, in which the underlying assumption is 
that farmers seek to get the maximum level of output, given their inputs, technology, and 
environment (Kumbhakar & Lovell, 2000; Coelli et al., 2005). We used a single-factor 
productivity in the SPF model that accounts for all the other inputs (Njuki and Bravo-Ureta, 2019). 
To mitigate biases from omitted variables, we controlled for production factors and environmental 
characteristics capable of affecting farmers’ productivity. Stochastic production frontiers are 
usually estimated using Cobb–Douglas (C-D) or translog (TL) functional forms (Kumbhakar and 
Lovell, 2000; Bravo-Ureta et al., 2007; Lachaud et al., 2017). We applied a C–D, since this 
functional form is well behaved and globally consistent with key properties that come from 
economic theory (O'Donnell, 2012, 2014, 2016).  
The assumption of the model is that a producer or decision-making unit (DMU)—in this 
study, a farmer—uses multiple inputs represented by the vector X to produce output Y (Fried et 
al., 2008). Output is measured as the value per hectare, at constant prices, of all outputs produced 
on a given farm. Therefore, the production frontier is defined as the combination of inputs, given 
the available technology and the environment, that produces the maximum aggregate yield. The 
frontier distinguishes farmers who are able to obtain the maximum aggregate yield given a set of 
inputs from those who are achieving a lower aggregate yield for the given inputs (Coelli et al., 
2005).  
2.3.1 Stochastic production frontier 
The cross-sectional stochastic production frontier (SPF) model proposed by Aigner, 
Lovell, and Schmidt (1977) has been generalized for panel data, and several alternative models 
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have been proposed over the past three decades. Schmidt and Sickles (1984), who introduced the 
first such model in which TE is time-invariant, argued that panel data provide some advantages 
compared to cross-sectional data. Later models treat firm-specific TE as being time-variant, while 
more recent specifications separate time-invariant cross-firm heterogeneity from time-variant TE 
(Battese & Coelli; 1995; Coelli et al., 2005; Greene, 2005).  
The general form of a panel SPF can be written as:  
𝑦𝑖𝑡 = 𝛼 + 𝛽
′𝑥𝑖𝑡 + 𝛾
′𝑧𝑖𝑡 + 𝑣𝑖𝑡 − 𝑢𝑖𝑡      (1) 
where 𝑦𝑖𝑡 denotes the output of farm i in period t; 𝑥𝑖𝑡  is a vector of conventional inputs; 𝑧𝑖𝑡 is a 
vector of environmental or other variables, 𝛼   is the intercept, and 𝛽 and 𝛾 are the vector of 
parameters to be estimated. The two components of the error term are 𝑣𝑖𝑡 , the idiosyncratic error 
term, and 𝑢𝑖𝑡  , the inefficiency error term. 
To separate unobserved heterogeneity from TE when estimating a stochastic frontier model 
with panel data, Greene (2005) proposed the true fixed effects (TFE) and true random effects 
(TRE) models, which make it possible to distinguish time-invariant unobserved heterogeneity 
from time-varying inefficiency (Greene, 2005; Belotti et al., 2013). The true random effects 
stochastic frontier is specified as follows:  
𝑦𝑖𝑡 = (𝛼 + 𝜏𝑖) + 𝛽
′𝑥𝑖𝑡 + 𝛾
′𝑧𝑖𝑡 + 𝑣𝑖𝑡 − 𝑢𝑖𝑡    (2) 
 The error term is divided into two components:  𝑣𝑖𝑡, which is a typical zero-mean 
independently distributed error term, and 𝑢𝑖𝑡, a one-sided error term representing technical 
inefficiency (TI) relative to the stochastic frontier. 𝜏𝑖 is the random, time-invariant, farm-specific 
effect that captures heterogeneity.  
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 To disentangle the stochastic and inefficiency terms, several alternative distributional 
assumptions have been proposed for uit, including normal distribution truncated at zero 
[𝑢𝑖~𝑁(𝜇, 𝜎𝑢
2)]; half-normal distribution [𝑢𝑖~𝑁(0, 𝜎𝑢
2)]; exponential distribution with mean 𝜆 
[𝑢𝑖~𝐺(𝜆, 0)]; and gamma distribution with mean 𝜆 and degrees of freedom m [𝑢𝑖~𝐺(𝜆,𝑚)] (Coelli 
et al., 2005). We assume that 𝑢𝑖𝑡 follows a truncated-normal distribution.  
 Another feature of stochastic frontiers that is relevant to this study concerns the explanation 
of the inefficiency term.  Battese and Coelli (1995) introduced a model where the inefficiency term 
can be expressed as a function of some covariates and is estimated in one step along with the 
frontier.  Our study considers a TRE model represented in Eq. 2 from which the inefficiency term 
can be derived as:  
𝑢𝑖𝑡 = 𝐿𝑖𝑡𝜃𝑚 + 𝜔𝑖𝑡      (3) 
where 𝐿𝑖𝑡  is a vector of explanatory variables associated with the technical inefficiency of farm i 
in period t and m is the vector of m associated coefficients.  
The conditional density of the composed error term is (Fired et al., 2008): 
𝑓(𝜀𝑖𝑡) =
Φ(−𝜀𝑖𝑡𝜆 𝜎⁄ )
Φ(0)
1
𝜎
Φ(
𝜀𝑖𝑡
𝜎
)    (4) 
where 𝜎 = [𝜎𝑢
2 + 𝜎𝑣
2]1/2; 𝜆 =
𝜎𝑢
𝜎𝑣⁄ ;  𝜙() is the density of the standard normal distribution; and 
Φ() is the cumulative density function. The TE of the ith farmer is given by: 
𝑇𝐸𝑖𝑡 = exp(−𝑢𝑖𝑡) = exp⁡(−𝐿𝑖𝑡𝜃𝑚 −𝜔𝑖𝑡)  (5) 
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 This model allows an accurate calculation of the relationship between technical 
inefficiency and land area.  
 In our study, we provide an analysis of TE by farm-size class to provide more insight into 
the IR-H. Farm size is partitioned by deciles, each representing 10 percent of the distribution of 
the variable. 
 
2.4 Data and Empirical Framework 
The present analysis uses data from the World Bank's Living Standards Measurement 
Study-Integrated Surveys on Agriculture (LSMS–ISA)3 for Malawi, Tanzania, and Uganda. The 
data set contains detailed plot-level information related to land area; labor; use of fertilizers, 
pesticides, and other purchased inputs; and equipment. Also, the LSMS–ISA data contain farm, 
village, and district-level information. The panel data used in the analysis represent two years of 
records for Malawi (2010 and 2013) and Uganda (2010 and 2011), and three years for Tanzania 
(2008, 2010, and 2012).  
We estimated two different models—one with land area measurements reported by 
farmers, and the other with land measurements collected using GPS devices. Besides the two 
alternative measures of land area, the empirical estimation relies on stochastic production frontier 
(SPF) methods. The dependent variable in the empirical specification is the value of production 
 
3LSMS–ISA is a $19-million household-survey project funded by the Bill and Melinda Gates Foundation and 
implemented by the World Bank, with the aim of fostering innovation and efficiency in statistical research on the links 
between agriculture and poverty reduction in the SSA region (World Bank, 2008). 
 
28 
 
per hectare at the farm level. The traditional inputs included are land, labor, and intermediate input 
expense. The model also incorporates three environmental variables related to soil quality: soil 
type, soil slope, and erosion. Furthermore, because changing climatic conditions are becoming an 
increasing challenge in developing countries, climatic variables such as temperature and 
precipitation are also considered.  
 
2.4.1  Variables Definition and Empirical Framework 
The average value of production (AVP) expressed in real US dollars/ha using constant 
prices across farms represents the dependent variable. The model includes traditional inputs such 
as land, labor, input expense, and capital. In addition, the analysis includes covariates to control 
for the agroecological, climate, and socioeconomic conditions associated with the farm, such as 
cropping system, temperature, precipitation, slope, elevation, soil quality, number of plots, 
extension, road, experience, education, and gender.  
‘Land’ is expressed in hectares and is measured in two ways: hectares reported by farmers 
(self-report model—SR) and a measurement taken by enumerators using GPS devices (GPS 
model). ‘Labor’ includes family and hired labor expressed in total person days for all farm tasks 
performed during the year. The labor input is defined as worker-day equivalents derived using the 
following weights: adult male (at least 15 years of age) = 1; female = 0.8; and child (5–14 years) 
= 0.5 (Dillon & Hardaker, 1984). Total expenses on purchased inputs (‘Input Expense’) are 
expressed in real US dollars, as is the total value of ‘Capital,’ which accounts for capital used for 
on-farm production. This variable also includes the total value of tools and implements (e.g., hoes, 
hand-powered sprayers, oxen, ploughs, tractors, etc.) owned or used by farmers. The model 
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controls for crop diversification by including a dummy variable for the ‘Cropping System,’ which 
is equal to one (1) if farmers intercrop and zero (0) otherwise. 
Temperature (‘Temp’) is expressed in degrees Celsius, precipitation (‘Precip’) in 
millimeters (mm), and ‘Slope’ as a percentage. We expect temperature and slope to be negatively 
correlated with output, and precipitation to be positively correlated. A steep slope tends to make 
agricultural work difficult and adversely affects productivity due to erosion (Hillel, 1991). 
Elevation (‘Elev’) is expressed in meters above sea level (m.a.s.l.). The variable ‘SoilQ’ controls 
for soil quality and is a dummy equal to one (1) if moisture is adequate for tilling and zero (0) 
otherwise. Soil moisture is critical for seed germination and also provides physical support and 
nourishment to plants and crops (Daily, 1997). Many countries in sub-Saharan Africa are 
characterized by declining and low soil fertility, with degraded soil structure and reduced organic 
matter and nutrient content (FAO, 2015). The literature suggests that data on soil quality and the 
number of plots managed by a farmer are important controls to allow for identification of the IR-
H, and we include both in our econometric specification (Lamb, 2003).  
‘Extension’ represents the number of governmental or nongovernmental agriculture-
related training sessions received by a farmer in the 12-month period preceding the survey. We 
expect these training sessions to enhance farm management capabilities and thus productivity. 
‘Road,’ the average distance from the farm to the nearest paved road, is used as an indicator of 
infrastructure and is expected to have a negative association with output (Binswanger et al., 1987; 
Fedderke et al., 2006). Experience (‘Exper’) refers to the age of the head of household (HHH), 
while ‘Educ’ is defined as years of schooling for the same person; both are expected to be 
positively correlated with output. ‘Gender’ is a dummy variable equal to one (1) if the HHH is 
male and zero (0) otherwise. 
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Our aggregate yield frontier is represented as a Cobb–Douglas and can be written as:  
𝑙𝑛(𝑌𝑖𝑡 /𝐴𝑖𝑡) = (𝛼0 + 𝜏𝑖) + 𝛼1𝑙𝑛𝐴𝑖𝑡 +∑ 𝛽𝑘𝑙𝑛
𝑋𝑖𝑡𝑘
𝐴𝑖𝑡
𝐾
𝑘=1 + ∑ 𝛾𝑖𝑙𝑛𝑍𝑖𝑡𝑚
𝑀
𝑚=1 + ∑ 𝛿𝑙𝑡𝑙
𝑇
𝑙=2 ⁡+ 𝑣𝑖𝑡 − 𝑢𝑖𝑡 (6) 
where i and t denote farm and year respectively; 𝑌𝑖𝑡 is farm output; 𝐴𝑖𝑡 is farm size; 𝑋𝑖𝑡𝑘 is the vector 
of traditional inputs; and 𝑍𝑖𝑡𝑚 represents a vector of soil quality and environmental variables. The 
variables 𝑇𝑡⁡are time dummies denoting the second year of the panel for Malawi and Uganda, and 
the second and third year for Tanzania, where the first year is the excluded category. The terms  
𝑣𝑖𝑡 and 𝑢𝑖𝑡 represent the random error and the inefficiency term, respectively. 
 To test the farm size and efficiency relationship we include ‘Land’ and ‘Land2’ as 
regressors in the inefficiency term. Our hypothesis is that the relationship between efficiency and 
land area is not linear, so we include both a linear and a quadratic term.The inefficiency term for 
farmer i in period t is specified as follows:  
𝑢𝑖𝑡 = 𝜃1𝑙𝑛𝐴𝑖𝑡 + 𝜃2(𝑙𝑛𝐴𝑖𝑡)
2 + 𝜔𝑖𝑡    (7) 
 The TE of the ith farmer is given by TEi = exp(-uit) and is calculated following Jondrow et 
al. (1982). 
2.4.2 Descriptive Statistics 
 Figures 1, 2, and 3 depict the distribution of farm size in Malawi, Tanzania, and Uganda, 
respectively, and show that farms are very small, with a high concentration on the left-hand side 
of the graph for both self-reported and GPS measurements. In addition, Figure 4, which presents 
the average farm size for both SR and GPS measurements, shows that for Malawi there is virtually 
no difference in size between the average SR and the GPS measurements for farms, while for 
Tanzania, the average SR farm size is 3.0 hectare (ha) and the average GPS measurement is 2.7 
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ha, a difference of 0.3 ha, which suggests that farmers tend to overestimate the size of their farms. 
The average size of farms in Uganda is 2.4 ha according to SR and 1.8 ha according to GPS, a 
difference of 0.6 ha, showing that farmers have a strong tendency to overestimate the size of their 
farms. 
Figure 5 presents the average of farm and plot sizes for each of the countries under study. 
Farms and plots are smaller in Malawi than in the two other countries. In Malawi, the average farm 
size is 0.8 ha and the average plot size is 0.4 ha, while in Tanzania average farm size is 3.0 ha and 
plot size is 1.1 ha. In Uganda, average farm size is 2.2 ha and plot size is 1.1 ha. Figure 6 shows 
the percentage of farmers who own one or more plots. Indeed, in Malawi about 46% of farmers 
own only one plot, 33% own two, and 21% own more than two plots. In Tanzania, about 22% of 
farmers own only one parcel and 27% own two; 51% have more than two plots. In Uganda, on the 
other hand, 46% of farmers own one plot and 29% own two, with only 25% having more than two 
plots. 
 
2.5 Results 
Two alternative land measures are employed in our empirical model; hence, two separate 
models are estimated for each country (Malawi, Tanzania, and Uganda). The SR models use land 
measurements reported by farmers and the GPS models use land measurements collected by the 
enumerators using GPS devices. All models are estimated using the TRE-BC95 to mitigate 
unobservable heterogeneity at the village level. Moreover, we include ‘Land’ and ‘Land2’ as 
explanatory variables in the inefficiency error’s mean in order to analyze the relationship between 
farm size and TE. 
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Table 2 presents the empirical results for the three countries. Both the self-reported (SR) 
and GPS models provide clear evidence supporting the inverse relationship in all three countries. 
For Malawi, the coefficient of the variable ‘Land’ in the SR model is –0.392, which is very close 
to the coefficient from the GPS model (–0.358). Both coefficients are significant at the 1% level. 
Although the descriptive statistics in Figure 4 show that farm size averages are equal for both self-
reported and GPS data, the results show that an increase in land size would decrease productivity 
more rapidly for the SR model. For Tanzania, the negative sign of the coefficients of ‘Land’ 
indicates again that the inverse relationship is verified by both the models. At a significance level 
of 1%, the coefficient of ‘Land’ is equal to –0.342 in the SR model and –0.346 in the GPS model. 
The absolute value of the coefficient of ‘Land’ is greater in the GPS model than in the SR model 
by 0.004, indicating that an increase in farm size produces a slightly greater reduction in 
productivity for the GPS model. This result is consistent with that reported by Cohen (2015), who 
found that for Tanzania, the IR is even stronger when models include land measurements based on 
GPS. Similarly, for Uganda the coefficients of the ‘Land’ variable are negative, which confirms 
once again the inverse relationship between farm size and productivity. The coefficients are –0.286 
for the SR model and –0.315 for the GPS model. This is consistent with conclusions presented by 
Carletto et al. (2013), which show that for Uganda, the IR is stronger in the GPS model than in the 
SR model. 
In sum, the results show strong and consistent support for the IR-H in all three countries in 
both the SR and the GPS models. Moreover, the value of coefficients for the ‘Land’ variable falls 
within a very limited range for all models, between –0.286 (SR model in Uganda) and –0.392 (SR 
model in Malawi). This finding suggests that these three countries share a common feature in 
connection with the farm size-productivity relationship.   
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On the other hand, the results show that climatic variables such as temperature and 
precipitation have a mixed effect on productivity. In Malawi, the only significant climatic 
coefficient is for the variable ‘Precip’ in the SR model. For Tanzania, the coefficient for ‘Temp’ 
is negative and significant at the 10% level for the SR model, but not significant for the GPS 
model. For Uganda, only precipitation is included in the models; the corresponding coefficient is 
positive and significant at the 1% level for both the SR (0.601) and the GPS (0.574) models.  
One of the key aims of this article is to analyze the effects of public investments in 
extension and transportation infrastructure on productivity in SSA countries. We find that the 
number of extension programs attended by farmers has a positive effect on yield, but it is 
significant only for Uganda in both models. The negative coefficient for the distance between 
farms and paved roads in Malawi for both models suggests that better access to markets and 
information is important to farm efficiency. infrastructure investments appear to have a positive 
influence on agricultural productivity in Malawi (Binswanger et al., 1987; Fedderke et al., 2006; 
Dorosh et al., 2012). By contrast, the distance to paved roads is also significant for Tanzania and 
Uganda, but with positive coefficients.  
In addition to testing for the IR-H, a key feature of the TRE-BC95 stochastic production 
frontier is the ability to examine the relationship between farm size and the TE in a unified model 
specification. Technical inefficiency is expressed as a function of ‘Land’ and ‘Land2, and LR tests 
are used to verify this specification. The results presented in Table 3 confirm the hypothesis that 
the parameters for the land variables are not equal to 0, thus supporting the inclusion of the 
inefficiency effects in the model.   
For Malawi, the variable ‘Land’ is negative and significant at the 10% level in both the SR 
model (–0.223) and the GPS model (–0.147). The coefficient of the variable ‘Land2’ is negative 
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and significant at 10% for the model SR and at 5% for the GPS model. These results indicate an 
inverse U-shaped or a bell-shaped relationship between the inefficiency term and farm size; that 
is, the inefficiency term increases as farm size increases up to a point where inefficiency starts to 
decrease with increases in size. Thus, in Malawi, the relationship between efficiency and farm size 
in Malawi is inverse up to a certain point, at which larger farms start to perform as well as small 
ones.  
On the other hand, in Tanzania the coefficient of the variable ‘Land’ is positive and 
significant for the SR model, but the coefficient of the ‘Land2’ variable is not significant, which 
indicates a linear and positive relationship between the inefficiency term and farm size. These 
results indicate an inverse relationship between TE and farm size for the model SR in Tanzania, 
which is consistent with the evidence found by Kagin et al. (2016) in Mexico (see Fig.9). However, 
the GPS model confirms a quadratic relationship between the inefficiency term and farm size 
where the coefficient of the variable ‘Land’ is positive and significant at the 1% level and the 
coefficient of ‘Land2’ is significant at a 5% level, which also suggests a bell-curve relationship 
between inefficiency and farm size. Thus, the results show a U-shaped relationship between 
efficiency (TE) and size for the GPS model. For Uganda, the coefficients of the variables ‘Land’ 
and ‘Land2’ are not significant in the SR model. However, for the GPS model, the coefficient of 
‘Land’ is positive and significant at the 1% level. This confirms the inverse relationship between 
farm size and TE in Uganda for the GPS model.  
The TE calculations in Table 4 confirm that to some extent the smaller farms have higher 
TE than larger farms. Table 4 depicts the distribution of TE by farm size class.  In Malawi, the 
overall average for TE is 43% in both the SR and GPS models, which implies that the level of 
efficiency of the farmers relative to the best-practice farmer is below average, regardless of farm 
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size. This is consistent with the findings of Edriss et al. (2004) and Tchale (2009), who pointed 
out that smallholder agriculture in Malawi is characterized by relative inefficiency. Moreover, the 
results show that for the SR model, classes 1 and 10 have the same TE levels (46%), while class 8 
has the lowest TE level, about 40%. It is somewhat different for the GPS model, where class 1 has 
the highest levels of managerial performance (49%) and classes 6, 7, and 9 have the lowest level 
of agricultural performance, about 41%. Despite these differences, these descriptive statistics 
confirm clearly the U-shape relationship for Malawi presented previously. 
Farmers in Tanzania present an average efficiency of 60% in the SR model and 69% in the 
GPS model. The analysis of managerial performance by class shows that for the SR model, class 
1 has the highest level of TE (60%), while class 9 has the lowest (about 47%). For the GPS model, 
class 1 has the highest TE level (69%), and the level of efficiency decreases across classes to the 
lowest TE level, 39%, in class 10. Of the three countries under study, Uganda has the highest TE 
percentage, with an overall TE average of 58% in the SR model and 54% in the GPS model. For 
both models, class 1 shows the highest level of TE—71% for both SR and GPS models. Also, in 
both cases, the TE level winds down; for the SR model, the lowest levels are found in classes 8, 9, 
and 10 (53%), while in the GPS model class, the lowest level was found in class 10 (41%). These 
results are consistent with those of Kagin et al. (2016) and Julien et al. (2019), which confirm the 
existence of both an inverse productivity and an inverse efficiency relationship with respect to 
farm size. Moreover, the TE estimates show a substantial gap in managerial performance, which 
is consistent with existing empirical evidence for farmers in Africa (Bravo-Ureta et al., 2007; 
Tchale, 2009; Ogundari, 2014). 
Figures 9–10 and 11–12 show that for Tanzania, the fitted values tend to conform to a low 
level of negative slope for the SR model and a U-shape for the model GPS. The fitted values for 
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Uganda and Malawi show a U-shaped relationship, which is consistent with Helfand and Levine 
(2004), who found a U-shaped relationship between farm size and efficiency. 
 
2.6 Summary and Conclusions 
We tested the inverse relation hypothesis (IR-H) between farm size and productivity, 
controlling for possible land measurement errors, soil quality, and environmental characteristics. 
To this end, we estimated a true random stochastic production frontier model, accounting for the 
effect of farm size on the inefficiency term and analyzed managerial performance across farm size 
classes. This allowed us to undertake a comparative analysis using a common data source (LSMS–
ISA) for three East African countries: Malawi, Tanzania, and Uganda. These data sets allow farm-
level analysis with detailed data on traditional inputs, and include household attributes as well as 
climatic, environmental, and agroecological variables. The inclusion of all these factors mitigates 
biases due to omitted variables. 
We find a consistent IR that holds for both self-reported and GPS land-measurement 
models for all three countries. Our results show that for Malawi, the IR is stronger in the SR model, 
while for Tanzania and Uganda it is stronger in the GPS models, which is consistent with the 
findings of Carletto et al. (2013) and Holden and Fisher (2013). These results also invalidate the 
assumption that the incorporation of the effects of environmental variables, such as soil quality 
and climatic conditions, in the analysis could explain the IR hypothesis in these countries. 
The analysis of the relationship between efficiency and farm size reveals that there is no 
single functional form for this kind of relationship. Working with data from Mexico, Kagin et al. 
(2016) have demonstrated that the inverse efficiency relationship takes a linear form. However, 
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our study uses data from developing countries with different land policies and socioeconomic 
realities than those in Latin America. Moreover, given that in SSA countries policies have been 
implemented to strengthen and direct some farmers toward commercialization, there is a dynamic 
that differentiates small farmers who practice subsistence farming from exclusively commercial 
farms. We tested the functional form of the relationship between land area and productivity in both 
groups and found a linear relationship for the SR model in Tanzania and the GPS model in Uganda 
but a U-shaped curve for both the SR and GPS models in Malawi and for the GPS model in 
Tanzania. 
The results reveal average levels of managerial performance as measured by TE for all 
farm sizes in Tanzania and Uganda. In Malawi, the average level of managerial performance is 
over 43% for both models. The evidence suggests that it is important to scale up extension 
programs to improve farmers’ efficiency and ensure greater productivity, especially for farms of 
intermediate size, where managerial performance tends to be at its lowest in this region. The 
limited variability in the performance of farmers across farm size classes indicates that farmers 
tend to manage small and large farms the same way and therefore have the same level of 
performance, even though theoretically, the farmers who manage the largest plots might be 
expected to be more dedicated to marketing and to have received more training related to 
agricultural production. It is important to note that the data present a limited size distribution: all 
the farms are very small. Thus, another key mission of extension programs should be to ensure 
that farmers apply the knowledge and skills learned, regardless of farm size. 
Our analysis shows a robust inverse relationship between size and productivity in Malawi, 
Tanzania, and Uganda, even when controlling for environmental and climatic variables. This is 
consistent with evidence found by most agricultural economists who study this topic. However, 
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since access to land constitutes a critical economic, environmental, and sociopolitical issue in SSA 
countries, our findings have significant policy implications for land distribution and other 
strategies to increase farm efficiency while contributing to the alleviation of poverty. The 
smallholding farms in the three countries analyzed are generally family farms that tend to be 
subdivided from one generation to the next, which leads to smaller production units over time. 
This social aspect should be considered along with factors affecting efficiency when designing 
policies. Also, decision makers should be aware of the costs of implementing productivity-
enhancing and agricultural extension programs in cases where farm subdivision would lead to a 
significant increase in the number of farms. Smaller farms have higher transaction and marketing 
costs, which will trap the smallest producers in subsistence agriculture and prevent them from 
developing their farms to a level of economic sustainability. It is thus critical to consider how 
small-scale farms can be made commercially viable and integrated into the agricultural system of 
the country. 
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Table 1 
Definition of variables included in the econometric models 
Variables Definition 
AVP Average value of farm production (real US dollars) 
Land Farm size in ha reported by the farmer or from a GPS measure 
Labor 
Family and hired worker equivalent days used for all farm tasks (Men = 1; 
Women = 0.8; Children <14 years of age = 0.5) 
Input expense Total expenses on purchased inputs (real US dollars) 
Capital Total value capital (real US dollars) 
Cropping system Cropping system: Dummy variable equal to 1 if intercropping, 0 otherwise 
Temp Degrees Celsius (Co) 
Precip Precipitation in millimeters (mm) 
Slope Percent 
Elev Meters above sea level (m.a.s.l.) 
SoilQ Dummy for soil quality equal to one if moisture is adequate 
Plots Number of plots on the farm 
Exten Number of training programs received by the household head (HHH) 
Road Distance of the farm to the nearest paved road in kilometers 
Exper Experience of the HHH, proxied by age 
Educ Years of education of the HHH 
Gender Dummy variable equal to 1 if HHH is male and 0 otherwise 
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Table 2 
Stochastic production frontier models for Malawi, Tanzania and Uganda using two alternative 
measures of land area 
 Malawi Tanzania Uganda 
Output/ha SR GPS SR GPS SR GPS 
Land -0.392*** -0.358*** -0.342*** -0.346*** -0.286*** -0.315*** 
 (0.0608) (0.0518) (0.0589) (0.0556) (0.0734) (0.0486) 
Labor/ha 0.076*** 0.059*** 0.017** 0.019** 0.298*** 0.293*** 
 (0.0224) (0.0223) (0.00784) (0.00785) (0.0251) (0.0248) 
Input expense/ha 0.019*** 0.017** 0.017*** 0.017*** 0.032*** 0.034*** 
 (0.00765) (0.00757) (0.00374) (0.00376) (0.00661) (0.00663) 
Capital/ha 0.128*** 0.119*** 0.154*** 0.183*** 0.092*** 0.115*** 
 (0.0156) (0.0155) (0.0149) (0.0148) (0.0194) (0.0191) 
Cropping system 0.0548 0.0284 -0.182*** -0.192*** n/i n/i 
 (0.0459) (0.0453) (0.0548) (0.0552)   
Temp 0.747 0.488 -0.190* -0.0664 n/i n/i 
 (0.527) (0.520) (0.105) (0.105)   
Precip -0.366*** -0.192 0.099 0.003 0.601*** 0.574*** 
 (0.132) (0.132) (0.1000) (0.100) (0.152) (0.152) 
Slope -0.0428 -0.0356 0.00545 0.0253 0.030 0.029 
 (0.0325) (0.0318) (0.0381) (0.0386) (0.0451) (0.0453) 
Elevation 0.462*** 0.418*** 0.036 0.024 0.900*** 0.858*** 
 (0.0859) (0.0856) (0.0282) (0.0288) (0.189) (0.189) 
SoilQ -0.0492 -0.0380 -0.007 0.127 n/i n/i 
 (0.0542) (0.0534) (0.247) (0.249)   
Plots 0.555*** 0.577*** 0.128** 0.166*** 0.133*** 0.196*** 
 (0.0515) (0.0500) (0.0500) (0.0506) (0.0495) (0.0465) 
Extension 0.009 0.007 0.0092 0.013 0.023*** 0.026*** 
 (0.00535) (0.00529) (0.00911) (0.00918) (0.00670) (0.00672) 
Road -0.0174* -0.0211** 0.033** 0.029* 0.060*** 0.053*** 
 (0.00973) (0.00963) (0.0154) (0.0156) (0.0175) (0.0175) 
Experience 0.063 0.012 -0.140 -0.088 -0.203** -0.175** 
 (0.0657) (0.0650) (0.0852) (0.0865) (0.0844) (0.0845) 
Educ 0.0105* 0.0105** 0.043*** 0.049*** 0.005 0.003 
 (0.00538) (0.00532) (0.00972) (0.00979) (0.00546) (0.00548) 
Gender 0.089 0.077 0.027 0.060 -0.249*** -0.273*** 
 (0.0547) (0.0538) (0.0616) (0.0621) (0.0696) (0.0698) 
T2 -1.206*** -1.171*** -0.136* -0.167** 0.325*** 0.337*** 
 (0.0478) (0.0456) (0.0695) (0.0701) (0.0519) (0.0520) 
T3   -0.870*** -0.884*** n/a n/a 
   (0.0708) (0.0709)   
Constant 2.669 2.924 6.118*** 6.359*** -5.504*** -5.008*** 
 (2.267) (2.238) (0.517) (0.525) (1.770) (1.770) 
Inefficiency estimates       
Land -0.223* -0.147* 0.358** 0.665*** 0.333 0.449*** 
 (0.079) (0.074) (0.172) (0.164) (0.212) (0.150) 
Land square -0.153* -0.168** -0.0239 -0.0617** -0.110 -0.0653 
 (0.0787) (0.0685) (0.0317) (0.0301) (0.0729) (0.0478) 
𝝈𝒖 1.199*** 1.232*** 5871*** 3.106* 0.709** 0.867*** 
 (0.068) (0.065) (0.496) (1.600) (0.247) (0.151) 
𝝈𝒗 0.722*** 0.713*** 1.139*** 1.144*** 1.069*** 1.043*** 
 (0.024) (0.037) (0.030) (0.038) (0.062) (0.0445) 
𝝀 = 𝝈𝒖 𝝈𝒗⁄  1.659*** 1.728*** 5.155*** 2.714* 0.663** 0.831*** 
 (0.096) (0.091) (0.509) (1.583) (0.306) (0.019) 
N 2598 2598 2901 2901 3284 3284 
Notes: ***, **, * are 1%, 5% and 10% level of significance respectively. 
S.E: ().: Standard error. Variables are measured in natural log. 
n/i: Not included; n/a: Not-available. 
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Table 3 
Likelihood ratio test 
Likelihood-ratio tests 
Malawi Tanzania Uganda 
SR GPS SR GPS SR GPS 
H0: 1=2=0 114.44 139.67 275.43 764.34 112.74 192.18 
P-value 0.00 0.00 0.00 0.00 0.00 0.00 
H0: 𝜶𝟏 = 𝜷𝒌 = 𝜸𝒊 = 𝜹𝒍 = 𝟏 = 𝟐 = 𝟎 1,565.84 1,497.59 750.18 800.19 519.63 805.92 
P-value 0.00 0.00 0.00 0.00 0.00 0.00 
 
 
 
Table 4 
Average TE by class and model (SR, GPS) for Malawi, Tanzania and Uganda 
Farm size class Malawi Tanzania Uganda 
 SR GPS SR GPS SR GPS 
1 0.46 0.49 0.60 0.69 0.71 0.71 
2 0.42 0.43 0.57 0.62 0.64 0.65 
3 0.41 0.42 0.53 0.57 0.62 0.61 
4 0.44 0.42 0.54 0.52 0.59 0.57 
5 0.42 0.44 0.53 0.51 0.57 0.54 
6 0.42 0.41 0.51 0.47 0.56 0.51 
7 0.41 0.41 0.49 0.45 0.54 0.49 
8 0.40 0.42 0.49 0.43 0.53 0.48 
9 0.43 0.41 0.47 0.41 0.53 0.46 
10 0.46 0.44 0.46 0.39 0.53 0.41 
Overall 0.43 0.43 0.52 0.51 0.58 0.54 
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Table 5 
Farm Size- Productivity Studies: The Inverse Relationship Hypothesis (IRH) 
Authors/YR/Country Method Variables 
Saini, 1969/India CD, OLS Production per acre/Gross value of output of crops; Conventional inputs 
Bardhan, 1973/India CD, OLS Value of crop production; Conventional inputs 
Alvarez and Arias 2004/Spain TL, Non-P Milk production; Conventional inputs 
Assuncao, Braido 2007/India CD, OLS 
Nominal value of main output and by-products; Conventional inputs + (Cropping Pattern, 
Main-Crop, Village, Year Season) 
Carletto, Savastano and Zezza 2013/Uganda CD, OLS 
Net agriculture revenue per acre/Maize yields; Conventional inputs, + (Human capital, Land 
area SR and GPS, Self-reported soil quality, land flat, land swamp/wetland, share of plots 
intercropped) 
Sheng, Zhao, Nossal and Zhang 2014/Australia CD, TL, OLS, First Diff, FE Farm productivity (output per unit of input); Conventional inputs, + (region, year, industry) 
Cohen 2015/Tanzania OLS, IV 
Revenue yield/Physical yield; Conventional inputs, + (Land area SR and GPS, Soil type, Soil 
quality (category), Steepness (category), Fallowed recently, Intercropped, Irrigation, loss 
(birds, animals etc.)) 
Barrett, Bellemare, Hou 2010/Madagascar 
 
CD, FE 
Yield (kg/are); Conventional inputs, + (Soil quality measurements (Carbon, Nitrogen, pH, 
Potassium, clay, silt, sand)) 
Lamb, 2003/India Panel. FE, RE Household profits; Conventional inputs 
Masterson, 2007/Paraguay Par. and Non-P 
Production per ha.; Conventional inputs, + (human capital, technical assistance, credit 
assistance, marketing assistance) 
Li , Feng, You and Fan, 2013/China SFA, TFP, TE. 
Value per unit area/Labor productivity/Profit rate including farm’s labor input cost; 
Conventional inputs, + (Human capital, Market participation, Credit) 
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Authors/YR/Country Method Variables 
Henderson, 2015/Nicaragua SFA, TL 
Total value of output per unit of land operated/Farm value-added per unit of land 
operated/Labor usage per unit of land operated; Conventional inputs 
Ali and Deininger 2015/Rwanda SF, CD, TL, TE 
Total value of crop output; Conventional inputs, + (Chemical fertilizer, pesticide, Manure, 
Irrigated land) 
Kagin, Taylor & Yúnez-Naude, 2016/Mexico Panel, SPF, FE, RE 
Output value per ha of land; Conventional inputs, + (land slope, human capital, transaction 
costs, access to US migration networks, ethnicity) 
CD: Cobb–Douglas OLS: Ordinary Least Square TE: Technical Efficiency 
FE: Fixed-effect Par.: Parametric TFP: Total Factor Productivity 
First Diff: First Difference RE: Random-effect TL: Translog 
IV: Instrumental Variables SFA: Stochastic Frontier Analysis 
Non-P: Non-parametric SPF: Stochastic Production Frontier 
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Fig. 1. Distribution of farm size in Malawi 
 
 
 
Fig. 2. Distribution of farm size in Tanzania 
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Fig. 3. Distribution of farm size in Uganda 
 
 
 
Fig. 4. Average farm size (Ha) 
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Fig. 5. Average farm and plot size (ha): First year in the data for each country 
 
Fig. 6. Number of plots owned 
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Fig. 7. TE versus Land (SR) in Malawi 
 
Fig. 8. TE versus Land (GPS) in Malawi 
 
 
 
 
 
 
Fig. 9. TE versus Land (SR) in Tanzania 
 
 
 
Fig. 10. TE versus Land (GPS) in 
Tanzania 
 
 
0
.2
.4
.6
.8
T
E
0 2 4 6
Land SR
95% CI Fitted values Farms
Malawi: TE versus Land SR
0
.2
.4
.6
.8
T
E
0 1 2 3 4 5
Land GPS
95% CI Fitted values Farms
Malawi: TE versus Land GPS
0
.2
.4
.6
.8
T
E
0 10 20 30 40 50
Land_SR
95% CI Fitted values Farms
Tanzania: TE versus Land SR
0
.2
.4
.6
.8
T
E
0 10 20 30 40 50
Land_GPS
95% CI Fitted values Farms
Tanzania: TE versus Land GPS
48 
 
 
Fig. 11.: TE versus Land (SR) in Uganda 
 
 
Fig. 12.: TE versus Land (GPS) in 
Uganda 
 
.2
.4
.6
.8
1
T
E
0 5 10 15
Land_SR
95% CI Fitted values Farms
Uganda: TE versus Land SR
0
.2
.4
.6
.8
T
E
0 5 10 15
Land_GPS
95% CI Fitted values Farms
Uganda: TE versus Land GPS
49 
 
2.7 References 
AGRA. (2014). Africa Agriculture Status Report 2014: Climate Change and Smallholder 
Agriculture in Sub-Saharan Africa. Nairobi, Kenya: Alliance for a Green Revolution in 
Africa (AGRA). 
Aigner, D. J., Lovell, C. K., and Schmidt, P. J. (1977). Formulation and estimation of stochastic 
frontier production function models. Journal of Econometrics, 6: 21–37. 
Ainembabazi, J. H. (2007). Landlessness within the Vicious Cycle of Poverty in Ugandan Rural 
Farm Household: Why and How It Is Born? Kampala, Uganda: Economic Policy Research 
Centre (EPRC). 
Ali, D. A., & Deininger, K. (2015). Is there a farm size–productivity relationship in African 
agriculture? Evidence from Rwanda. Land Economics 91( 2): 317–343. 
Assunção, J. J., & Braido, L. H. (2007). Testing household-specific explanations for the inverse 
productivity relationship. American Journal of Agricultural Economics 89 (4): 980–990. 
Assunção, J., & Ghatak, M. (2003). Can unobserved heterogeneity in farmer ability explain the 
inverse relationship between farm size and productivity. Economics Letters 80: 189–194.  
Bardhan, P. K. (1973). Size, Productivity, and Returns to Scale: An Analysis of Farm-Level Data 
in Indian Agriculture. Journal of Political Economy, 81 (61): 1370–1386. 
Barrett, C. (1996). On price risk and the inverse farm size-productivity relationship. Journal of 
Development Economics 51: 193–215. 
Barrett, C., Bellemare, M., & Hou, J. (2010). Reconsidering conventional explanations of the 
inverse productivity–size relationship. World Development 38 (1): 88–97. 
Battese, G. E., & Coelli, T. J. (1995). A model for technical inefficiency effects in a stochastic 
frontier production function for panel data. Empirical Economics 20: 325–332. 
50 
 
Belotti, F., and G. Ilardi. 2012. Consistent estimation of the “true” fixed-effects stochastic frontier 
model. CEIS Research Papers (231). 
Belotti, F., Daidone, S., Ilardi, G., & Atella, V. (2013). Stochastic frontier analysis using Stata. 
Stata Journal, 13 (4): 719–758. 
Bevis, L. & Barrett, C.B. (2016). Close to the edge: Do behavioral explanations account for the 
inverse productivity relationship? Paper Presented at the 2016 AAEA Conference 
Binswanger, H., Yang, M., Bowers, A. & Mundlak, Y. (1987). On the determinants of cross-
country aggregate agricultural supply. Journal of Econometrics  36 (1/2):111–131. 
Bravo-Ureta, B.E., Solís, D., Moreira, V., Maripani, J., Thiam, A. & Rivas, T. (2007). Technical 
efficiency in farming: A meta-regression analysis. Journal of Productivity Analysis 27 (1): 
57–72. 
Brooks, J. (2010). Agricultural policy choices in developing countries: A synthesis. Paris: 
Organisation for Economic Co-operation and Development (OECD). 
Byiringiro, F., and Reardon, T. (1996). Farm productivity in Rwanda: Effects of farm size, erosion, 
and soil conservation investments. Agricultural Economics 2: 127–136. 
Carletto, C., Savastano, S. & Zezza, A. (2013). Fact or artifact: The impact of measurement errors 
on the farm size–productivity relationship. Journal of Development Economics 103: 254–
261. 
Christiaensen, L. (2017). Agriculture in Africa—Telling myths from facts: A synthesis. Food 
Policy 67: 1–11. 
Coelli, T., Rao, D., O'Donnell, C. and Battese, G. (2005). An Introduction to Efficiency and 
Productivity Analysis. New York: Springer. 
51 
 
Cohen, A. (2015). Measurement error and the farm size-productivity relationship: An instrumental 
variables approach using self-reported land area and GPS estimates. Working Paper. 
Daily, G.C. (1997). Nature’s Services: Societal Dependence on Natural Ecosystems. Washington 
DC: Island Press. 
Dillon, J., Hardaker, J. (1984). Farm Management Research for Small Farmer Development. 
Rome: Food and Agriculture Organization of the United Nations. 
Dorosh, P., Wang, H.G., You, L. and Schmidt, E. (2012). Road connectivity, population, and crop 
production in sub-Saharan Africa. Agricultural Economics 43: 89–103. 
Duffy, M. (2009). Economies of size in production agriculture. Journal of Hunger and 
Environmental Nutrition 4: 375–392. 
Edriss, AH, Tchale, H. and Wobst, P, 2004. The impact of labour market liberalization on maize 
productivity and rural poverty in Malawi. Working paper, Policy Analysis for Sustainable 
Agricultural Development (PASAD). Center for Development Research, University of 
Bonn, Germany.  
FAO. (2001). The state of food and agriculture. Rome: FAO. 
FAO/UNIDO. (2008). Agricultural Mechanization in Africa: Time for Action. Planning 
Investment for Enhanced Agricultural Productivity. Report of an Expert Group Meeting in 
January 2008, Vienna, Austria. Rome: FAO. 
FAO. (2015). The Economic Lives of Smallholder Farmers: An Analysis Based on Household Data 
from Nine Countries. Rome: FAO. 
Fedderke, J., Perkins, P., & Luiz, J. (2006). Infrastructural investment in long-run economic 
growth: South Africa 1875–2001. World Development 34 (6): 1037–1059. 
52 
 
Feder, G. (1985). The relation between farm size and farm productivity: The role of family labor, 
supervision and credit constraints. Journal of Development Economics, 18 (2): 297–313. 
Filippini, M. and Greene, W. (2016). Persistent and transient productive inefficiency: A maximum 
simulated likelihood approach. Journal of Productivity Analysis 45:187–196. 
Fried, H., Lovell, C., and Schmidt, S. (2008). The Measurement of Productive Efficiency and 
Productivity Growth. New York: Oxford University Press. 
Fuglie, K., Gautam, M., Goyal, A., Maloney, W. F., 2019. Harvesting Prosperity: Technology and 
Productivity Growth in Agriculture. Washington, D.C.: World Bank Group. 
Gaurav, S., & Mishra, S. (2015). Farm size and returns to cultivation in India: Revisiting an old 
debate. Oxford Development Studies 43 (2): 165–193. 
Greene, W. (2005). Reconsidering heterogeneity in panel data estimators of the stochastic frontier 
model. Journal of Econometrics 126: 269–303. 
Griliches, Z. (1957). Specification bias in estimates of production functions. Journal of Farm 
Economics, 39 (1): 8–20. 
Hammel, E. A. (2005). Chayanov revisited: A model for the economics of complex kin units. 
Berkeley, CA: Departments of Demography and Anthropology, University of California. 
Hazell, P., & Rahman, A. (2014). New Directions for Smallholder Agriculture. Oxford: Oxford 
University Press. 
Helfand, S.M. and Levine, E.S. (2004). Farm size and the determinants of productive efficiency in 
the Brazilian Center-West. Agricultural Economics 31: 241–249. 
Henderson, H. (2015). Considering technical and allocative efficiency in the inverse farm size–
productivity relationship. Journal of Agricultural Economics, 6 (2): 442–469. 
53 
 
Hillel, D. (1991). In so many words:Language in relation to the soil. Soil Science 152 (6): 403–
404. 
Holden, S., Fisher, M. (2013). Can area measurement error explain the inverse farm size 
productivity relationship? IDEAS Working Paper Series from RePEc, IDEAS Working 
Paper Series from RePEc, 2013. 
Holden, S. & O’Donnell, C. (2015). Maize Productivity and Input Subsidies in Malawi: A State-
contingent Stochastic Production Frontier Approach. Norway: Norwegian University of 
Life Sciences. 
Jondrow, J., Lovell, C. A. K., Materov, I. S. and  Schmidt, P. (1982). On the estimation of technical 
inefficiency in the stochastic frontier production function model. Journal of Econometrics 
19 (2–3): 233–238. 
Kagin, J., Taylor, E., Yúnez-Naude, A. (2016). Inverse productivity or inverse efficiency? 
Evidence from Mexico. The Journal of Development Studies 52 (3): 396–411. 
Kimhi, A. (2006). Plot size and maize productivity in Zambia: Is there an inverse relationship? 
Agricultural Economics 35: 1–9. 
Kislev, Y. & Peterson, W. (1986). Economies of Scale in Agriculture: A Survey of the Evidence. 
Washington DC: World Bank. 
Kumbhakar, S., and  Lovell, C. A. K. (2000). Stochastic Frontier Analysis. Cambridge: Cambridge 
University Press. 
Lamb, R. L. (2003). Inverse productivity: Land quality, labor markets and measurement error. 
Journal of Development Economics 71: 71–95. 
54 
 
Li, G., Feng, Z., You, L., and  Fan, L. (2013). Re-examining the inverse relationship between farm 
size and efficiency: The empirical evidence in China. China Agricultural Economic Review 
5 (4): 473–488. 
Livingston, G., Schönberger, S., & Delaney, S. (2014). Right place, right time: The state of 
smallholders in agriculture. In P. Hazell, and A. Rahman, eds., New Directions for 
Smallholder Agriculture (pp. 36–37). Oxford: Oxford University. 
Martin, J., & Page, J. (1983). The impact of subsidies on x-efficiency in LDC industry: Theory 
and an empirical test. Review of Economics and Statistics 65 (4): 608–617. 
Netting, R. M. (1993). Smallholders, Householders: Farm Families and the Ecology of intensive, 
Sustainable Agriculture. Stanford, CA: Stanford University Press. 
Nishimizu, M., & Page, J. (1982). Total factor productivity growth, technological progress and 
technical efficiency change: Dimensions of productivity change in Yugoslavia. Economic 
Journal 92 (368): 920–936. 
Njuki, E., & Bravo-Ureta, B.E. (2015). The economic costs of environmental regulation in U.S. 
dairy farming: A directional distance function approach. American Journal of Agricultural 
Economics 97 (4): 1087–1106. 
O'Donnell, C.J. (2012). Nonparametric estimation of the components of productivity and 
profitability change in U.S. agriculture. American Journal of Agricultural Economics 94 
(4): 873–890. 
O'Donnell, C.J. (2014). An economic approach to identifying the drivers of productivity change 
in the market sectors of the Australian economy. Paper Prepared for the IARIW-UNSW 
Conference on Productivity: Measurement, Drivers and Trends Sydney, Australia, 
November 26–27, 2013.  
55 
 
O’Donnell, C.J. (2016). Using information about technologies, markets and firm behaviour to 
decompose a proper productivity index. Journal of Econometrics 190: 328–340. 
Ogundari, K. (2014). The paradigm of agricultural efficiency and its implication on food security 
in Africa: What does meta-analysis reveal? World Development 64: 690–702. 
Rada, N., Wang, C., & Qin, L. (2015). Subsidy or market reform? Rethinking China’s farm 
consolidation strategy. Food Policy 57: 93–103. 
Saini, G. R. (1969). Farm size, productivity and returns to scale. Economic and Political Weekly 4 
(26): A119–A122. 
Schmidt, P., & Sickles, R. (1984). Production frontier and panel data. Journal of Business & 
Economic Statistics, 2 (4): 367–374. 
Sen, A. K. (1962). An Aspect of Indian Agriculture. Economic Weekly, 14:  4–6. 
Tchale, H. (2009). The efficiency of smallholder agriculture in Malawi. African Journal of 
Agricultural and Resource Economics 3 (2): 101–121. 
Thorner, D., Kerblay, B., & Smith, R. F. (1966). A. V. Chayanov on the Theory of Peasant 
Economy. Madison: University of Wisconsin Press. 
Triebs, T.P., & Kumbhakar, S.C. (2013). Productivity with general indices of management and 
technical change. Economics Letters, 120: 18–22. 
Wang, J., Chen, K. Z., Das Gupta, S., & Huang, Z. (2015). Is small still beautiful? A comparative 
study of rice farm size and productivity in China and India. China Agricultural Economic 
Review 7 (3): 484–509. 
Wiggins, S. (2009). Can the smallholder model deliver poverty reduction and food security for a 
rapidly growing population in Africa? Expert Meeting on How to Feed the World in 2050. 
Rome: FAO.  
56 
 
Chapter 3 
 Assessing farm performance by size in Malawi, Tanzania, and Uganda: A 
Total Factor Productivity Approach 
Abstract 
Many sub-Saharan African countries have long endured sluggish agricultural productivity growth 
and a farm structure dominated by smallholders. This prevailing structure has led to public policies 
focused on access to land and its distribution as ways to boost agricultural supply.  Drawing on 
data from the Living Standards Measurement Study–Integrated Surveys on Agriculture (LSMS–
ISA) for three East African countries (Malawi, Tanzania, and Uganda), our purpose is to: test 
whether smaller farms in these countries are more productive than larger ones; examine how 
managerial performance varies with farm size; and assess how public policy may improve farm 
performance. We adopt the random parameters stochastic production frontier model to estimate 
and then decompose Total Factor Productivity (TFP) across different farm size classes. In doing 
so, we test for possible measurement errors of farmer self-reported land area using GPS data, and 
explore the imperfect factor markets hypothesis. The results show that across the three countries, 
TFP is higher for smaller farms than for larger ones. Overall, managerial performance is low, 
suggesting that programs designed to enhance managerial capacity would promote farm 
productivity across all farm sizes. The productivity of small farms can be improved by facilitating 
access to agricultural input markets, while that of large farms is enhanced by greater spending on 
transportation infrastructure and extension services. 
 
Keywords: Inverse relationship hypothesis, random parameters stochastic production frontier, sub-
Saharan Africa, technical efficiency, total factor productivity (TFP). 
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3.1 Introduction 
In many agriculture-based countries, the farming sector has been identified as a 
fundamental instrument to promote development and reduce poverty (FAO, 2001; World Bank 
2008a; Brooks, 2010). Countries in sub-Saharan Africa (SSA) are especially dependent on the 
agricultural sector for employment, income, food security, overall economic growth, and poverty 
alleviation (Hazell & Rahman, 2014). While agricultural productivity continues to play a leading 
role in the economic growth of most SSA countries, it has been suggested that a “productivity 
revolution” is needed for agriculture to fulfill its role in economic development (World Bank, 
2008a). Moreover, agricultural production in this region is characterized largely by smallholder 
farming (Livingston et al., 2014); hence, access to land, along with land distribution strategies, is 
a priority for policy makers (Deininger & Byerlee, 2011). 
Sluggish agricultural productivity growth has exacerbated the economic and social 
challenges faced by smallholders in SSA— such as land quality and availability, access to financial 
and credit markets, and limited availability of productivity-enhancing agricultural technologies— 
and has rekindled an old controversy concerning the relationship between farm size and 
productivity, often referred to as the inverse relationship hypothesis or IR (Barraclough, 1970; 
Berry & Cline, 1979; Lipton, 2009). The hypothesis is that, on average, small farms are more 
productive than larger farms. Such a relationship may induce policy makers to promote the 
subdivision of bigger farms as a way to improve overall economic performance and thus national 
agricultural supply (Barrett et al., 2010).  
The purpose of the present analysis is to test the relationship between farm size and 
agricultural productivity in Malawi, Tanzania, and Uganda—three East African countries which 
share political borders, important natural resources, and common economic characteristics. 
Specifically, we estimate the relationship between total factor productivity (TFP) and farm size, 
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we assess farm managerial performance as measured by technical efficiency, and we explore 
public policies and other factors that likely play a role in productivity differentials across farm size 
classes.  
Our analytical approach addresses several shortcomings in the IR literature, two of which 
are highlighted here. One of the most common explanations of the IR is ommitted variable bias 
(Griliches, 1957), due primarily to the exclusion of land quality and environmental controls in the 
regression models (Lamb, 2003; Barrett et al., 2010; Henderson, 2015). We therefore complement 
the traditional inputs and household attributes commonly considered in the literature with climatic, 
environmental, agroecological, and farm controls in order to mitigate specification bias. In 
addition, we use two measures of land area—that self-reported by the farmer and a GPS-based 
measure—to asess whether imprecise land measurement in our East African samples yields 
misleading results (Lamb, 2003; Carletto et al., 2013; Holden & Fisher, 2013).   
Another frequent explanation of the IR is imperfect factor markets. Barrett et al. (2010) 
note that the presence of unobservable inter-household variation in the shadow prices of inputs 
likely leads to different input intensity levels that are correlated with farm size. A distinct benefit 
of our random parameters model is that it permits the estimation of production elasticities that are 
unique for each farm in the data set; thus, the calculated input shadow prices are more flexible. To 
explore the presence of market imperfections, we conduct two tests. The first is an indirect test 
that examines whether input shadow prices vary across farm size classes. The wedge between 
market and shadow prices reflects market imperfections; indeed, how that wedge varies by size is 
indicative of the magnitude of the distortion for a given input. Thus, our second test is direct and 
assesses the extent to which estimated shadow prices deviate from observed market prices. Due to 
data constraints, we are able to perform the direct test only for land and labor market imperfections. 
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Specifically, we test if farm-level shadow land and labor values diverge from observed farmland 
rental and labor wage rates.  
We combine the random parameters model with a stochastic frontier error structure that 
separates statistical noise and measurement error from technical efficiency. When frontier models 
are paired with farm-household data to analyze productivity, technical efficiency reflects 
managerial performance (Martin & Page, 1983; Triebs & Kumbhakar, 2013). 
Insights gained from the present farm-level analysis can be useful in designing evidence-
based policies and strategies to improve agricultural productivity throughout East Africa due to 
similarities across several countries in the region. Our results confirm that there is an inverse 
relationship between TFP and farm size, and reveal relatively low levels of average managerial 
performance for all farm size classes in each country. While there appears to be no productivity 
advantage associated with larger operations, the average productivity performance of Malawian, 
Tanzanian, and Ugandan farms could be greatly improved by focusing on policies designed to 
enhance managerial capacity 
The remainder of this chapter is organized as follows: Section 3.2 provides background 
information on constraints to agricultural growth specific to Malawi, Tanzania and Uganda, and 
an overview of evidence on the IR-H. Section 3.3 presents the methodological framework and 
discusses the random parameters stochastic production frontier model. Section 3.4 presents the 
data and empirical framework. Results are discussed in section 3.5, and section 3.6 contains our 
summary and conclusions. 
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3.2 Background  
Malawi, Tanzania, and Uganda share important common water resources (e.g., Lake 
Victoria, Lake Malawi) and rely heavily on agriculture, with about 80% of the labor force working 
in a farm sector dominated by smallholdings (FAO, 2015). The majority of farmers in these 
countries operate less than 2 hectares (ha), and very few operate more than 4.5 ha.  Prior to 
reviewing evidence from the IR-H literature, we detail here some key constraints to increasing 
farm productivity in these three East African countries. 
 
3.2.1 Key agricultural productivity constraints   
 
Several elements pose major challenges to improving agricultural productivity in Malawi, 
Tanzania, Uganda, and elsewhere in East Africa. Principal among these is land availability and 
quality (Hazell & Rahman, 2014). Farms in these three countries—especially in Malawi—are 
dominated by smallholdings (Livingston et al., 2014) as shown in Figure 1.  We estimate that 
60.1% of farmers in Malawi operate less than 0.8 hectares (ha), compared to 28.4% in Tanzania 
and 38.7% in Uganda. On the upper end of the size spectrum, only 0.4% of famers in Malawi 
operate more than 4.5 ha, compared to 14.9% in Tanzania and 8.3% in Uganda.  
A critical constraint to agricultural growth is limited investment in irrigation infrastructure; 
the entire SSA region irrigates only 4% of its cropland (World Bank, 2008a; Sheahan and Barrett, 
2017). Some limitations are size-specific. The adoption of new technologies, use of purchased 
inputs (e.g., fertilizers, pesticides, improved seeds), and access to credit and output markets are all 
more difficult for the operators of small farms than for their counterparts on larger farms (Hazell, 
2007; Sheahan and Barrett, 2017). Other limitations are common to all farms. Environmental 
degradation and climate change are two have been found to negatively affect productivity (Hazell 
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& Rahman, 2014). Since 1990, Ugandan farmers have experienced land degradation, soil nutrient 
depletion, and erosion, which have contributed to low agricultural productivity (Pender et al., 
2004). Recently, Arslan et al. (2017) reported that highly variable rainfall and high temperatures 
have had a negative effect on maize yields in Tanzania. 
 
 3.2.2 Overview of existing evidence  
 
A number of empirical studies in the literature support the IR-H. The phenomenon has been 
attributed to a variety of factors, including imperfections in land and labor markets (Bardhan, 1973; 
Dorward, 1999; Barrett et al., 2010; Ali & Deininger, 2015; Henderson, 2015); imperfections in 
credit markets (Lamb, 2003); farmer heterogeneity (Assunção & Braido, 2007); land quality 
differentials (Lamb, 2003; Kimhi, 2006; Ali & Deininger, 2015); and price uncertainty (Assunção 
and Braido, 2007). A recent explanation of the IR-H is dubbed the “edge effect,” in which 
productivity might be expected to be higher around the periphery of plots because of greater labor 
intensity and different management practices applied to those areas (Bevis & Barrett, 2016).  
A few studies, including Lamb (2003), Carletto et al. (2013) and Holden and Fisher (2013), 
analyze the link between the IR hypothesis and possible errors in the measurement of land area.  
Carletto and colleagues (2013), and Holden and Fisher (2013), using data for Uganda and Malawi 
respectively, rely on GPS devices to obtain careful measures of the land area controlled by farmers. 
Both studies show that the evidence for IR-H is stronger when using GPS-based measurements 
than when using land measurements reported by farmers. 
An interesting feature of the IR-H literature is the reliance on single-factor productivity 
(output/land) measures and on the use of simple ordinary least squares estimation. However, it is 
widely recognized that single-factor productivity indexes have serious limitations, as by definition 
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they include only one input while ignoring all others. For instance, a farm can exhibit high output 
per hectare while using relatively high amounts of capital, labor and/or other inputs that are 
unaccounted for in the single-factor indicator (Headey et al., 2010; Morrison Paul 2012).  
In order to overcome the shortcomings of the single-factor productivity approach, we adopt 
total factor productivity (TFP) as our comparative performance indicator. TFP growth can be 
attributed to a number of components, including scale/size, technological progress, managerial 
performance (i.e., technical efficiency), enviromental characteristics, public policy, and human 
capital (Kumbhakar & Lovell, 2000; O’Donnell, 2016). The identification of these different 
components offers policymakers alternative avenues through which they may promote 
productivity growth.  
One avenue in particular is to improve relative farm managerial performance as measured 
by TE. The TE measure used here has an output orientation, which is defined as the radial 
difference between a given farm’s output and that produced by a best-practice farm after 
accounting for technology, all conventional inputs, and the environment (Kumbhakar & Lovell, 
2000; Coelli et al., 2005). Only a few IR-H studies have included an examination of TE. Helfand 
and Levine (2004) used linear programming techniques and a cross-section of Brazilian farms, 
drawn from the 1995/96 census and located in the Center-West region, to investigate productive 
efficiency and its determinants. Henderson (2015) used a four-stage empirical framework and 
panel data for three years of Nicaraguan farms to investigate the IR-H; while Kagin et al. (2016) 
used a stochastic production frontier and a two-year panel (2003 and 2008) of Mexican farms. 
Kagin, et al. (2016) confirms the IR-H with respect to TE, while Helfand and Levine (2004) find 
an inverted-U shape relationship. Henderson (2015) also finds a nonlinear relationship, but notes 
that the IR-H holds for the majority of producers.  
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3.3 Methodological Framework 
We adopt a stochastic production frontier (SPF) approach to allow for hypothesis testing 
of the estimated parameters and identification of managerial performance across farms differing 
in size. Stochastic production frontiers are usually estimated using Cobb-Douglas (C-D) or 
translog (TL) functional forms (Bravo-Ureta et al., 2007). The C-D is well behaved and globally 
consistent with key properties from economic theory, but partial production elasticities and returns 
to scale are the same at all data points (O'Donnell, 2012; 2014a; 2016). In contrast, the TL allows 
for unique partial elasticities and economies of size measures at each data point, but is not 
consistent with production economic theory since it often fails to maintain global monotonicity 
and quasi-concavity (Sauer et al., 2006; Fried et al., 2008; Diewert and Wales, 1987; Reynès, 
2017). In order to provide both flexibility in the estimated parameters and theoretical consistency, 
we estimate a C-D functional form that combines a random parameters (RP) model with an SPF, 
hereinafter referred to as the RP–SPF model. The RP–SPF is an extension of the random parameter 
model introduced by Hildreth and Houck (1968) and the true random effects model presented more 
recently by Greene (2005a, 2005b). The RP–SPF allows for different intercept and slope 
parameters at the farm/observation level while incorporating the error structure of a stochastic 
frontier model. The general form of the RP–SPF may be written as:  
𝑦𝑖𝑡 = 𝑥𝑖𝑡
′ (𝛽𝑖𝑡 + ∆𝑧𝑖𝑡 + 𝜑𝑖𝑡) + (𝛼𝑖 + 𝑢𝑖𝑡) + 𝑣𝑖𝑡    (1) 
where 𝑦𝑖𝑡 denotes the output of farm i in period t; 𝑥𝑖𝑡 is a vector of inputs; zit represents a vector 
of farm specific covariates; and φit is a random vector that influences the variance of the 
parameters across farms. The idiosyncratic error vit is normally distributed (𝑁[0, 𝜎𝑣𝑖𝑡
2 ]) and the 
inefficiency error 𝑢𝑖𝑡 is half-normally distributed (𝑁[0, 𝜎𝑢𝑖𝑡
2 ]).  
The farm-specific random parameters from Eq. (1) are estimated as  
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(𝛼𝑖, 𝛽𝑖𝑡) = (?̅?, ?̅?) + ∆𝛼𝑖,𝛽𝑖𝑡𝜉𝑖𝑡 + Γ𝛼𝑖,𝛽𝑖𝑡𝑤𝛼𝑖,𝛽𝑖𝑡   (2) 
where (?̅?, ?̅?) are the means of the full random parameter vectors (𝛼𝑖, 𝛽𝑖𝑡);  ∆𝛼𝑖,𝛽𝑖𝑡 is a matrix of 
parameters to be estimated; 𝜉𝑖𝑡 are values incorporated in the mean of the random parameters; and 
Γ𝛼𝑖,𝛽𝑖𝑡⁡is a lower triangular matrix that produces the covariance matrix of the random parameters. 
The vector 𝑤𝛼𝑖,𝛽𝑖𝑡 is normally distributed and random with zero-mean and known diagonal 
covariance matrix  (Greene, 2005a; 2012). The parameters of the model are estimated by 
simulated maximum likelihood (Greene, 2005a; Train, 2009).  
The RP–SPF model yields observation-specific partial production elasticities, which 
relaxes the assumption that producers share a common technology regardless of farm size. The 
model further enables tests for input market imperfections, an issue that underlies much of the IR 
literature, by estimating farm-specific input shadow values. When markets are not competitive and 
efficient, there may be significant differences in these shadow values across farms. This is 
especially important for land and labor, the primary focus of our market imperfection tests below 
(Barrett et al., 2010; Ali and Deininger, 2015).  
 
3.3.1 Factor market imperfection tests 
 
We first test the null hypothesis that shadow values are equal across farm size classes. Key 
assumptions are that farmers are price takers, economically rational and operate at the economic 
optimum, i.e., where marginal value products are equal to the corresponding marginal factor costs 
in the absence of constraints (Carter and Wiebe, 1990). If shadow values - expressed as marginal 
value products (MVPs) - vary by farm size then such variations could stem from imperfectly 
functioning markets. To this end we calculate the marginal value products of the conventional 
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inputs for each farm, compute the means for ten (10) farm size classes, and then use analysis of 
variance (ANOVA) to test for statistical differences across size classes. The MVP for observation 
i, in period t, and factor m, given the Cobb-Douglas functional form is:   
𝑀𝑉𝑃𝑋𝑚𝑖𝑡 = 𝛽𝑚𝑖𝑡 ∗
?̂?𝑖𝑡
𝑋𝑚𝑖𝑡
       (3) 
where ?̂?𝑖𝑡 is predicted output and  𝛽𝑚𝑖𝑡 is the mth partial elasticity of production (Carter and Wiebe, 
1990; Ali and Deininger, 2015).  
Examining if the shadow value of inputs vary across farm size classes is an indirect test of 
market imperfections, while a direct test is to verify whether shadow input prices vary from prices 
paid by farmers for a given input. Due to data limitations, we carry out direct tests for land and 
labor. For these inputs, we test the null hypothesis that their shadow values respectively equal 
observed farmland rental rates and market wage rates across farm size classes (Heltberg, 1998; Ali 
and Deininger, 2015).  These observed rates are drawn from our database, classified by farm size 
class, and expressed in real US dollars. 
 
3.3.2 Total factor productivity decomposition 
 
Total factor productivity is defined as the ratio of an aggregate output to an aggregate input, 
which can be represented as follows:  
𝑇𝐹𝑃𝑖𝑡 =
𝑄(𝑌𝑖𝑡)
𝑋(𝑋𝑖𝑡)
            (4) 
 where 𝑄(𝑌𝑖𝑡) and 𝑋(𝑋𝑖𝑡) represent aggregate output and input, respectively. In this study, 
the output index 𝑄(𝑌𝑖𝑡) is defined as the total value of output 𝑌𝑖𝑡, and the aggregate input index 
(𝑋𝑖𝑡) is calculated using the coefficients obtained from the estimation of the random parameters 
stochastic C-D production frontier. The aggregator functions are required to be nonnegative, non-
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decreasing, and linearly homogeneous in order to produce an index that allows direct comparison 
of TFP between two farms (O'Donnell, 2012; 2014b). Thus, the TFP index that compares TFP of 
farmer i in period t with TFP of farmer h in period s is: 
𝑇𝐹𝑃𝐼ℎ𝑠𝑖𝑡 =
𝑇𝐹𝑃𝑖𝑡
𝑇𝐹𝑃ℎ𝑠
=
𝑄𝑖𝑡 𝑋𝑖𝑡⁄
𝑄ℎ𝑠 𝑋ℎ𝑠⁄
=
𝑄𝑖𝑡 𝑄ℎ𝑠⁄
𝑋𝑖𝑡 𝑋ℎ𝑠⁄
=
𝑄𝐼ℎ𝑠𝑖𝑡
𝑋𝐼ℎ𝑠𝑖𝑡
      (5) 
O’Donnell (2016; 2017) refers to the above as a general index which can be decomposed 
into a multiplicatively complete TFP index. From the C–D RP–SPF model where the coefficients 
of the m regressors are specified as random, the general index can be calculated according to the 
following formula:  
𝑇𝐹𝑃𝐼ℎ𝑖𝑠𝑡 = [exp(𝛼𝑖 − 𝛼ℎ)] ∗ [∏
𝑋
𝑚𝑖𝑡
𝛽𝑚𝑖
𝑋𝑚ℎ𝑠
𝛽𝑚ℎ
𝑀
𝑚=1 ∗
𝑋𝑚ℎ𝑠
𝑟ℎ
𝑋
𝑚𝑖𝑡
𝑟𝑖
] ∗ [∏ (
𝑊𝑗𝑖𝑡
𝑊𝑗ℎ𝑠
)
𝛿𝑗
𝐽
𝑗=1 ] ∗ [∏ (
𝐴𝐺𝑙𝑖𝑡
𝐴𝐺𝑙ℎ𝑠
)
𝛾𝑙𝐿
𝑙=1 ] ∗
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡[∏ (
𝐹𝑔𝑖𝑡
𝐹𝑔ℎ𝑠
)
𝜆𝑔
𝐺
𝑔=1 ] ∗ [∏ (
𝐻𝑝𝑖𝑡
𝐻𝑝ℎ𝑠
)
𝜂𝑝
𝑃
𝑝=1 ] ∗ [exp(𝜃𝑖𝑇𝑖 − 𝜃ℎ𝑇ℎ)] ∗ [
exp(𝑣𝑖𝑡)
exp(𝑣ℎ𝑠)
] ∗ [
exp(−𝑢𝑖𝑡)
exp(−𝑢ℎ𝑠)
]      (6) 
where Xmit is the mth conventional input, Wjit are weather variables, AGli are agroecological 
attributes, Fgit are farm attributes, Hpit are household characteristics, and T are time dummies. 
There is a total of nine terms on the right-hand side of Eq. (6), each identified by square 
brackets. The first term captures time-invariant unobserved heterogeneity for each farm. The 
second term represents the output-oriented scale/size efficiency index (OSEI) obtained from land, 
labor, input expense, and capital, where 𝑟ℎ = ∑ 𝛽𝑚ℎ
𝑀
𝑚=1  and 𝑟𝑖 = ∑ 𝛽𝑚𝑖
𝑀
𝑚=1  are overall measures 
of returns to scale/size for the full vector of conventional inputs 𝛽𝑚ℎ and 𝛽𝑚𝑖 for farmers h and i, 
respectively. The third term is a climatic and environmental index (WI) composed of temperature 
and precipitation. The fourth term is an agroecological index (AGI) obtained from measures of 
slope and elevation of the farm; and the fifth is a farm index that captures the influence of public 
expenditures (FI), represented here by extension offered to the farmer and the distance between a 
given farm and the closest paved road. The sixth term is a human capital index (HI) composed of 
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farmer’s experience and education; the seventh is a time dummy; and the eighth is a statistical 
noise index (SNI), which captures sources of TFP change that cannot be identified. The final term 
is an output-oriented technical efficiency index (OTEI) that measures the relative change in 
managerial performance derived from technical efficiency scores.  
 
3.4 Data and Empirical Model 
The data used in this study come from the World Bank's Living Standards Measurement 
Study-Integrated Surveys on Agriculture (LSMS–ISA)4 for Malawi, Tanzania, and Uganda. The 
LSMS–ISA data contain farm, village, and district level information. At the farm level, the 
information covers agricultural production, inputs, non-farm income-generating activities, 
consumption expenditures, and other socioeconomic characteristics.  Also, the LSMS has detailed 
plot information (e.g., agricultural practices, ownership status of the land, land area, labor, use of 
fertilizers, pesticides, and other purchased inputs, and equipment). The panel data used in the 
analysis are two rounds for Malawi (2010 and 2013) and Uganda (2010 and 2011), and three 
rounds for Tanzania (2008, 2010, and 2012).  
Agricultural output includes both crops and animal products and is defined as the total 
value of production (TVP). The share of livestock in total value of output is relatively small 
(Malawi, 5.3%; Tanzania, 11.9%; Uganda, 7.1%). Typically, farmers in these countries keep 
animals for a variety of reasons, such as a ready source of cash, food, manure, draft power and 
 
4 LSMS–ISA is a $19 million household survey project, funded by the Bill and Melinda Gates Foundation and 
implemented by the World Bank, with the aim of fostering innovation and efficiency in statistical research on the links 
between agriculture and poverty reduction in the SSA region (World Bank, 2008b). 
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hauling services, savings and insurance, as well as social status and social capital (Bebe et al., 
2003; Moll, 2005).  
The explanatory variables included in the present analysis are: land, labor, input expense 
(InputExp), capital, cropping system (CropSys), temperature (Temp), precipitation (Precip), slope, 
elevation (Elev), soil quality (SoilQ), number of plots (Plots), extension, road, experience, 
education (Educ), and gender (see Table 1).  Land is expressed in total hectares per farm and is 
measured in two alternative ways: hectares reported by farmers (self-report model) and a measure 
taken by enumerators using GPS devices. Labor includes family and hired labor, expressed in total 
person days for all farm tasks performed during the year. The labor input includes men, women, 
and children, and is defined in terms of worker-day equivalents derived using the following 
weights: adult male (at least 15 years of age) = 1.0; adult female = 0.8 man-days; and male or 
female child (5-14 years) = 0.5 (Dillon and Hardaker, 1984).  
Total expenses on purchased inputs (InputExp) and the total value of capital inputs used 
for on-farm production (Capital) are both expressed in real US dollars using the first round of each 
panel as the base year. Capital includes the total value of tools and implements (e.g., hand hoes, 
hand-powered sprayers, oxen, ploughs, tractors, etc.) used on the farm during the corresponding 
year. It is worth noting that agriculture in the countries studied relies heavily on hand implements; 
as a result, human power represents 65% of farm power sources, while animal and machine power 
represent 25% and 10%, respectively (FAO, 2008). The model further controls for crop 
diversification by including the variable cropping system (CropSys), which is a dummy equal to 
one (1) if farmers grow multiple crops and zero (0) otherwise. 
Temperature (Temp) is expressed in degrees Celsius, precipitation (Precip) in millimeters 
(mm), slope as a percentage, and elevation in meters above sea level (m.a.s.l.). We expect 
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temperature and slope to be negatively correlated with output, and precipitation to be positively 
correlated with output. Indeed, a steep slope tends to make agricultural production difficult and 
intensifies erosion during the rainy season (Hillel, 1991).  
The variable soil quality (soilQ) is a dummy equal to one (1) if moisture is adequate for 
tilling and zero (0) otherwise. Soil moisture is critical for seed germination and provides physical 
support and nourishment to plants and crops (Daily, 1997). However, many countries in sub-
Saharan Africa are characterized by declining and low soil fertility, including the breakdown of 
soil structure and a reduction in organic matter and nutrient content (FAO, 2015). The literature 
suggests that soil quality and the number of plots managed by farmers are important controls to 
allow for identification of the IR, and we include both in our econometric specification (Lamb, 
2003; Kimhi, 2006; Ali and Deininger, 2015).   
Extension represents the number of governmental or nongovernmental extension contacts 
offered to farmers in the 12-month period preceding the survey including training sessions, 
technical advice, and visits. We expect extension to enhance farm management capabilities and 
thus productivity. Road, the average distance from the farm to the nearest paved road, is used as 
an indicator of infrastructure and is expected to have a negative association with output 
(Binswanger et al., 1987; Fedderke et al., 2006). Experience refers to the age of the head of 
household (HHH), education (Educ) is defined as years of schooling for the same person, and both 
variables are expected to be positively correlated with output. Gender is a dummy variable equal 
to one (1) if the HHH is male and zero (0) otherwise. 
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3.4.1 Descriptive Statistics  
 
Table 2 presents the mean values of farm-level output and explanatory variables for each 
farm size class (deciles) in the three countries under consideration. The farm size classes are 
determined using the GPS land measurements, where class 1 corresponds to the smallest 10% of 
farms, class 2 the next 10%, and so on, to class 10 containing the largest 10% of farms. As shown 
in column (2), the smallest class in Malawi has an average farm size of 0.1 ha, while the largest 
10% (decile 10) has an average size of only 1.8 ha. In Tanzania, average farm size is 0.2 ha for the 
smallest class and 30.3 ha for the largest, while the respective average farm sizes for Uganda are 
0.1 ha and 6.6 ha.  
Column (7) shows that while producers with larger farms are offered, on average, more 
extension contacts, there are substantial differences among countries particularly for the larger 
farms. Moreover, extension contacts offered per farmer are highest in Malawi where small farmers 
are most prevalent. On the other hand, farmers in Tanzania, the country with the largest farms, are 
offered the fewest extension opportunities, averaging between 0.3 and 0.6 contacts per year. 
Indeed, Malawi’s smallest farmers received an average of 2.4 contacts, whereas no farm size class 
received that many in Tanzania or Uganda. 
Beyond extension contacts offered, a farmer’s human capital, measured as the number of 
years of schooling, is critical to farm performance (Azhar, 1991; Bravo-Ureta and Evenson, 1994; 
Manevska-Tasevska, 2013). Descriptive statistics in column (9) of Table 2 show low levels of 
education in general. Malawi exhibits an average ranging from 3.0 to 4.4 years of education across 
size classes, Tanzania between 5.4 and 5.9; and Uganda between 2.1 and 2.8 years. 
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3.4.2 Model Specification  
 
We express the RP–SPF model in generalized Cobb–Douglas form  
 
lnYit = αi +Σ βimt ln Xmit +Σ δjt lnWjilt +Σ γlt lnAGlit +Σ λgt lnFgit +Σ ηpt lnHpit +θit T + νit - uit,   (7)       
 
where Yit is the value of agricultural production of the i
th farm in period t, and Xmit is the m
th 
conventional input (land, labor, input expense, and capital). The weather variables are represented 
by Wjit (j = temperature and rainfall) and agroecological attributes by AGli. (l = slope and 
elevation). The variables Fgit are farm attributes (g = farmer extension and the variable capturing 
the distance between a given farm and the closest paved road); Hpit represent household 
characteristics (p = experience and education); and T is a time dummy. The intercept is αi, the 
idiosyncratic error term is νit, and the one-sided inefficiency error is uit.  
Parameters are considered to be random for all variables that are specific to the farmer or 
farm including: the intercept (αi); the parameters for the four conventional inputs (land, labor, input 
expense, and capital); and the parameters for number of plots, farmer experience, and extension. 
The parameters for all variables that are not farm- or farmer-specific are considered nonrandom or 
fixed (i.e., temperature, rainfall slope, elevation soil quality, gender). The nonrandom parameter 
values reflect the sample-average effects of each variable on output. Technical efficiency of the ith 
farmer is given by TEit = exp(-uit) and is calculated following Jondrow et al. (1982). 
3.5 Results 
The two alternative land measures employed in our empirical model require two separate 
models for each country (Malawi, Tanzania, and Uganda). The SR models use land measures 
reported by farmers and the GPS models use land measures collected by the enumerators using 
GPS devices. Table 3 presents the empirical estimates of the RP–SPF models; Table 4 presents 
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input-, size-, and country-specific shadow values of the four conventional inputs; Table 5 presents 
the TFP decomposition; and the Appendix presents the distribution of TFP for the 10 farm size 
classes for both self-reported and GPS measures of land. 
Average estimates of the random coefficients are presented in the upper part of Table 3, 
and the estimates of the nonrandom coefficients are in the lower part. These results show that, 
consistent with theory, the partial elasticities of production for all conventional inputs are positive 
and lower than one. Among the conventional inputs, land has the largest marginal effect on output 
for Malawi and Tanzania. For Malawi, the mean elasticity of land is 0.375 in the SR model and 
0.399 in the GPS model; for Tanzania, the respective mean elasticities are 0.363 and 0.210. In 
Uganda, land has the second-highest mean coefficient at 0.251 in the SR model and 0.122 in the 
GPS model.  
3.5.1  Market Imperfections and Land Mismeasurement 
 
Table 4 reveals that the shadow values of land in column (1) are inversely associated with 
farm size in Malawi (for class 1, the smallest farms, is $603.83/ha; for class 10, the largest farms, 
is $162.44/ha). These shadow values are consistent with the decreasing pattern exhibited by land 
rental rates in column (2).  In contrast, shadow wages in column (3) increase across farm size 
classes (class 1, $0.38/day; class 10, $1.99/day) while market wages have an inconsistent pattern 
across farm size classes (class 1, $1.51/day; class 10, $1.38/day) where the highest wage paid is 
for class 8 ($2.26/day). The patterns for land and labor shadow values in Tanzania and Uganda are 
similar to those in Malawi. Columns (5) and (6) contain the respective shadow values of input 
expenses and capital inputs; neither displays a clear pattern with respect to farm size.  
ANOVA results for Malawi reveal that shadow values of land, labor, and input expenses 
are statistically different across farm size classes, suggesting imperfect markets, while the shadow 
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values of capital goods show no such difference. The indirect test further suggests the presence of 
land and labor market imperfections in Tanzania and Uganda, and of capital market imperfections 
only in Uganda (see Table 4).  
Our direct market imperfections test is restricted to land and labor markets using a test for 
the difference between two means (Wang et al., 2012; Fehr & Uhde, 2014) for each farm size class 
and for all farms in each country (see Appendix Table A1). We use the information available in 
the LSMS–ISA database on land rental rates and daily wages for hired labor as indicators of the 
respective market values. We first test the null hypothesis that the mean land rental rate is equal to 
the mean shadow value of land. The results reveal that these two means are statistically different 
from each other at all farm size classes in all three countries, except for size class 3 in Tanzania. 
In addition, the tests for the overall means confirm the statistical difference for all countries, 
providing evidence of land market distortions.5  
Similarly, the null hypothesis for the direct test of labor market imperfections is that the 
market wage is equal to the shadow wage across farm size classes in each country. The results for 
Uganda show that classes 2 to 8, reflecting farm sizes averaging between 0.2 ha and 1.6 ha, do not 
exhibit labor market imperfections. However, similar to land, the overall mean reveals statistical 
difference between the shadow and market wage. In comparison, the tests for Malawi and Tanzania 
reveal that mean daily wages are statistically different from shadow wages across all size classes, 
supporting the notion of labor market distortions. 
Our findings of land and labor market imperfections are consistent with other studies 
undertaken in the African continent. Ali and Deininger (2015) found that labor market 
 
5 Pearson chi-squared tests conducted to compare the distribution of shadow and market values for land and then for 
labor (Eubank et al., 1987) confirm statistically significant differences in the paired distributions, further supporting 
market imperfections for these two inputs in all countries.  
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imperfection is a key factor underlying Rwanda’s IR. Notably, they find that market wage rates 
are most closely aligned with the opportunity cost of labor for large farms while small farms face 
substantially lower opportunity costs for labor. In a departure from Rwandan agriculture, though, 
we find both small and large farms in Malawi and Tanzania face a substantial wedge between 
market wages and opportunity costs of labor. Rather, in these countries, market wages are most 
closely associated with middle-sized farms. Also, similar to our findings, Carter and Wiebe (1990) 
show that marginal value products for labor increases with farm size in Kenya, indicating that 
smaller farms face a lower opportunity cost of labor. In contrast, findings from Assunção and 
Braido (2007), and Barrett et al. (2010) suggest little or no role for market imperfections in 
explaining the farm size productivity relationship in their respective studies in India and 
Madagascar. 
TFP across farm sizes obtained from the SR and GPS model confirm that the IR holds for 
both models in the three countries. Appendix Figures A1, A2 and A3 show that factor productivity 
decreases across farm size class in all cases. However, the TFP trends from the SR models suggest 
that results from these models are noisy compared to average factor productivity obtained from 
the GPS models. Therefore, we use the GPS results for all further analysis and the TFP 
decomposition. 
 
3.5.2  Evaluating and Decomposing TFP by Size 
 
Beyond testing for market imperfections and land mismeasurement, we decompose total 
factor productivity via Eq. (5). To that end, we first examine relative managerial performance in 
Table 5 as defined by TE in column (1). The average farm manager performed quite poorly relative 
to a best-practice farm manager, as revealed by respective TE levels of 45%, 40%, and 64% for 
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Malawi, Tanzania, and Uganda. These figures are indicative of a substantial gap in managerial 
performance, which is consistent with existing empirical evidence from Africa (Bravo-Ureta et al., 
2007; Tchale, 2009; Ogundari, 2014).  
The numbers shown in column (2) of Table 5 reveal that the smallest farm size group in 
Malawi has the highest average TFP (US $106.14), and that it generally declines as farm size 
increases. The lowest average TFP in Malawi (US $70.04) is experienced by farms in class 9. 
Tanzania also shows decreasing average productivity as farms size increases, and the relationship 
is much more pronounced than in Malawi ($169.00 for the smallest group and $42.14 for the 
largest). The pattern for Uganda is somewhat different compared to the other two countries, where 
the smallest size class has an average TFP of $16.35 and the second-smallest class has a value of 
$25.59, followed by a decreasing trend in as farm size increases.  In sum, we find evidence 
supporting an inverse relationship between average TFP and farm size in the three East African 
countries studied. Therefore, it should come as little surprise that the sharpest inverse relationship 
is found in Tanzania, which has the largest farm sizes (see Appendix). 
We next created an index of TFP (TFPI) and decomposed it into the seven components 
expressed in Eqs. (5) and (7). Each index reflects relative differences across farm size classes as 
well as changes over time. To avoid performing an analysis with an extreme class (class 1 or class 
10), we chose class 5 as the point of reference. The fourth column in Table 5 reveals that in all 
three countries the OSEI (output-oriented scale/size index) is a key component in TFP growth for 
the two smallest farm size classes relative to size class 5. Taking Malawi as an example, OSEI for 
size class 1 is 4.55, which means that TFP growth associated with expanding all conventional 
inputs, holding all other factors fixed, is 4.55 times higher than for class 5. Moreover, for class 2, 
OSEI is 2.21, so expanding inputs in this class leads to a TFP gain that is 2.21 times larger than 
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farmers in class 5. Thus, additional inputs would play a significant role in increasing factor 
productivity among the smaller farms. In comparison, additional inputs for the larger farms 
(classes 6 to 10) have a detrimental effect on productivity growth. 
The climatic effect index (WI) in Malawi and Tanzania tends to decrease as farm size rises, 
while in Uganda, the effect is neutral for all farm size classes. These results also suggest that in 
Malawi, larger farms are situated in superior agroecological conditions (AGI) for agricultural 
production, while the opposite is true for Tanzania and Uganda. 
As shown in column (7), FI exhibits a clear direct relationship with TFPI in the three 
countries, indicating that larger operations are able to derive higher productivity dividends from 
public investments in roads and farmer extension contacts than smaller farms. These results are 
consistent with much of the evidence in the literature showing that increasing public spending on 
infrastructure is beneficial to agricultural productivity (Fan et al., 2000; Fan & Chan-Kang, 2004; 
Fuglie and Rada, 2013). The same argument can be made for experience and education (via the 
Human Capital Index - HI) in Malawi. However, the effect of HI on productivity in the other two 
countries has an overall neutral effect across all farm size classes. Finally, column (9) shows that 
output-oriented technical efficiency (OTEI), used here as a measure of managerial performance, 
exhibits limited variation across all farm size classes (see column 1). Low managerial performance 
is thus a substantial hindrance to agricultural productivity growth and, therefore, to improving 
national agricultural supply.  
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3.6 Summary and Conclusions 
In this study, we have tested the inverse relation hypothesis (IR) between farm size and 
productivity, controlling for possible errors in land area measurement (self-reported and GPS 
measures), soil quality, and farm fragmentation. Through the random parameters stochastic 
production frontier approach, we were able to estimate different production technologies for each 
farm and explore the presence of imperfect factor markets. We drew on a common data source 
(LSMS–ISA) for Malawi, Tanzania, and Uganda. These data provide comprehensive and 
comparable information that include not only traditional inputs but also farm and household 
attributes, and climatic, environmental, and agroecological controls that mitigate biases from 
omitted variables.  
Our analysis shows that the inverse relationship between farm size and productivity in these 
countries is robust. The IR holds in both SR and GPS models, showing decreasing TFP across 
farm size class for the three countries studied. Hence, we find no support to the notion that land 
measurement error could explain the IR. However, the results show that TFP calculated from the 
SR model is noisier than those calculated from the GPS model, underscoring the benefits of more 
accurate land measures. We find direct and indirect evidence of land and labor market 
imperfections for Malawi and Tanzania; as well as indirect evidence of land, labor, and capital 
market distortions in Uganda, and of purchased input market imperfections in Malawi. In contrast, 
we do not find support in 70% of Ugandan farm sizes for labor markets imperfections; but we did 
for mean values. These results point to the importance of testing for market distortions across a 
distribution of farms rather than at the mean.  
Common among the three countries and farm size classes was relatively low levels of 
managerial performance. Hence, agricultural policies targeting the enhancement of managerial 
capacities would increase productivity independent of farm size. One way to address low 
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managerial performance is to boost public support for extension services and training in agronomic 
and farm management practices. Climatic effects and technical efficiency tend to have a consistent 
effect across all farm size classes. 
Our TFP decomposition provides insights into which factor or public policy would 
generate the greatest productivity-enhancing effect for each farm size class. We find that scale/size 
efficiency in all three countries was the main determinant of TFP for the smallest farm-size class. 
Thus, a key strategy for increasing productivity is the implementation of agricultural programs that 
facilitate access to inputs, especially for small farms (Sibande et al., 2017). For the larger size 
classes, public investment in roads and extension contacts are the dominant TFP determinants. In 
this case, policymakers may look to investments in infrastructure and extension activities to lift 
farm productivity (Fedderke & Bogetic, 2009).  
Based on our findings, improving farm productivity would require implementing public 
policies on land distribution and labor markets as well as improving access to inputs and financial 
markets in rural areas in order to strengthen the rural economy.  Indeed, addressing land and labor 
market imperfections is critical to ensure both equity and productive efficiency (Deininger & Jin, 
2008). 
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Table 1 
Definition of variables included in the econometric models 
Variables Definition 
TVP Total value of farm production (real US dollars) 
Land 
Farm size in total ha reported by the farmer or obtained from a GPS 
measure 
Labor 
Family and hired worker equivalent days used for all farm tasks (Men 
= 1; Women = 0.8; Children <14 years of age = 0.5)  
InputExp  Total expenses on purchased inputs (real US dollars)   
Capital Total value of capital (real US dollars)  
CropSystem Dummy variable equal to 1 if intercropping, 0 otherwise   
Temp Degrees Celsius (Co) (annual average) 
Precip Millimeters (mm) (annual average) 
Slope Percent 
Elev Meters above sea level (m.a.s.l.) 
SoilQ Dummy for soil quality equal to one if moisture is adequate  
Plots Number of plots on the farm 
Extension Number of extension contacts offered to the household head (HHH) 
Road Distance from the farm to the nearest paved road in kilometers 
Experience Age of HHH is used as a proxy 
Educ Years of education of the HHH 
Gender Dummy variable equal to 1 if HHH is male and 0 otherwise 
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Table 2  
Mean output and production inputs by farm size class for Malawi (2010 and 2013), Tanzania 
(2008, 2010 and 2012), and Uganda (2010 and 2011) 
Farm 
size 
class 
TVP 
($US) 
Land 
GPS 
(Ha) 
Labor 
(Worker
-days) 
Input
Exp 
($US) 
Capital 
($US) 
Plots 
(#) 
Exten-
sion 
Contact 
Expe-
rience 
(years) 
Educ 
(yrs. 
school) 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) 
Malawi   
1 171.5 0.1 559.8 39.6 21.1 1.9 2.4 40.4 3.1 
2 243.0 0.2 689.5 49.4 19.2 1.9 2.4 41.4 3.1 
3 285.0 0.3 678.5 40.0 37.4 1.8 2.2 43.6 3 
4 347.6 0.4 906.2 32.6 26.9 1.9 2.7 43.8 3.4 
5 421.3 0.4 930.5 66.7 27.6 2.0 3.0 45.7 3.3 
6 384.9 0.5 959.0 19.9 22.5 2.1 2.6 43.1 3.1 
7 387.3 0.6 1103.4 135.4 31.1 2.1 3.0 45.5 3.4 
8 454.0 0.8 1296.6 66.7 27.1 2.2 3.6 46.5 3.2 
9 477.0 1.0 1518.2 134.5 36.8 2.5 4.6 47.2 3.9 
10 889.8 1.8 2074.4 403.8 71.7 3.1 4.6 50.5 4.4 
Tanzania 
1 265.8 0.2 359.4 163.4 105.5 2.3 0.3 49.4 5.4 
2 468.7 0.5 336.4 154.1 118.3 2.4 0.3 48.6 5.7 
3 521.4 0.8 444.4 151.0 306.8 2.8 0.4 49.4 5.7 
4 705.5 1.2 557.0 258.8 617.8 2.7 0.4 50.0 5.8 
5 651.3 1.8 449.6 166.6 405.4 2.7 0.3 48.0 5.7 
6 858.6 2.5 555.2 179.7 377.9 3.0 0.4 48.0 5.9 
7 778.9 3.4 490.7 214.7 314.0 3.3 0.5 49.1 5.6 
8 995.8 4.9 666.2 282.4 840.4 3.3 0.4 47.8 5.7 
9 1096.6 8.1 701.2 240.1 962.6 3.1 0.6 48.7 5.7 
10 2086.7 30.3 1351.7 408.2 1502.0 3.1 0.5 50.6 5.4 
Uganda 
1 1015.9 0.1 2901.2 69.0 34.3 2.6 0.5 46.9 2.5 
2 1927.5 0.2 3519.9 102.2 57.8 2.6 0.8 47.7 2.3 
3 2075.4 0.3 3788.4 77.6 44.1 2.9 0.9 49.7 2.3 
4 2333.1 0.5 4195.2 106.3 60.1 3.2 0.9 48.2 2.1 
5 2000.5 0.7 2858.0 90.9 74.7 3.3 1.0 46.3 2.5 
6 2298.0 0.9 4357.8 135.7 68.6 3.3 1.1 46.3 2.3 
7 2749.1 1.2 4771.3 160.0 63.4 3.5 0.9 47.7 2.8 
8 2793.1 1.6 4438.2 152.9 103.7 3.7 1.2 48.5 2.3 
9 4209.5 2.3 4920.1 143.4 104.4 3.9 1.1 47.9 2.4 
10 4991.4 6.6 6033.8 272.9 160.2 4.3 1.8 51.8 2.6 
Note: For definitions of variables, see Table 1. 
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Table 3 
Random parameter stochastic production frontier models for Malawi, Tanzania, and Uganda using 
self-reported (SR) and Global Positioning Systems (GPS) measures of land area 
 Malawi Tanzania Uganda 
TVP SR GPS SR GPS SR GPS 
Random parameters-Mean 
Constant 2.480 3.119* 5.904*** 6.358*** -4.529*** -3.892*** 
  (1.763) (1.771 (0.412) (0.208) (1.050) (1.371) 
Land 0.375*** 0.399*** 0.363*** 0.210*** 0.251*** 0.122*** 
  (0.029) (0.027) (0.022) (0.009) (0.025) (0.018) 
Labor 0.069*** 0.054*** 0.029*** 0.049*** 0.311*** 0.319*** 
  (0.020) (0.020) (0.008) (0.004) (0.020) (0.018) 
InputExp 0.023*** 0.020*** 0.063*** 0.067*** 0.033*** 0.038*** 
  (0.007) (0.007) (0.006) (0.003) (0.006) (0.005) 
Capital 0.140*** 0.129*** 0.152*** 0.187*** 0.092*** 0.127*** 
  (0.012) (0.012) (0.013) (0.006) (0.017) (0.015) 
Plots  0.612*** 0.620*** 0.110*** 0.145*** n/i n/i 
  (0.044) (0.045) (0.038) (0.019)   
Extension 0.012** 0.009* 0.019** 0.023*** n/i n/i 
  (0.005) (0.005) (0.008) (0.004)   
Road -0.018** -0.022** -0.016 -0.029*** 0.065*** 0.066*** 
  (0.009) (0.009) (0.011) (0.006) (0.015) (0.013) 
Experience 0.048 0.003 -0.168** -0.173*** -0.195*** -0.180*** 
  (0.054) (0.054) (0.065) (0.035) (0.068) (0.062) 
Nonrandom parameters 
CropSystem 0.053 0.020 -0.088* -0.116*** n/i n/i 
  (0.040) (0.404) (0.047) (0.025)   
Temp 0.770* 0.393 -0.105 0.022 n/i n/i 
  (0.400) (0.405) (0.083) (0.043)   
Precip -0.361*** -0.183 0.059 -0.071* 0.452*** 0.404*** 
  (0.110) (0.114) (0.079) (0.040) (0.126) (0.115) 
Slope -0.048* -0.043 -0.042 -0.012 0.076** 0.083** 
  (0.028) (0.028) (0.031) (0.015) (0.036) (0.033) 
Elevation 0.470*** 0.415*** 0.054*** 0.063*** 0.875*** 0.801*** 
  (0.065) (0.064) (0.022) (0.012) (0.158) (0.145) 
SoilQ -0.055 -0.050 -0.017 0.025 0.306*** 0.277*** 
  (0.045) (0.046) (0.197) (0.100) (0.048) (0.043) 
Educ 0.012** 0.012** 0.035*** 0.037*** 0.007 0.005 
  (0.005) (0.005) (0.008) (0.004) (0.005) (0.005) 
Gender 0.072 0.069 -0.128** -0.134*** -0.282*** -0.322*** 
  (0.046) (0.047) (0.056) (0.030) (0.069) (0.062) 
T2 -1.167*** -1.141*** 0.229*** 0.258*** 0.329*** 0.349*** 
  (0.042) (0.042) (0.051) (0.028) (0.051) (0.046) 
T3 n/a n/a -0.404*** -0.425*** n/a n/a 
    0.026 (0.018)   
Extension n/i n/i n/i n/i 0.028*** 0.033*** 
      (0.006) (0.006) 
Function Coeff. (∑X) 0.61 0.60 0.61 0.51 0.69 0.61 
N 2604 2604 3060 3060 3274 3274 
Notes: ***, **, * represent the 1%, 5%, and 10% levels of significance respectively. 
S.E: ().: Standard error. Variables are measured in natural log. 
n/i: Not included; n/a: Not available. 
For definitions of variables, see Table 1. 
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Table 4 
Mean of marginal value products of conventional inputs by country and farm size class for Malawi, 
Tanzania, and Uganda 
Note: For definitions of variables, see Table 1. 
Farm size class MVPLand MVPLabor MVPInputExp MVPCapital 
 (1) (2) (3) (4) 
Malawi 
1 737.89 168.85 2.73 18.01 
2 489.46 246.60 4.91 26.98 
3 384.94 272.81 3.96 27.36 
4 386.91 343.28 4.31 27.66 
5 393.08 419.95 6.21 31.85 
6 296.25 382.03 5.46 27.05 
7 253.51 391.12 4.52 25.00 
8 238.10 452.21 7.61 30.47 
9 190.60 477.04 10.06 24.98 
10 199.05 889.77 8.80 35.86 
ANOVA: F-test 23.30 13.32 2.26 1.61 
P value 0.00 0.00 0.02 0.11 
Tanzania 
1 264.85 263.87 4.35 244.99 
2 168.60 460.90 7.50 330.88 
3 131.59 526.88 7.24 348.56 
4 129.73 708.00 11.54 262.63 
5 90.31 648.85 10.91 513.73 
6 91.38 859.00 26.63 536.44 
7 59.78 778.86 13.18 378.29 
8 56.41 995.77 36.14 410.13 
9 36.59 1096.58 34.88 256.23 
10 27.87 2086.65 32.27 343.97 
ANOVA: F-test 31.89 21.80 1.52 1.04 
P value 0.00 0.00 0.14 0.41 
Uganda 
1 868.39 240.09 9.85 178.32 
2 665.07 487.32 15.49 283.60 
3 388.76 460.29 14.39 278.17 
4 337.77 592.95 15.36 334.25 
5 217.61 516.09 16.59 184.53 
6 178.94 567.27 13.13 176.31 
7 140.62 573.30 13.47 157.59 
8 111.37 584.82 13.49 182.27 
9 97.07 695.11 15.32 153.12 
10 98.45 1214.90 24.16 239.15 
ANOVA: F-test 67.30 18.68 2.34 2.83 
P value 0.00 0.00 0.13 0.00 
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Table 5  
TE, TFP, TFPI and TFPI decomposition by class for Malawi, Tanzania, and Uganda 
 
Farm size class TE TFP TFPI OSEI WI AGI FI HCI OTEI SNI 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
Malawi           
1 0.45 106.14 1.23 4.55 1.13 1.02 0.64 0.90 1.06 0.39 
2 0.44 98.22 1.14 2.21 1.09 0.92 0.76 0.94 1.02 0.71 
3 0.45 89.66 1.04 0.51 1.07 0.78 0.81 0.97 1.05 2.98 
4 0.45 94.97 1.10 1.34 1.00 0.97 0.89 1.19 1.05 0.75 
5 0.43 85.95 1 1 1 1 1 1 1 1 
6 0.44 91.28 1.06 0.56 1.00 1.24 1.04 1.28 1.02 1.13 
7 0.45 84.68 0.99 0.76 0.99 0.86 0.98 1.15 1.05 1.28 
8 0.45 74.36 0.87 0.38 0.97 1.08 1.50 1.15 1.05 1.19 
9 0.46 70.04 0.81 0.14 0.95 1.25 1.53 1.37 1.06 2.24 
10 0.44 76.45 0.89 0.03 0.93 1.65 1.63 1.72 1.03 7.64 
Overall 0.45 87.18         
Tanzania           
1 0.37 169.00 1.79 10.20 1.09 1.13 0.84 0.98 0.94 0.18 
2 0.41 171.89 1.82 6.21 1.08 1.31 0.71 1.01 1.03 0.28 
3 0.40 121.64 1.29 2.16 1.05 1.12 0.94 1.02 1.00 0.53 
4 0.41 113.00 1.20 0.59 1.05 1.05 1.28 1.05 1.03 1.34 
5 0.40 94.40 1 1 1 1 1 1 1 1 
6 0.40 100.93 1.07 0.67 0.98 0.92 1.24 1.02 1.01 1.38 
7 0.42 77.00 0.82 0.54 0.91 0.85 1.63 0.99 1.05 1.14 
8 0.41 65.08 0.69 0.19 0.96 0.91 1.07 0.99 1.03 3.84 
9 0.39 43.51 0.46 0.14 0.93 0.79 1.28 0.99 0.98 3.57 
10 0.40 42.14 0.45 0.05 0.94 0.90 1.29 1.01 1.01 8.42 
Overall 0.40 99.86         
Uganda           
1 0.64 16.35 0.96 6.16 1.00 1.22 0.65 1.00 1.00 0.19 
2 0.64 25.59 1.49 2.05 1.01 1.08 0.92 0.96 1.01 0.75 
3 0.64 21.89 1.15 1.88 0.97 1.32 0.90 1.01 1.00 0.52 
4 0.65 24.99 1.31 0.97 0.97 1.24 1.47 0.85 1.02 0.88 
5 0.64 21.65 1 1 1 1 1 1 1 1 
6 0.64 14.17 0.84 0.16 1.00 1.06 1.57 0.90 0.99 3.53 
7 0.63 13.34 0.85 0.30 1.01 0.99 1.34 1.21 0.99 1.74 
8 0.65 11.46 0.82 0.30 1.00 0.98 1.50 0.96 1.01 1.90 
9 0.64 14.01 0.85 0.19 1.02 0.97 1.87 1.00 1.00 2.45 
10 0.64 16.90 1.07 0.06 0.99 1.06 2.43 1.07 1.00 6.38 
Overall 0.64 18.04         
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Fig. 1.  Land distribution for five farm size groups (ha) in Malawi, Tanzania, and Uganda 
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Appendix. TFP-size distribution in Malawi, Tanzania, and Uganda: Graphical 
representations 
 
Fig. A1.  TFP distribution from SR and GPS models by farm size class for Malawi 
 
Fig. A2.  TFP distribution from SR and GPS models by farm size class for Tanzania 
 
 
Fig. A3.  TFP distribution from SR and GPS models by farm size class for Uganda 
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Table A1 
Mean test to compare shadow and market values of land and labor by farm size class for Malawi, 
Tanzania and Uganda 
Farm 
size class 
Mean-Test:  
Shadow land values=Land rental 
Mean-Test:  
Shadow wages=Market wages 
T-statistics P-value Result T-statistics P-value Result 
Malawi          
1 11.76 0.00 Diff -5.10 0.00 Diff 
2 8.65 0.00 Diff -5.48 0.00 Diff 
3 8.75 0.00 Diff -4.78 0.00 Diff 
4 9.23 0.00 Diff -5.09 0.00 Diff 
5 8.35 0.00 Diff -4.74 0.00 Diff 
6 7.13 0.00 Diff -5.83 0.00 Diff 
7 6.31 0.00 Diff -4.23 0.00 Diff 
8 7.56 0.00 Diff -6.94 0.00 Diff 
9 6.64 0.00 Diff -3.38 0.00 Diff 
10 6.58 0.00 Diff 3.81 0.00 Diff 
Overall 24.33 0.00 Diff 18.75 0.00 Diff 
Tanzania          
1 6.07 0.00 Diff -6.31 0.00 Diff 
2 2.07 0.04 Diff -4.11 0.00 Diff 
3 -0.33 0.75 Equal -5.61 0.00 Diff 
4 -2.02 0.04 Diff -7.16 0.00 Diff 
5 -3.80 0.00 Diff -3.02 0.00 Diff 
6 -2.29 0.02 Diff -4.81 0.00 Diff 
7 -8.35 0.00 Diff -3.90 0.00 Diff 
8 -6.75 0.00 Diff -4.08 0.00 Diff 
9 -17.17 0.00 Diff -4.17 0.00 Diff 
10 -18.64 0.00 Diff -2.90 0.01 Diff 
Overall -6.12 0.00 Diff -7.54 0.00 Diff 
Uganda          
1 7.92 0.00 Diff -12.45 0.00 Diff 
2 6.62 0.00 Diff -0.66 0.51 Equal 
3 6.97 0.00 Diff -0.37 0.72 Equal 
4 6.82 0.00 Diff 1.44 0.15 Equal 
5 6.04 0.00 Diff 0.28 0.78 Equal 
6 4.91 0.00 Diff 1.81 0.07 Equal 
7 3.92 0.00 Diff 1.58 0.12 Equal 
8 3.09 0.00 Diff 1.44 0.15 Equal 
9 2.17 0.03 Diff 2.45 0.01 Diff 
10 3.81 0.00 Diff 6.12 0.00 Diff 
Overall 15.6917 0.00 Diff 4.76 0.00 Diff 
Diff: means are different     
 Equal: means are equal 
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Chapter 4 
 
Gender and Agricultural Productivity: 
Econometric Evidence from Malawi, Tanzania and Uganda 
 
Abstract 
In many sub-Saharan African countries, agricultural productivity gaps between male and 
female farmers hinder economic and social development. We hypothesize that by controlling for 
observed socioeconomic, geographic, and agro-ecological characteristics, farm total factor 
productivity (TFP) and technical efficiency (TE) gaps between males and females disappear. 
Drawing on data from the World Bank Living Standards Measurement Study–Integrated Surveys 
on Agriculture for Malawi, Tanzania, and Uganda, we first use propensity score matching (PSM) 
to select plots managed by male and female farmers, and then estimate a correlated true random 
effects stochastic production frontier to examine TFP and TE while controlling for observed and 
unobserved heterogeneity. Results run counter to our hypothesis. In Malawi, female farmers are 
more efficient than male farmers but, surprisingly, there is no gap in average TFP between them. 
In contrast, in Tanzania and Uganda, male farmers are more efficient and have higher average 
TFP. Notably, all three countries exhibit land and labor market imperfections for both groups of 
farmers, consistent with evidence from the literature that female plot-managers have weaker 
bargaining power to negotiate wages and are willing to pay more for labor than males. 
Equilibrating farm gender performances in these countries would lift agricultural output, and 
thereby improve economic and social development.  
Keywords: Gender; productivity gap; sub-Saharan Africa; stochastic production frontier; total 
factor productivity; technical efficiency; stochastic meta-frontier; correlated true random effects; 
market imperfections. 
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4.1  Introduction 
Agricultural productivity is critical to economic growth in developing countries where 
farming remains the primary occupation. Lethargic farm productivity performance in sub-Saharan 
African (SSA) is a primary cause of the region’s high poverty rates and food insecurity (Fuglie 
and Rada, 2013; Mukasa and Salami, 2015). The African Development Bank (2015) reports that 
women in SSA account for about 50% of the agricultural labor force; yet, their productivity 
performance is generally found in the literature to be lower than that of their male counterparts. 
Female farmers, it is argued, could increase yields by 20–30% if they had the same access 
to productive resources as do male farmers (FAO, 2011; Kilic et al., 2015a; Ali et al., 2016). Two 
factors have been linked to the gender productivity gap: women’s limited access to resources, and 
the tendency of women to farm on a smaller scale than men. Women often have less land, fewer 
modern inputs and new technologies, and narrower access to financial services than male farmers 
(World Bank, 2012; Mukasa and Salami, 2015). Moreover, being land and resource constrained, 
women in SSA operate smaller plots and cultivate less remunerative crops (World Bank, 2012). 
The relatively limited access to productive factors by female farmers increases the importance that 
imperfect factor markets likely have on their productivity gap. 
In the present analysis, we focus on gender differentials in agricultural total factor 
productivity (TFP) and technical efficiency (TE) in Malawi, Tanzania, and Uganda. We investigate 
factors underpinning gender productivity differences in these SSA countries, including factor 
market imperfections. Our key hypotheses is that, controlling for observed socioeconomic, 
geographic, and agro-ecological characteristics (i.e., education, farmer’s age, access to extension, 
plot size, district of residence, concentration of agricultural activity around the farm, and the farm’s 
slope and elevation), TFP and TE gaps between males and females disappear. To test our 
hypothesis, we first use propensity score matching (PSM) to generate a sample where plots are 
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similar on observable characteristics but managed by either male or female farmers. We go on to 
estimate separate correlated true random effects stochastic production frontiers for matched male 
and female farmers to obtain TFP and TE estimates for each group. We then estimate a stochastic 
meta-frontier to benchmark our performance comparisons. Notably, total factor productivity is 
defined here as the average ratio between observed output and observed inputs, and technical 
efficiency is the ratio between a given farm’s observed output and that achieved on the sample’s 
best-practice performing farm, given the same inputs, technology, and environment.  
To examine market imperfections, we focus on whether input shadow prices are the same 
across gender. Since market imperfections are reflected as the difference between market and 
shadow prices, we explore the magnitude of these differences separately for male and female 
farmers (Julien et al., 2019). The literature identifies land and labor as two key factors in the gender 
productivity gap (Holden et al., 2001; Kinkingninhoun-Mêdagbé et al., 2010; Githinji et al., 2011; 
Mukasa and Salami, 2015). Accordingly, we test whether plot-level land and labor shadow values 
diverge from observed farmland rental values and labor wage rates. 
The present paper contributes to the economic development and productivity literatures by 
addressing the gender productivity gap in SSA while controlling for plot-level observable and 
unobservable heterogeneity, and assessing gender implications from market imperfections. The 
remainder of this paper is organized as follows: Section 4.2 provides an overview of the literature 
focusing on the role of gender in farming and constraints to agricultural growth in several African 
countries, as well as on the productivity gender gap in SSA. Section 4.3 presents our 
methodological and empirical framework, and section 4.4 contains the data and preliminary 
results. Results are discussed in section 4.5, and our summary and conclusions are presented in 
section 4.6. 
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4.2 Background  
Several studies have shown that female farmers in SSA tend to have lower yields than male 
farmers (Holden et al., 2001; FAO, 2011; World Bank, 2012; Oseni et al., 2015; Ali et al., 2016). 
However, the determinants of SSA’s gender productivity gap are unclear and, at times, 
contradictory. 
4.2.1 Evidence from the literature 
 Using the Oaxaca–Blinder mean decomposition approach to study gender differences in 
Malawian agriculture, Kilic et al. (2015a) show that disparities in asset ownership and in the use 
of inputs contribute to the gender farm performance gap. Ali et al. (2016) suggest that male farmers 
specializing in cash crops, such as coffee and banana, have widened the gender productivity gap 
in Malawi. Moreover, women’s productivity is lower in areas that require more intensive labor 
and productive inputs. For instance, Peterman et al. (2011) report lower productivity for female-
headed households in the dry savannah area of Uganda and Nigeria, which they attribute to the 
high cost of irrigation, fertilizers, and herbicides. Indeed, multiple analyses identify women’s 
limited access to inputs as a key factor in observed yield differentials (Quisumbing, 1996; Udry, 
1996; Mukasa and Salami, 2015). However, Kinkingninhoun-Mêdagbé et al. (2010) find that in 
Benin, unequal access to inputs, such as seed and fertilizer, was not the source of differences in 
productivity and efficiency between male and female farmers. Rather, limitations on land rights 
for women, driven by social norms within the Beninese society, may be responsible for their lower 
average and marginal farm productivity. 
Resource allocation has been identified as a critical factor in explaining productivity 
differentials between male and female farmers. Female farmers tend to manage smaller farms on 
lower quality land and hold weaker land tenure rights than males (Doss, 2001; Doss and Morris, 
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2001; Ndiritu et al., 2014; Ali et al., 2016). In several SSA countries, women's access to 
agricultural land is restricted by law or by social traditions (Kidane et al., 2006; Kinkingninhoun-
Mêdagbé et al., 2010), and there is evidence that men farm the most productive land. Oseni et al. 
(2015) find that regional disparities in land access explain a portion of the gender productivity gap 
in Nigeria. These authors report a significant gap in the Northern region of the country, where 
women have more limited access to land, while no gender gap is observed in the South, where 
access to land is more equitable. In addition to more restricted access to land, women in the 
Northern region face social constraints that make it difficult for them to get their crops to market 
without a male accompanying them. In the Southern region, female farmers have more 
independence of movement and they also tend to live close to big cities and have better access to 
roads and markets. 
Another factor that might explain the gender gap is access to and control of labor. Females 
tend to have little or no control over adult male labor in the stereotypically patriarchal societies of 
SSA (Holden et al., 2001; Kinkingninhoun-Mêdagbé et al., 2010; Githinji et al., 2011). Holden et 
al. (2001) find that yields of male farmers in Ethiopia are 50% higher than those of their female 
counterparts and attribute this differential to men’s greater access to labor and draught animals. 
Palacios-López and López (2015) identify discrimination in labor market and off-farm work as 
factors that contribute to lower agricultural labor productivity in plots managed by female-headed 
households. 
Finally, the evidence suggests that access to financial and credit markets, as well as to 
productive technology, is more limited for women than for men (Palacios-López & López, 2015; 
Kilic et al., 2015a; Ali et al., 2016). For instance, Palacios-López and López (2015) examine the 
interactive effects of labor and credit market imperfections and report that these imperfections are 
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indeed significant contributors to the gender productivity gap. They contend that correcting these 
market failures could have a positive impact on the productivity of female farmers. 
4.2.2 Methodological shortcomings of the literature 
The literature largely relies on crop yield (output/land) as the measure of productivity. 
However, single-factor indicators generate biased performance estimates because they do not 
consider all inputs employed on the farm (Headey et al., 2010; Morrison Paul, 2012; Njuki and 
Bravo-Ureta, 2019).  
Some authors argue that shortcomings in the methodologies used for collecting and 
analyzing data may contribute to the lack of consensus on the source and the magnitude of gender 
differences in agricultural productivity (e.g. Peterman et al., 2010; Karamba & Winters, 2015; 
Kilic et al., 2015b). Most studies rely on small localized samples, which limits external validity, 
and usually do not consider socioeconomic, geographical, and agro-ecological variability (Udry, 
1996; Karamba & Winters, 2015; Kilic et al., 2015b).  
Early research on the agricultural productivity gender gap tended to apply classical 
econometric methods, which generate biased productivity estimates because they fail to account 
for heterogeneity and unobservable characteristics between the two groups (Quisumbing, 1996; 
Udry, 1996; Timothy & Adeoti, 2006; Peterman et al., 2011). Recently, several authors have 
applied the Oaxaca–Blinder decomposition to agriculture’s gender-productivity gap analysis, 
including Kilic et al. (2015a), Karamba & Winters (2015), Kilic et al. (2015b), Oseni et al. (2015), 
Palacios-López and López (2015), Slavchevska (2015), Ali et al. (2016), and De la O Campos et 
al. (2016). For instance, De la O Campos and colleagues (2016) used the Oaxaca decomposition 
to show that the gender gap in agriculture decreases when controlling for production factors and 
crop choice. 
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Some studies have included the analysis of male and female efficiency in the examination 
of the gender productivity gap issue (Oladeebo and Fajuyigbe, 2007; Alene, 2008; 
Kinkingninhoun-Mêdagbé et al. 2010). Alene et al. (2008) used a profit function approach to 
examine the relative technical and allocative efficiency of women farmers in Kenya. Controlling 
for physical inputs and human capital factors, they found that women farmers are as technically 
and allocatively efficient as men. Oladeebo and Fajuyigbe (2007) estimated a stochastic production 
frontier to analyze the technical efficiency of male and female upland rice farmers in Nigeria, and 
found that female farmers are more efficient than males. Kinkingninhoun-Mêdagbé et al. (2010) 
also considered technical efficiency as a significant factor in the occurrence and impact of gender 
discrimination on the income and productivity of rice farmers in Benin. The authors observed that 
women were as technically efficient as men, although gender discrimination affects women’s 
income as well as their average and marginal productivity. They suggested that women could be 
as productive as men if they had access to the same productive resources. 
Propensity score matching appropriately addresses the lack of comparability across male 
and female samples used in examining the gender wage gap (Frölich, 2007; Djurdjevic and 
Radyakin, 2007; Ñopo, 2008; Guo et al. 2016). Unfortunately, most studies have not used 
matching techniques to generate comparable groups in their analyses of the agricultural 
productivity gender gap. Mishra et al. (2017) is a notable exception. Misha et al. used a non-
parametric nearest neighbor matching method to examine differences on agricultural production, 
income, cost, and farming efficiency in rice-producing areas of the Philippines between female 
and male headed households. The authors reported that female farmers have higher rice production 
values than male farmers. However, women are less efficient and face higher input costs ofseed 
and labor.  
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We hypothesize that female farmers are as efficient as male farmers. To tackle the 
shortcomings of the literature, we provide a conceptually more robust approach to analyze gender 
differentials in agriculture. Specifically, we examine TFP and TE between male and female 
farmers based on a common benchmark, and we test for the impact of market imperfections on the 
gender productivity and efficiency gaps. To do so, we adopt a multi-step methodology to reduce 
likely biases by controlling for observable covariates between male and female farmers. 
 
4.3 Estimating Performance 
An important criticism of the gender productivity gap literature is the omission of 
differences in observable characteristics between male and female farmers (Ali et al., 2016). To 
address this shortcoming, we first, we apply propensity score matching to select plots managed by 
male and female farmers with comparable observable characteristics (Khandker et al., 2010). 
Second, we estimate correlated true random effects stochastic production frontier models 
separately for men and women that account for time-varying technical efficiency, observed time-
varying characteristics, and unobserved time-invariant plot level heterogeneity. Finally, we 
estimate a stochastic meta-frontier model to obtain a common technological benchmark from 
which we compare factor productivity and efficiency gaps across gender. The primary assumption 
of our approach is that farmers, male and female, seek to maximize the level of output given their 
available inputs, technology, and environment (Kumbhakar and Lovell, 2000; Coelli et al., 2005; 
O’Donnell, 2018).  
 
4.3.1 Matching male and female farmers 
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Rosenbaum and Rubin (1983) introduced propensity score matching (PSM) to construct 
comparable groups for statistical analysis (Caliendo and Kopeinig, 2008). Our underlying PSM 
model is a binary Probit regression where the dependent variable is equal to 0 for male managed 
plots and 1 for female managed plots. The general specification of the Probit model used to 
estimate propensity scores is 
𝑝(𝑋) = Pr(𝐷 = 1|𝑋) = ∫ 𝜙(𝑡)
𝑋′𝛽
−∞
𝑑𝑡 = 𝛷(𝑋′𝛽),         (1) 
where 𝛷(. ) is the standard normal distribution function and variable 𝐷 = 1 if the plot is female 
managed and 0 if male managed. Thus, in the context of this paper, female-managed plots are the 
treatment group and male-managed plots are the control group. The likelihood that a plot is 
managed by a woman is conditioned on covariate set⁡𝑋, representing a multidimensional vector of 
observable characteristics (Blundell and Costa Dias, 2000; Khandker et al., 2010; Linden et al., 
2013).  
To ensure that individuals with the same covariate values have a positive probability of 
being treated (Heckman et al., 1999; Caliendo and Kopeinig, 2008), we adopt the following 
condition:  
0 < Pr(𝐷 = 1|𝑋 = 𝑥) < 1, for any 𝑥 ∈ 𝑋.     (2) 
Propensity score matching assumes unconfoundness between treatment assignment 
(male/female managed plots) and the outcome (Rosenbaum and Rubin, 1983). This assumption, 
also called conditional interdependence (CI) by Lechner (1999), implies that systematic 
differences in outcomes between individuals in treatment and control groups who have the same 
statistical values for covariates are attributable to the treatment (Caliendo & Kopeinig 2008). 
Therefore, the CI can be specified as follows:  
{𝑌(1), 𝑌(0)} ⁡⊥ 𝐷 = 1|𝑋,                 (3) 
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where 𝑌 represents an outcome indicator and other variables are defined as above. Equation (3) 
states that treatment status 𝐷 and outcome indicator Y are independent, given covariate set 𝑋. This 
condition implies that the variables influencing simultaneously treatment assignment and outcome 
must be observed by the researcher (Caliendo and Kopeinig, 2008). Our observable covariates are 
specific to the plot (plot size, distance from the plot to the nearest paved road and, and distance 
from the plot to the nearest market center), farm (concentration of agricultural activity around the 
farm), household (district of residence, farmer’s education and age, and access to extension), and 
agro-ecological conditions (soil quality, slope and elevation of the land).  
Omission of relevant information in matching models can introduce bias to model 
estimates (Heckman et al., 1997). However, the literature on the choice of covariates to include in 
Probit (or Logit) models is contentious (Austin et al., 2007; Caliendo and Kopeinig, 2008). Several 
studies include covariates that affect both treatment and outcomes (Heckman et al., 1997; 
Heckman et al., 1998, Smith & Todd, 2005; Caliendo & Kopeinig, 2008). On the other hand, rather 
than controlling for many factors in estimating the propensity scores, some authors contend that 
reducing the number of covariates in the PSM model is desirable. For instance, Bryson et al. (2002) 
argue that over-parameterized models should be avoided for two main reasons. First, estimating 
the propensity scores with too many covariates likely introduces extraneous variables in the model 
that could adversely affect common support6 and balance7. Second, the inclusion of statistically 
insignificant variables in the propensity score specification can increase the variance of estimators 
(Caliendo and Kopeinig, 2008), especially in small samples (Augurzky and Schmidt, 2001). In 
addition, Rosenbaum and Rubin (1983) note that there is strong ignorability when the common 
 
6 The region of common support is defined as the area where the distribution of the propensity scores for male and female plot 
managers overlap (Gertker et al., 2011). 
7 Balance requires that the mean value of the covariates between male and females be statistically the same. 
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support and the unconfoundness assumption are held simultaneously. If the treatment assignment 
is ignorable, matching on a reduced-dimensional probability leads to consistent estimates 
(Rosenbaum and Rubin, 1983; Wooldridge, 2005 Frölich, 2007; Imai and Ratkovic, 2014).  In line 
with this body of the literature, we verify that the common support condition between the treatment 
and the control groups holds and assume conditional interdependence. 
In our Malawian, Tanzanian, and Ugandan samples, women represent roughly 30% of the 
farmers.  We therefore utilize the radius-matching algorithm proposed by Lechner et al. (2011), in 
which each female plot matches one or several male plots that are situated within a maximum 
predetermined distance, called caliper, around its propensity score (Dehejia and Wahba, 1999; 
Caliendo and Kopeinig, 2008; Huber et al., 2015). Empirical evidence suggests that this matching 
process allows for higher precision than fixed nearest neighbor matching when many similar 
comparison observations are available, and leads to a smaller bias in regions where similar controls 
are sparse (Linden et al., 2013; Huber et al., 2015). To ensure that matching is appropriate, we 
diagnose the covariate balance by applying standardized mean differences (SMDs) (Austin, 2009; 
Stuart, 2010; Khandker et al., 2010; Lee, 2013; Zhang et al., 2019). Importantly, the SMD 
approach allows for mean comparisons of both continuous and binary variables between groups 
(Austin, 2011).  
 
4.3.2 Inferring gender performances 
 
Once the groups of matched male and female farmers are established, we estimate separate 
stochastic production frontier models for each gender group. We adopt a Cobb–Douglas (C–D) 
specification of the production frontier because it is consistent with economic theory, and is 
commonly employed in the stochastic production frontier literature (Bravo-Ureta et al. 2007; 
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O'Donnell, 2012; Lachaud et al., 2017; Rada et al., 2020). The production frontier is defined here 
as the combination of inputs, given the available technology and environment, which produces 
maximum output.  
To account for unobserved heterogeneity, and disentangle it from estimates of technical 
efficiency, we adopt Greene’s (2005a) true random effects (TRE) model. We are precluded from 
Greene’s true fixed effects approach because the number of plots in our samples are large relative 
to the time length of the panel, which would bias parameter estimates (Belotti and Ilardi, 2012; 
Belotti et al., 2013). The general form of the TRE model can be specified as:  
𝑦𝑖𝑘𝑡 = 𝜃𝑖𝑘 + 𝛽
′𝑥𝑖𝑘𝑡 + 𝛾
′𝑧𝑖𝑘𝑡 + 𝜀𝑖𝑘𝑡,      (4) 
where 𝑦𝑖𝑘𝑡 denotes the output of farm i for plot k in time period t; 𝜃𝑖𝑘 is the random farm-specific 
effect that captures unobserved time-invariant heterogeneity; the vector 𝑥𝑖𝑘𝑡 is a set of 
conventional inputs; 𝑧𝑖𝑘𝑡 is a vector of environmental or other variables; and 𝛽 and 𝛾 are 
parameters to be estimated. The last term, 𝜀𝑖𝑘𝑡, contains two components, 𝜀𝑖𝑘𝑡 = 𝑣𝑖𝑘𝑡 − 𝑢𝑖𝑘𝑡,  of 
which 𝑣𝑖𝑘𝑡 is a zero-mean independently distributed error term and 𝑢𝑖𝑘𝑡 is a one-sided error term 
representing technical inefficiency relative to the stochastically estimated best-practice frontier. 
Several alternative distributional assumptions have been proposed for uikt, including normal 
truncated at zero [𝑢𝑖𝑘𝑡~𝑁(𝜇, 𝜎𝑢
2)]; half-normal [𝑢𝑖𝑘𝑡~𝑁(0, 𝜎𝑢
2)]; exponential with mean 𝜆 
[𝑢𝑖𝑘𝑡~𝐺(𝜆, 0)]; and gamma with mean 𝜆 and 𝑚  degrees of freedom [𝑢𝑖𝑘𝑡~𝐺(𝜆,𝑚)] (Coelli et al., 
2005). In this study, as in much of the literature, we assume that 𝑢𝑖𝑘𝑡 follows a half-normal 
distribution with zero mean and variance 𝜎𝑢
2. 
Technical efficiency (TE) of ith farmer’s plot k in time t is given by  
𝑇𝐸𝑖𝑘𝑡 = exp(−𝑢𝑖𝑘𝑡).      (5) 
We follow Jondrow et al. (1982) to estimate TE for male and female farmer plots. 
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The TRE model assumes that farmer-specific random terms are uncorrelated with the 
explanatory variables. However, if there is correlation between farmer-specific heterogeneity and 
the explanatory variables, the random-effect estimates are biased. To address this issue, we adjust 
the TRE model with the specification proposed by Mundlak (1978), resulting in the Correlated 
True Random Effects (CTRE) model. Notably, the CTRE model reduces heterogeneity bias in 
both slope and inefficiency estimates (Farsi et al., 2005a; 2005b), and is especially suitable for 
efficiency estimation using panel data (Abdulai and Tietje, 2007). The Mundlak adjustment 
corrects for correlation by considering the following auxiliary expression of the heterogeneity term 
𝜃𝑖𝑘 (Hsiao, 2003; Farsi et al., 2005b):  
𝜃𝑖𝑘 = 𝜌′?̅?𝑖𝑘 + ?̅?𝑖𝑘⁡.      (6) 
 The heterogeneity term 𝜃𝑖𝑘 in equation (6) is a function of time averages of the explanatory 
variables ?̅?𝑖𝑘 and an error term ?̅?𝑖𝑘 (Abdulai and Tietje, 2007). The error term is assumed to be 
uncorrelated with the explanatory variables and follows a normal distribution with mean zero and 
variance 𝜎?̅?𝑖𝑘
2 , ?̅?𝑖𝑘~𝑁 (0, 𝜎?̅?𝑖𝑘
2 ) (Mundlak, 1978; Hsiao, 2003; Abdulai and Tietje, 2007). The time 
averages are specific to farmer i such that ?̅?𝑖𝑘 =
1
𝑇
∑ 𝑥𝑖𝑘𝑡
𝑇
𝑡=1  (Abdulai and Tietje, 2007; Qi et al., 
2015). By incorporating equation (6) into (4) we obtain our estimable CTRE model as: 
𝑦𝑖𝑘𝑡 = 𝜌′?̅?𝑖𝑘 + ?̅?𝑖𝑘 + 𝛽
′𝑥𝑖𝑘𝑡 + 𝛾
′𝑧𝑖𝑘𝑡 + 𝜀𝑖𝑘𝑡.     (7) 
 Equation (7) is estimated using maximum simulated likelihood (Greene, 2005b). From this 
model, we estimate the total factor productivity (TFP) for each gender group which is defined as 
the ratio of an aggregate output to an aggregate input as  
𝑇𝐹𝑃𝑖𝑔𝑡 =
𝑄(𝑌𝑖𝑔𝑡)
𝑋(𝑋𝑖𝑔𝑡)
,      (8) 
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 where 𝑄(𝑌𝑖𝑔𝑡) and 𝑋(𝑋𝑖𝑔𝑡) represent aggregate agricultural output and input, respectively. The 
output index 𝑄(𝑌𝑖𝑔𝑡) is the total value of output 𝑌𝑖𝑔𝑡 with constant prices, and the aggregate input 
index (𝑋𝑖𝑔𝑡) is calculated using the coefficients obtained from equation (7) for the group of male 
and female farmers (O'Donnell, 2012; Julien et al., 2019). The aggregator functions are required 
to be nonnegative, nondecreasing, and linearly homogeneous in order to produce an index that 
allows for the direct comparison between two farms (O'Donnell, 2012; 2014b). The total factor 
productivity index that compares productivity of farmer i in period t with that of farmer h in period 
s is 
𝑇𝐹𝑃𝐼ℎ𝑠𝑖𝑡 =
𝑇𝐹𝑃𝑖𝑡
𝑇𝐹𝑃ℎ𝑠
=
𝑄𝑖𝑡 𝑋𝑖𝑡⁄
𝑄ℎ𝑠 𝑋ℎ𝑠⁄
=
𝑄𝑖𝑡 𝑄ℎ𝑠⁄
𝑋𝑖𝑡 𝑋ℎ𝑠⁄
=
𝑄𝐼ℎ𝑠𝑖𝑡
𝑋𝐼ℎ𝑠𝑖𝑡
 .     (9) 
 O’Donnell (2016; 2017) refers to the above as a general index that can be decomposed into 
a multiplicatively complete TFP index. We employ this index to analyze the magnitude of the TFP 
gap between male and female farmers in Malawi, Tanzania, and Uganda. 
4.3.3 Benchmarking gender performances 
 The meta-production function, introduced by Hayami (1969), is based on the assumption 
that all producers have the same potential access to a range of production technologies, and 
different groups choose a particular technology based on their specific circumstances, such as 
regulations, the environment, resource availability, and relative input prices (Huang et al., 2014) 
(see Appendix Figure A1). Considering that women might experience sociocultural constraints 
and discrimination that limit access to resources and knowledge of agricultural techniques (Udry, 
1996; World Bank, 2012; Mukasa and Salami, 2015; Oseni et al. 2015), it is reasonable to test for 
differing production technologies between male and female farmers.  
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We test the null hypothesis (𝐻0) that men and women plot managers employ the same 
technology against the alternative hypothesis (𝐻𝑎) that they employ different technologies. 
Following Greene (2012), we employ the likelihood ratio (LR) test for the equality of the two 
models where: 
  𝐿𝑅 = 2[𝑙𝑛𝐿𝑝𝑜𝑜𝑙𝑒𝑑 − (𝑙𝑛𝐿𝑓𝑒𝑚𝑎𝑙𝑒 + 𝑙𝑛𝐿𝑚𝑎𝑙𝑒)].     (10) 
 In equation (10), 𝑙𝑛𝐿𝑝𝑜𝑜𝑙𝑒𝑑, lnLfemale, and lnLmale represent the log-likelihood function 
values obtained from the pooled (unrestricted model), female, and male models, respectively. The 
LR test in equation (10) has a Chi-square distribution with degrees of freedom equal to the number 
of parameters estimated under 𝐻0 and 𝐻𝑎 (Battese et al., 2004; Moreira and Bravo-Ureta, 2010). 
If these two models are indeed found to be different from each other, a common benchmark is 
required to compare technical efficiency across male- and female-farmed plots. The stochastic 
meta-frontier provides such a benchmark.  
To formulate the meta-frontier model, we first specify the production frontier of farmer i 
in group g as 
𝑦𝑖𝑘𝑔𝑡 = 𝑓𝑔(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡)𝑒
𝑣𝑖𝑘𝑔𝑡−𝑢𝑖𝑘𝑔𝑡 ,     (11) 
where 𝑦𝑖𝑘𝑔𝑡 denotes the output for farmer i, plot k, gender group g in time t; 𝑥𝑖𝑘𝑔𝑡 represents the 
input vector; and 𝑧𝑖𝑘𝑔𝑡 represents the vector of environmental variables. The function 𝑓𝑔(. ) is 
specific to each group g (Huang et al., 2014). The random terms, 𝑣𝑖𝑘𝑔𝑡 and 𝑢𝑖𝑘𝑔𝑡, respectively 
represent statistical noise and technical inefficiency, as defined above.  
Technical efficiency of the ith farmer working plot k in group g at time t is given by 
 𝑇𝐸𝑖𝑘𝑔𝑡 =
𝑦𝑖𝑘𝑔𝑡
𝑓𝑔(𝑥𝑖𝑘𝑔𝑡,𝑧𝑖𝑘𝑔𝑡)𝑒
𝑣𝑖𝑗𝑡
= 𝑒−𝑢𝑖𝑘𝑔𝑡 .    (12) 
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The technology, or frontier, that envelops all groups is defined as the meta-frontier function 
𝑓𝑀(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡), which is given by 
 𝑓𝑔(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡) = 𝑓
𝑀(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡)𝑒
−𝑈𝑖𝑘𝑔𝑡
𝑀
,    (13) 
where 𝑈𝑖𝑘𝑔𝑡
𝑀 ≥ 0. If the group does not operate on the meta-frontier, then 𝑓𝑀(. ) ≥ 𝑓𝑔(. ). Technical 
efficiency from the stochastic meta-frontier (MTE) is defined as the ratio of observed output 𝑦𝑖𝑘𝑔𝑡 
relative to the metafrontier 𝑓𝑀(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡) adjusted by the respective group’s random noise 
component 𝑒𝑣𝑖𝑗𝑡 .  Thus, the MTE can be expressed as: 
𝑀𝑇𝐸 =
𝑦𝑖𝑘𝑔𝑡
𝑓𝑀(𝑥𝑖𝑘𝑔𝑡,𝑧𝑖𝑘𝑔𝑡)𝑒
𝑣𝑖𝑘𝑔𝑡
=
𝑓𝑔(𝑥𝑖𝑘𝑔𝑡,𝑧𝑖𝑘𝑔𝑡)𝑒
𝑣𝑖𝑘𝑔𝑡×𝑒
−𝑢𝑖𝑘𝑔𝑡
𝑓𝑀(𝑥𝑖𝑔𝑡,𝑧𝑖𝑔𝑡)𝑒
𝑣𝑖𝑘𝑔𝑡
    (14) 
 The ratio 
𝑓𝑔(𝑥𝑖𝑘𝑔𝑡,𝑧𝑖𝑘𝑔𝑡)
𝑓𝑀(𝑥𝑖𝑔𝑡,𝑧𝑖𝑔𝑡)
⁡is defined as the technology gap ratio (TGR), which is the ratio of 
output from the production frontier of the gth group relative to potential or best-practice output 
(Battese et al., 2004), and is represented as:  
 𝑇𝐺𝑅𝑖𝑘𝑔𝑡 =
𝑓𝑔(𝑥𝑖𝑔𝑡,𝑧𝑖𝑔𝑡)
𝑓𝑀(𝑥𝑖𝑔𝑡,𝑧𝑖𝑔𝑡)
= 𝑒−𝑈𝑖𝑘𝑔𝑡
𝑀
≤ 1.    (15) 
Therefore, 
𝑀𝑇𝐸 = 𝑇𝐺𝑅𝑖𝑘𝑔𝑡 × 𝑇𝐸𝑖𝑘𝑔𝑡.        (16) 
That is, the stochastic meta-frontier is the product between, for example, a female farmer’s 
productive technology (i.e., conventional and environmental factors of production) relative to the 
overall best-practice farmer’s technology, and her efficiency level relative to all female farmers. 
We follow the two-step estimation procedure proposed by Huang et al. (2014). The first 
step estimates group specific frontiers, and the second estimates the stochastic meta-frontier; that 
is, the production technology enveloping all group frontiers. The regressors included in the meta-
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frontier model are the same as those included in equation (7). The predicted values of the group-
specific frontiers from equation (7), denoted as 𝑓?̂?(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡), are stacked and used to estimate  
ln 𝑓?̂?(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡)⁡ = ln 𝑓
𝑀(𝑥𝑖𝑘𝑔𝑡, 𝑧𝑖𝑘𝑔𝑡) + 𝑉𝑖𝑘𝑔𝑡
𝑀 − 𝑈𝑖𝑘𝑔𝑡
𝑀 .          (17) 
 The stochastic meta-frontier in equation (17) is used to generate three major components: 
(i) the technological gap ratio, 𝑇𝐺𝑅𝑖𝑘𝑔𝑡; (ii) the farm’s technical efficiency, 𝑇𝐸𝑖𝑘𝑔𝑡; and (iii) the 
group-specific random noise component 𝑒𝑣𝑖𝑗𝑡 . 
As noted above, the final step involves the product of two components from equation (17), 
technical efficiency relative to the stochastic frontier for a given group (𝑇𝐸𝑖𝑘𝑔𝑡, )⁡and the 
technological gap ratio (𝑇𝐺𝑅𝑖𝑘𝑔𝑡): 
 𝑀𝑇?̂?𝑖𝑘𝑔𝑡 = 𝑇?̂?𝑖𝑘𝑔𝑡 × 𝑇𝐺?̂?𝑖𝑘𝑔𝑡.    (18) 
To test the null hypothesis that average MTE between male and female farmers is equal, we apply 
an equality of means test. 
 
4.3.4. Factor market imperfection tests 
 Under perfect market conditions, input shadow values are equal to the corresponding 
market prices (Carter and Wiebe, 1990). Here, we test whether input shadow prices—expressed as 
marginal value products (MVPs)—vary from the prices paid by farmers for labor and land. We 
focus on land and labor because the literature identifies these two inputs as key drivers of the 
gender productivity gap (Kinkingninhoun-Mêdagbé et al., 2010; Githinji et al., 2011; Mukasa and 
Salami, 2015). To this end, we calculate plot level marginal value products of land and labor for 
females and males and the corresponding overall average market prices. Given the Cobb–Douglas 
functional form used for our frontier models, the MVP for observation i, in period t, and factor j is   
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𝑀𝑉𝑃𝑋𝑖𝑗𝑔𝑡 = 𝛽𝑗𝑔𝑡 ∗
?̂?𝑖𝑗𝑔𝑡
𝑋𝑗𝑖𝑔𝑡
 ,     (19) 
where ?̂?𝑖𝑗𝑔𝑡 is predicted output from equation (7), and  𝛽𝑗𝑔𝑡 is the partial elasticity of production 
for factor j and gender g (Carter and Wiebe, 1990; Ali & Deininger, 2015, Julien et al., 2019). 
Thus, to analyze market imperfections across gender we test the null hypothesis that the shadow 
value of land and of labor are equal to observed farmland rental rates and labor market wage rates, 
respectively, expressed in real US dollars (Heltberg, 1998; Arslan and Taylor, 2009; Ali and 
Deininger 2015). 
 
4.3.5. Model Specification  
In our first step, we estimate a Probit model specified as  
 
Pr(𝐺𝑖𝑘 = 1|𝑋𝑖𝑘) = 𝛼0 + ∑ 𝛽𝑗𝐻𝐻𝑖𝑘𝑗
𝐽
𝑗 + ∑ 𝛾𝑙𝐹𝑖𝑘𝑙
𝐿
𝑙 + ∑ 𝛿𝑚𝑅𝑖𝑘𝑚
𝑀
𝑚 +𝜔𝑖𝑘 ,       (20) 
where 𝐻𝐻𝑖𝑘𝑗 is the human capital of farmer i on plot k, and j indexes the farm manager’s Age and 
Education. The vector 𝐹𝑖𝑙𝑘 is a set of l agro-ecological characteristics. Specifically, l indexes the 
plot’s slope, elevation, the proportion of agricultural land within a radius of approximately 1 km 
to account for the local intensity of farming, the distance of the plot to the nearest market center, 
and the distance of the plot to the closest paved road. We account for the region where the plot is 
located by including 𝑅𝑖𝑘𝑚, a vector of M–1 dummy variables for the M districts in which farms 
are located. This is to ensure high quality matching and, as suggested in the literature, it is 
recommendable to control for variables that are likely to cause heterogeneity between certain 
groups (Caliendo and Kopeining, 2008; Ogtu et al., 2014). Finally, the error term is represented 
by 𝜔𝑖𝑘. The estimates of the Probit models are presented in Appendix B, Tables B1 to B3.  
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As a robustness check of the PSM process, we compare the results from radius matching 
with those obtained with the nearest neighbor (NN) and kernel procedures (Caliendo and Kopeinig, 
2008). Nearest neighbor is the most restrictive approach since more observations are lost leading 
to fewer matches compared to the other two alternatives considered (see Appendix B Tables B1-
B3). On the other hand, radius and kernel matching provide similar results, and the number of 
observations discarded are similar. The similarity of the matching results from the radius and 
kernel methods is evidence of robustness, and we opt for radius in what follows. 
We use a balanced panel dataset for each sample of farmers in Malawi, Tanzania, and 
Uganda. The PSM method is applied using each country’s first year of the data in order to select 
groups of plots managed by female and male farmers (Caliendo and Kopeinig, 2008). Then, we 
build the panel by merging year 1 matched plots with the same plots that are present in subsequent 
years of the panel.  
As mentioned before, once the PSM is done, we proceed to the estimation of separate 
models for each group of plot managers, males and females. We estimate a CTRE-SPF model with 
panel data, which makes it possible to disentangle time-invariant unobserved heterogeneity from 
TE (Greene, 2005; Belotti et al., 2013). The functional form used is Cobb–Douglas and can be 
written as:  
𝑌𝑖𝑘𝑔𝑡 = 𝑒
𝛼0𝑖𝑘𝑔 ×∏ 𝑋
𝑖𝑘𝑔𝑡𝑗
𝛽𝑗𝑔𝐽
𝑗=1 ×∏ 𝑍𝑖𝑘𝑔𝑡𝑚
𝛾𝑖𝑀
𝑚=1 ×∏ 𝑇𝑡𝑔
𝛿𝑡𝑔𝑇
𝑡=2 × 𝑒
𝑣𝑖𝑘𝑔𝑡−𝑢𝑖𝑘𝑔𝑡 ,  (21) 
Taking the natural logarithm of equation (21), the aggregate input function is expressed as: 
𝑙𝑛(𝑌𝑖𝑘𝑔𝑡) = 𝛼0𝑖𝑘𝑔 + ∑ 𝛽𝑗𝑔𝑙𝑛𝑋𝑖𝑘𝑔𝑡𝑗
𝐽
𝑗=1 +∑ 𝛾𝑖𝑙𝑛𝑍𝑖𝑘𝑔𝑡𝑚
𝑀
𝑚=1 + ∑ 𝛿𝑡𝑔𝑇𝑡𝑔
𝑇
𝑡=2 ⁡+ 𝑣𝑖𝑔𝑡 − 𝑢𝑖𝑔𝑡 ,   (22) 
where the sub-indices denote farmer i, plot k, gender g (male or female) and year t; 𝑌𝑖𝑘𝑔𝑡 is total 
plot output; 𝑋𝑖𝑘𝑔𝑡𝑗 is the vector of traditional inputs, which includes plot size, labor input expense, 
and capital. The vector 𝑍𝑖𝑘𝑔𝑡𝑚 represents a vector of environmental variables, which are the same 
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for all farmers living in a given village. The variables 𝑇𝑡𝑔⁡are time dummies denoting the second 
and third year (the first year is the excluded category). The error and inefficiency terms are 
represented by  𝑣𝑖𝑔𝑡 and 𝑢𝑖𝑔𝑡, respectively. 
4.4 Data and Empirical Models  
We use data from the World Bank Living Standards Measurement Study-Integrated 
Surveys on Agriculture (LSMS–ISA)8 for Malawi, Tanzania, and Uganda. These data contain 
farm, village, district, as well as plot level information including land area, labor, fertilizers, 
pesticides, other purchased inputs, and equipment. The present analysis uses annual data for three 
years for Malawi (2010, 2013, and 2016) and Tanzania (2008, 2010, and 2012), and two years for 
Uganda (2010 and 2011). 
 
4.4.1 Definition of variables  
 
The dependent variable in the empirical CTRE-SPF models is the total value of production 
(TVP) at the plot level, expressed in real US dollars using constant prices across units. The first 
round of the panel for each country is indexed to 1.00, such that 2010 represents the index base for 
Malawi and Uganda and 2008 is the base for Tanzania. The explanatory variables are: four 
traditional inputs—land, labor, materials, and capital; two environmental variables—temperature 
and precipitation; and four agro-ecological variables—cropping system, slope, elevation, and soil 
quality. 
 
8LSMS–ISA is a household-survey project implemented by the World Bank with funds from the Bill and Melinda 
Gates Foundation to promote innovation and efficiency in statistical research related to development and poverty 
reduction in the SSA region (World Bank, 2008). 
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The variables are defined as follows. Land is expressed in hectares and is measured by 
enumerators using GPS devices. Labor includes family (men, women, and children) and hired 
labor expressed in total person-days for all tasks performed on the plot during the year. Labor is 
aggregated into worker-day equivalents using the following weights: adult male (at least 15 years 
of age) = 1.0; adult female = 0.8; and child regardless of gender (5–14 years) = 0.5 (Dillon and 
Hardaker, 1984). Materials are expressed in real US dollars and reflect total expenses on purchased 
inputs. Capital is the total value of tools and implements (e.g., hoes, hand-powered sprayers, oxen, 
ploughs, tractors, etc.) used by farmers. The model further controls for cropping system 
(CropSyst), with a dummy equal to one (1.0) if farmers intercrop and zero (0.0) otherwise. 
Temperature (Temp) is in degrees Celsius, precipitation (Precip) represents the average 
annual precipitation in millimeters (mm), and slope is expressed as a percentage. We expect 
temperature and slope to be negatively correlated, and precipitation positively correlated, with 
output. A steep slope tends to make agricultural work difficult and adversely affects productivity 
due to soil erosion (Hillel, 1991). Elevation (Elev) is expressed in meters above sea level. Soil 
quality (SoilQ) controls for soil quality and is expressed as a dummy equal to one (1.0) if moisture 
is adequate for tilling and zero (0.0) otherwise. Many countries in sub-Saharan Africa are 
characterized by low and declining soil fertility, with degraded soil structure and reduced organic 
matter and nutrient content (FAO, 2015). Because soil quality and the number of plots managed 
by farmers are important factors affecting the production function, we include both in our 
econometric specification (Lamb, 2003; Julien et al., 2019).  
The number of agriculture-related training sessions received by a farmer in the 12-month 
period preceding the survey is represented in the model by the variable Extension. We expect this 
variable to enhance farm management capabilities and, therefore, TE and TFP. The variable Road 
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represents the average distance from farm plot to the nearest paved road, and is an indicator of 
market access. We expect Roads to have a negative association with output, as greater distance 
from plot to road constrains access to input and output markets (Binswanger et al., 1987; Fedderke 
et al., 2006). Experience (Exper) refers to the age of the head of household (HHH), and education 
(Educ) is defined as years of schooling for the same person; both are expected to be positively 
correlated with output.  
4.4.2 Descriptive Statistics  
Table 1 presents descriptive statistics of the most relevant variables for our study before 
and after the matching for the three countries studied. To avoid confusion, we emphasize that the 
covariates used for matching are presented in appendix table B7. The point of Table 1 is to show 
that the observable variables for the matched male and female samples included as regressors in 
the production frontier models are quite similar in most cases. The statistics reveal that in Malawi, 
plots managed by female farmers (0.61 ha) are slightly smaller than those managed by males (0.65 
ha). However, in our matched sample, the average plot size is 0.61 ha for females and 0.60 ha for 
males. In Tanzania, the average plot size before matching is 0.80 ha for females and 0.85 ha for 
males; after matching, the average is 0.79 ha and 0.82 ha, respectively. A similar pattern is 
observed in Uganda, where the average plot size managed by females is 1.07 ha and by males 1.14 
ha before matching, and 1.05 ha and 1.08 ha, respectively, after matching. Consistent with the 
literature, in all three countries (on average) female farmers tend to work fewer plots than males, 
while male farmers earn more, from their land than females.  
Notably, male farmers spend more on inputs than women do. For instance, in Malawi, male 
farmers spend an average of $17.96 per plot, while female farmers spend $11.57. Furthermore, 
male farmers use more valuable tools than female farmers; the average value of capital per plot is 
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$69.10 for males and $29.09 for females in Malawi; $60.22 for males and $45.50 for females in 
Tanzania; and $85.63 for males and $54.21 for females in Uganda.  
In Tanzania and Uganda, farmers of both genders report having on average less than one 
opportunity to access extension services; however, in Malawi male farmers (2.19) have more 
access than females (1.59). Human capital variables are critical in examining productivity and, on 
average, male farmers have higher educational levels than female farmers. In Malawi and Uganda, 
female farmers are older than males, and presumably more experienced; but in Tanzania, male 
farmers are, on average, older (44 years old) than female farmers (41 years old). 
Based on the above evidence, we hypothesize that male and female farmers achieve the 
same levels of total factor productivity after controlling for environmental characteristics and other 
observerable and unobservable heterogeneity. Male farmers have more plots, spend more on inputs 
per plot, and higher education levels. However, we anticipate female farmer output levels in 
proportion to their inputs will be roughly the same as for males; that is, they likely produce less 
using fewer resources to achieve the same productivity as men.  
4.5 Evaluating Gender Performances 
The CTRE model in equation (22) is estimated using Simulated Maximum Likelihood, and 
results for both genders and each country are provided in Table 2. The meta-frontier estimates for 
each country are provided in Table 3, while Table 4 reports estimates of technical efficiency (TE), 
technological gap ratio (TGR), and meta-technical efficiency (MTE) for male and female farmers 
in all three countries. Table 5 presents total factor productivity (TFP) estimates, and Table 6 
exhibits the factor market imperfections tests. Graphical representations of the meta-frontier and 
propensity scores distributions are provided in Appendix A; and robustness tests of the matching 
process are presented in Appendix B.  
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Our robustness test for a common production technology among male and female farmers 
– that is, the likelihood ratio test for matched samples – shows that they are statistically different 
from each other in all three countries9. We therefore rely on the stochastic meta-frontier to establish 
a common benchmark for comparing performance between male and female farmers, and infer 
from it gender productivity performances (Huang et al., 2014).  
 
4.5.1 Comparing Efficiency 
 Average group-specific TE scores for Malawi show that women operate closer to their 
frontier (59%) than men (51%). Stated differently, female Malawian farmers produce 59% as much 
as the most efficient female farmers in that country, holding inputs constant, whereas male farmers 
produce only 51% as much. However, as the robustness test above made clear, we cannot compare 
these efficiency levels without a common benchmark.  
Drawing on the meta-frontier for that common benchmark, we find that male farmers in 
Malawi have an average TGR of 0.82 and female farmers have an average of 0.74 (see column 2 
of Table 4). Male farmers thus operate under a production technology that is closer to the most 
productive technology (i.e. meta-technology) than Malawi’s female farmers. Recall from equation 
(18) that for an appropriate comparison of TE levels we have to consider performance with respect 
to the group specific frontier as well as the TGR. The product of these two components results in 
the meta-technical efficiency score (MTE), which indicates that in Malawi the average female 
farmer is more efficient (0.46) than male farmers (0.42) (column 3 of Table 4). This MTE gap 
 
9 The LR test evaluates the null hypothesis that men and women plot managers employ the same technology against the alternative 
hypothesis that they employ different technologies are:  
 For Malawi:  LR=   753.77 and Prob > chi2 = 0.0000 
 For Tanzania:  LR= 1131.39 and Prob > chi2 = 0.0000 
 For Uganda:  LR= 3144.21 and Prob > chi2 = 0.0000 
Thus, in all cases so we reject the null hypothesis that that men and women plot managers employ the same technology. 
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between male and female farmers, though small (4 percentage points), is highly statistically 
significant (see column 4). In sum, female Malawian farmers are indeed more efficient than their 
male counterparts, but only by about half as much as the naïve (non-benchmarked) TE estimate 
would suggest once we account for the fact that male farmers produce more output. 
In Tanzania and Uganda, male farmers achieve higher values for all performance indicators 
under consideration here. Average Tanzanian TE (column 5) is 67% for male and 61% for female 
farmers, suggesting that men are more technically efficient with respect to their own frontier than 
women. Moreover, comparing TGR in column 6 (0.86 for men, 0.82 for women) shows that men 
are slightly closer to the most productive technology available than women. The MTE in column 
7 shows that male farmers are more efficient (54%) than females (49%), and this difference is 
highly statistically significant. The same narrative holds in Uganda, though the performance 
estimates differ from those in Tanzania. In column 9 of Table 4, we find that Ugandan male farmers 
have, on average, higher TE (61%) than female farmers (55%). The average male farmer TGR is 
0.89 versus 0.84 for women, and the resultant average MTE is 56% for male and 52% for female 
farmers, which is also highly statistically significant.  
4.5.2 Assessing TFP Advantages 
 The previous analysis focused strictly on various measures of technical efficiency, which 
is a subset of total factor productivity (TFP). TFP is made up of technical progress, technical 
efficiency, and scale efficiency (Coelli et al., 2003). In the present analysis, we account for 
socioeconomic, geographic, and agro-ecological characteristics that shape TFP. Thus, differences 
between our TE and TFP estimates will arise from technical progress, scale, and these other TFP-
shaping factors.   
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Column 1 in Table 5 reveals that in Malawi, average TFP per plot is US $69.03 for males 
and $70.68 for females. Thus, after accounting for inputs and local environmental characteristics 
in the form of observed and unobserved heterogeneity, we find that the average female Malawian 
farmer appears to outperform their male counterparts; however, this difference is not statistically 
significant. In Malawi, therefore, we find no TFP advantage for either gender, consistent with our 
hypothesis.   
In Tanzania, male farmers achieve higher average TFP (US $69.42) relative to their female 
counterparts (US $53.21). The $16.21 TFP difference between them, reflecting a 23% gap, is 
statistically significant at the 1% level (Table 5). The pattern in Uganda is similar, where average 
TFP is higher for men (US $74.52) than for women (US $45.76), with a statistically significant 
difference of $28.76, reflecting a 39% TFP gap. Notably, the TFP gaps found in this study are 
much lower than results from Holden et al. (2001) who found that yields of Ethiopian male farmers 
were 50% higher than female’s yields, and attributed this gap to men’s greater access to inputs not 
accounted for in their study, namely labor and draught animals. We find that after accounting for 
all conventional inputs and various other characteristics, the performance gap in Tanzania and 
Uganda is still quite sizeable, indicating a role for other influencing factors such as market 
imperfections. 
4.5.3 Market Imperfections 
 Following Julien et. al, (2019), we use information available from the LSMS–ISA database 
on land rental and wage rates for hired labor as measures of the respective market values. For each 
country, national market land rental and labor wage rates are calculated as averages across male 
and female plot managers. 
123 
 
Table 6 reveals that in Malawi, the average shadow value of land for male farmers is 
$468/ha (column 1), and $308 for female farmers (column 2). The $160/ha difference in male and 
female land shadow values (column 3) is statistically significant at the 1% level implying that land 
opportunity cost for male is greater than for female farmers. Importantly, and consistent with Julien 
et al (2019), the shadow values for both groups are higher than the average land rental rate of 
$114/ha (column 4). These results confirm both sets of farmers are operating under land market 
imperfections, though male farmers’ land has a higher opportunity cost than female farmers’ land.  
The average shadow wage in Malawi for male plot-managers is $0.80 per day, which is 
lower than the $1.01/day for female plot-managers. However, as shown in column 3, the difference 
between these two shadow wages is not statistically significant. It is interesting to note that for 
both male and female farmers, shadow wages are lower than the market wage of $1.68/day 
(column 4). Surprisingly, labor market imperfections are (weakly) found only for males (column 
5), and we find no difference between average shadow and market wages for female plot-managers 
(column 6).  
The results for market imperfections in Tanzania (Table 6) reveal that the shadow value of 
land for males ($163.69/ha in column 1) is less than that for female farmers ($214.42/ha in column 
2). Both average shadow values are greater than the respective market rental rates, though – in 
contrast to Malawi – female farmers’ land has a higher opportunity cost than male farmers’ land. 
The average shadow wage for males ($4.01/day in column 1) is lower than that of females 
($6.77/day in column 2), and the mean test (column 3) for both land and labor indicate that the 
values are statistically different. Moreover, comparing the market wage of $5.76/day (column 4) 
with shadow wages from both groups of plot-managers shows that shadow and market wages differ 
by gender (columns 5 and 6). It is interesting to note that mean shadow wages in the female plot-
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managers model are higher than shadow wages male plot-managers model, indicating that male 
managers cope with lower opportunity cost of labor than female managers do. 
The results for Uganda are similar to those for Tanzania, where land shadow values for 
male are about $203.78/ha (column 1) compared to the much higher value for females at $276.25/ 
ha (column 2). The mean difference test shows that shadow values for men and women are 
different (column 3). In addition, the land market imperfection test (columns 5 and 6) shows that 
the shadow values for both genders are greater and statistically different than land market rental 
rates ($98/ha in column 4). On the other hand, shadow wages ($2.43/day) for females are greater 
than the one for males ($1.97/day) and this difference between the two shadow wages is 
statistically significant (column 3). We further find evidence of land and labor market 
imperfections faced by both male and female farmers (columns 5 and 6).  
The market imperfection tests reveal that a lack of competitive land and labor markets has 
hampered agricultural productivity in these three SSA countries regardless of gender. Factor 
market failures affect the financial market and make it less likely for farmers to get access to loans 
and boost their productive activity (Croppenstedt et al., 2013). Moreover, because in all three 
countries the opportunity cost of labor from the female plot-manager models is higher than for 
males, female farmers are in a weaker position to hire labor compared to men. Consequently, 
women’s transaction costs to hire labor are higher, and hiring is therefore more costly, since labor 
is hired on a daily and intermittent basis for agricultural operations that are sequential in nature 
(Foster and Rosenzweig, 2017). Thus, the evidence suggests that factor market imperfections 
affect females more than males. This is consistent with Palacios-Lopez and Lopez (2015) who 
suggested that labor market discrimination, liquidity constraints, and off-farm work time play a 
significant role in lowering female farmers’ productivity. In addition, Kinkingninhoun-Mêdagbé 
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et al. (2010) suggested that limitations on land rights for Beninese female farmers caused by social 
norms might be the source of the lower average and marginal productivity of female farmers.  
 
4.6 Summary and Conclusions 
The general objective of this study was to re-examine the gender-farm productivity gap 
between male and female farmers in Malawi, Tanzania, and Uganda focusing on technical 
efficiency (TE), technology gap ratios, meta-technical efficiency and total factor productivity 
(TFP). To do so, we followed a multiple-step methodology combining: (1) Propensity score 
matching (PSM) to define comparable groups of male and female farmers on observables; (2) 
Correlated true random effects (CTRE) Stochastic Production Frontiers (SPF) to control for 
unobserved heterogeneity; and (3) Stochastic meta-frontier methodology to establish a common 
benchmark to compare the performance between male and female farmers based on technology 
gap ratios and meta-frontier efficiency. Our multi-step methodology provides a robust approach to 
analyzing the gender gap issue.  
Stochastic production frontiers were estimated separately for men and women and these 
models were the basis to examine TE, TFP and land and labor market imperfections within each 
of the two groups. The respective LR tests show that the production technologies between men 
and women are statistically different in all three countries. Therefore, we estimated a stochastic 
meta-frontier following Huang et al. (2014) for each country to compare performances across 
gender. The results from the meta-frontier models reveal that for Tanzania and Uganda, MTE is 
4–5% points higher for men, while in Malawi women are 4% more efficient than men. Thus, even 
controlling for observables, men in Tanzania and Uganda appear to be more productive than 
women. Moreover, the findings suggest that in all three countries, men operate closer to the best 
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reference technology embodied by the meta-frontier (Battese et al., 2004; Moreira and Bravo-
Ureta, 2010). Thus, policy interventions are needed to help close the gap in access to agricultural 
production technologies between male and female farmers in order to improve productivity (FAO, 
2011; Lambrecht et al., 2016; Fuglie et al., 2019). 
Our TFP analysis provides statistical evidence that there is no difference in the average 
TFP between male and female farmers in Malawi. However, in Tanzania and Uganda, men’s 
average TFPs are significantly higher than women’s, implying that the productivity gap persists 
even after controlling for observable characteristics. Differences in technical efficiency, adoption 
of the best technology and TFP could stem from women’s more limited access to good fertilizer, 
improved seeds, credit markets, and agricultural extension services. This is consistent with Horrell 
and Krishnan (2007) who suggest that lack of access to extension and fertilizer as well as lack of 
experience constitute the primary causes of gender yield differentials for cotton in Zimbabwe. 
Moreover, Tiruneh et al., (2001) argue that differences in extension and input levels are responsible 
for gender differences in the value of output per hectare in Ethiopia.  
In addition, our results suggest that land and labor market imperfections are a fundamental 
issue that is hampering both male and female farm productivity in all three countries. The poor 
functioning of land and labor markets makes it difficult for farmers to get financing, which restricts 
access to the cash required to buy inputs in the amount and quality needed (Croppenstedt et al., 
2013). Factor market failures might lead to higher transaction costs for women in labor, credit and 
land markets, and might even exclude them from certain markets such as land because of lack of 
cash or social constraints (Hill and Vigneri, 2009; Croppenstedt et al., 2013; Palacios-Lopez and 
Lopez, 2015; ). Thus, well-functioning labor, capital and land markets, as well as training programs 
are central for women's productivity growth and to improve management performance. 
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Another key finding common to the three countries is that female plot-managers exhibit 
higher shadow wages than males, which reveals that labor is more constraining for women than 
men. This suggests that women are in a weaker position to hire labor compared to men. In addition, 
women’s transaction costs to hire labor are likely higher making the hiring process more costly for 
female farmers since this process is done on a daily basis given that agricultural operations are 
sequential and intermittent in SSA (Foster and Rosenzweig, 2017). This finding is consistent with 
the literature contending that women, who are often marginalized by socio-cultural constraints, are 
less likely to participate in factor markets (Udry, 1996; Oseni et al., 2015; Palacios-Lopez and 
Lopez, 2015; Wineman, & Liverpool-Tasie, 2017). 
The analysis leads to a number of policy implications regarding how factor market 
imperfections could be addressed. Policymakers should focus on improving land and labor markets 
and eliminating gender-specific norms that adversely affect women in order to address the gender 
productivity gap in the SSA region. Moreover, it is important for policy makers to ensure gender 
equity in access to training programs, which is a key factor in improving the level of farmers’ 
technical efficiency. Moreover, public policies should facilitate female farmer access to good 
fertilizer, improved seeds and credit, and minimize social constraints that hinder women’s success. 
In addition, policies are needed to close the gaps in women’s access and adoption to labor-saving 
and production-enhancing technologies. 
Tackling the gender productivity gap in sub-Saharan Africa means that policies are needed 
to empower female farmers by enabling them to obtain social and political capital. These actions 
can provide women with social safety nets, and formal and informal networks to exchange 
information about farming practices, input and output markets, and extension programs in order to 
improve productivity (Peterman et al., 2010). Likewise, political capital that strengthens women’s 
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rights and voice would allow them to protect and regulate the use of local resources, and to 
challenge legislation that is unfavorable to small-scale producers (Peterman et al., 2010; FAO, 
2011). 
In terms of future analysis, a key component in studying the gender productivity gap is the 
availability of high quality data. In this respect, we must take into account two important factors: 
i) the socio-economic and demographic specificity of the SSA countries; and ii) sociocultural 
constraints which prevent women from expressing themselves freely before an enumerator during 
a survey. In the first case, it is necessary to undertake detailed separate analyses for individual 
countries. In fact, the heterogeneity of the results of this study points to the importance of taking 
into account country specific socio-economic and cultural characteristics when designing and 
implementing surveys.  
Another issue to consider is that socio-cultural constraints might cause bias or high number 
of non-responses when interviewing female farmers. These constraints can affect the accuracy of 
information reported by female farmers. In fact, if smallholders lack farm records on expenses and 
other activities it will be even harder for women to keep records of the hours of family labor used 
on the plots making these inaccurate. Indeed, although the positive benefit of record-keeping to 
improve farm management has been documented in the past (Batte et al., 1990; Zepeda, 1994), the 
literature suggests that many farms from developing countries do not keep records (Drafor, 2011). 
IFC (2013) identifies low literacy and numeracy as a factor limiting smallholder farmers’ ability 
to keep adequate farm records and to improve their agricultural management practices (Doye, 
2004; IFC, 2013). As the descriptive statistics of this study reveal, in all three countries female 
farmers have lower educational levels and this might be a factor limiting their ability to keep 
adequate farm records (IFC, 2013). Thus, failing to consider the socio-cultural constraints in the 
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survey design and implementation can result in inaccurate data, which would make the analysis of 
gender productivity challenging. 
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Table 1  
Mean of farm variables before and after matching by gender.  
  
(1) (2) (3) (4) (5) (6) 
Unmatched sample Matched sample 
Female Male Diff. Female Male Diff. 
Malawi       
Land 0.61 0.65 -0.04* 0.61 0.60 0.00 
Plots 2.40 2.87 -0.47*** 2.40 2.57 -0.17** 
Labor 2.52 3.71 -1.18*** 2.52 3.24 -0.72*** 
TVP 76.19 126.4 -50.21*** 76.19 77.73 -1.54 
InputExp  11.57 17.96 -6.39*** 11.57 16.01 -4.44 
Capital 29.09 69.1 -40.01*** 29.09 44.55 -15.46* 
Extension 1.59 2.19 -0.6*** 1.59 1.70 -0.11 
Educ  3.68 3.75 -0.07 3.68 3.72 -0.04 
Exper 49 43 6.00** 49.42 47.79 1.63 
Tanzania       
Land  0.80 0.85 -0.05* 0.79 0.82 -0.03 
Plots  1.72 1.95 -0.23 1.76 1.94 -0.17 
Labor 1.92 3.2 -2.28*** 1.82 2.64 -0.82* 
TVP  218.8 213.1 5.70 267.25 289.03 -21.77 
InputExp 24.59 28.34 -3.75 36.00 41.93 -5.94 
Capital  45.15 60.16 -15.01*** 54.52 65.02 -10.50* 
Extension  0.51 0.69 -0.18*** 0.46 0.64 -0.18 
Educ 5.18 6.56 -1.38*** 4.78 5.82 -1.04 
Exper 41 44 -3.00*** 40.82 41.51 -0.69 
Uganda       
Land 1.07 1.14 -0.07* 1.05 1.08 -0.03 
Plots 3.39 3.76 -0.37*** 3.70 3.69 0.00 
Labor 2.96 3.04 -0.08 3.02 3.06 -0.05 
TVP 162.3 170.2 -7.90** 169.01 171.31 -2.29 
InputExp 22.12 35.83 -13.71* 18.00 28.51 -10.51 
Capital 54.21 85.63 -31.4*** 82.45 77.24 5.21 
Extension  0.8 0.82 -0.02 0.87 0.84 0.03 
Educ 1.66 2.55 -0.89*** 2.23 2.35 -0.12 
Exper 44 41 3*** 41.93 41.15 0.78* 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels of the mean difference. 
All variables are defined in the text 
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Table 2 
Correlated True Random Effects Stochastic Production Frontier estimates for male and female 
farmers in Malawi, Tanzania, and Uganda. 
Total Output (1) (2) (3) (4) (5) (6) 
 Malawi Tanzania Uganda 
 Male Female Male Female Male Female 
Land 0.376*** 0.460*** 0.163*** 0.120*** 0.284*** 0.158*** 
Labor 0.002 0.058* 0.112** 0.035 0.104*** 0.164** 
InputExp 0.149*** 0.069*** 0.027 0.015**  0.025* 0.029* 
Capital 0.135*** 0.111*** 0.180*** 0.142*** 0.048 0.076* 
Temp 0.045 -1.318 0.936*** -0.089*  -9.751*** -5.161*** 
Precip -0.587 -0.110 -0.770** 0.072 0.296  -2.564*** 
CropSystem -0.127** -0.178** -0.290*** -0.195*** -0.113 -0.088 
Slope -0.239 -0.081 0.186*** -0.170*** -0.787*** -0.533*** 
Elev 0.841*** 0.371*** -0.206*** 0.010 -0.735 -1.244 
SoilQ -0.000 -0.050 -0.093 -0.117*   0.190** 0.153*   
Extension 0.022** 0.029*** 0.047*** 0.058*** 0.049*** 0.025 
Road -0.016 -0.020* -0.217*** -0.010 -0.141*** -0.157*** 
Exper 0.140* 0.122 0.056 -0.061 -0.060 -0.079**  
Educ 0.018*** 0.033** 0.004 0.004 0.025*** 0.006 
T2 -1.463*** -1.478*** -0.311*** -0.286*** 0.815*** 0.029*   
T3 -1.398*** -1.395*** -0.869*** -0.729*** n/a n/a 
Constant 4.453 8.046** 8.703*** 5.375*** 32.41* 28.31*** 
Mundlak Terms       
Land 0.004 14.09*** 0.4097** 0.292*** 0.073 0.029 
Labor 0.127*** -5.701 0.195*** 0.194 -0.013 0.037 
InputExp -0.011 -0.999 -0.096*** -0.163*** 0.048*** -0.033** 
Capital 0.137 0.105 0.015 -0.027 -0.016 -0.244** 
Temp -0.439 -116.2 2.296* -4.209*** -0.400 1.181 
Precip -0.144 30.90 -1.457*** -1.323*** -0.855** 0.126 
Slope 0.460 3.937 0.354 0.052 0.461 -1.777*** 
Elev -0.151 6.550 -0.158** -0.245* 0.022 0.077* 
Extension 0.066 -3.039 0.035 0.538*** 0.113 0.064 
Road 0.004 -5.445 -0.440*** -0.418*** -0.013 0.017 
       
Usigma -2.439 4.390*** 0.004 -0.415 0.003*** -0.009 
Vsigma 0.607*** -0.220*** -0.058 0.043* 0.195*** 0.116*** 
N 3,044 2,088 9,714 6,270 2,600 2,144 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels. 
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Table 3 
Correlated True Random Effects Stochastic Production Meta-frontier estimates for Malawi, 
Tanzania, and Uganda. 
Total Output 
(1) (2) (3) 
Meta-frontiers 
Malawi Tanzania Uganda 
Land 0.333*** 0.211*** 0.151*** 
Labor 0.022*** 0.119*** 0.054*** 
InputExp 0.124*** 0.052*** 0.026*** 
Capital 0.140*** 0.168*** 0.005 
Temp -1.081*** 0.727*** -5.100*** 
Precip -0.329*** -0.205*** -0.049 
CropSystem -0.144*** -0.185*** 0.116*** 
Slope -0.221*** 0.065*** -0.596*** 
Elevation 0.471*** -0.180*** -0.674*** 
SoilQ -0.001 -0.139*** 0.001 
Extension -0.114*** 0.160*** 0.004 
Road -0.042*** 0.047*** 0.0618*** 
Experience 0.070*** -0.209*** -0.051*** 
Educ 0.018*** 0.002 0.014*** 
T2 -1.435*** 0.015 0.207*** 
T3 -1.325*** -0.380*** n/a 
Constant 8.966*** 6.067*** 28.31*** 
Mundlak Terms    
Land -0.126*** 0.048*** 0.204*** 
Labor -0.021* 0.023*** -0.181*** 
InputExp 0.017** 0.044**  0.050*** 
Capital 0.018** 0.407*** -0.009 
Temp 0.126 -0.026 7.443*** 
Precip 0.168 0.031 -0.199 
Slope -0.119*** -0.073*** 2.305* 
Elev -0.189** 0.110*** -0.009 
Extension -0.143*** 0.04*** -0.104** 
Road -0.070*** 0.017 -0.181*** 
    
Usigma -1.195*** -0.147*** -0.845*** 
Vsigma -3.951*** 0.473*** -0.215*** 
N 5,132 15,984 4,744 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels 
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Table 4 
Average technical efficiency (TE), technological gap ratio (TGR), meta-technical efficiency 
(MTE), and MTE mean difference tests, male and female farmers in Malawi, Tanzania, and 
Uganda. 
Gender 
(1) (2) (3)  (4)  (5) (6) (7) (8) (9) (10) (11) (12) 
Malawi Tanzania Uganda 
TE TGR MTE 
Mean 
diff. 
TE TGR MTE 
Mean 
diff. 
TE TGR MTE 
Mean 
diff. 
Male 0.51 0.82 0.42 
-0.04*** 
(0.00) 
0.67 0.86 0.54 
0.05*** 
(0.00) 
0.61 0.89 0.56 
0.04*** 
(0.00) 
Female 0.59 0.74 0.46 0.61 0.82 0.49 0.55 0.84 0.52 
Note: ***, **, * represent 1%, 5%, and 10% significance levels, respectively.  
() P-value of the T-statistics. 
 
Table 5 
Average total factor productivity (TFP), male and female farmers in Malawi, Tanzania, and 
Uganda.  
Gender 
(1) (2) (3) (4) (5) (6) 
Malawi Tanzania Uganda 
TFP 
TFP Mean 
diff./(P-v) 
TFP 
TFP Mean 
diff./(P-v) 
TFP TFP Mean diff./(P-v) 
Male 69.03 -1.65 
(0.37) 
69.42 16.21*** 
(0.00) 
74.52 28.76*** 
(0.00) Female 70.68 53.21 45.76 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels of the mean difference 
() P-value of the T-statistics. 
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Table 6 
Shadow and market values of land and labor by gender for Malawi, Tanzania and Uganda. 
  (1) (2) (3) (4) (5) (6) 
Shadow Values (1) - (2)  Mean Diff: shadow-Market 
Male Female 
Gender 
Difference 
Market rates 
($US/ha and 
$US/day) 
Male Female 
M
a
la
w
i 
Land ($US/ha) 
468 308 
160*** 
(0.00) 
114 
353.46*** 
(0.00) 
194.28*** 
(0.00) 
Labor ($US/day) 
0.80 1.01 
-0.21 
(0.77) 
1.68 
-0.88* 
(0.07) 
-0.67 
(0.13) 
 
 
T
a
n
za
n
i
a
 
Land ($US/ha) 
164 214 
-50.74*** 
(0.00) 
116 
47.21*** 
(0.00) 
97.94*** 
(0.00) 
Labor ($US/day) 
4.01 6.77 
-2.76*** 
(0.00) 
5.76 
-1.75*** 
(0.00) 
1.01** 
(0.01) 
  
U
g
a
n
d
a
 Land ($US/ha) 
204 276 
-72.47*** 
(0.00) 
98 
106.25*** 
(0.00) 
178.72*** 
(0.00) 
Labor ($US/day) 
1.97 2.43 
-0.46*** 
(0.00) 
1.33 
0.64*** 
(0.00) 
1.10*** 
(0.00) 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels of the mean difference 
() P-value of the T-statistics. 
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 Appendix A 
 
Figure A1. Production Meta-frontier  
 
 
Figure A2. Distribution of propensity scores for male and female farmers in Malawi 
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Figure A3. Distribution of propensity scores for male and female farmers in Tanzania 
 
 
Figure A4. Distribution of propensity scores for male and female farmers in Uganda 
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 Appendix B 
 
Table B1  
Propensity Score Matching, Probit model for Malawi 
Gender (Female=1, male=0) Coefficients 
Age 0.673*** 
Education 0.000 
Slope -0.001 
Elevation 0.029 
SoilQ 0.188*** 
Dist. Population Center 0.004* 
Dist. Road -0.011*** 
Agricultural activity -0.001 
Constant -4.069*** 
Region  
Karonga 0.182 
Nkhatabay 0.569*** 
Rumphi 0.372** 
Mzimba 0.065 
Mzuzu City 0.117 
Kasungu 0.060 
Nkhota kota 0.512** 
Ntchisi 0.122 
Dowa -0.003 
Salima 0.401* 
Lilongwe 0.086 
Mchinji 0.193 
Dedza 0.520*** 
Ntcheu 0.562*** 
Lilongwe City 0.196 
Mangochi 0.713*** 
Machinga 0.659*** 
Zomba 0.626*** 
Chiradzulu 0.914*** 
Blanytyre 0.591*** 
Mwanza 0.612** 
Thyolo 0.811*** 
Mulanje 1.259*** 
Phalombe 0.910*** 
Chikwawa 0.289 
Nsanje 0.189 
Balaka 0.786*** 
Zomba City 0.392* 
Blantyre City -0.156 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels.  
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Table B2  
Propensity Score Matching, Probit model for Tanzania 
Gender (Female=1, male=0) Coefficients 
Age -0.010*** 
Education -0.020*** 
Slope -0.028 
Elevation 0.040 
SoilQ 0.251*** 
Dist. Population Center -0.001** 
Dist. Road -0.040*** 
Agricultural activity 0.001*** 
Constant -0.023 
Region  
Arusha 0.188** 
Kilimanjaro 0.26*** 
Tanga 0.094 
Morogoro -0.089 
Pwani 0.013 
Dar es Salaam 0.341*** 
Lindi 0.144 
Mtwara 0.325*** 
Ruvuma -0.018 
Iringa 0.112 
Mbeya -0.038 
Singida -0.170 
Tabora -0.382*** 
Rukwa -0.291*** 
Kigoma 0.009 
Shinyanga 0.003 
Kagera 0.194** 
Mwanza 0.052 
Mara 0.516*** 
Manyara 0.152* 
Kaskazini Unguja -0.139 
Kusini Unguja -0.532*** 
Mjini Magharibi -0.231* 
Kaskazini Pemba 0.183 
Kusini Pemba 0.262** 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels.  
Table B3 
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Propensity Score Matching, Probit model for Uganda 
Gender (Female=1, male=0) Coefficients 
Age 0.608*** 
Education -0.029*** 
Slope -0.063 
Elevation 0.933*** 
SoilQ 0.069 
Dist. Population Center 0.000 
Dist. Road -0.054** 
Agricultural activity 0.001 
Constant -8.355*** 
Region  
Central -0.973 
Eastern -1.263* 
Northern -0.991 
Western -1.375** 
Note: ***, **, * represent the 1%, 5%, and 10% significance levels.  
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Table B4  
Common support for Nearest Neighbor matching with no replacement for Malawi, Tanzania and 
Uganda 
  
  Off support On support Total 
Malawi 
Male 0 3,955 3,955 
Female 31 955 986 
Total 31 4,910 4,941 
  
   
Tanzania 
Male 0 6,874 6,874 
Female 68 4,382 4,450 
Total 68 11,256 11,324 
   
   
Uganda 
Male 0 1,151 1,151 
Female 22 469 491 
Total 22 1,620 1,642 
 
Table B5  
Common support for Kernel matching for Malawi, Tanzania and Uganda 
  
  Off support On support Total 
Malawi 
Male 0 3,955 3,955 
Female 6 980 986 
Total 6 4,935 4,941 
        
Tanzania 
Male 0 6,874 6,874 
Female 7 4,443 4,450 
Total 7 11,317 11,324 
         
Uganda 
Male 0 1,151 1,151 
Female 5 486 491 
Total 5 1,620 1,642 
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Table B6 
Common support for Radius matching for Malawi, Tanzania and Uganda 
  
  Off support On support Total 
Malawi 
Male 0 3,955 3,955 
Female 6 980 986 
Total 6 4,935 4,941 
        
Tanzania 
Male 0 6,874 6,874 
Female 6 4,444 4,450 
Total 6 11,318 11,324 
         
Uganda 
Male 0 1,151 1,151 
Female 2 489 491 
Total 2 1,640 1,642 
 
 
 
 
 
 
 
 
 
 
 
 
  
156 
 
Table B7 
Balancing test after Radius matching for Malawi, Tanzania and Uganda 
Covariates (dummy variables) included to control for the M districts in which farms are located are omitted in the table. 
 
 
Variables 
  Malawi Tanzania Uganda 
Unmatched Mean 
%bias 
t-test 
p>|t| 
Mean 
%bias  
t-test 
p>|t| 
Mean 
%bias  
t-test 
p>|t| Matched Female Male Female Male Female Male 
Age 
Unmatched 49.42 42.64 41.8 0.00 41.88 45.20 -23 0.00 44.47 41.02 30.6 0.00 
Matched 49.37 49.28 0.6 0.91 41.88 41.24 4.4 0.31 41.37 51.54 -1.2 0.86 
Education 
Unmatched 3.68 3.75 -12.8 0.65 5.15 6.59 -7.3 0.00 1.97 2.79 -23.2 0.00 
Matched 3.68 3.72 9.2 0.62 4.02 4.88 -25.9 0.09 1.98 2.12 -4.2 0.49 
Slope 
Unmatched 1.26 1.30 -5.3 0.14 1.33 1.33 -10 0.00 1.64 1.63 1.9 0.72 
Matched 1.26 1.32 -7.3 0.11 1.33 1.32 2.1 0.32 1.64 1.65 -1.1 0.86 
Elevation 
Unmatched 6.70 6.77 -14.2 0.00 6.16 6.14 13.7 0.00 7.12 7.10 13.3 0.01 
Matched 6.71 6.69 4 0.42 6.16 6.14 0.6 0.77 7.12 7.13 -3.8 0.55 
SoilQ 
Unmatched 0.50 0.54 -8.4 0.02 0.06 0.05 -0.1 0.94 0.66 0.64 2.5 0.64 
Matched 0.50 0.48 3.3 0.47 0.06 0.06 1.2 0.56 0.65 0.64 2.4 0.70 
Dist. Population 
Center 
Unmatched 37.08 35.43 8.4 0.02 46.27 50.21 0.9 0.63 24.11 24.45 -1.9 0.71 
Matched 37.04 35.62 7.2 0.11 46.27 45.44 0.7 0.74 24.16 24.78 -3.4 0.61 
Dist. Road 
Unmatched 8.81 8.98 -1.9 0.60 1.95 2.18 6.3 0.00 7.18 8.53 -18.7 0.00 
Matched 8.79 8.72 0.8 0.87 1.95 1.85 -1.6 0.49 7.19 6.99 2.7 0.65 
Agricultural 
activity 
Unmatched 59.01 62.60 -7.6 0.03 76.58 68.73 -12.4 0.00 36.75 32.73 13 0.01 
Matched 59.07 58.69 0.8 0.86 76.58 76.22 5.5 0.12 36.47 35.72 2.4 0.72 
