A new classification framework called 'support feature machine' was introduced in [2] for analyzing medical data.
Introduction
A new classification framework called support feature machine (SFM) was introduced in [2] .
The authors claim that SFM is specialized for analyzing medical data in that it "matches temporal patterns (in time series analysis) using the nearest neighborhood rule, while optimizing the selection of good (spatial) features" and pre- In summary, we note that the classification framework as proposed in [2] cannot minimize the number of (spatial) features in maximizing the number of correctly classified data, and, hence it is difficult to categorize it as a 'support feature machine' that is specialized for effectively analyzing medical data with both temporal and spatial characteristics.
In this paper, we present a way to mathematically remedy the drawback of the two IP classification models above to transform them into valid support feature machines that minimize the number of features in maximizing the number of correctly classified data. We also provide three comments in regard to classification models from [2] .
Remedying V-SFM and A-SFM for Selecting Support Spatial Features
In order for the two SFM models of the pre- 
Then, we have
Proof: First, note that the two IP models have the same set of constraints, hence, by the nature of optimization principles, we have
Next, we note that       is a feasible solution to V'-SFM, and this naturally yields
which, along with  ∈    , yields
Combining the above with (1), we obtain the desired result. ☐
In brief, this lemma shows that V'-SFM matches temporal patterns by using the nearest 
Additional Remarks
We close this short note with three remarks on classification models from [2] .
No specific values are given in [2] for   and   in the definition of Δ for A-SFM.
We determine these values in this remark. 
One immediately notes that

