Abstract: We propose a projection-based test to check partially linear models.
Introduction
Regression models with linear and nonparametric components are widely used in practice and often go by the name "semiparametric regression" (Ruppert et al., 2003) . Especially because of the linearity assumption of the parametric component, there is a need for methods to check whether these models provide a satisfactory fit to data. Although a number of lack-of-fit tests have been developed, they do not work well when the dimension of the parametric component is even only moderately high. To address this problem, we extend a projection-based lack-of-fit test developed by Escanciano (2006) for parametric models to semiparametric models. This paper contains the first theoretical study of Escanciano's test applied to model-process-based statistic to degenerate.
To overcome problems due to the curse-of-dimensionality, various efforts have been made to avoid high-dimensional nonparametric regression or the application of the simple indicator weighting function. Important results from these efforts include applications of the integrated conditional moment (ICM) method proposed by Bierens (1982) . The principle of the ICM method is to transform the conditional expectation condition of the null hypothesis, i.e., that E{ε(U, β, g(T ))|X, T } = E{Y − {X β + g(T )}|X, T } = 0, into an uncountable number of unconditional moments restrictions, specifically that E{ε(U, β, g(T ))w(X, T, x)} = 0. The weighting function w(X, T, x) is chosen to guarantee that E{ε(U, β, g(T ))|X, T } = 0 is equivalent to E{ε(U, β, g(T ))w(X, T, x)} = 0 holding for all x. It is noteworthy that curse-of-dimensionality occurs more often in model checking than in estimation because we need to deal with the regression of ε(U, β, g(T )) against (p+1) covariates (X , T ) even we just check a multiple linear model. Several weight functions, e.g., the exponential weighting function (Bierens, 1982) , the linear indicator weighting function (Stute and Zhu, 2002; Escanciano, 2006) , the logistic weighting function (Lee et al., 2001) , and the trigonometric weighting function (Bierens and Ploberger, 1997) , have been Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) suggested. Some weighting functions lead to inconsistent model checking methods and different weighting function leads to different power properties. Furthermore, theoretically, there is no best choice among these weighting functions in term of power, since Bierens and Ploberger (1997) have demonstrated that all of these weighting functions lead to asymptotic admissible tests. It is worthwhile to point that the statistics proposed by Fan and Li (1996) and Zhu and Ng (2003) are two special cases of the ICM test corresponding to weighting functions E{ε(U, β, g(T ))|X, T } and I(X ≤ x, T ≤ t), respectively; unfortunately, they face possible curse-ofdimensionality.
A popular choice among these weighting functions is the linear indicator weighting function I(U W ≤ u), where u ∈ R 1 , U is the vector of predictors, and W is a projection direction. This choice of weighting function avoids both high-dimensional problems and a multiple integration to calculate a Crámer-von Mises type test statistic (see Section 2). For example, Stute and Zhu (2005, 2002) and Xia et al. (2004) ing function is the selection of the projection direction, W , which should ideally ensure (1) the equivalence of the null hypothesis and the weighted unconditional moments conditions, (2) consistency of the associated tests, Xia (2009) also developed a projection-based testing procedure for parametric and semiparametric models by projecting the fitted residuals onto a direction via a single-index model. The proposed method is applicable for general settings and reduces dimensionality. However, asymptotic distributions under the null hypothesis are not available, making it difficult to control type I error.
To overcome these limitations, we also use projections, but allow the direction to vary such that the null hypothesis is equivalent to an inStatistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) finite collection of weighted unconditional moments restrictions. Recall that U = (X , T ) and E{ε(U, β, g(T ))|U } = 0 a.e. if and only if E{ε(U, β, g(T ))|U W } = 0 a.e. for every unit (p + 1)-vector W (Lavergne and Patilea, 2008; Bierens, 1990; Stinchcombe and White, 1998) . So if E{ε(U, β, g(T ))|U } = 0 a.e., then the set {W : E{ε(U, β, g(T ))|U W } = 0}
has a Lebesgue measure larger than zero. Thus, it is critical that the test statistic contains as many projection directions as possible, which ensures
This observation motivates us to assume that (1) W is independent of the response variable, covariates and the model error and (2) W follows the uniform distribution on the unit ball in R p+1 so that every possible projection is taken into account. Therefore, the corresponding test can detect a deviation from the null hypothesis in any direction. As a result, the proposed statistic is consistent against all alternatives. Because U W in I(U W ≤ u) is scalar, the test avoids the curse of dimensionality. Furthermore, it is shown that the proposed test is free from the data generation process (see the discussions following Theorem 3), and can detect the alternative hypothesis which approaches to the null hypothesis at the rate n −r with 0 ≤ r ≤ 1/2. To avoid the complexity in calculating the critical value, we suggest a robust bootstrap method. Extensive numerical exper- It is noteworthy that the proposed procedure can be treated as an extension of Escanciano (2006) to partially linear models. However, such an extension is by no means straightforward but certainly of importance.
Escanciano (2006) and additional simulation results are presented in the online supplemental materials.
The proposed test
be the estimators of β and g(·) whose definitions are given in Appendix
for (u, W ) ∈ Π, where Π = R 1 × S p+1 and W is uniformly distributed on S p+1 = {w ∈ R p+1 : w = 1}, the unit ball in R p+1 .
Our projection-based test statistic is
where
and W has been integrated out.
When the test statistic is sufficiently large, we reject the null hypothesis.
The estimated empirical process M n,pro (u, w) is actually the cumulative sum of the estimated model error, and T n,pro is a Crámer-von Mises type test statistic.
Note that the test statistic T n,pro is equal to a summation:
Escanciano (2006), we have
, where Γ(·) is the gamma function and q = p + 1. Thus, the calculation of the statistic can be transformed to a calculation of a summation. This avoids the multiple integration in Härdle and Mammen (1993) and makes the implementation easier.
Asymptotic properties under the null hypothesis
We now study the asymptotic properties of the projection-based test statistic under the null hypothesis. It will be shown that, for fixed w, the estimated empirical process M n,pro (u, w), −∞ < u < ∞, converges to a centered Gaussian process, and T n,pro converges to an integrated squared
, and
We have the following result. Under the null hypothesis (1.1), for any given nuisance parameter W = w ∈ S p+1 , the estimated empirical process M n,pro (u, w), ∞ < u < ∞,
For the test statistic T n,pro , we have
where F w is the conditional distribution of U W given W .
In T n,pro , if the weighting function is taken to be 1, then T n,pro reduces to a score-type statistic. However, this score-type test cannot detect an
Analysis of the asymptotic power
In the following, we investigate the power behavior of the statistic under local and global alternatives. We consider the local alternative with a deviation of a nonlinear measurable function of (X, T ) from the null hypothesis;
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where E(ε|X, T ) = 0, and D(X, T ) cannot take the form of X β + g(T )
for any β and g(T ) and is a measurable function of (X, T ) satisfying with
Then we have the following result.
Theorem 2. Under Conditions (C1)-(C5) in the Appendix and the alternatives (4.3), we have
where M pro (u, w) is defined in Theorem 1.
Compared to the results of Theorem 1, Theorem 2 indicates that there is an additional component Ω(u, w) in the asymptotic distribution of the statistic T n,pro under the local alternatives (4.3). The quantity Ω(u, w)
reflects the distance between the null and alternative hypotheses. Therefore, the proposed statistic can detect a local alternative which approaches the null hypothetical model at the parametric rate. Such a detection cannot be achieved if one uses the local test methods (Härdle and Mammen, 1993; Li and Wang, 1998) .
We further consider the global alternative hypotheses:
We have the following results.
Theorem 3. Under Conditions (C1)-(C5) in the Appendix and the alternatives (4.4), we have T n,pro −→∞ as n → ∞.
Theorem 3 shows that the statistic T n,pro diverges to infinity under the global alternative hypothesis (4.4). Therefore it has asymptotic power 1 and is consistent. It is worth pointing that the results of Theorems 1-3 do not depend on distributional assumptions on the model error and allow the error heteroscedasticity.
We also consider the local alternative hypothetical models:
Theorem 4. Under Conditions (C1)-(C5) in Appendix and the alternatives (4.5) with −1/2 < α < 0, we have T n,pro −→∞ as n → ∞.
For the cases that −1/2 < α < 0, the convergence rate of model (4.5)
to the null hypothetical model is between those of models (4.3) and (4.4).
Theorems 1, 3 and 4 show that the test can detect the alternative models converging to the null model with the rates n α for −1/2 ≤ α ≤ 0.
A bootstrap option for critical value calculation
Theorem 1 gives the asymptotic distribution of the statistic T n,pro under the null hypothesis. An immediate concern is that this distribution may be case-dependent which complicates calculation of the critical value. To overcome this potential difficulty, we suggest determination of the critical value by the bootstrap.
To begin bootstrapping, generate an i.i.d. random variable sequence
. . , n} with mean zero and variance 1, that also satisfies the condition that |V i | ≤ c for some finite constant c. Let
Repeat the above process B times and obtain T * n1,pro , . . . , T * nB,pro . Then calculate the 1 − α empirical quantile of the bootstrap statistic based on {T * n1,pro , . . . , T * nB,pro }, which is taken as the α-level critical value.
Note that for the bootstrap procedure, it is not necessary to estimate
any new quantities such as the influential function. Also, the testing procedure is data-driven; given only the sample, {(Y 1 , X 1 , T 1 ), . . . , (Y n , X n , T n )}, the proposed testing procedure using the bootstrap-generated critical value can determine whether the partially linear model fits the data adequately without any other information on the data generation process.
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For the bootstrap testing statistic T * n,pro , we have the following result.
Theorem 5. Under the null hypothesis (1.1) or alternative hypothesis (4.4),
if Conditions (C1)-(C5) in the Appendix are satisfied, the conditional distribution of T * n,pro converges in distribution to the limiting null distribution Example 2. We consider candidate models with 20-dimensional linear Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
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covariates:
where We calculated the proportions of times the null hypothesis was rejected among the 1000 replicates. These are the empirical sizes under the null hypothesis (i.e., C = 0) and the empirical powers under the alternative hypothesis (i.e., C = 0). We report the rejection proportions of the tests in Figures 1 and 2 , where T n,P ro , T In Example 2, the performance of T n,P ro is still very promising, while all the other tests almost crash. Specifically, T u n is always equal to zero and therefore causes the empirical sizes and powers to be zero, while T is free from any degeneration, its power curve indicates that it does not performs well when the dimension of X is moderate or large.
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We report failure times of the tests T u n , T s n , T Xia n and T n,P ro under Example 2 in Table 1 . There were no failures for the four tests in Example 1.
In Example 2, both T u n and T s n almost always degenerated in all configurations. This may explain why the power curves of these two tests in Figure   2 are so flat.
Overall, the proposed test performs best among its competitors with satisfactory empirical sizes and powers. Most importantly, the proposed test is free from the "curse of dimensionality". This feature becomes more significant with higher dimensional covariates.
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Real data analyses
Additive models are perhaps the most realistic, parsimonious candidate for data exploratory when one suspects that the relationship between the dependent variable and the covariates are not linear. On the other hand, if some nonparametric components can further be simplified to linear components, the estimation can be more efficient and the interpretation is easily to understand. To gain these flexibility and efficiency, partially linear models are preferable to additive models. In the real data analysis, our preliminary exploration indicates that the relationship between the dependent variable and the covariates are not linear. However, whether a partially linear model is enough to parsimoniously reflect their relationship is unclear. We therefore try to apply the proposed method to address the question.
In this section, we apply the proposed test T n,P ro and the other three tests, T Having conducted 5000 Bootstrap replications, we obtained the p-values based on T u n , T s n , and T n,P ro to be 0.3756, 0.2538, and 0.0170, respectively.
We also had SCV n = 0.9820 < T SS n = 0.9962 for the test T Xia n . Here, SCV n and T SS n are the single-indexing cross-validation values and the average residual sum of square; i.e,
for more details in the calculation of SCV n and T SS n . So, the proposed method and Xia's method both suggest that we should reject the null hypothesis, while the tests of Fan and Li (1996) and Zhu and Ng (2003) 6.2 Real data analyses 24
suggest not to reject the null hypothesis of the partially linear model. Upon recalling the simulation experience, we prefer to the conclusion of a rejection of the null hypothesis. We show the scatterplots of estimated residualsε n versus CHmRun and X β n in Figure 3 To investigate whether the above results seem sensible, we plot the estimated surface of the nonparametric function g(T ) with T = (T 1 , T 2 ) = (CKnee, CNeck) in Figure 4 (a), which indicates that it is difficult to find a suitable form to model the function g(T ). We also plot scatter plots of the estimated residualsε n versus CKnee, CNeck and X β n in Figure 4 
Concluding remarks
In this paper, we developed a projection-based method for checking the adequacy of a PLM. The method is consistent and reduces dimensionality, which may be of interest in dealing with high-dimensional observations. In summary, the proposed procedure is computationally expedient; theoretically reliable; intuitively appealing; and practically useful. We have shown both theoretically and numerically that the proposed procedure has advantages over the existing methods. However, we need to point out that we do not claim that the proposed method will always be the best. Different favorable circumstances may exist for different methods based on the assertion of Bierens and Ploberger (1997) that all of the aforementioned four weighting functions and the simple indicator function lead to asymptotic admissible tests. However, our overall numerical comparison suggests that the proposed procedure is very promising.
The proposed projection-based methodology is not limited to the PLM, but, in fact, is applicable to more general semiparametric models. Theoret-ical investigation in this direction certainly faces technical challenges, but we believe the success of our projection-based method on the PLM makes further research to meet these challenges warranted. Future studies from this line of work also include: (i) the number of covariates increases with the sample size, and (ii) the response variable is not continuous.
Supplementary Materials
The online Supplementary Materials include the proofs of Theorems 1 -5, and additional simulation studies.
A.1 Assumptions
We begin this section by giving the conditions needed in the proofs of the theorems.
(C1) The functions g(t), g 1 (t) = E(X|T = t) and g 2 (t) = E(Y |T = t) are second-order continuously differentiable and satisfy Lipschitz condition of order 1.
(C2) The matrix Σ = E( X X ) is positively definite and sup x,t E(Y 2 |X = x, T = t) < ∞.
(C3) (i)The density of T , f t (t), exists and satisfies 0 < inf (ii) f t (t) is second-order continuously differentiable.
(C4) The kernel function K(·) is a bounded kernel function of order 2 with bounded support.
(C5) The bandwidths satisfy h n → 0, nh n → ∞ and nh 4 n → 0 as n → ∞. to obtain the convergence rates of the nonparametric estimates.
Let S j (t, h) = 1/n n i=1 (T i − t) j K h (t − T i ), j = 0, 1, 2, with K(·) being a kernel function, h n a bandwidth sequence and K h (t) = 1/h n K h (t/h n ). We first estimate the function g 1 (t) and g 2 (t) by the local linear method:
.
Then we can estimate β and g(t) as follows:
Therefore we can estimate the model error ε for the ith subject byε(U i ,β n ,ĝ n (T i )) = Y i − {X β n +ĝ n (T i )}.
