Abstract-This paper describes a method for the comparison of the cooling capability of over-the-counter devices for skin tags removal. The comparison is performed by measuring the heat flux produced by the gas identified assessing the temperature difference across an element with a known thermal resistance; the temperature reached at the interface between the device and the heat-flux meter is also analyzed, although it is different from that of the skin during the treatment. The measurement accuracy has been experimentally evaluated and, with a confidence interval of 95%, is better than 6% for heat-flux measurements and lower than 0.3°C for temperature measurements. The instrument allowed comparing the thermal efficiency of 19 dimethyl ether and propane devices of different types (dispenser, spray, and foam). Results are by far more reliable than those obtained with tests performed on subjects, where the intrinsic skin thermal properties variability prevents from assessing differences smaller than 30%.
for the different skin problems, reasonably because of the difficulties in measuring the temperature distribution in vivo during the treatment.
The most effective cooling method is the topical application on lesions that one wishes to destroy of a cotton wool swab saturated by immersion in liquid nitrogen or other gases with low boiling temperatures [6] . Nowadays, several over-the-counter (OTC) warts-freezing therapies are available [1] . These devices use dimethyl ether and propane instead of the liquid nitrogen and their efficiency is currently assessed by comparing their effects on patients [7] . A very simple comparison between the OTC wart preparations and liquid nitrogen has been presented in [8] : the comparison was based on the evaluation of temperature measured by a thermometer in contact with the coolant. Given that the dynamic response of the thermometer was not compensated, results only evidenced the different temperatures obtained with liquid nitrogen and dimethyl ether therapies. Neither the comparison of effects on patients nor the measurement of temperature of the boiling fluid provide for quantitative parameter describing the heat that the cooling fluid removes from the skin. The large intersubject and intrasubject variabilities of the skin thermal parameters reported in [9] and [10] actually prevent from comparing devices with very similar performances, given that the coefficient of variation (hereinafter COV, the ratio between the standard deviation and the mean) of the skin-contact thermal resistance is larger than 15%. Consequently, at the current state of the art, it is not possible to compare the thermal performances of devices for cryotherapy in repeatability conditions, since neither it is possible to perform multiple tests on a single subject (for obvious safety reasons) nor it is possible to infer small differences from the experimental results performed on different patients.
Despite the variety of literature works focused on spray measurements [11] , none of them is focused on the direct measurement of the heat flux produced by the spray. The latter could be identified from the droplet volume flux and the gas characteristics [12] , but the required instrumentation would be expensive and it would be impossible to compare the spray performances with the ones of wet foam-based devices.
In this paper, we describe a method for the measurement of the heat removed by different OTC devices for the skin tags removal, which are similar to the ones used for verrucas treatment, given that they use the same fluid but different spray nozzles. The measurement method, based on a heat-flux meter, allows evaluating the heat flux produced by the different OTC devices (foam, dispenser, and spray types). As explained in detail in this paper, the heat flux can be used to estimate the skin temperature using the skin thermal resistance models available in [9] , [10] , and [13] [14] [15] [16] . This paper is structured as follows. The proposed method and the measurement model are described in Section II. Section III describes the results of experiments performed to compare the cooling properties of 19 OTC devices for skin tags treatment. The experimental results are discussed in Section IV and the conclusions are drawn in Section V.
II. PROPOSED METHOD The first step for the analysis of the interaction between the OTC device and the skin is to identify a thermal model; for the current purposes, the OTC device has been modeled with a heat-flux generator, given that a fixed fluid quantity undergoes the evaporation process at the proximity of the skin. The thermal scheme of such interaction is shown in Fig. 1(a) . The heat flux imposed by the medical device (J gas ) is partially absorbed by the body ( J skin ) and partially by the environment (J leak ). J leak is desirably small and depends on the OTC device characteristics (as later explained, the nozzle plays a crucial role in the efficiency of the cooling process). The skin temperature-one of the parameters determining the treatment effectiveness-depends on the gas boiling temperature, on the skin thermal capacity and resistance, and on the leak resistance. The comparison between different OTC devices can be performed by creating a skin simulator, i.e., a device that has a thermal resistance and a thermal capacity similar to that of the human skin and the comparison could be based on the artificial skin temperature. Given that different parts of the body have different skin thermal properties (different skin thermal resistances were measured on the hand palm and on the hand back), this solution is not viable, given that different skin simulators would be required.
An alternative approach (the one adopted in this paper) consists in the identification of the heat flux actually produced by the boiling gas and the estimation of the skin temperature using one of the models existing in [13] [14] [15] [16] [17] . With the proposed measurement method, whose scheme is shown in Fig. 1(b) , the human body is substituted by the heat-flux meter that derives the heat flux by dividing the temperature difference measured across a thermal resistance ( T FM ) by the resistance itself (R FM ). If the thermal resistance and capacity of the heat-flux meter were similar to that of the human body, the interface temperature T int measured by the heat-flux meter would be compatible with the one reached during the OTC device usage. Conversely, if the heat-flux meter thermal resistance differs from one of the skin, the comparison between different devices can be made on the heat flux produced by the OTC device not leaked toward the environment ( J gas -J leak ). In our case, experiments were performed with a heat-flux meter with a specific thermal resistance of 19.5 · 10 −3 K · m 2 /W. The value is of the same order of magnitude of the skin-contact thermal resistance (average value on the hand palm 6.5 · 10 −3 K · m 2 /W) but leads to interface temperature higher than those obtained in the actual usage conditions because of the different thermal capacities.
The analysis of the scheme in Fig. 1 (b) shows there are three main differences with respect to Fig. 1(a) . 1) Part of the heat flux entering the instrument leaks toward the environment without being measured ( J leakflux ); the flux measured by the instrument is therefore different from the flux in the actual working conditions. 2) The heat flux, before being measured, crosses a capacitor (C FM ) that determines the transient response of the measurement device. 3) A thermo electric cooler (TEC) has to be used in order to stabilize the temperature of the flux meter. The proposed method correctly compares the different measurement devices if J leakflux is negligible and if the time constant of the measurement device is small in comparison with the OTC device application time.
The minor importance of J leakflux can be demonstrated by observing that the heat flux useful for skin treatment purposes are J gas -J leak , and in the scheme of Fig. 1(b) , this quantity equals J FM + J leakflux + J CFM . J leakflux has been numerically evaluated using the measurement model presented in [9] , which accounts for the radiative and convective exchanges of the lateral part of the heat-flux meter with the environment. The plot of J leakflux versus the interface temperature is shown in Fig. 2 . The lowest interface temperature reached in our tests was 5°C with a measured flux ( J FM ) of 6 W; in these conditions, the flux not measured by the flow meter is approximately 500 times lower than the measured one ( J leakflux is equal to 0.03 W) and can be therefore neglected. The use of the measurement system described in Fig. 1(b) is therefore justified.
The second limitation arises from the transient response of the instrument: as evidenced in the scheme of Fig. 1(b) , the heat-flux meter has two thermal capacitances C FM and C HS . The two capacitances reflect in two different time constants τ 1 and τ 2 , whose values, respectively, depend on the resistances R FM and R HS . The flux-meter capacity can be easily computed by multiplying the mass of the copper feeler pin (a cylinder with a diameter of 12 mm and an height of 0.5 mm) by the specific heat capacity of the copper (0.39 J/g K). The resulting thermal capacity is 0.19 J/K. The expected flux-meter time constant τ 1 is 1.25 s and is dominant during the cooling phase, in which the thermal inertia of the heat sink prevents from quick changes of the flow meter side not in contact with the skin. Given that the typical application time is in the order of 30 s, the value is satisfying. The second time constant (τ 2 ) depends on C HS and is of the order of hundreds of seconds; its effects are counterbalanced by the presence of the TEC, whose aim is to maintain a stable temperature at the hot side of the flow meter; hence, in the actual instrument usage, τ 2 can be neglected.
Although it is theoretically possible to compensate the flux-meter time constants with the approach described in [18] and [19] , all the tests of interest were performed in quasi-static conditions, given that the cooling was much larger than the estimated time constant.
A. Measurement Uncertainty
According to the model in Fig. 1(b) , the difference between J gas and J leak in steady conditions equals the sum of J FM and J leakflux , given that C FM only affects the dynamic response but the net flux on it is zero. J FM is computed as the ratio between T FM and R FM . The latter is measured using a differential thermocouple, calibrated versus Class 1 PT100 in a thermal bath. The flux is therefore computed as
Given that J leakflux has been computed accounting for the radiative and convective exchanges of the flow meter, it was not possible to adopt the linearization procedure proposed by the ISO GUM; the measurement uncertainty was therefore estimated by propagating the experimentally identified uncertainties in (1) using Monte Carlo simulations. The variables' probability density functions were experimentally identified during the calibration of the instrument. Thermocouples were individually calibrated using a thermal bath with an approach similar to the one described in [20] . The temperature reference was provided by a class A PT100 thermal resistance. Since the residuals versus a linear regression model were temperature dependent (as shown in Fig. 3) , a cubic regression model was adopted, similar to what was done in [21] . The latter allowed obtaining a standard measurement uncertainty (mainly endorsed to the uncertainty of the reference thermometer) lower than 0.15°C in the whole measurement range.
Monte Carlo simulations were performed by imposing a net heat flux varying between 0.1 and 3.5 W at discrete steps of 0.1 W. At each step, 10 5 trials were performed. T int varied between 0°C and 22°C and its distribution was considered Gaussian with a standard deviation of 0.15°C.
T FM varied between 0.6°C and 21.8°C and the standard deviation was implicitly derived from the flux-meter thermal resistance. R FM was modeled as a Gaussian variable with an average of 6.24 K/W and a standard deviation of 0.085 K/W.
The importance of J leakflux was assessed by comparing the uncertainties of the full and the adiabatic model (i.e., the model in which J leakflux is not compensated and its effect is added to the uncertainty budget). Results (Fig. 4) evidenced that the measurement uncertainties of the adiabatic and the full model are always lower than 10% [confidence interval (CI) 95%]. The differences between the two models are more pronounced at low temperatures; during the tests for the characterization of the OTC devices, the measured temperature interface temperature varies between 10°C and 18°C; consequently, the typical uncertainty values range between 2% and 6% (CI 95%). Although the benefits deriving from the adoption of the full model are limited, with the adopted virtual instrument architecture, the full model implementation was straightforward and was therefore preferred to the adiabatic one.
B. Tests Description
Nineteen OTC devices have been compared using J FM and T FM as figures of merit for the capacity of removing the heat from the skin. Three types of device were tested. With the foam type, the liquid dimethyl ether and propane mixture are released into a foam pad attached to the device. This foam pad is then held on the skin for approximately 20 s. With the spray devices, dimethyl ether and propane are pressurized in a can and are sprayed on the skin continuously. With the dispenser types, a fixed quantity of dimethyl ether and propane aerosol is sprayed on the skin at each push. Some of the OTC devices used in our tests are shown in Fig. 5(a) . Aims of the tests were the comparison of different nozzles-shown in Fig. 5(b) -for the dispenser devices and the comparison between the dispenser devices (not actually used for the skin tags treatment) and the foam and spray ones (commercially available for the skin tags treatment). The nozzles mainly differed for the airflow passage section and evaporation holes location. These two parameters affect the evaporation time of the dimethyl ether and propane: placing the evaporation holes close to the skin surface increases the cooling speed but may increase the fluid loss. Conversely, when the evaporation holes are far from the fluid jet, the cooling process is slower but the fluid leak is expected to be negligible. The experimental setup is shown in Fig. 6 . For each measurement on a medical device, three repetitions were performed. Before each test, the interface temperature was restored to 22°C using a TEC [indicated with TEC in the scheme of Fig. 1(b) ] with the cold side in contact with the heat sink, as shown in Fig. 6(b) . This prevented the progressive cooling of the instrument.
The setup was derived by the one described in [9] : three thermocouples measured the temperatures of the interface, of the environment, and of the TEC heat sink. A differential thermocouple was used to measure the heat flux across the flux meter. The temperature data were acquired by an Agilent 34970A multiplexer via serial interface by a fit-to-purpose LabVIEW virtual instrument, whose interface allowed the online visualization of the heat flux and of the interface temperature. With this configuration, the maximum sampling rate was 1 sample/s for each channel; the low sampling rate was not limiting, given the heat flux meter time constant of 1.25 s.
III. EXPERIMENTAL RESULTS
The T INT and J FM time histories of device number 11 are shown in Figs. 7 and 8 , respectively. The plots show that the cooling time is approximately 10 s, i.e., much larger Comparison between the heat flux generated by spray (black), foam (light gray), and dispenser (dark gray) devices.
than the flux-meter time constant (1.25 s). The heating time, governed by the second time constant, is approximately 40 s. As expected, the interface temperature is larger than that reached on the skin surface, given that C FM is larger than C skin .
Results evidenced the limited tests repeatability of the dispenser devices; as later explained, this issue is due to the tests procedure that consists in the manual actuation of the device for three times. The heat-flux cooling rate is different for the spray, foam, and dispenser devices (Fig. 9) . The spray device produces a sudden heat flux, whose amplitude depend on the flow rate of the spray; the flux quickly decreases when the spray actuation ends. With foam devices, the flux peak amplitude is smaller; this consideration is relative to the devices under tests, given that a larger quantity of evaporating fluid obviously leads to a larger heat flux. In this case, the evaporation lasts for 20-40 s; during this time interval, the heat flux is constant (variations comparable with the instrument uncertainty). The heat flux obtained by the dispenser devices is intermediate between these two configurations both in terms of peak amplitude and flux duration. As later discussed, these considerations can be crucial for the assessment of the devices efficiency.
The results of all the tests are summarized in Table I ; both the heat flux integral and the interface temperature decrease are presented together with their standard deviations and COV.
Results confirm what has been evidenced in Fig. 9 for single devices: the spray devices (IdTest 2_M1 and 4_H1 in Table 1 ) allow reaching the lowest interface temperatures (approximately 17°C less than the initial temperature and twice larger than the temperature difference generated by the most efficient dispenser device). The foam devices, thanks to the long evaporation time, have a very large flux integral in spite of the low T FM . The dispenser devices are characterized by a T FM between 3°C and 10°C. Given that devices with IDs from 5 to 19 have the same dispenser, the role of the nozzle is crucial.
The standard deviation shows that the tests repeatability is different for the three device types: the COV is larger for the dispenser devices, given that the heat transfer is strongly affected by the way in which the subject pushes the nozzle. The evaluation of COV on T FM and on the flux integral lead to similar results; large differences were noticed only for the dispensers 9_E1 and 15_B1, mainly because of a nonuniform time between the three spray actuations.
IV. DISCUSSION
The proposed measurement system allowed comparing different OTC devices for the treatment of skin problems without the intrinsic limitations of the tests performed on the patients' skin. Nineteen devices were compared under repeatability conditions with an instrumental uncertainty much lower than the typical intersubject and intrasubject variabilities. The accuracy of the proposed measurement method allowed the identification of the best nozzle for the dispenser devices (specimens 10 and 11). The best one was characterized by two holes (0.5 mm in diameter) placed at 5 mm from the skin surface; as expected, the evaporation holes (visible in specimens A2 and B2 in Fig. 6 ) play a very important role in the heat transfer between the boiling fluid and the skin. If the holes are too close to the skin, it is possible that part of the fluid leaks without actually cooling the surface. On the contrary, if the holes are too small, the evaporating gas increases the pressure inside the nozzle preventing the evaporation of additional fluid.
Experimental results outlined that the COV of the temperature and the flux measurement are generally similar. The main differences were found on the dispenser devices, where the manual actuation of the devices decreases the measurements repeatability: if the time interval between the consecutive device actuations is small, the temperature decrease is large but the effect of cooling ends earlier.
The measured heat-flux peak varied between 0.3 and 3 W and the typical application times ranged from a few seconds (spray devices) to approximately 60 s (foam devices). As outlined in the literature, the wart treatment is effective, if the local temperature decreases below −5°C (the reported values range between −5°C and −15°C). Although the optimal temperature for skin tags treatment has never been reported, it seems reasonable to consider a temperature range similar to those reported for the wart treatment. The minimum heat flux for reaching the optimal treatment can be computed by dividing the temperature difference by the thermal resistance of the skin. Considering a hand skin specific resistance is 6.5 · 10 −3 K · m 2 /W, a contact area of 20 mm 2 and a temperature difference of 47°C (body temperature of 37°C and interface temperature of −10°C), the minimum steady heat flux required for the skin cryotherapy is approximately 0.2 W. Since the expected application time is 30 s, the minimum flux integral is 6 J, a value obtained by all the devices that underwent our tests. These values do not consider the diffusive phenomena occurring at the internal derma: if the application time is short (spray devices), the tissue cooling is limited to the skin surface and the treatment is effective for superficial skin defects. Conversely, if the application time is longer (as for the foam devices), the progressive diffusion allows treating the defects of the internal derma. It is therefore reasonable to suggest the use of different devices for the treatment of different defects.
The main limitation of the present approach derives from the large time constant of the heat-flux meter, which is reasonable for assessing the performances of foam and dispenser devices, but did not allow the correct identification of the peak flux and peak temperature of the spray devices. The limitation could be overcome using a smaller heat-flux meter and a different configuration of the Agilent 34970A, which allows larger scan rates if used in a standalone configuration. Given that the main object of the tests performed was the identification of the best nozzle for dispenser devices, the limitation is not crucial. The modification of the flux-meter geometry would also enable the creation of a skin simulator, so that the measured temperature decrease is close to the one measured during the skin treatment. The main drawback of this approach, however, is that the skin-contact thermal resistance and capacitance depend on the body region (the skin resistances of the hand palm and back are different). In order to create a skin simulator, it is therefore necessary to: 1) identify the region of the skin that has to be treated; 2) measure its thermal resistance and capacitance using the approach of [9] ; and 3) modify the flux-meter geometry to obtain the desired characteristics. This approach, however, does not meaningfully increase the accuracy of the comparison between the different devices, given that the nonlinearities due to the heat exchange between the flux meter and the environment were proven small. Once that the resistance of different skin regions have been measured, it would be possible to identify the best device (or even the best nozzle characteristics) for the creation of the heat flux required to obtain a certain temperature decrease; this topic, however, requires further investigations and is deserved to be the topic of forthcoming studies.
V. CONCLUSION
In this paper, we have proposed a method for the comparison of different OTC devices for skin tags treatment. Devices using different cooling methods (sprays, foam, and dispenser) have been compared using a heat-flux meter originally designed for the measurement of the skin thermal resistance. The instrument uncertainty in heat-flux measurement is lower than 6% (CI 95%) and the interface temperature uncertainty is lower than 0.3°C. The heat flux produced by 19 different OTC devices have been evaluated in controlled conditions. Results allowed the identification of the best nozzle geometry, which was the one that allowed reaching the largest T FM (or, equivalently, the lowest interface temperature) and the largest heat flux. The experimental results show the validity of the proposed measurement method. The flux meter can be used to compare the cooling capabilities of different medical devices without the limitations evidenced in the in Section I. The measurement uncertainty is negligible in comparison with the skin thermal resistance repeatability, thus evidencing the appropriateness of the adopted temperature measurement chain.
