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RESUMO
A falta de conceitualização congruente sobre qualidade de serviço (QoS)
para bases de dados (BDs) foi o fator que impulsionou o estudo resul-
tante nesta tese. A definição de QoS como uma simples verificação
de se um nó corre risco de falha devido ao número de acessos, como
faziam, na época do levantamento bibliométrico desta tese, alguns sis-
temas comerciais, era uma simplificação exagerada para englobar um
conceito tão complexo. Outros trabalhos que dizem lidar com estes
conceitos também não são exatos, em termos matemáticos, e não pos-
suem definições concretas ou com qualidade passível de utilização ou
replicação, o que torna inviável sua aplicação ou mesmo verificação. O
foco deste estudo é direcionado à bases de dados distribuídas (BDDs),
de maneira que a conceitualização aqui desenvolvida é também compa-
tível, ao menos parcialmente, com modelos não distribuídos de BDs. As
novas definições de QoS desenvolvidas são utilizadas para se lidar com
o conceito correlacionado de qualidade de experiência (QoE), em uma
abordagem em nível de sistema focada em completude de QoS. Mesmo
sendo QoE um conceito multidimensional, difícil de ser mensurado, o
foco é mantido em uma abordagem passível de mensuramento, de ma-
neira a permitir que sistemas de BDDs possam lidar com autoavaliação.
A proposta de autoavaliação surge da necessidade de identificação de
problemas passíveis de autocorreção. Tendo-se QoS bem definida, de
maneira estatística, pode-se fazer análise de comportamento e tendên-
cia comportamental de maneira a se inferir previsão de estados futuros,
o que permite o início de processo de correção antes que se alcance esta-
dos inesperados, por predição estatística. Sendo o objetivo geral desta
tese a definição de métricas de QoS e QoE, com foco em BDDs, lidando
com a hipótese de que é possível se definir QoE estatisticamente com
base em QoS, para propósitos de nível de sistema. Ambos os conceitos
sendo novos para BDDs quando lidando com métricas mensuráveis exa-
tas. E com estes conceitos então definidos, um modelo de recuperação
arquitetural é apresentado e testado para demonstração de resultados
quando da utilização das métricas definidas para predição comporta-
mental.
Palavras-chave: Qualidade da Experiência (QoE). Qualidade de Ser-
viço (QoS). Arquiteturas de Bases de Dados Distribuídas. Serviços em
Nuvem. Big Data. Confiabilidade. Disponibilidade. Facilidade de
Manutenção. Perspectiva do Usuário.

ABSTRACT
The hitherto lack of quality of service (QoS) congruent conceptualiza-
tion to databases (DBs) was the factor that drove the initial develop-
ment of this thesis. To define QoS as a simple verification that if a
node is at risk of failure due to memory over-commitment, as did some
commercial systems at the time that was made the bibliometric survey
of this thesis, it is an oversimplification to encompass such a complex
concept. Other studies that quote to deal with this concept are not ac-
curate and lack concrete definitions or quality allowing its use, making
infeasible its application or even verification. Being the focus targeted
to distributed databases (DDBs), the developed conceptualization is
also compatible, at least partially, with models of non-distributed DBs.
These newfound QoS settings are then used to handle the correlated
concept of quality of experience (QoE) in a system-level approach, focu-
sed on QoS completeness. Being QoE a multidimensional concept, hard
to be measured, the focus is kept in an approach liable of measurement,
in a way to allow DDBs systems to deal with self-evaluation. The idea
of self-evaluation arises from the need of identifying problems subject
to self-correction. With QoS statistically well-defined, it is possible to
analyse behavior and to indetify tendencies in order to predict future
states, allowing early correction before the system reaches unexpected
states. Being the general objective of this thesis the definition of me-
trics of QoS and QoE, focused on DDBs, dealing with the hypothesis
that it is possible to define QoE statistically based on QoS, for system
level purposes. Both these concepts being new to DDBs when dealing
with exact measurable metrics. Once defined these concepts, an archi-
tectural recovering model is presented and tested to demonstrate the
results when using the metrics defined for behavioral prediction.
Keywords: Quality of Experience (QoE). Quality of Service (QoS).
Distributed Database Architectures. Cloud Services. Big Data. Relia-
bility. Availability. Serviceability. User’s Perspective.
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1 INTRODUÇÃO
A ausência de definições congruentes de qualidade para bases de
dados distribuídas (BDDs), aliada aos conceitos já bem estabelecidos
na área de redes e comunicação, e sua natureza holística, levaram este
trabalho a iniciar com definições conceituais, com base na literatura
existente, para demonstrar a importância da definição de qualidade de
experiência (QoE ) com foco voltado à área de BDDs.
Sem definições exatas de qualidade, sejam elas temporais ou de
acuidade relativa à replicação, não existe maneira de se avaliar opera-
ções de BDDs de maneira objetiva. Sendo este um ponto fundamental
para o desenvolvimento de sistemas gerenciadores de bancos de dados
(SGBDs) de maior eficiência.
O conceito abstrato de QoE, focado em avaliar como o usuário se
sente em relação ao sistema, é desenvolvido à um conceito mais maduro
neste trabalho.
Sendo a definição de QoE um problema até então não bem fun-
damentado neste campo, a importância da caracterização do problema
se demonstrou melhor abordada quando se lidando com o conceito em
suas origens. Um ponto de grande importância deste trabalho sendo
a demonstração de que uma melhor definição de qualidade de serviço
(QoS ) - um conceito originalmente focado em avaliar pontualmente um
serviço contratado -, em termos de média e desvio padrão, dando inter-
valos de confiança específicos, pode ser utilizada para dar garantias de
QoE, não apenas em BDDs, mas até mesmo em sistemas relacionados
à redes e comunicação e sistemas distribuídos em geral.
Esta, até então, falta de definição de QoE para BDDs, parece
ter tido sua origem em um vazio nas definições do conceito em si, o que
permite interpretações fortemente holísticas, as quais não se adequam
à abordagens centradas em comportamento de sistemas, como a neces-
sária à resoluções relacionadas a BDDs. Em uma pesquisa exploratória
inicial, a falta de definições matemáticas e, mais precisamente, estatís-
ticas, relacionadas à QoS também foi encontrada, tornando difícil para
um sistema lidar com avaliações focadas em autocorreção para prever,
e mesmo se recuperar de, comportamentos inesperados.
Tornando, esta falta de conceituação bem definida relacionada à
garantias de QoS, impossível a consideração de QoE em uma aborda-
gem centrada em sistemas, de maneira a ser um grande desafio a ser
suplantado a predição sistemática de comportamento futuro para evi-
tar que situações inesperadas sejam alcançadas. Como resultado, sendo
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necessária a definição matemática inicial de QoS para utilização com
novas definições de garantias de QoE, com foco estatístico, aplicadas à
área de BDDs.
Estes vazios conceituais tem sua origem também na associação
de BDDs com a vasta gama de tecnologias conhecida como NoSQL.
Como tais tecnologias tem como base apenas o fato de não trabalharem
somente com restrições SQL, fica difícil a fundamentação de QoS de
maneira generalizada para BDDs.
As definições propostas neste trabalho são necessárias para se
lidar com avaliação de serviços aprimorada, e para se ser capaz de prover
serviços de BDDs melhorados. Já que nenhum modelo matemático
confiável havia até então sido proposto, as primeiras definições deste
trabalho surgem como uma nova abordagem para melhorar a utilização
de serviços relacionados à BDDs. De maneira que ao se aplicar estas
avaliações de QoE a cenários envolvendo serviços oferecidos por BDDs,
é possível o desenvolvimento de mecanismos de avaliação e autocorreção
de performance de sistemas distribuídos em geral.
A base deste trabalho surge do questionamento:
É possível se avaliar qualidade de experiência de maneira sistemática
quando se lidando com sistemas de bases de dados distribuídos?
Tentando responder a esta pergunta, um modelo arquitetural de
completude temporal é proposto, lidando com a utilização de equações
de avaliação, onde é apresentado o modelo teórico de mapeamento de
QoE através de QoS, com foco em BDDs. Este modelo arquitetural
inovador lida com soluções distribuídas, tanto horizontais quanto ver-
ticais, com foco na escolha de procedimentos mais adequados a serem
seguidos, com base nos conceitos de confiabilidade e disponibilidade.
De maneira a demonstrar a fiabilidade de soluções com base
neste modelo arquitetural, é proposta uma generalização passível de
aplicação não apenas a BDDs, mas a qualquer modelo de sistemas
distribuídos, para facilitar as demonstrações via experimentação, com
quatro alternativas focadas em disponibilidade de recursos apresenta-
das para o modelo de recuperação arquitetural. Já que os conceitos
como apresentados são focados em sistemas distribuídos, o modelo ar-
quitetural apresentado pode ser naturalmente estendido para outros
serviços distribuídos além das quatro operações de BDDs apresentadas
inicialmente.
O modelo inicial apresentado lida basicamente com garantias de
completude de tempo, que é o caminho natural a ser seguido quando se
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considerando avaliação de operações de bases de dados (BDs). Com o
foco em uma avaliação mais realista, em termos de conceitos de arqui-
teturas distribuídas, o foco em completude temporal é posteriormente
modificado para completude de recursos, de maneira a também incluir
o conceito primeiramente apresentado de completude temporal. O mo-
tivo é claramente evitar mapeamentos que poderiam gerar dificuldades
em garantir a fiabilidade do modelo, afinal completude temporal preci-
saria ser mapeada para completude de recursos de qualquer maneira.
Os exemplos são apresentados na arquitetura multianel, com to-
lerância a uma falta, inspirados no exemplo apresentado em (MARANDI;
PRIMI; PEDONE, 2012), de maneira a ilustrar a possibilidade de se lidar
com um provedor de serviços de dois níveis, sem exceder o número de
mensagens de atualização. São apresentados também resultados empí-
ricos relativos aos quatro modelos definidos com base em completude
de recursos.
A metodologia utilizada neste estudo tem como início fundamen-
tal o levantamento bibliométrico, demonstrando a falta de abordagem
congruente sobre o assunto até o momento de tal análise junto ao meio
científico, seguido de definições teóricas de QoS para posterior funda-
mentação de definições de QoE. Uma vez definidas métricas de QoE
com base em QoS, é apresentado um modelo arquitetural de recupera-
ção, fundamentado em análise comportamental utilizando as métricas
definidas. Por fim, é apresentado um estudo empírico sobre o modelo
generalizado, juntamente com as conclusões subsequentes do mesmo.
Como inovação são apresentadas as definições deQoS para BDDs,
definidas em duas famílias, e o mapeamento de definições de QoE, em
nível de sistema, como completude de tais definições de QoS. Os dois
modelos de avaliação para recuperação, tanto temporal quanto de dis-
ponibilidade de recursos, sendo também novas abordagens introduzidas
à área de BDDs. E com o modelo de disponibilidade de recursos são
também introduzidas quatro abordagens para se lidar com o gerencia-
mento de tais recursos.
Sendo o estudo apresentado de fundamentação teórica, as de-
monstrações realizadas visam somente apresentar a aplicação dos fun-
damentos aqui definidos, não se baseando tal estudo em verificação
comportamental por experimentação. Neste modelo, experimentos ser-
vem para verificação de comportamento de sistemas, de maneira a en-
quadrar o comportamento no modelo e permitir a tomada de decisões
com base em tal comportamento. Em suma, este é um trabalho ci-
entífico de fundamentação, lidando com estudo de casos para ilustrar
aplicações possíveis e caminhos a serem trilhados futuramente.
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1.1 CONTEXTUALIZAÇÃO DO PROBLEMA: EXPERIÊNCIA
A definição de qualidade de experiência do cliente, de acordo com
FY/c em (CLOUD, 2013) é, em resumo, “a diferença entre expectativas
e percepções para um serviço”, sendo, desta maneira, uma medida sub-
jetiva que não é apenas difícil de se quantificar mas também difícil de
se definir em termos de parâmetros, medindo a experiência do cliente
com um serviço especificado.
Esta é uma definição que pode ser abstraída em um conceito mais
maduro removendo-se a variável cliente, já que as definições originais
de qualidade vêm normalmente associadas a conceitos relacionados a
redes, onde o cliente, a quem o serviço é provisto, é normalmente um
usuário da internet esperando a entrega usual de serviço por melhor
esforço.
Mesmo em conceitualizações relacionadas a redes, a ideia de se
satisfazer um cliente é considerada um objetivo abstrato a ser alcan-
çado. Como um sistema não tem como saber o que o cliente quer per
se, e isto pode envolver questões psicológicas abstratas, lidar com novas
conceitualizações a serem alcançadas não é um bom ponto de partida.
Tendo-se preestabelecido tais restrições, o conceito de experiên-
cia a ser avaliada pode ser então encapsulado em nível de sistema. Não
apenas o sistema deve ser capaz de avaliar seu nível de completude
de serviços segundo um nível de qualidade esperado, definido explici-
tamente em um acordo de nível de serviço1 (ANS ), mais comumente
referenciado em inglês como service layer agreement (SLA), essencial
para recuperação de estados inesperados, mas também ser capaz de ava-
liar a experiência de usuário sob demanda e evitar excesso de consumo
de recursos que possa levar a estados de indisponibilidade.
Mesmo sabendo-se que “QoE é um conceito que não é limitado
apenas ao uso de sistemas ou serviços” (CALLET; MÖLLER; PERKIS,
2013), a avaliação pode ser parcialmente definida como tal para prover
a um sistema, ou serviço, a habilidade de autoavaliar sua completude,
como apresentado na definição 1, publicada originalmente em (SOUZA;
DANTAS, 2015).
Definição 1 O conceito multidimensional de QoE pode ser parcial-
mente avaliado como completude de QoS, se a QoS for estatisticamente
bem definida, para propósitos de avaliação em nível de sistema.
1ANS: é o acordo firmado com o cliente, o qual descreve o serviço contratado,
suas metas de nível de serviço e os papéis e responsabilidades das partes envolvidas
no acordo.
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Uma questão importante sendo o estabelecimento de conceitos
estatísticos para a qualidade a ser alcançada. Quando se lida com mé-
dias e desvios padrão, e especialmente com a combinação dos dois,
garantias estatísticas definidas em ANS ajudam a evitar conceituali-
zações abstratas que podem levar a problemas de medição, e então
garantias, do serviço a ser provisto segundo um acordo.
O conceito de qualidade de experiência, com suas origens em con-
ceitos de redes, normalmente referenciado somente como QoE ou QX,
tem seu foco principal na experiência de serviço como um todo. Este
conceito é normalmente considerado uma avaliação menos conceitual
que o já bem definido conceito de experiência de usuário (user expe-
rience), referenciado como UX, focado em interfaces de software, e o
conceito de experiência de cliente (customer experience), normalmente
referenciado como CX, com foco em suporte (CLOUD, 2014).
Um conceito que parece considerar avaliações abstratas relacio-
nadas à experiencia é baseado em medidas intangíveis. Sistemas devem
ser capazes de avaliar considerações matemáticas ao invés de lidar com
considerações psicológicas abstratas. Se a análise for mantida na área
de ciência da computação, e portanto em considerações e conceitos de
matemática discreta, considerações psicológicas não devem ser conside-
radas, afinal não fazem sequer parte da mesma área de conhecimento.
O objetivo deve ser garantir um ANS, não conceitos abstratos de feli-
cidade.
Aspectos técnicos focados em satisfação do cliente e entrega de
serviço a que se referem a parâmetros de QoS parecem ser possivel-
mente lidados, de acordo com (LAGHARI et al., 2011), por plataformas
comerciais. Entretanto, existem fatores como “problemas psicológicos
subjetivos e aspectos cognitivos humanos que são tipicamente descon-
siderados e determinam diretamente a QoE ” (LAGHARI et al., 2011).
Tais considerações podem ser evitadas com a conceitualização de QoE
como um mapeamento direto para definições de QoS em um ANS.
Para serem medidas, as definições originais de QoE parecem ne-
cessitar de sistemas especializados específicos, que possam de alguma
maneira avaliar estes fatores desconsiderados. Estes sistemas de QoE,
de acordo com (LAGHARI et al., 2011), são sistemas que tentam lidar
com o mensuramento de métricas que afetam diretamente a percepção
do usuário como um parâmetro de qualidade. Em resumo, (LAGHARI
et al., 2011) define que QoE provê uma avaliação das expectativas de
usuários baseada em como estes usuários percebem um serviço especí-
fico, medindo sua satisfação.
Mantendo-se o foco em BDDs, estas considerações podem ser
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ligadas estritamente a sistemas baseados em ANS e os problemas en-
volvendo comportamento inesperado, pela visão do usuário, podem ser
caracterizados apenas como uma má escolha de ANS, um problema que
pode ser facilmente corrigido adquirindo-se um ANS diferente.
Tal como definido na explicação teórica da conexão entre os con-
ceitos de QoE e QoS, também em (LAGHARI et al., 2011), QoE pode
ser considerada como um mapeamento direto, porém difuso, de como
o usuário percebe um serviço em termos de parâmetros de QoS. Vale
ressaltar que, uma vez que parâmetros de QoE são baseados em com-
portamento e expectativas humanas, é difícil se garantir um certo nível
de precisão neste processo de mapeamento. Este é um problema que
desaparece quando se considera sistemas ao invés de usuários.
Nesta tese é proposta uma maneira de se lidar com o mapea-
mento destas métricas de comportamento esperado em nível de sistema,
não considerando o usuário diretamente, mas o acordo definido segundo
os conceitos de QoS apresentados neste estudo.
Já que muitos dos estudos sobre QoE-QoS são encontrados na
área de pesquisa de redes, esta falta de fundamentação em BDs, e espe-
cialmente em arquiteturas distribuídas, aponta para uma área em aberto
com muitos tópicos interessantes que ainda precisam ser desenvolvidos
a um nível mais maduro. Neste estudo, definições de métricas de QoS
para BDDs são realizadas em uma tentativa de se mensurar QoE em
nível de sistema para então se poder oferecer garantias comportamen-
tais.
Para se lidar com tais conceitos, que tem suas origens na área
de redes, e recentemente também discutidos em uma abordagem cen-
trada em redes com foco em multimídia (CALLET; MÖLLER; PERKIS,
2013; MÖLLER; RAAKE, 2014), é naturalmente inferido que a variação
de atraso, normalmente referida como jitter na terminologia de redes,
em um serviço provido, é um fator que influência diretamente o nível
de QoE como percebido pelo usuário consumindo este serviço. Neste
contexto, o desvio padrão é considerado como um fator influencional
quando avaliando a experiência do usuário, sendo o mesmo explicita-
mente definido como parte dos parâmetros do ANS para nossos propó-
sitos.
1.2 FOCO ANALÍTICO DA PESQUISA
O foco inicial deste estudo está na análise estatística da utiliza-
ção do termo QoE, especialmente em publicações nas áreas de pesquisa
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de ciência da computação e engenharia, para embasar os conceitos defi-
nidos subsequentemente. Um dos pontos interessantes da análise com-
portamental é o levantamento do uso relevante do termo no campo
acadêmico, encontrando-se o ano em que se inicializou a utilização do
termo em publicações científicas, bem como comportamento normal
indicando o ano de maior utilização do termo nas referidas áreas.
O foco do estudo na área de ciência da computação é autoex-
plicativo, mas foi também percebido que o termo e os conceitos eram
comumente utilizados em publicações na área de pesquisa referenciada
como engenharia. Esta é a razão do foco de pesquisa se dar nessas duas
grandes áreas.
Depois de se determinar o momento em que o termo começou
a ser utilizado com a relevância esperada, o estudo se aprofunda no
assunto de QoE de acordo com a área de arquiteturas de BDDs. Com
estas considerações, o volume de dados encontrado foi restrito, e a aná-
lise individual de artigos mostrou a quase inexistência de trabalhos re-
lacionados. Os dois principais artigos encontrados, (COSTA; FURTADO,
2011, 2013), escritos pelos mesmos autores, e mesmo com o primeiro de-
les mostrando resultados preliminares, o segundo fala do assunto como
um problema ainda em aberto.
Em conclusão, estes dois artigos parecem mostrar direções pos-
síveis, mas que ainda precisam ser melhor definidas para que possam
ser implementadas na forma de sistemas de QoE lidando com decisões
na área de BDDs.
Cabe notar que, quando considerando serviços nas nuvens, es-
pecialmente quando se considera migração de serviços para nuvens,
QoE é comumente mencionado como um conceito crucial que carece
de estudos envolvendo o ponto de vista do usuário (VANDENBROUCKE;
MOOR; MAREZ, 2013). Além disso, é mencionado na pesquisa explo-
ratória (VANDENBROUCKE; MOOR; MAREZ, 2013) que disponibilidade,
acessibilidade e compatibilidade são considerados fatores de crucial im-
portância, assim como aspectos relacionados a custo, privacidade e se-
gurança.
Tais conceitos parecem bem fundamentados, entretanto não exis-
tem estudos exploratórios na área de BDDs. Esta falta de estudos
parece deixar uma porta em aberto sem convergência de conceitos ou
implementações ainda a serem fundamentadas.
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1.3 OBJETIVOS
O objetivo inicial deste estudo é o de fundamentar conceitos e
métricas de QoS para BDs, com foco específico em BDDs, de maneira
que estes conceitos e métricas possam ser então utilizados como parâ-
metros para avaliação de QoE em nível de sistema.
Uma vez definidas métricas de QoS, estas servem de base para a
análise de QoE como completude das mesmas. De maneira que, tendo-
se as métricas, pode-se predizer comportamento futuro estatisticamente
e evitar que estados e comportamentos inesperados sejam alcançados.
Sendo a definição de QoE para BDDs a base fundamental das
proposições apresentadas nesta tese.
Assim, parte-se da simples hipótese de que uma melhor definição
estatística de serviços em um ANS, utilizando médias e desvios padrão
sobre definições de QoS, pode ser utilizada para se medir a completude
dos serviços como esperados/contratados, e portanto a QoE em um
ponto de vista focado em sistemas.
Uma vez tendo-se tais definições bem fundamentadas, são então
apresentados sistemas de avaliação com proposições de correção para
tais sistemas.
1.3.1 Objetivo Geral
Como objetivo geral tem-se a definição de QoE para BDDs, com
base em QoS, para se mensurar a completude do ANS, sendo estes con-
ceitos novos para tal área. E com este mensuramento torna-se então
possível se lidar com predição comportamental, o que também permite
modificação do sistema em tempo de execução, de maneira a tornar
possível se evitar que estados inesperados sejam alcançados com a pos-
sibilidade de desenvolvimento de novos SGBDs aprimorados.
1.3.2 Objetivos Específicos
A definição congruente de QoS para BDDs é o ponto de partida
para que se possa definir QoE com base na mesma. Mas, uma vez
tendo a possibilidade de se mensurar o comportamento do sistema,
tem-se a possibilidade de se verificar se o mesmo está se comportando
como o esperado, e mais, uma vez não estando se comportando como
o esperado pode-se tentar corrigir o comportamento do mesmo.
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A predição com base em análise comportamental se tornou foco
para modificação de sistemas reais em tempo de execução, com um
modelo arquitetural, baseado em uma das famílias de métricas de QoS
apresentada, se tornando objetivo subsequente, e então sendo desenvol-
vido tal modelo para permitir análise e recuperação antes que estados
inesperados sejam alcançados.
Um modelo generalizado de avaliação comportamental é apre-
sentado ao final do estudo, com foco em completude de recursos, sendo
aplicável à sistemas distribuídos em geral. Junto a este é também apre-
sentado um estudo empírico sobre quatro abordagens consideradas.
1.4 ORGANIZAÇÃO DA TESE
Neste capítulo inicial abordou-se os porquês deste estudo, com
uma breve contextualização do problema de maneira a se explicitar o
objeto de estudo, apresentando também o foco analítico da pesquisa.
No capítulo 2 apresenta-se a conceitualização necessária para
embasar o que se espera alcançar, apresentando a origem dos conceitos
utilizados de qualidade de serviço e qualidade de experiência, bem como
a interconexão envolvendo ambos os conceitos.
A análise bibliométrica, demonstrando a relevância do trabalho,
é apresentada no capítulo 3, onde também apresenta-se os trabalhos
que mais se aproximam do tema até então.
No capítulo 4 define-se os conceitos de qualidade de serviço, ne-
cessários para posterior definição de métricas de qualidade de experiên-
cia lidando com completude dos conceitos previamente apresentados.
O modelo teórico apresentado na seção 4.1 serve de base para funda-
mentação da sequência do trabalho.
Um primeiro modelo arquitetural de recuperação é apresentado
na seção 4.2, com foco em métricas de confiabilidade e disponibilidade.
Sendo o mesmo estendido na seção 4.3, com foco em recursos de sistema,
de maneira a facilitar a experimentação.
Para obtenção de resultados demonstrando o comportamento de
sistemas, na seção 4.5 é apresentado um ambiente de experimentação
generalizado para lidar com o modelo apresentado na seção 4.3.
No capítulo 5 apresenta-se um estudo empírico explicativo sobre
as quatro abordagens selecionadas para o modelo apresentado na seção
4.3 com a utilização do ambiente apresentado na seção 4.5.
As conclusões são então apresentadas no capítulo 6.
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2 CONTEXTUALIZAÇÃO
Sendo o assunto foco deste estudo muito específico, QoE aplicada
a arquiteturas de BDDs, e centrado em conceitos abstratos que não são
bem definidos no contexto de BDs, este estudo teve que, primeiro,
preencher uma lacuna de conceituação para dar base ao caminho a ser
percorrido.
A necessidade de conceitualização de QoS insta a partir da abor-
dagem escolhida para a definição de QoE como mapeamento parcial em
parâmetros de QoS, como exposto no artigo “QoE aware service deli-
very in distributed environment” (LAGHARI et al., 2011).
A ausência de artigos em conceituação de QoE na área de ar-
quitetura de BDDs e a existência de várias abordagens para o conceito
em si revelam a necessidade de conceitualização e demonstram a signi-
ficância da abordagem selecionada.
Os conceitos de arquiteturas de BDDs e NoSQL são apresentados
para contextualizar este problema de associação de conceitos abstratos
com definições vagas de tecnologia, como a aplicação do conceito de
QoE à modelos computacionais.
2.1 QUALIDADE DE SERVIÇO (QOS)
No relatório técnico “The relationship between quality of ser-
vice and business metrics: Monitoring, notification and optimization”
(WOLTER; MOORSEL, 2001), “o efeito da degradação de qualidade de
serviço na rentabilidade de serviços eletrônicos” é discutida, sendo do
interesse deste estudo a caracterização de métricas de QoS como taxa
de transferência, atraso e disponibilidade, mas com média e desvio pa-
drão de tempo de resposta combinados como garantias de disponibili-
dade.
De maneira similar a muitas publicações relacionadas a QoS, esta
lida com estes conceitos em sua concepção original, como métricas rela-
cionadas a redes. Neste relatório técnico em especial o foco é mantido
em serviços eletrônicos (e-services).
Em uma consideração mais voltada à QoE, é sabido que, no
que diz respeito a um e-service, em uma consideração do parâmetro de
atraso, o usuário não irá aceitar mais que de oito a dez segundos quando
lidando com um sítio eletrônico de e-commerce (BHATTI; BOUCH; KU-
CHINSKY, 2000; BOUCH; BHATTI; KUCHINSKY, 2000). Isto é até mesmo
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um pouco pior que a variação de atraso se o atraso for mantido dentro
desta quantidade de tempo. É sabido que a variação do atraso deixa o
usuário desconfortável com a utilização de um serviço, mas um atraso
grande demais torna a usabilidade do serviço inaceitável, especialmente
em se considerando e-commerce.
O impacto dos efeitos de QoS em negócios lidando com relacio-
namentos dinâmicos, apresentado em (WOLTER; MOORSEL, 2001), já é
um elo fraco com as métricas de QoE que serão discutidas nas seções
subsequentes.
Baseando-se em considerações de QoS, taxa de transferência,
atraso e disponibilidade são listadas como as principais métricas em
(WOLTER; MOORSEL, 2001). Mas, em uma definição mais rígida apre-
sentada em (SHENKER; PARTRIDGE; GUERIN, 1997), um serviço com
garantias é definido como um serviço que “provê limites firmes e mate-
maticamente demonstráveis em datagramas de enfileiramento de atraso
fim a fim”.
Em (SHENKER; PARTRIDGE; GUERIN, 1997), garantias de serviço,
focadas em definições para QoS, são apenas sobre atraso e largura de
banda, não se considerando disponibilidade, já que as definições uti-
lizadas não são sobre aplicações de e-commerce, como em (WOLTER;
MOORSEL, 2001). Em termos de rede puros, a abstração de serviços
consumidos em nível de software não está envolvida nas garantias da-
das. As definições em (SHENKER; PARTRIDGE; GUERIN, 1997) são sobre
mecanismos que buscam conseguir uma reserva garantida de recursos,
com o modelo de especificação de serviço descrito em (SHENKER; WRO-
CLAWSKI, 1997).
A definição conceitual de métricas de QoS como métricas com
garantias matematicamente prováveis, como definido em (SHENKER;
PARTRIDGE; GUERIN, 1997), dá uma conceituação mais palpável para
definição destas métricas de QoS.
Com base em tais definições, é facilmente percebido que os prin-
cipais conceitos de QoS compreendem: (i) taxa de transferência, um
conceito relacionado a largura de banda e taxa de bits; (ii) atraso, um
conceito bem definido por si só; (iii) variação de atraso, uma variá-
vel correlacionada a atraso com origem nos conceitos de redes; e (iv)
disponibilidade, que é uma consideração sobre probabilidade de falha,
diretamente relacionada à probabilidade de perda de pacotes e/ou erros
de bits em termos estritos de redes.
Além disso, em uma conceitualização mais direcionada a nuvens,
dada em (ERL; PUTTINI; MAHMOOD, 2013), os serviços chave de métri-
cas de qualidade são listados como:
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• Taxa de Disponibilidade: “Percentagem de tempo de serviço
em operação; medida como o tempo total de serviço em operação
contra o tempo total” e expressa em percentagens;
• Duração de Interrupção: “Duração de uma única interrupção”;
medida por data e hora em que a interrupção iniciou e terminou,
expressa em horas e minutos;
• Tempo Médio entre Falhas: “Tempo esperado entre falhas de
serviços consecutivas”; medido pelo período normal de operação
e o número de falhas e expresso como o número médio de dias;
• Taxa de Confiabilidade: “Percentagem de sucesso de resultado
de serviços sob situações preestabelecidas”; medida pelo número
total de respostas bem sucedidas, expressa como percentagens;
• Capacidade de Rede: “Características mensuráveis de capaci-
dade de rede”; medidas por largura de banda, taxa de transferên-
cia em bits por segundo, expressa como número de megabits por
segundo;
• Capacidade de Armazenamento de Dispositivo: “Carac-
terísticas mensuráveis de capacidade de armazenamento de dis-
positivo”, medida e expressa em tamanho de armazenamento em
gigabytes;
• Capacidade do Servidor: “Características mensuráveis de ca-
pacidade de servidor”, medida e expressa como número de CPUs,
frequência de CPU em GHz, RAM e espaço de armazenamento
em GBs;
• Capacidade de Aplicação Web: “Características mensuráveis
de capacidade de aplicação Web”, medida e expressa como requi-
sições por minuto;
• Tempo de Inicialização de Instância: “Tempo necessário para
inicializar uma nova instância”, medida pela data e hora que a
instância está inicializada e a data e hora do início da requisição;
expressa em minutos;
• Tempo de Resposta: “Tempo requerido para realizar uma ope-
ração síncrona”, medida pela data e hora de resposta e o número
total de requisições, expressa como médias em milissegundos;
• Tempo de Conclusão: “Tempo requerido para completar uma
tarefa assíncrona”, medido pela data de requisição até a data de
resposta e o número total de requisições; expresso como médias
em segundos;
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• Escalabilidade de Armazenamento (Horizontal): “Altera-
ções permitidas de capacidade de dispositivos de armazenamento
em resposta a aumento de cargas de trabalho”, medida e expressa
em tamanho de armazenamento em gigabytes;
• Escalabilidade de Servidor (Horizontal): “Mudanças de ca-
pacidade de servidor permitidas em resposta a aumento de cargas
de trabalho”, medidas e expressas como número de servidores vir-
tuais em pool de recursos;
• Escalabilidade de Servidor (Vertical): “Flutuações de capa-
cidade de servidor permitidas em resposta a flutuações de carga
de trabalho”, medida e expressa como número de CPUs e quan-
tidade de RAM em gigabytes;
• Tempo Médio para Comutação: “Tempo esperado para se
concluir uma troca completa de um serviço em falha para uma
instância replicada em uma área em diferente localização geográ-
fica”, medido pela data e hora de falha e o número total de falhas;
expresso em minutos;
• Tempo Médio de Recuperação do Sistema: “Tempo espe-
rado para um sistema flexível executar uma recuperação completa
de uma falha de serviço”, medido pela data e hora da recuperação
até a data e hora da falha e o número total de falhas; expresso
em minutos.
Todas as métricas acima são métricas de qualidade que proveem
garantia de serviços com métricas mensuráveis - matematicamente de-
monstráveis - que fornecem limites firmemente em serviços fim a fim
como definido em (SHENKER; PARTRIDGE; GUERIN, 1997), e também
proveem um modelo mais bem definido para a abordagem de QoS apli-
cada a arquiteturas de BDDs, mesmo não sendo todas as métricas apli-
cáveis à QoS como necessário para a abordagem em BDDs.
Estas métricas chave de qualidade de serviço são usadas como
base para definir-se as métricas de qualidade do modelo desenvolvido,
apresentado no capítulo 4.
2.2 QUALIDADE DE EXPERIÊNCIA (QOE)
O conceito de qualidade de serviço é bem definido em vários arti-
gos relacionados à marketing (LEWIS; BOOMS, 1983; GRONROOS, 1984;
PARASURAMAN; ZEITHAML; BERY, 1985, 1988, 1994), e pode ser conci-
samente definido como “o resultado da comparação que clientes fazem
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entre suas expectativas sobre um serviço e sua percepção da maneira
como o serviço foi realizado” (CARUANA, 2002). Esta conceitualização
se liga ao conceito usado para QoE, e não QoS, em ciência da compu-
tação, e provavelmente tem suas origens nestes conceitos de marketing
qualificando a experiência do usuário sobre o serviço.
Este link com conceitos de marketing pode ser visualizado na
definição de (ISO9241-210, 2010), indicando que a experiência do usuá-
rio seria definida como “as percepções e respostas de uma pessoa que
resultam do uso ou antecipação do uso de um produto, sistema ou
serviço”.
Como dito no título do artigo (MORRIS; TURNER, 2001) - “As-
sessing users’ subjective quality of experience with the world wide web:
an exploratory examination of temporal changes in technology accep-
tance” -, QoE é basicamente definida como uma métrica subjetiva. O
termo qualidade de experiência subjetiva dos usuários, como diz o tí-
tulo, foi usado nas primeiras publicações por volta de 2001, quando o
termo começou a se tornar popular no meio acadêmico, mostrando este
sentimento sobre a subjetividade do conceito. O conceito de aceita-
ção de usuário, citado em (MORRIS; TURNER, 2001) como uma “uma
medida chave para avaliação de tecnologia da informação em pesqui-
sas relacionadas a TI” com uma parte na definição de determinantes
para este tipo de tecnologia, enfatiza a importância de se definir “ga-
nho descritivo de informação e garantias de aumento de utilidade” para
um serviço. Mesmo o foco deste estudo não sendo na world wide web,
como em (MORRIS; TURNER, 2001), a conceitualização de aceitação de
usuário como uma medida chave para avaliar serviços genericamente
pode também ser definida como o coração dos conceitos de QoE como
considerados no presente estudo - onde a conceitualização irá na ver-
dade se desenvolver para uma mais genérica aceitação de sistema com
o progresso da pesquisa.
Em uma abordagem mais focada em ciência da computação, os
usuários, em uma consideração genérica de aspectos de serviço, são con-
siderados como os que tem alguma necessidade que pode ser provista,
de alguma maneira, pelos serviços oferecidos. A provisão de serviços
implica em uma interação entre o usuário e a infraestrutura que provê
este serviço. O usuário espera que esta relação se dê de forma trans-
parênte. De modo a alcançar isto, alguns esforços podem ser tomados,
com QoE usualmente lidando com os conceitos de perfis de serviço e/ou
habilitadores de contexto.
Perfis de serviço (ABRAMOWICZ et al., 2006) é um conceito que
ajuda a prover uma melhor experiência do usuário pré-selecionando
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valores de configurações para uma definição customizada de serviço.
Uma vez que o perfil de serviço é selecionado, os serviços devem ser
provistos de acordo com as definições para tal perfil.
Habilitadores de contexto (RICHTER; BOHM, 2006) é uma solução
proposta para se obter automaticamente informações de usuários, para
então decidir, quando lidando com sistemas de tempo real, em como
escolher a melhor maneira de entrega que se encaixe nas necessidades
do usuário.
É interessante apontar que, em termos de conceitos de redes,
habilitadores de contexto parece ser uma solução que assegura uma
baixa variância de atraso na entrega de um serviço, independentemente
de como o serviço será entregue.
A solução selecionada, seja sob demanda ou baseada na pré-
seleção de perfis, é essencial para a aplicação dos conceitos de QoE, que
precisam, de alguma maneira, ser mapeados para definições de QoS
(LAGHARI et al., 2011).
A parte mais difícil de se definir QoE é a de inferir medidas de
qualidade de serviço comparando-as com as também inferidas medidas
de experiência de usuário. Como mencionado previamente, é muito
difícil se lidar com métricas que afetam diretamente a percepção do
usuário como parâmetros de qualidade.
Em (LAGHARI et al., 2012), QoE é considerada um conceito abs-
trato que, com base na análise de utilização de dados do usuário,
pode ser utilizada para criar garantias diretamente em parâmetros QoS.
Neste trabalho, QoE é definida como “um conjunto de fatores centrados
em pessoas que proveem a avaliação de qualidade dos serviços, redes
e dispositivos de usuário final”. É também afirmado que “QoS é uma
abordagem centrada em tecnologia” e “falta-lhe satisfazer os requisitos
hedônicos e estéticos humanos”.
Como definido em (LAGHARI et al., 2011), QoE é um recurso que
fornece a avaliação de “expectativas, sentimentos, percepções, cognição
e satisfação humanas com respeito a um particular produto, serviço ou
aplicação”. Além disso, como mencionado em (LAGHARI et al., 2012),
para se capturar QoE, alguns métodos subjetivos e objetivos são con-
siderados. Os métodos subjetivos se baseiam em comentários sobre
qualidade de indivíduos avaliados; e os métodos objetivos, como classi-
ficado em (LAGHARI; CRESPI; CONNELLY, 2012), são “(i) fatores técnicos
objetivos que inferem QoE dos dados disponíveis de QoS, e (ii) fatores
objetivos que estão relacionados aos sistemas psicológicos e cognitivos
humanos”.
No estudo de (BROOKS; HESTNES, 2010), a importância de defini-
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ções objetivas e quantitativas para QoE é discutida. A conceitualização
de QoE com foco em requerimentos para sua medição é desenvolvida,
e é argumentado que “a medição de QoE deve incluir medidas objeti-
vas do processo e resultados de utilização”. É também mencionado que
“medidas subjetivas devem ser coletadas como dados quantitativos ao
invés de qualitativos como é atualmente feito, porque dados quantita-
tivos habilitam análises combinadas de medidas objetivas e subjetivas
para derivação de classificação de uma QoE global ”. Esta classificação
global é considerada importante para a otimização da comunicabilidade
dos resultados focando em audiências específicas.
Três abordagens para “medição de serviço de qualidade em re-
des da perspectiva do usuário” são apresentadas com suas vantagens e
desvantagens em (BROOKS; HESTNES, 2010): (i) Teste de percepção de
QoS pelo usuário: onde a principal vantagem é o uso de medidas diretas
do comportamento do usuário, e duas desvantagens críticas são apre-
sentadas como “o foco do usuário final estando inteiramente no domínio
perceptivo” (BROOKS; HESTNES, 2010), e o relacionamento entre o com-
portamento do usuário e fatores psicológicos inconscientes não sendo
visualizado em opinião autorrelatada; (ii) Levantamento subjetivo de
QoE : um estudo de comportamento de usuário não contando com a
opinião do usuário, onde “QoE é inferida de medições técnicas indire-
tas” (BROOKS; HESTNES, 2010) com testes utilizados para identificar, e
posteriormente validar, a relação inferida do comportamento do usuá-
rio com parâmetros técnicos; e (iii) Modelagem de qualidade de mídia:
com modelos computacionais ditos objetivos “porque modelam parâ-
metros técnicos mensuráveis” (BROOKS; HESTNES, 2010; ITU-T.P.862,
2001) com a vantagem de ser centrado no usuário, e com as desvanta-
gens de velocidade e economia por lidar com validação contínua contra
dados de teste do usuário e as limitações de validação do modelo con-
tra os dados de percepção do usuário - a já mencionada relação entre
comportamento do usuário e fatores psicológicos inconscientes.
O estudo de (BROOKS; HESTNES, 2010) também apresenta me-
didas objetivas de desempenho de usuário como: precisão de conclusão
de tarefa de usuário; ganho ou perda ao usuário; tempo necessário para
atingir o objetivo; número de entradas do usuário; tempo entre entradas
do usuário; número de turnos necessários para se comunicar; número
de interrupções; número de ações simultâneas; e medidas subjetivas de
desempenho de usuário como: efetividade; eficiência; satisfação; diver-
timento; presença social; e impressão de parceria de comunicação.
Todas estas medidas sendo muito construtivas para a definição
de QoE de maneira geral, mas ainda não precisas o suficiente para a
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abordagem focada em BDDs requerida por este estudo.
2.3 A ABORDAGEMDEMAPEAMENTODEQUALIDADE DE EX-
PERIÊNCIA ATRAVÉS DE QUALIDADE DE SERVIÇO
Na literatura, especialmente na literatura relacionada a redes,
sobre definições de qualidade, alguns autores fazem referência a QoE
como um mapeamento direto de como o usuário percebe QoS (LAGHARI
et al., 2011). O principal problema, quando considerando um sistema de
autoavaliação que pode utilizar métricas para se recuperar de estados
inesperados, considerando-se os trabalhos relacionados sobre QoE de
(CLOUD, 2013; LAGHARI et al., 2011; CLOUD, 2014; VANDENBROUCKE;
MOOR; MAREZ, 2013; LAGHARI et al., 2012), é que métricas impalpáveis
não são úteis.
Estes trabalhos relacionados consideram QoE como uma avalia-
ção holística, o que não tem uso do ponto de vista de sistemas. Como o
usuário se sente não significa nada para o sistema. Saber se o usuário
está satisfeito não significa que o sistema está trabalhando de acordo
com o ANS contratado. Afinal, as únicas variáveis que importam,
considerando-se como o usuário se sente, são aquelas sobre estabili-
dade de serviço, e então as provistas com garantias de desvio padrão
associado.
Por causa disso, a fim de ser capaz de se utilizar métricas para
um sistema de autocorreção, é primeiro necessário se definir métricas de
uma maneira não holística. Mais explicitamente, definições de métri-
cas de QoE mapeadas para métricas palpáveis de QoS são de extrema
importância para a abordagem escolhida.
2.4 CONCEITUAÇÃO DE NOSQL E ARQUITETURAS DE BASES
DE DADOS DISTRIBUÍDAS
A emergência de tecnologias de arquiteturas distribuídas alavancou-
se da necessidade de se lidar com a integração de um grande volume
de dados corporativos heterogêneos armazenados em diferentes locali-
zações espaciais, sendo também a promoção de reusabilidade associada
com a possível redução dos custos de manutenção um impulsionador
apontando para esta tecnologia como uma solução atrativa para se li-
dar com arquiteturas de BDs.
Por exemplo, no caso de desempenho, quando se considera um
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sistema com a premissa de muito mais acesso à dados do que gravações,
pode-se facilmente inferir que a mesma seria otimista em uma solução
distribuída apenas se imaginando que a replicação não iria causar muito
processamento ao se verificar dados em servidores separados, já que con-
sideramos um sistema que lida com acesso massivo e gravação eventual.
Da mesma maneira, é fácil se inferir que múltiplos servidores poderiam
lidar com o acesso de vários usuários com um melhor desempenho de
que apenas um.
É claro que existem contraexemplos, mas, quando se considera
este tipo de solução, o problema original deve apontar para este tipo de
arquitetura. De outra maneira, esta não seria a solução adequada para
o problema proposto. Este tipo de tecnologia se foca em soluções tra-
balhando com sistemas híbridos que requerem distribuição horizontal,
com mais servidores, e não vertical, com mais memória e capacidade de
processamento, sendo esta uma tecnologia fácil de escalar, normalmente
mais eficiente para leitura do que para escrita.
Uma consideração recorrente a este tipo de BDs é sempre a ne-
cessidade de existência de um sistema de gerenciamento de dados para
manter o controle e prover acesso coordenado a diversas bases de dados
interconectadas. O desenvolvimento destes sistemas de gerenciamento
de dados é o passo estrutural que resultou na introdução deste tipo de
tecnologia como é conhecida hoje.
Os tipos de controle de sistemas de gerenciamento de dados po-
dem ser genericamente caracterizados como logicamente centralizados
(SMITH et al., 1981) e descentralizados (HEIMBIGNER; MCLEOD, 1985),
também chamados de federados, sendo o tipo de gerenciamento um de-
terminante do grau de autonomia, que afeta a natureza do acoplamento
entre as interfaces de esquema.
Destes dois conceitos, estabelecidos nos anos 80, vários modelos
de BDs evoluíram, cada um lidando com as limitações do modelo de
uma maneira particular. Os logicamente centralizados normalmente
sacrificando a autonomia local, e os federados normalmente retendo a
autonomia local de maneira a tornar difícil o controle do sistema de
maneira global.
O surgimento de modelos mais complexos, como os baseados em
conhecimento, e não convencionais, como os orientados a objetos, levou
a reconsideração das perspectivas de arquiteturas de BDDs. Com estes
novos conceitos introduzidos ao campo de BDs, é agora possível se
lidar com modelagem de dados em alto nível, estritamente conectada
com o software sendo modelado. As arquiteturas clusterizadas, como
o ambiente apresentado em (PAPAZOGLOU; BUBENKO; NORRIE, 1988),
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combinam os dois paradigmas - logicamente centralizado e federado.
Elas são híbridos entre estes dois tipos de modelos com suas vantagens
particulares.
Estes modelos de BDs híbridos são hoje, em grande parte dos
casos, classificados como modelos não apenas SQL (NoSQL). O con-
ceito de NoSQL engloba modelos de BDs que não necessitam de SQL
para acessar dados, sendo estes modelos então não necessariamente re-
lacionais.
A família de modelos NoSQL inclui uma série de submodelos1,
como armazenamento de documentos, objetos, chave-valor (cache, ar-
mazenamento, armazenamento eventualmente consistente e armazena-
mento ordenado), colunas largas e família de colunas, estrutura de da-
dos, armazenamento de tuplas, grafos, multimodelo, multidimensional,
multivalor, baseado em eventos e algumas soluções específicas de grid
e soluções para nuvens.
2.4.1 Complexidade de Operações em Arquiteturas de Bases
de Dados Distribuídas
Para se lidar com complexidade computacional, em termos de
notações o, O, ω, Ω e Θ, considerando-se arquiteturas de BDDs, seria
necessário um grande esforço para se computar as complexas funções
que descreveriam de maneira correta a complexidade de operações.
As variáveis de interesse necessárias para se obter uma função
genérica poderiam incluir número de nós processando informação, o
número de núcleos desses nós, como eles se comunicam, os protocolos
utilizados, as probabilidades de falhas em termos de armazenamento e
memória, entre outras variáveis muito mais difíceis de se conceber, e
medir, se o foco envolver performance.
A complexidade pode então ser mensurada considerando-se ape-
nas o número de operações, para se evitar variáveis relacionadas a
hardware, mas o número de replicações e como elas se comunicam e
garantem consistência ainda são muito difíceis de se mensurar em ter-
mos de uma função genérica que descreva a complexidade de operações.
E mesmo que isso pudesse ser feito, em termos de operações, quando
feito para uma BD específica ainda não seria uma conceituação válida
completamente sobre o comportamento de uma arquitetura genérica.
Publicações sobre complexidade de operações, considerando-se
arquiteturas de BDDs, em geral consideram apenas a complexidade de
1Parcialmente baseado em (DATABASES, 2014).
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troca de mensagens entre os nós replicantes e não se aprofundam em
complexidade computacional propriamente dita.
De maneira que neste estudo lidaremos apenas com considerações
relativas à replicação de mensagens, com um modelo tolerante a faltas
apresentado na seção 4.2 e sua evolução subsequente na seção 4.3.
2.4.2 Arquiteturas de Bases de Dados Distribuídas e Quali-
dade de Experiência
As garantias de QoE podem ser utilizadas para dar uma maior
certeza de provimento segundo necessidades específicas de usuário, sendo
provistas em termos de alocação de recursos, prioridade de execução,
ou qualquer outro tipo de definição de garantias que sejam acordadas
quanto ao provimento de serviços como contratados.
As definições usuais de perfis de serviço (ABRAMOWICZ et al.,
2006) e habilitadores de contexto (RICHTER; BOHM, 2006), apresentadas
na seção 2.2, podem ser utilizadas para predefinir ou definir segundo
necessidade, respectivamente, os requisitos do usuário quanto ao serviço
consumido, e então pode-se utilizar a implementação destas definições
para prover o serviço segundo as necessidades contratadas.
A falta de estudos interconectando as áreas de pesquisa de ar-
quiteturas de BDDs e QoE é muito preocupante, já que o tópico QoE
parece ter atingido seu ponto máximo de interesse em 2012, como de-
monstrado na seção 3.4, e as únicas referências a QoE em arquiteturas
de BDDs parecendo ser implementações de QoS, ainda não implemen-
tadas de maneira a prover serviços para usuários não experientes.
Entretanto, as definições apresentadas em (COSTA; FURTADO,
2011), categorizando suboperações em termos de prioridade, parecem
ser um primeiro passo em direção à implementação de QoE para ar-
quiteturas de BDDs.
Os resultados estatísticos de (COSTA; FURTADO, 2013) mostram
um primeiro estudo sobre o ganho que pode ser atingido se aplicando
QoE à arquiteturas de BDDs.
Estas primeiras definições, bem como os resultados estatísticos
apresentados, serviram de base para as definições realizadas nesta tese.
Porém a impossibilidade de se reproduzir os dados dos mesmos, bem
como vários questionamentos sobre a abordagem selecionada pelos au-
tores, levaram este trabalho a seguir em direções um pouco diferencia-
das. Estes dois trabalhos são detalhados na seção 3.5.
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3 ANÁLISE BIBLIOMÉTRICA
Um estudo bibliométrico foi realizado para obtenção de dados
que pudessem ser utilizados na presente pesquisa sobre QoE supor-
tada por QoS. Para tal, foram escolhidas as bases Web of Knowledge
(REUTERS, 2013) e Scopus (ELSEVIER, 2013), ambas com reconheci-
mento científico e acessibilidade a pesquisadores, que serviram como
base para a análise do estado da arte do tema.
Os dados foram obtidos destas bases no início de 2014, sendo que
os artigos publicados no ano de 2014 não haviam sido ainda indexados.
Sendo digno de nota que até o final de 2016 não haviam surgido novos
resultados relevantes quanto ao tema abordado.
3.1 WEB OF KNOWLEDGE
A base Web of Knowledge lida com sua principal coleção de ar-
tigos, chamada Web of Science, com dados que datam desde 1945 até
o presente, com 65 áreas explícitas; com o Derwent Innovations Index,
com “valor adicionado por informação de patentes do Derwent World
Patent Index, também com informações de citação de patentes” (REU-
TERS, 2013) do Patents Citation Index de 1963 até o presente; e com
o Journal Citation Reports.
Esta pesquisa se foca nas áreas de interesse de ciência da com-
putação e engenharia, mas também apresenta dados obtidos quando
feita pesquisa sobre o que a ferramenta chama de ciências tecnológicas
e todas as subáreas da base.
3.2 SCOPUS
A base Scopus lida com sua própria seleção de publicações, onde
os tipos de fonte são especificados como publicações comerciais, revis-
tas, anais de conferências e coleções de livros, lidando com 19 áreas de
interesse.
Na pesquisa realizada nesta base também manteve-se o foco em
ciência da computação e engenharia, e além dos dados obtidos de todas
as bases também apresenta-se os dados do que a ferramenta chama de
ciências físicas, que incluem: engenharia química, química, ciência da
computação, ciências planetárias e da terra, energia, engenharia, ciên-
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cias ambientais, ciência dos materiais, matemática e física, astronomia
e fontes multidisciplinares (ELSEVIER, 2013).
3.3 TÉCNICAS E PROCEDIMENTOS
Após a análise dos dados crús, o estudo então iniciou uma aná-
lise de conteúdo dos dados obtidos com restrição às áreas de pesquisa
de ciência da computação e engenharia, já que o volume de dados en-
contrado, de maneira genérica, fora muito extenso.
Independente do comportamento estatístico esperado ter sido en-
contrado, a análise dos tópicos foi restringida para uma melhor análise
de conteúdo de acordo com sua relevância.
Infelizmente, o volume de dados associados com a discretização
anual foi muito grande, não apenas no caso em que houve a indica-
ção de comportamento inicial - não exatamente como o esperado em
forma normal -, mas também no caso que parece ter demonstrado o
comportamento real. E, mesmo espelhando os dados para inferência
de comportamento futuro esperado, os testes de normalidade Shapiro-
Wilk (SHAPIRO; WILK, 1965), Jarque-Bera (JARQUE; BERA, 1980) e
D’Agostino (D’AGOSTINO, 1970) pareceram se perder, mesmo com os
dados claramente tendendo a um comportamento estatístico normal.
Com as restrições finais aos dados a análise de citação não se
tornou essencial, devido ao volume de dados, muito pequeno e direta-
mente relacionado, mas mesmo assim apresenta-se o número de citações
na análise de publicações com o tópico de interesse específico.
Os procedimentos metodológicos selecionados se basearam na
busca de um comportamento normal estatístico, com um ano claro
sendo indicado como o ponto de maior interesse de pesquisa sobre o
assunto. O comportamento encontrado indicou que a normal esperada
já passou por seu máximo, apontando para uma possível falta de inte-
resse neste assunto em particular pela comunidade de banco de dados,
já que os resultados são quase inexistentes até o presente momento.
3.4 RESULTADOS ESTATÍSTICOS E ANÁLISE
Esta pesquisa estatística inicial começou com a definição de al-
guns parâmetros de pesquisa, para se restringir o espaço de busca sobre
as duas bases selecionadas e então obter-se dados mais relevantes.
Com a expectativa inicial de se poder lidar com a análise de todos
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os dados obtidos sobre todas as áreas de pesquisa nas bases seleciona-
das, os resultados foram inicialmente filtrados para se evitar resultados
com conotação errônea e que estaria fora do foco real da pesquisa. Por
esta razão, o termo QX em especial foi retirado das pesquisas, para evi-
tar um grande volume de resultados não relacionados. O termo QoE
introduziu alguns resultados não relacionados, mas não com um volume
tão grande quanto o termo QX. Como era mais fácil se lidar com os re-
sultados não relacionados introduzidos pelo termo QoE, foi decidido se
manter o mesmo nas pesquisas, já que muitos artigos utilizam o termo
para especificamente citar qualidade de experiência.
3.4.1 Resultados da base de dados Web of Knowledge
Por ser uma ferramenta muito detalhada e de fácil utilização, ini-
cialmente pensou-se em lidar somente com o Web of Knowledge para a
obtenção dos dados necessários para preencher os requisitos de pesquisa
- os resultados nesta ferramenta pareciam ser mais detalhados que os
da segunda ferramenta selecionada. Infelizmente, um comportamento
inesperado, não seguindo distribuição normal, criou a necessidade de
se lidar com mais de uma ferramenta para se inferir sobre o comporta-
mento real da relevância dos termos pesquisados.
3.4.1.1 Análise dos resultados combinados doWeb of Science & Derwent
Innovations Index da base de dados Web of Knowledge
A combinação das duas principais bases de dados doWeb of Kno-
wledge foi considerada para esta pesquisa. Em um momento inicial foi
considerado se lidar com as bases de maneira separada, devido a avisos
de número duplicado de artigos nos resultados; mas isto foi corrigido
evitando-se o uso do termo QX.
O comportamento estatístico normal que era esperado não foi
encontrado aqui. Ao que parece devido a uma perturbação entre 2009
e 2011, razão pela qual esta pesquisa lidou com duas ferramentas de
indexação de artigos.
A análise iniciou-se pela obtenção da definição de um ano inicial
com utilização relevante do conceito qualidade de experiência. Para
tal escolheu-se a realização das pesquisas sobre as bases Web of Kno-
wledge com o parâmetro topic definido como (“Quality of Experience”
OR QoE ) para verificar-se as primeiras referências à QoE. Em seguida,
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o parâmetro topic foi definido como (“Quality of Experience” OR QoE )
AND (Database OR “Distributed Architecture” OR “Big Data”) para
verificação de referências à QoE associada com o foco em arquiteturas
de BBDs.
Com os resultados obtidos nesta primeira pesquisa sobre o Web
of Knowledge, refinando pelas áreas de pesquisa de ciência da com-
putação ou engenharia, apresentados na tabela 1, foi encontrada uma
referência inicial em 1998 (MIELKE et al., 1998). Esta sendo apenas
uma coincidência na utilização do termo, e uma referência em 2001 no
artigo “Assessing users’ subjective quality of experience with the world
wide web: an exploratory examination of temporal changes in techno-
logy acceptance” (MORRIS; TURNER, 2001), com um uso já aceitável do
termo para os propósito desejados.
Web of Knowledge: Bases de Dados Web of Science & Derwent Innovations Index
Topic: (“Quality of Experience” OR QoE)
Ano Geral Ciências Ciência da Engenharia Ciênc. da Comp.
Tecnológicas Computação ou Engenharia
1945-2014 1619 1152 567 705 948
2014 2 2 2 0 2
2013 301 183 84 120 151
2012 394 300 111 191 236
2011 251 180 89 117 158
2010 187 133 63 90 117
2009 189 155 102 95 131
2008 125 90 65 66 87
2007 54 46 26 18 36
2006 25 20 11 5 16
2005 15 9 5 0 5
2004 15 10 2 0 2
2003 8 6 5 1 5
2002 10 1 0 0 0
2001 4 2 1 1 1
1999-2000 8 5 0 0 0
1998 5 3 1 1 1
1971-1997 27 7 0 0 0
Tabela 1: Pesquisa sobreWeb of Knowledge: Web of Science & Derwent
Innovations Index Databases. Tópico selecionado: (“Quality of Experi-
ence” OR QoE) de http: // apps. webofknowledge. com realizada em
6 de Janeiro de 2014.
Infelizmente, como pode ser visto na figura 1, depois de 2009 en-
genharia não só passou ciência da computação, mas o termo QoE não
pareceu ser tão relevante para ciência da computação como para os ou-
tros campos de pesquisa - um comportamento completamente oposto
ao esperado -, ou de alguma maneira oWeb of Knowledge parece ter ne-
gligenciado as publicações indexadas em ciência da computação desde
2009.
Mas, deixando este comportamento não esperado de lado, é re-
conhecido que se pode encolher o volume de publicações encontradas
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quando refinando a pesquisa para os propósitos específicos deste estudo,
como demonstrado na tabela 2.
Figura 1: Histograma de comportamento da pesquisa em Web of Kno-
wledge: Web of Science & Derwent Innovations Index Databases. Tó-
pico selecionado: (“Quality of Experience” OR QoE) de 2001 a 2013 em
http://apps.webofknowledge.com obtido em 6 de Janeiro de 2014.
Como pode ser visto, as tabelas 1 e 2 têm um comportamento
muito similar mas, é claro, com um volume de dados muito menor na ta-
bela 2. Dos 28 artigos encontrados apenas 2, (COSTA; FURTADO, 2011)
e (COSTA; FURTADO, 2013), ambos de Rogério Luís de Carvalho Costa
e Pedro Furtado, nas áreas de ciência da computação e engenharia são
relevantes para este estudo.
Estes 28 artigos, apresentados nas tabelas 3 e 4, são sobre tópicos
em geral relacionados a redes e peer to peer (como os artigos 06, 10,
18, 27 e 28), video, VoIP e sistemas de fala (como os artigos 04, 05, 08,
09, 12, 14, 15, 16,20, 22, 24, 25 e 29), e tecnologias estereoscópicas de
video e imagem (como os artigos 03, 07, 11, 19 e 23). Os dois artigos
correlacionados lidando com conceitos de BDDs e QoE, listados na
tabela 5, são detalhados na seção 3.5: Detalhes da revisão bibliográfica.
Os resultados sublinhados nas tabelas 3 e 4 foram encontrados
simultaneamente nas bases Scupus e Web of Knowledge.
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Web of Knowledge: Bases de Dados Web of Science & Derwent Innovations Index
Topic: (“Quality of Experience” OR QoE) AND
(Database OR “Distributed Architecture” OR “Big Data”)
Ano Geral Ciências Ciência da Engenharia Ciênc. da Comp.
Tecnológicas Computação ou Engenharia
1945-2014 56 35 16 19 29
2014 0 0 0 0 0
2013 16 10 4 4 6
2012 19 13 6 8 12
2011 7 4 2 3 4
2010 7 5 2 3 4
2009 2 0 0 0 0
2008 4 2 1 1 2
2007 1 1 1 0 1
Tabela 2: Pesquisa sobreWeb of Knowledge: Web of Science & Derwent
Innovations Index Databases. Tópico selecionado: (“Quality of Expe-
rience” OR QoE) AND (Database OR “Distributed Architecture” OR
“Big Data”) de http://apps.webofknowledge.com realizada em 12 de
fevereiro de 2014.
Web of Knowledge: Bases de Dados Web of Science & Derwent Innovations Index
n Artigo Citações
01 “Paired comparison-based subjective quality assessment of stereoscopic 4
images” (LEE; GOLDMANN; EBRAHIMI, 2013)
02 “Subjective evaluation of stereoscopic image quality” (MOORTHY et al., 2013) 2
03 “Providing quality of experience for users: the next DBMS challenge” 0
(COSTA; FURTADO, 2013)
04 “On quality of experience of scalable video adaptation (LI; CHEN; TAN, 2013) 1
05 Spatiotemporal no-reference video quality assessment model on 0
distortions based on encoding” (ZERMAN et al., 2013a)
06 “Approach for service search and peer selection in P2P service overlays” 0
(FIORESE; SIMOES; BOAVIDA, 2013)
07 “Rendering 3-D High dynamic range images: subjective evaluation of 0
tone-mapping methods and preferred 3-D image attributes”
(MAI et al., 2012)
08 “Guidelines for an improved quality of experience in 3-D TV and 3-D 1
mobile displays” (XU; CORIA; NASIOPOULOS, 2012)
09 “QoE prediction model and its application in video quality adaptation 9
over UMTS networks” (KHAN; SUN; IFEACHOR, 2012)
10 “QON: Quality of experience (QoE) framework for network services” 0
(LAGHARI et al., 2012)
11 “A reputation based vertical handover decision making framework 0
(R-VHDF)” (LOUKIL et al., 2012)
12 “QoE assessment of multimedia video consumption on tablet devices” 0
(FLORIS et al., 2012)
13 “Quality of experience assessment for stereoscopic images” (QI et al., 2012) 0
14 “PNN-based QoE measuring model for video applications over LTE 0
system” (HE et al., 2012)
15 “QoE analysis for scalable video adaptation” (LI; CHEN; TAN, 2012a) 0
16 “QoE-aware resource allocation for scalable video transmission over 0
multiuser MIMO-OFDM systems” (LI; CHEN; TAN, 2012b)
17 “Comparison of stereoscopic technologies in various configurations” 0
(FLIEGEL et al., 2012)
18 “Peer selection in P2P service overlays using geographical location 0
criteria” (FIORESE; SIMOES; BOAVIDA, 2012)
Tabela 3: Pesquisa sobreWeb of Knowledge: Web of Science & Derwent
Innovations Index Databases. Tópico selecionado: (“Quality of Expe-
rience” OR QoE) AND (Database OR “Distributed Architecture” OR
“Big Data”) resultados para 2012-2013 em ciênc. da comp. ou eng. de
http://apps.webofknowledge.com obtidos em 10 de fev. de 2014.
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Web of Knowledge: Bases de Dados Web of Science & Derwent Innovations Index
n Artigo Citações
19 “Quality of experience in distributed databases” 1
(COSTA; FURTADO, 2011)
20 “A flexible QoE framework for video streaming services” 0
(ALVAREZ et al., 2011)
21 “Objective metrics for quality of experience in stereoscopic images” 0
(XING et al., 2011)
22 “A study of artificial speech quality assessors of VoIP calls subject to 0
limited bursty packet losses” (JELASSI; RUBINO, 2011b)
23 “Proposed framework for evaluating quality of experience in a mobile, 6
testbed-oriented living lab setting” (MOOR et al., 2010)
24 “New single-ended objective measure for non-intrusive speech quality 2
evaluation” (MAHDI; PICOVICI, 2010)
25 “Comparison of approaches for instrumentally predicting the quality of 1
text-to-speech systems” (MÖLLER et al., 2010)
26 “Temporal synchronization in stereoscopic video: influence on quality of 1
experience and automatic asynchrony detection”
(GOLDMANN; LEE; EBRAHIMI, 2010)
27 “Optimizing user QoE through overlay routing, bandwidth management 0
and dynamic transcoding” (WIJNANTS et al., 2008)
28 “Dynamic QoS provisioning for ethernet-based networks” 0
(ANGELOPOULOS et al., 2008)
29 “QoE monitoring platform for video delivery networks” 1
(VERA; RODRIGUEZ-BOCCA; RUBINO, 2007)
Tabela 4: Pesquisa sobreWeb of Knowledge: Web of Science & Derwent
Innovations Index Databases. Tópico selecionado: (“Quality of Expe-
rience” OR QoE) AND (Database OR “Distributed Architecture” OR
“Big Data”) resultados para 2001-2011 em ciência da computação ou
engenharia de http://apps.webofknowledge.com obtidos em 10 de
fevereiro de 2014.
Web of Knowledge: Bases de Dados Web of Science & Derwent Innovations Index
Artigo Autores Periódico Ano
“Quality of experience in Rogério Luís de Distributed and 2011
distributed databases” Carvalho Costa parallel databases
(COSTA; FURTADO, 2011) e Pedro Furtado
“Providing quality of Rogério Luís de Computer 2013
experience for users: Carvalho Costa
the next DBMS challenge” e Pedro Furtado
(COSTA; FURTADO, 2013)
Tabela 5: Artigos relevantes correlacionando QoE e arquiteturas de
BDDs encontrados na base de dados Web of Knoledge em 6 de Janeiro
de 2014.
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3.4.2 Resultados da base de dados Scopus
Da mesma maneira como foi feito para a base Web of Kno-
wledge, o parâmetro “Article Title, Abstract and Keywords” foi defi-
nido como (“Quality of Experience” OR QoE ) para verificação de pri-
meiras referências a QoE. Após, o parâmetro “Article Title, Abstract
and Keywords” foi definido como (“Quality of Experience” OR QoE )
AND (Database OR “Distributed Architecture” OR “Big Data”) para
verificação de referências a QoE com foco em arquiteturas de BDDs.
3.4.2.1 Análise dos resultados sobre a base de dados Scopus
Resultados da base Scopus apresentados na tabela 6, refinados
por ciências físicas, mostram uma primeira referência em 1987 (REDD et
al., 1987) que é, na verdade, uma referência à Quasi-One-Electron como
QoE, e, refinando-se por ciência da computação e engenharia, são en-
contradas uma referência em 1989 (HOOGEBOOM, 1989), mas sobre
desenvolvimento/redesenvolvimento de políticas para áreas de praias
oceânicas, uma referência em 1998 (MIELKE et al., 1998) que é um ar-
tigo não relacionado já encontrado na pesquisa do Web of Knowledge,
referências em três artigos também não relacionados em 2000: (SATO;
VERPLANK, 2000), (II; NOWELL, 2000) e (FORLIZZI; FORD, 2000), sendo
os mesmos sobre qualidade de experiência física em projeto de tecnolo-
gias embarcadas, ambientes virtuais e projeto de experiência de usuário
- com foco em projeto - respectivamente.
Em 2001 são encontradas 3 referências: (HONDA; NINOMIYA;
SASSA, 2001), (MORRIS; TURNER, 2001) e (WOLTER; MOORSEL, 2001).
A primeira é um relatório técnico não relacionado sobre sistemas de
qualidade de cabines de ar; o segundo já uma referência aceitável tam-
bém encontrada na pesquisa noWeb of Knoledge; e o terceiro o trabalho
técnico de Wolter e Van Moorsel “The relationship between quality of
service and business metrics: Monitoring, notification and optimiza-
tion”, também com uma referência relevante.
Com os dados coletados nestas duas ferramentas de pesquisa
pode-se então concluir que o termo começou a ser utilizado com a co-
notação esperada por volta de 2001, com utilização relevante do uso do
termo encontrado nas duas ferramentas neste ano. Mesmo com o termo
sendo aplicado em algumas áreas com conotação fora da esperada, em
alguns casos particulares, a data inicial parece convergir para este ano.
Um fato importante a ser percebido é que o comportamento nor-
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Scopus Databases
Article Title, Abstract and Keywords: (“Quality of Experience” or QoE)
Ano Geral Ciências Ciência da Engenharia Ciênc. da Comp.
Físicas Computação ou Engenharia
1960-2014 2390 2209 1794 912 2177
2014 2 2 1 2 2
2013 440 428 352 173 421
2012 587 571 473 243 566
2011 416 407 351 144 404
2010 332 312 260 108 309
2009 226 222 188 103 220
2008 131 121 89 67 120
2007 77 68 42 32 66
2006 45 39 22 21 38
2005 26 16 8 7 14
2004 15 6 2 5 6
2003 9 3 2 2 3
2002 9 1 0 0 0
2001 10 4 2 1 3
2000 10 3 1 2 3
1999 3 0 0 0 0
1998 9 1 1 1 1
1990-1997 22 3 0 0 0
1989 2 1 0 1 1
1954-1988 19 1 0 0 0
Tabela 6: Pesquisa no Scopus. Título de artigo, resumo e palavras
chave selecionadas: (“Quality of Experience” OR QoE) em http://
www.scopus.com realizada em 8 de Janeiro de 2014.
mal estatístico foi encontrado, como esperado, com a ferramenta Sco-
pus, como pode ser visto na figura 2.
Figura 2: Histograma de comportamento de pesquisa em Scopus. Tí-
tulo de artigo, resumo, palavras chave selecionado: (“Quality of Experi-
ence” OR QoE) de 2001 a 2013 em http://apps.webofknowledge.com
obtido em 8 de Janeiro de 2014.
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Com os resultados desta ferramenta foi percebido que não apenas
ciência da computação teve mais resultados do que engenharia, e que
as duas áreas de pesquisa combinadas continham quase todos os artigos
encontrados, mas também que o volume de dados obtido com esta
ferramenta foi maior porém muito próximo ao volume das bases do Web
of Knowledge até 2009. O que comprova a possibilidade levantada de
negligência quanto a publicações indexadas em ciência da computação
nestas primeiras bases utilizadas.
A tabela 7 mostra os resultados da pesquisa (“Quality of Expe-
rience” OR QoE) AND (Database OR “Distributed Architecture” OR
“Big Data”), com 64 publicações nas áreas combinadas de ciência da
computação e engenharia.
Scopus Databases
Article Title, Abstract and Keywords: (“Quality of Experience” or QoE)
AND (Database OR “Distributed Architecture” OR “Big Data”)
Ano Geral Ciências Ciência da Engenharia Ciêc. da Comp.
Físicas Computação ou Engenharia
1960-2014 68 64 62 20 64
2014 0 0 0 0 0
2013 23 21 21 8 21
2012 19 19 18 6 19
2011 9 9 9 2 9
2010 9 8 8 2 8
2009 2 2 1 1 2
2008 2 2 2 1 2
2007 2 2 2 0 2
2002-2006 0 0 0 0 0
2001 1 1 1 0 1
1955-2000 0 0 0 0 0
1954 1 0 0 0 0
Tabela 7: Pesquisa no Scopus. Título de artigo, resumo, palavras chave
selecionado: (“Quality of Experience” OR QoE) AND (Database OR
“Distributed Architecture” OR “Big Data”) em http://www.scopus.
com realizada em 12 de Fevereiro de 2014.
Destes 64 artigos, apresentados nas tabelas 8, 9 e 10, o primeiro
de 2001 em ciência da computação de (WOLTER; MOORSEL, 2001),
como previamente mencionado, “lida com os efeitos da degradação de
qualidade de serviço no lucro de e-services” (WOLTER; MOORSEL, 2001)
mas não é focado em BDDs, e os outros resultados são em geral relaci-
onados com redes e peer to peer (como os artigos 02, 03, 05, 16, 20, 30,
37, 39, 41, 50, 58 e 61), video, VoIP e sistemas de fala (como os artigos
07, 08, 11, 12, 17, 21, 22, 23, 24, 25, 28, 38, 40, 42, 46, 47, 55, 60 e 62),
e tecnologias estereoscópicas de vídeo e imagem (como os artigos 01,
06, 14, 18, 19, 27, 35, 43, 51, 52, 53, 54 e 57), da mesma maneira que
os resultados obtidos do Web of Knowledge. Alguns resultados (04, 29,
33, 34, 48 e 63) são referências a anais de congressos e não a publicações
57
específicas, e então estes resultados foram considerados como erros nos
resultados da pesquisa.
Os artigos relevantes encontrados, com foco em BDDs, foram
os mesmos dois artigos de Rogério Luís de Carvalho Costa e Pedro
Furtado (COSTA; FURTADO, 2011, 2013), mencionados anteriormente
como resultados obtidos com o Web of Science na tabela 5 e detalhados
na seção 3.5: Detalhes da revisão bibliográfica.
Os resultados sublinhados nas tabelas 8, 9 e 10 foram encontra-
dos nas bases do Scopus e Web of Knowledge simultaneamente.
Scopus Databases
n Artigo Citações
01 “DCT-based objective quality assessment metric of 2D/3D image” 0
(LIU; SUN; YANG, 2013)
02 “SmartenIT cloud traffic management approach and architectural 0
considerations” (PAPAFILI et al., 2013)
03 “Logging real packet reception patterns for end-to-end quality of 0
experience assessment in wireless multimedia transmission”
(SLADOJEVIC et al., 2013)
///04 “10th Int. Joint Conf. on ICETE 2013; 4th Int. Conf. on DCNET 0
2013, 10th Int. Conf. on ICE-B 2013 and OPTICS 2013 -
4th Int. Conf. on Optical Communication Systems, Proc.” (ICETE, 2013)
05 “A feasible solution to provide cloud computing over optical networks” 0
(TAHERI; ANSARI, 2013)
06 “Paired comparison-based subjective quality assessment of 2
stereoscopic images” (LEE; GOLDMANN; EBRAHIMI, 2013)
07 “A dynamic system model of time-varying subjective quality of video 0
streams over HTTP” (CHEN et al., 2013)
08 “Robustness of speech quality metrics to background noise and 0
network degradations: Comparing ViSQOL, PESQ and POLQA”
(HINES et al., 2013)
09 “Use- and QoE-related aspects of personal cloud applications: An 0
exploratory survey” (VANDENBROUCKE; MOOR; MAREZ, 2013)
10 “How much longer to go? The influence of waiting time and progress 0
indicators on quality of experience for mobile visual search applied
to print media” (CAO; RITZ; RAAD, 2013)
11 “High definition H.264/AVC subjective video database for evaluating 0
the influence of slice losses on quality perception” (STAELENS et al., 2013)
12 “Perceptual experience of time-varying video quality” 0
(REHMAN; WANG, 2013)
13 “Providing quality of experience for users: The next DBMS challenge” 0
(COSTA; FURTADO, 2013)
14 “Subjective evaluation of stereoscopic image quality” (MOORTHY et al., 2013) 3
15 “A network-aware virtual machine placement algorithm in mobile 0
cloud computing environment” (CHANG et al., 2013)
16 “Optimal design of virtual networks for resilient cloud services” 0
(BARLA et al., 2013)
17 “Kodlama tabanli bozulmalar üzerine uzam- zamansal referanssiz video 0
kalite degerlendirme modeli | [Spatiotemporal no-reference video
quality assessment model on distortions based on encoding]”
(ZERMAN et al., 2013b)
18 “Towards standardized 3DTV QoE assessment: Cross-lab study on display 0
technology and viewing environment parameters” (BARKOWSKY et al., 2013)
19 “A survey on 3D quality of experience and 3D quality assessment” 0
(MOORTHY; BOVIK, 2013)
20 “Approach for service search and peer selection in P2P service overlays” 0
(FIORESE; SIMOES; BOAVIDA, 2013)
Tabela 8: Pesquisa no Scopus. Título de artigo, resumo, palavras chave
selecionadas: (“Quality of Experience” OR QoE) AND (Database OR
“Distributed Architecture” OR “Big Data”) resultados de 2013 em ciên-
cia da computação e engenharia em http://www.scopus.com obtidos
em 12 de Fevereiro de 2014.
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Scopus Databases
n Artigo Citações
21 “On quality of experience of scalable video adaptation” 1
(LI; CHEN; TAN, 2013)
22 “QoE analysis for scalable video adaptation” (LI; CHEN; TAN, 2012a) 0
23 “QoE-aware resource allocation for scalable video transmission over 0
multiuser MIMO-OFDM systems” (LI; CHEN; TAN, 2012b)
24 “PNN-based QoE measuring model for video applications over LTE 0
system” (HE et al., 2012)
25 “QoE assessment of multimedia video consumption on tablet devices” 0
(FLORIS et al., 2012)
26 “A reputation based vertical handover decision making framework 0
(R-VHDF)” (LOUKIL et al., 2012)
27 “Comparison of stereoscopic technologies in various configurations” 0
(FLIEGEL et al., 2012)
28 “Comparison of objective quality metrics on the scalable extension of 0
H.264/AVC” (LEE, 2012)
///29 “Proceedings - 2012 3rd IEEE International Conference on Network 0
Infrastructure and Digital Content, IC-NIDC 2012” (IC-NIDC, 2012)
30 “PP2db: A privacy-preserving, P2P-based scalable storage system for 0
mobile networks” (CROTTI et al., 2011)
31 “Empirical study based on machine learning approach to assess the 0
QoS/QoE correlation” (MUSHTAQ; AUGUSTIN; MELLOUK, 2012)
32 “Supporting wireless access markets with a user-centric QoE-based 0
geo-database” (FORTETSANAKIS et al., 2012)
///33 “MobiArch’12 - 7th ACM International workshop on mobility in the 0
evolving internet architecture” (MOBIARCH’12, 2012)
///34 “2012 4th International Workshop on Quality of Multimedia 0
Experience, QoMEX 2012” (QOMEX, 2012)
35 “Quality of experience assessment for stereoscopic images” (QI et al., 2012) 1
36 “Rendering 3-D high dynamic range images: Subjective evaluation of 0
tone-mapping methods and preferred 3-D image attributes”
(MAI et al., 2012)
37 “Peer selection in P2P service overlays using geographical location 0
criteria” (FIORESE; SIMOES; BOAVIDA, 2012)
38 “Guidelines for an improved quality of experience in 3-D TV and 3-D 0
mobile displays” (XU; CORIA; NASIOPOULOS, 2012) 0
39 “Resilient virtual network design for end-to-end cloud services” 0
(BARLA; SCHUPKE; CARLE, 2012)
40 “QoE prediction model and its application in video quality adaptation 15
over UMTS networks” (KHAN; SUN; IFEACHOR, 2012)
41 “QoE content distribution network for cloud architecture” 0
(TRAN; MELLOUK; HOCEINI, 2011)
42 “A flexible QoE framework for video streaming services” 1
(ALVAREZ et al., 2011)
43 “Objective metrics for quality of experience in stereoscopic images” 1
(XING et al., 2011)
44 “An approach to peer selection in service overlays” 0
(FIORESE; SIMES; BOAVIDA, 2011)
45 “Quality of experience in distributed databases” 1
(COSTA; FURTADO, 2011)
Tabela 9: Pesquisa no Scopus. Título de artigo, resumo, palavra chave
selecionado: (“Quality of Experience” OR QoE) AND (Database OR
“Distributed Architecture” OR “Big Data”) resultados de 2012 em ciên-
cia da computação e engenharia em http://www.scopus.com obtidos
em 12 de Fevereiro de 2014.
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46 “Evaluation of video quality metrics on transmission distortions in H.264 0
coded video” (SEDANO et al., 2011)
47 “A comparison study of automatic speech quality assessors sensitive to 3
packet loss burstiness” (JELASSI; RUBINO, 2011a)
///48 “Proceedings of SPIE-IS and T Electronic Imaging - Multimedia on 0
Mobile Devices 2011; and Multimedia Content Access: Algorithms and
Systems V” (SPIE-IS, 2011)
49 “Visual quality assessment algorithms: What does the future hold?” 19
(MOORTHY; BOVIK, 2011)
50 “Analysis of overlay topology of peer-to-peer applications” (YU et al., 2010) 1
51 “Estimating quality of experience on stereoscopic images” 0
(XING et al., 2010a)
52 “Temporal synchronization in stereoscopic video: Influence on quality of 3
experience and automatic asynchrony detection”
(GOLDMANN; LEE; EBRAHIMI, 2010)
53 “An objective metric for assessing quality of experience on stereoscopic 1
images” (XING et al., 2010b)
54 “Guidelines for capturing high quality stereoscopic content based on a 0
systematic subjective evaluation” (XU; CORIA; NASIOPOULOS, 2010)
55 “A user-perceived video quality assessment metric using inter-frame 6
redundancy” (SHI; DING; LI, 2010)
56 “Proposed framework for evaluating quality of experience in a mobile, 23
testbed-oriented living lab setting” (MOOR et al., 2010)
57 “A comprehensive database and subjective evaluation methodology for 17
quality of experience in stereoscopic video”
(GOLDMANN; SIMONE; EBRAHIMI, 2010)
58 “Foreword-cognitive radio: From equipment to networks” 0
(MOY; DOYLE; SANADA, 2009)
59 “Qualia: The geometry of integrated information” 33
(BALDUZZI; TONONI, 2009)
60 “New single-ended objective measure for non-intrusive speech quality 0
evaluation” (MAHDI; PICOVICI, 2010)
61 “Optimizing user QoE through overlay routing, bandwidth management 0
and dynamic transcoding” (WIJNANTS et al., 2008)
62 “QoE monitoring platform for video delivery networks” 1
(VERA; RODRIGUEZ-BOCCA; RUBINO, 2007)
///63 “Proceedings of the 7th Nordic Signal Processing Symposium, NORSIG 0
2006” (NORSIG, 2006)
64 “The relationship between quality of service and business metrics: 0
Monitoring, notification and optimization” (WOLTER; MOORSEL, 2001)
Tabela 10: Pesquisa no Scopus. Título de artigo, resumo, palavras
chave selecionado: (“Quality of Experience” OR QoE) AND (Database
OR “Distributed Architecture” OR “Big Data”) resultados de 2001-2011
em ciência da computação e engenharia em http://www.scopus.com
obtidos em 12 de fevereiro de 2014.
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3.4.3 Análise estatística de interesse de pesquisa
Inicialmente, pela análise realizada na base Web of Knowledge,
foi percebido que o assunto parecia ter tido pico de interesse em 2009
e novamente em 2012, como mencionado previamente. Entretanto, ao
se analisar a base Scopus, percebeu-se uma distribuição normal bem
comportada com pico em 2012, como demonstrado na figura 3 na área
de pesquisa de ciência da computação, e na figura 4 quando se consi-
derando combinas as áreas de ciência da computação e engenharia.
Figura 3: Distribuição normal bem comportada da base Scopus na
área de pesquisa de ciência da computação. Resultados para o tópico:
“Quality of Experience” or QoE de 2001 a 2013 obtidos em 8 de Janeiro
de 2014.
Quando se considera as áreas de pesquisa de ciência da com-
putação e engenharia combinadas, também parece existir um pico de
interesse em 2012 na base Web of Knowledge, como demonstrado na
figura 6, diferente dos resultados sobre ciência da computação apresen-
tados na figura 5. Entretanto, os dados obtidos parecem levar a um
aspecto mais complexo a ser considerado. O comportamento dessas
bases parece se distanciar depois de 2009. Antes desta data, o número
de resultados parece estar em uma consistência aceitável, não apenas
comportamental mas também em termos de magnitude.
Observando-se mais cuidadosamente é possível se notar que até
mesmo antes de 2009 a baseWeb of Knowledge já lidava com um volume
menor de dados que a base Scopus. Entretanto, parece que especial-
mente depois de 2009 as fontes do Web of Knowledge não cresceram
como as do Scopus, e é por isso que este efeito é percebido, como se o
Web of Knowledge tivesse negligenciado as fontes de ciência da com-
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Figura 4: Distribuição normal bem comportada da base Scopus nas
áreas de pesquisa de ciência da computação e engenharia combinadas.
Resultados para o tópico: “Quality of Experience” or QoE de 2001 a
2013 obtidos em 8 de Janeiro de 2014.
Figura 5: Distribuição normal não bem comportada da base Web of
Knowledge na área de pesquisa de ciência da computação. Resultados
para o tópico: “Quality of Experience” or QoE de 2001 a 2013 obtidos
em 6 de Janeiro de 2014.
putação, nas quais estes estudo esta precisamente interessado em.
Pode ser então assumido que o pico de uso do termo em pesquisas
foi em 2012 com o comportamento estatístico normal esperado.
E, mesmo com o pico de interesse já tendo sido alcançado, a
existência de estudos sobre QoE, ou mesmo QoS de uma maneira que
possa ser aplicada a considerações QoE em BDDs, é quase inexistente.
A ausência de estudos sobre consideração de serviços a serem
avaliados, em um modelo servidor como em BDDs, parece um vazio
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Figura 6: Distribuição normal não bem comportada da base Web of
Knowledge nas áreas de pesquisa de ciência da computação e engenha-
ria combinadas. Resultados para o tópico: “Quality of Experience” or
QoE de 2001 a 2013 obtidos em 6 de Janeiro de 2014.
que precisa ser preenchido com os conceitos já existentes na literatura.
Sendo esta ausência um grande motivador para realização desta tese.
3.5 DETALHES DA REVISÃO BIBLIOGRÁFICA
Esta breve revisão é focada nos tópicos combinados de arqui-
teturas de BDDs e QoE de maneira a não considerar os assuntos de
maneira independente.
Mesmo os conceitos de ambos os tópicos sendo interessantes, os
resultados de pesquisas em separado são em geral associados a campos
de pesquisa fora do interesse do presente estudo.
3.5.1 Artigo: Quality of experience in distributed databases
A publicação de 2001 de Rogério Luís de Carvalho Costa e Pedro
Furtado, “Quality of experience in distributed databases” (COSTA; FUR-
TADO, 2011), alega ser a primeira introdução ao uso de QoE aplicada
a BDDs. Ela é uma proposta para a melhoria do nível de QoE que
pode ser assumidamente provista por sistemas de BDDs com o foco
principal em mecanismos que podem aumentar a satisfação do usuário
na questão de acesso a estes sistemas de BDDs.
Vale considerar o ponto de que este estudo lida com o pressu-
posto de que “em sistemas de bases de dados tradicionais, usuários
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não podem especificar restrições relacionadas a execução”, concluindo
que “o sistema de bases de dados não tem como avaliar se as expec-
tativas do usuário são satisfeitas e nem pode o sistema tomar ações
corretivas quando necessário” (COSTA; FURTADO, 2011). É um ponto
extremamente válido, mas com o pressuposto de que o usuário pre-
cisa ter conhecimento específico de operações em bases de dados, bem
como liberdade de decisão neste nível, para poder lidar com restrições
de execução. Fazendo mais sentido, de maneira mais abstrata, o desen-
volvimento de sistemas com esta camada abaixo, em vez de se esperar
que o usuário lide com isso propriamente.
Isto é exatamente o que (COSTA; FURTADO, 2011) reivindica:
“um sistema de base de dados orientado a QoE”, agrupando definições
de QoS que permitem o uso de QoE, e não uma solução QoE propria-
mente dita. Esta é uma primeira introdução a estes conceitos aplicados
a sistemas de BDDs, e uma primeira abertura que permite que defi-
nições de QoS sejam usadas para o desenvolvimento de sistemas de
QoE de maneira que estes conceitos possam ser aplicados a sistemas
de BDDs, com modelos teóricos de sistemas de QoE podendo ser então
aplicados a BDs.
No modelo QoE-DDB apresentado, “cada comando de usuário é
traduzido em tarefas que são executadas por serviços de dados chama-
dosmódulos comunitários, e serviços de dados locais negociam objetivos
em nível de serviço (ONS ) para cada tarefa, melhorando a confiança do
sistema” (COSTA; FURTADO, 2011). São apresentados também “progra-
mação orientada a QoE e estratégias de colocação dinâmica de dados”
(COSTA; FURTADO, 2011).
Eles propõem sete tipos de requisições de acesso a dados (RADs),
que são “expressas em termos de restrições de execução de consultas”
(COSTA; FURTADO, 2011), com as seguintes definições:
• Exigência de disponibilidade de dados: indicando períodos
em que um certo dado deve estar disponível;
• Exigência de atualização de dados: indicando o quão atua-
lizada uma réplica de um certo dado deve estar para poder ser
utilizada como resposta a uma pesquisa;
• Exigência de prazo de execução: especificando o intervalo
em que a execução do comando deve ser finalizada;
• Exigência de modo de execução desconectado: indicando
que o comando deve ser executado mesmo se o usuário for desco-
nectado do sistema;
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• Exigência de prioridade de execução: especificando a prio-
ridade de execução do comando;
• Exigência de tempo de início de execução: especificando a
data e hora em que a execução do comando deve iniciar;
• Exigência de tempo de fim de execução: especificando a
data e hora em que o comando já deve ter sido finalizado.
Na sequência infere-se sobre a ausência de capacidade das “mé-
tricas de performance tradicionais, como tempo de resposta e taxa de
transferência, para medir o nível de QoE que o sistema está provendo”
(COSTA; FURTADO, 2011) para introduzir um conjunto de indicadores
de performance chave (IPCs). Estes IPCs são supostamente capa-
zes de medir “a capacidade do sistema de alcançar as expectativas dos
usuários” (COSTA; FURTADO, 2011).
Os IPCs propostos são:
• Taxa de aceitação: que provê a medida do número de comandos
com RADs que o sistema concorda em executar (e satisfazer as
RADs correspondentes);
• Taxa de manutenção de compromisso: que mede a capaci-
dade do sistema em satisfazer as RADs que foram acordadas;
• Taxa de sucesso: que provê a medida da quantidade de co-
mandos com RADs que o sistema executa enquanto satisfazendo
RADs específicas;
• Nível de QoE: que provê a medida do nível de QoE que o sis-
tema está provendo aos usuários.
Subsequentemente, como comentado acima, estes autores apre-
sentam “programação orientada a QoE e estratégias de colocação di-
nâmica de dados” (COSTA; FURTADO, 2011). Este parece um modelo
confiável que lida com um conjunto bem específico de indicadores de
performance para medir o nível de QoE provisto pelo sistema.
Eles também apresentam resultados experimentais em alguns ce-
nários ressaltando a importância de:
• Avaliação de RADs antes da execução de consultas de usuários;
• Informar usuários sobre a possibilidade (ou não) de se satisfazer
RADs especificadas;
• Não gastar poder computacional na execução de comandos em
que as RADs não podem ser realizadas;
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• E utilizar RADs para aumentar a satisfação dos usuários.
Finalizando com a conclusão de que a aplicação de QoE a BDDs
pode realmente trazer ganhos de performance dentro das considerações
do trabalho, com base nos experimentos apresentados. Infelizmente es-
tes experimentos não são de fácil reprodução, lidando com uma base de
simulação com código não disponibilizado pelos autores, e não podendo
ser verificados de maneira alguma.
Os autores também deixam claro que os conceitos não foram
implementados utilizando nenhuma base de dados real.
3.5.2 Artigo: Providing quality of experience for users: the
next DBMS challenge
O artigo de 2013 de Rogério Luís de Carvalho Costa e Pedro
Furtado, “Providing quality of experience for users: the next DBMS
challenge” (COSTA; FURTADO, 2013), discute sobre a necessidade de
“mecanismos orientados a QoE, atualmente não disponibilizados em
sistemas de gerenciamento de bases de dados tradicionais” de maneira
que estes possam lidar com a consideração de requisitos especificados
pelo usuário e então, com base nisso, se possa ajustar as operações
considerando tais expectativas.
O trabalho faz comparações de estratégias de gerenciamento de
dados, reforçando o trabalho anterior e demonstrando o ganho que pode
ser alcançado aplicando-se estratégias de QoE sobre BDDs.
Este é um trabalho com dados estatísticos referentes ao trabalho
mencionado anteriormente, (COSTA; FURTADO, 2011). Assim sendo,
não se vê relevância em se entrar em detalhes sobre este, já que são
resultados sobre o artigo mencionado e não novos conceitos a serem
considerados.
Porém, é digno de nota que ambos os trabalhos se limitam a
consideração de que o usuário pode simplesmente definir o que espera,
sem nenhuma restrição. Parecendo a abordagem literal de QoS de
redes, mas com liberdade absoluta ao usuário. Ponto que é desconside-
rado nestes trabalhos, afinal, tal ponto só faz sentido com um usuário
utilizando uma base de dados local sem restrições, não sendo uma abor-
dagem realmente útil para a proposição desta tese.
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4 MODELAGEM ARQUITETURAL
O único modelo existente na literatura sobre QoE aplicada a
QoS em BDDs, (COSTA; FURTADO, 2011), possui considerações de que
usuários podem fazer exigências via comandos, e que comandos podem
ser discriminados devido a tais exigências, não se adequando aos propó-
sitos deste estudo. O trabalho subsequente, (COSTA; FURTADO, 2013),
também indica que ainda não existem implementações, nem mesmo do
modelo apresentado na publicação anterior, obrigando este estudo a
definir um novo modelo. Parte-se então para a abordagem de definição
de um modelo de mapeamento de QoE através de QoS, com as devidas
definições de QoS, e definição arquitetural para aplicação sobre BDDs.
4.1 MODELO DE MAPEAMENTO TEÓRICO DE QUALIDADE DE
EXPERIÊNCIA ATRAVÉS DE QUALIDADE DE SERVIÇO PARA
BASES DE DADOS DISTRIBUÍDAS
O modelo de mapeamento teórico de QoE através de QoS aqui
apresentado, como considerado a ser aplicado a BDDs, vem das defi-
nições de (BROOKS; HESTNES, 2010), onde eles afirmam que definições
objetivas e quantitativas de parâmetros de QoE são um passo crucial.
Assim sendo, e tentando evitar as considerações conceituais de redes
dos requisitos hedônicos e estéticos do usuário (LAGHARI et al., 2012),
já que em BDDs os ANSs parecem conectados a uma camada mais com-
plexa que o usual melhor esforço, comum do ponto de vista de redes,
um híbrido de QoE e QoS com considerações de intervalos de confi-
ança é apresentado, mesmo sabendo-se não ser um modelo de cobertura
total de QoE. Já que QoE é um conceito multidimensional centrado no
usuário, é difícil para um sistema dar garantias exatas deste tipo.
Como BDDs podem ser usualmente enxergadas como arquitetu-
ras de provedor de serviços, é fácil se definir valores exatos a serem pro-
vistos, e já que os serviços são usualmente contratados com definições
específicas, este modelo não fica tão abstrato quanto o modelo de um
usuário qualquer consumindo um serviço genérico de internet. (SHEN-
KER; PARTRIDGE; GUERIN, 1997) define que métricas de QoS devem ser
garantias matematicamente prováveis, e aliando-se este conceito com a
explicação de embasamento teórico da conexão dos conceitos de QoE
e QoS em (LAGHARI et al., 2011), foca-se em dar garantias matemáti-
cas de médias e desvios padrão para tentar alcançar a QoE esperada,
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mesmo sabendo-se que isto é uma simplificação do conceito.
Os dois estudos previamente apresentados, (COSTA; FURTADO,
2011, 2013), mostram resultados práticos da aplicação de métricas de
QoS - neste ponto a chamada QoE parece estritamente conectada com
métricas de avaliação do nível acordado de QoS - para BDDs e métodos
associados com parâmetros para avaliar tais métricas, na verdade não
mapeando parâmetros estritamente conectados à satisfação do usuário,
como é definida na conceitualização de QoE em (LAGHARI et al., 2011).
Estes dois artigos avaliam as medidas esperadas de QoS de acordo com
um ANS, não sendo definições fortes, mas, ao invés disso, orientações
para um sistema consciente de QoE. O chamado nível de QoE parece
ser na verdade o nível de completude de QoS esperado como definido
por um ANS - um novo conceito, a completude de QoS pode levar a
conceitualização parametrizada de QoE.
Para esclarecer as pontuações sobre ANSs, não mencionadas nos
trabalhos citados, na visão usual de QoS de um sistema, um usuário
não tem como especificar o comportamento esperado, já que o com-
portamento esperado é conectado à QoS como acordado. Do ponto de
vista de (COSTA; FURTADO, 2011, 2013) é assumido que o usuário pode
especificar como espera que o comportamento se dê, o que somente é
aceitável do ponto de vista de uma camada de QoS controlada. O que
pode ser considerado no presente estudo, após a análise destes dois tra-
balhos, é que as definições devem supostamente ser utilizadas por uma
camada que possa avaliar o comportamento esperado, e não o usuário
propriamente dito, sendo esta a origem das considerações referentes à
ANS.
Para definir um modelo QoE-QoS, o passo principal é definir, de
maneira concisa, parâmetros de QoE que possam ser medidos em uma
abordagem de BDD. E mesmo o artigo (BROOKS; HESTNES, 2010) pon-
tuando que definições objetivas e quantitativas de parâmetros de QoE
são um passo crucial, o mesmo não apresenta nenhum modelo específico
com parâmetros de QoE, o que permite a conclusão de que parâmetros
de nível de QoE são estritamente ligados às definições de QoS como
acordadas, com garantias muito específicas para cada tipo particular de
serviço. De maneira que, para ser possível se definir QoE, em termos de
mapeamento para QoS, é crucial a definição de parâmetros de QoS. Em
uma comparação com os conceitos de (ERL; PUTTINI; MAHMOOD, 2013)
- veja o capítulo 2 -, (COSTA; FURTADO, 2011) apresenta as definições
de RADs como segue:
• Disponibilidade de dados: que pode ser mensurada com a
métrica de taxa de disponibilidade de (ERL; PUTTINI; MAHMOOD,
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2013);
• Atualidade de dados: um requisito de execução de tarefa que
não parece ser diretamente mapeado para métricas apresenta-
das em (ERL; PUTTINI; MAHMOOD, 2013) - não é uma parte da
métrica de taxa de confiabilidade, sendo um novo conceito a ser
considerado pelas definições deste estudo;
• Tempo de início/fim de execução e prazo de entrega: que
engloba a quase totalidade das métricas de (ERL; PUTTINI; MAH-
MOOD, 2013), como a métrica de tempo de início de instância,
que considera o tempo necessário para se iniciar uma instância, a
métrica de tempo de resposta se a operação for síncrona, ou a mé-
trica de tempo de conclusão se a tarefa for assíncrona, a métrica
de tempo médio para transição como uma variável de tempo de re-
cuperação para probabilidade de falha quando chaveando um ser-
viço falho para uma instância replicada, amétrica de tempo médio
para recuperação de sistema considerando-se a probabilidade de
recuperação de serviço para uma falha completa, a métrica de
tempo médio entre falhas para consideração da possibilidade de
várias falhas no caso de uma tarefa muito longa, a métrica de
duração de interrupção como uma métrica de probabilidade asso-
ciada com a falha de todas as réplicas, a métrica de capacidade de
rede para se saber se a operação é alcançável considerando-se as
características de rede, a métrica de capacidade de servidor para
se saber se os servidores provendo os serviços podem completar
a tarefa no prazo de entrega, quando considerando-se serviços
de armazenamento, a métrica de capacidade de armazenamento
de dispositivos associada com a métrica de armazenamento de
escalabilidade horizontal, e considerando variação de cargas de
trabalho, as métricas de escalabilidade de servidor horizontal e
vertical ;
• Modo de execução desconectado: uma opção normalmente
associada a tarefas de longa duração que não são diretamente
associadas a necessidades temporais;
• Prioridade de execução: uma definição padrão de QoS como
prioridade que, no caso de subtarefas de RADs, podem ser defi-
nições automatizadas associadas com grupos específicos predefi-
nidos de RADs.
A informação mencionada acima sobre nível de QoE, classificada
como o nível de QoS esperado a ser alcançado, e o nível de completude
alcançado, não é a definição de QoE baseada em (LAGHARI et al., 2011),
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mas pode ser considerada como tal por questão de simplificação. Adi-
cionalmente, as definições difusas de QoS não devem ser tão difusas,
como demonstrado na comparação de (COSTA; FURTADO, 2011) com o
trabalho de (ERL; PUTTINI; MAHMOOD, 2013), considerando que métri-
cas exatas de QoS são o passo crucial para as definições de QoE.
De acordo com estes três artigos (ERL; PUTTINI; MAHMOOD,
2013; COSTA; FURTADO, 2011, 2013) sobre redes distribuídas em nuvens
e gestão e avaliação de QoS em BDDs, foi observado que a capacidade
R&Q (recursos e qualidade): com restrições sobre execução, armazena-
mento, redes e cargas de trabalho; e a capacidade RAS1 (confiabilida-
de/disponibilidade/facilidade de manutenção do inglês reliability/avai-
lability/serviceability): com restrições de confiabilidade, disponibilidade
e facilidade de manutenção - incluindo restrições de tolerância a falhas
-, podem ser definidas como as duas principais famílias de garantias
de QoS quando se lidando com serviços em nuvens, e potencialmente
com BDDs, como demonstrado nas tabelas 11 e 12, sendo estas novas
proposições desta tese.
Estas métricas são quase todas baseadas nas métricas propos-
tas em (ERL; PUTTINI; MAHMOOD, 2013), exceto pela métrica de taxa
de atualização das métricas de confiança, que é baseada em necessi-
dades de BDDs, como demonstrado em (COSTA; FURTADO, 2011), e
com fundamentação em (WEI; SON; STANKOVIC, 2004), e a métrica de
replicação de armazenamento das capacidades de armazenamento, que
é uma definição padrão explícita para BDs baseadas em nuvem.
As garantias extras, como modo de execução desconectado e pri-
oridade de execução, apresentadas em (COSTA; FURTADO, 2011), são
consideradas inerentes ao processo de provimento de garantias de QoS,
e, por esta razão, não são aqui apresentadas como métricas diretamente
mensuráveis.
Agora, com parâmetros de QoS bem definidos e com métricas
mensuráveis bem especificadas, a definição de parâmetros de QoE pode
ser delineada e mapeada para as referidas métricas de QoS.
A identificação de métricas de QoE baseadas em expectativas
de usuários, de acordo com (SOLDANI; LI; CUNY, 2006), pode ser gene-
ricamente agrupada “sob duas categorias: confiabilidade e qualidade”.
Isto pode parecer inicialmente um excesso de simplificação, mas confi-
abilidade pode ser melhor substituída pela definição de RAS, que é um
conceito mais compreensível, e qualidade, que parece ser estritamente
dirigida a considerações para sistemas celulares do artigo anteriormente
1RAS: Um termo originalmente utilizado pela IBM para descrever a robustez de
seus computadores mainframe (SIEWIOREK; SWARZ, 1998).
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Tipos de capacidade Métrica aplicável
Capacidade de Métrica de capacidade de servidor
execução → CPU: número
→ Frequência de CPU: GHz
→ Tamanho de RAM: GBs
→ Tamanho de armazenamento: GBs
→ Replicação: número de réplicas
Métrica de tempo médio de iniciação de instância
→ Tempo iniciado - tempo requerido: média em minutos
Métrica de desvio padrão de inicialização de instância
→ Desvio padrão de (Tempo iniciado - tempo requerido)
Métrica de tempo de resposta médio (operação síncrona)
→ Tempo médio de resposta: média em milissegundos
Métrica desvio padrão de tempo de resposta (operação síncrona)
→ Desvio padrão de envio de resposta: média em milissegundos
Métrica de tempo médio de realização (tarefa assíncrona)
→ Tempo médio de resposta: média em segundos
Métrica de desvio padrão de tempo de realização (tarefa assíncrona)
→ Desvio padrão do tempo de resposta: média em milissegundos
Capacidade de Métrica de capacidade de armazenamento de dispositivo
armazenamento → Capacidade de armazenamento de dispositivo: GBs
Métrica de escalabilidade de armazenamento horizontal
→ Alterações de armazenamento permissíveis ao aumento de carga
de trabalho: GBs
Métrica de replicação de armazenamento
→ Número de réplicas: Número mínimo garantido
Capacidade de rede Métrica de capacidade de rede
→ Largura de banda, taxa de transferência: MBs/s
→ Atraso, variação de atraso: milissegundos
Métrica de capacidade de aplicação
→ Capacidade de aplicação: requisições/min
Capacidade de Métrica de escalabilidade horizontal de servidor
carga de trabalho → Alterações admissíveis a aumento de carga de trabalho:
número de servidores virtuais no pool de recursos
Métrica de escalabilidade vertical de servidor
→ Capacidade admissível de flutuações de carga de trabalho:
número flutuante de CPUs e tamanho de RAM em GBs
Tabela 11: Garantias de QoS do tipo: Capacidades R&Q, como pro-
postas na tese.
mencionado, ficando melhor substituída pela definição de R&Q.
Em outra abordagem, (GONG et al., 2009) apresenta um modelo
muito consistente para medição de QoE, chamado de modelo penta-
grama, que é composto pelos indicadores de performance chave: inte-
gralidade, capacidade de retenção, disponibilidade, usabilidade e ins-
tantaneidade. Este artigo, como (SOLDANI; LI; CUNY, 2006), lida cer-
tamente com tecnologias de redes não diretamente aplicáveis ao para-
digma de BDDs. Mas este segundo artigo, (GONG et al., 2009), inte-
ressantemente lida com fórmulas exatas de avaliação, e parece ser uma
boa orientação ao modelo como pretendemos definir.
Os “fatores que influenciam QoE e suas mais importantes medi-
ções”, como considerado em (GONG et al., 2009), são apresentados em
um modelo mais generalizado na tabela 13.
Com base nestes indicadores de performance chave apresentados
na tabela 13, o artigo (GONG et al., 2009) considera a fórmula de ava-
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Tipos de capacidade Métrica aplicável
Capacidade de confiabilidade Métrica de taxa de sucesso
→ Resultados de serviços bem sucedidos:
número de respostas bem sucedidas em porcentagem
Métrica de taxa de atualização
→ Taxa de atualização de acesso (TAA):
FrequenciaDeAcesso
FrequenciaDeUpdate
Capacidade de disponibilidade Métrica de taxa de tempo em operação
→ Porcentagem de tempo de operação de serviço:
TempoTotalEmOperacao
TempoTotal
Capacidade de facilidade Métrica de duração de interrupção
de manutenção → Duração de uma única interrupção:
tempo de fim de interrupção - tempo de início
de interrupção
Métrica de tempo médio entre falhas
→ Tempo entre falhas consecutivas de um serviço:
DuracaodePeriodoNormaldeOperacao
NumerodeFalhas
Métrica de tempo médio de transição
→ Tempo de transição a partir de uma falha: minutos
Métrica de tempo médio de recuperação de sistema
→ Tempo para uma recuperação completa de uma
falha de serviço: minutos
Tabela 12: Garantias de QoS do tipo: Capacidades RAS, como pro-
postas na tese.
liação de QoE, com os valores de a, b, c, d e e entre zero e um, com
a área do pentagrama variando de zero a ∼ 2.37775 - considerando-se
sin(72o) ∼= 0.9511 -, como demonstrado na equação 4.1.
QoE = 12 × sin72o × (ab+ bc+ cd+ de+ ea)∼= 12 × 0.9511× (ab+ bc+ cd+ de+ ea)∼= 0.48× (ab+ bc+ cd+ de+ ea)
(4.1)
Indicadores de performance chave de QoE Medidas mais importantes Símbolo
Integralidade Atraso, jitter e taxa de perdas a
Capacidade de retenção Taxa de interrupção b
Disponibilidade Taxa de sucesso de acesso c
Usabilidade Usabilidade d
Instantaneidade Tempo de resposta de conexão e acesso e
Tabela 13: Fatores que influenciam QoE e suas medidas mais impor-
tantes (GONG et al., 2009).
Entretanto, um problema que é facilmente percebido neste mo-
delo é que quando, a e c forem zero, o valor de b não tem influência
sobre o resultado obtido. E, é claro, a avaliação com consideração de
peso equalitário de parâmetros pode ser desenvolvida em um modelo
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mais complexo, lidando com pesos diferenciados.
A solução para esta abordagem poderia ser a consideração de
uma linha de cinco dimensões, com os valores de a, b, c, d e e definindo
a outra extremidade de uma linha iniciada na origem (0, 0, 0, 0, 0).
Além desta definição de quantificação, (KIM et al., 2008) apre-
senta um modelo de correlação QoE-QoS, para avaliação de QoE base-
ada em parâmetros de QoS, porém as métricas subjetivas de QoE sobre
opinião não são viáveis para a abordagem como desejada neste estudo.
Adicionalmente, os parâmetros de QoS utilizados, como em quase to-
dos os estudos envolvendo este tópico, são a simples tríade de redes:
atraso, variação de atraso e perda de informação.
Entretanto, (KIM et al., 2008) também pontua que, para cada
serviço, “o nível de QoS requerido para satisfazer uma classe QoE é
diferente”. E, como o objetivo do presente estudo é o de se encontrar
definições para BDDs, podemos definir os serviços como: inserção,
atualização, deleção e seleção.
Neste ponto, tendo-se as métricas de QoS bem definidas e os
serviços a serem avaliados também especificados, o passo de conclusão
é o de se definirmétricas de QoE associadas com cada serviço mapeadas
em termos de métricas de QoS.
É digno de nota que a medição da completude de QoS na avalia-
ção de nível de QoE, considerando-se um acordo bem definido de QoS,
não é uma medição direta, mas ainda assim é crucial para avaliação
quando considerando se evitar o questionamento habitual sobre como
o usuário se sente sobre a experiência do serviço consumido, sendo este
um fator de influência direta na maneira como o usuário irá se sentir
sobre esta experiência.
4.1.1 Serviço de inserção: garantias de QoS e medição de QoE
Considerando-se o serviço de inserção, a principal preocupação
é facilmente inferida como a capacidade de disponibilidade, quando se
considera as garantias de QoS a serem avaliadas de maneira preventiva,
tal como para capacidade que influencia diretamente a capacidade de
confiabilidade, a principal preocupação é a avaliação de QoE do ponto
de vista do usuário. Amétrica de taxa de atualização não tem influência
nas garantias de serviço de inserção, afinal o quão novo é um dado não
é uma métrica aplicável ao se adicionar novos dados.
A capacidade de disponibilidade é diretamente conectada com a
capacidade de manutenção e, uma vez medida, a manutenção já está
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considerada nas garantias do serviço provisto, mas também deve ser
verificada para correções quanto a comportamentos inesperados e re-
cuperação de QoS.
Garantias de QoS do serviço de inserção
Garantia Tipo de capacidade Métrica
R&Q Capacidade de Execução Tempo médio de inicialização de instância
Desv. pad. de tempo de inicialização de instância
Tempo médio de resposta
Desv. Pad. de tempo de resposta
RAS Capacidade de confiabilidade Taxa de sucesso
Capacidade de disponibilidade Taxa de tempo em operação
Tabela 14: Garantias de QoS do serviço de inserção.
É importante notar que medir direta ou indiretamente a capa-
cidade de manutenção não é uma maneira de se medir garantias de
manutenção, mas sim de possibilitar a correção de comportamento do
sistema de maneira a se atingir o nível de QoS acordado. Garantir um
tempo máximo entre falhas e medir o tempo médio entre falhas não é a
mesma coisa. Mas, considerando o fato que este estudo visa lidar com
a medição do nível de QoE, as definições de QoS podem ser relaxadas
quando não afetando as métricas de QoE.
Com respeito ao efeito de garantias R&Q sobre as garantias RAS,
elas são quase que garantias secundárias a estas, o que simplifica a
necessidade de considerações nas fórmulas de avaliação RAS.
Levando-se em conta a capacidade de confiabilidade como a capa-
cidade de maior influência sobre a experiência do usuário no tipo RAS,
a mesma será considerada para QoE de usuário. Mas, como este estudo
está também calculando a completude de QoS, como QoE do sistema,
a capacidade de disponibilidade é também um fator de principal impor-
tância. É digno de nota que estas métricas não estão apenas inferindo
a QoE de usuário, mas garantindo QoE em nível de sistema, já que a
capacidade de disponibilidade é considerada junto com a capacidade de
confiabilidade.
A equação 4.2 mostra a avaliação RAS de QoS em nível de sis-
tema para o serviço de inserção de acordo com uma taxa acordada
segundo um ANS.
QoEsistemaRAS (ins) =
TaxaDeUptime
ANS(GarantiaRASInserça˜o) [0; 1] (4.2)
O valor é considerado como 1 quando o taxa de uptime do serviço
é maior do que a garantia dada pelo ANS.
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E, como discutido previamente, quando avaliando o nível de QoE
como visto pelo usuário, o foco da avaliação RAS vai para a taxa de
sucesso como demonstrado na equação 4.3.
QoEusua´rioRAS (ins) =
TaxaDeSucesso
ANS(GarantiaRASInserça˜o) [0; 1] (4.3)
O valor deQoEusua´rioRAS (ins) é também considerado como 1 quando
a taxa de sucesso do serviço é maior que a garantia dada pelo ANS.
As garantias de R&Q são basicamente referências temporais,
checando se o tempo de inicialização de uma instância mais o tempo
de execução está de acordo com o ANS(GarantiaR&QInserça˜o) es-
perado. Isso dá um cenário de pior caso com garantia de ∼ 97.7%,
considerando-se o comportamento normal com µ + 2σ, com dois des-
vios padrão nos dois, tempo de inicialização de instância e tempo de
resposta, quando considerando a avaliação em nível de sistema na equa-
ção 4.4, como a distribuição normal demonstrada na figura 7.
QoEsistemaR&Q (ins) = ANS(GarantiaR&QInserça˜o)/ [0; 1]
((TempoMe´dioDeInicializaça˜oDeInstaˆncia
+2 ∗DesvioPadra˜oDeTempoDeInicializaça˜o)
+(TempoMe´dioDeResposta
+2 ∗DesvioDePadra˜oDeTempoDeResposta))
(4.4)
Figura 7: Desvio padrão acumulado para 2σ.
Assim sendo, baseado na avaliação em nível de sistema do nível
de QoE, o sistema pode realizar tarefas de recuperação quando não
correspondendo ao nível de QoE acordado.
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Do ponto de vista do usuário, o tempo necessário para inicializar
o serviço mais o tempo de resposta deve corresponder as garantias de
tempo de R&Q dadas por um ANS, como demonstrado na equação 4.5.
QoEusua´rioR&Q (ins) =
ANS(GarantiaR&QInserça˜o)
(TempoInicializaça˜oInstaˆncia+TempoResposta) [0; 1]
(4.5)
Esta é mais uma avaliação pontual, transação a transação.
E então, de maneira a computar estes dois tipos de qualificação
de QoE como uma única medida podemos simplesmente multiplicá-las,
como demonstrado nas equações 4.6 e 4.7.
QoEsistematotal (ins) = QoE
sistema
RAS (ins) ∗QoEsistemaR&Q (ins) [0; 1]
(4.6)
QoEusua´riototal (ins) = QoE
usua´rio
RAS (ins) ∗QoEusua´rioR&Q (ins) [0; 1]
(4.7)
É interessante notar que a formulação de QoE será praticamente
a mesma para todas as operações consideradas, mas os fatores que
afetam os tempos de resposta e taxa de sucesso não serão os mesmos.
Isso leva ao mesmo problema original de se lidar com considerações
abstratas: medir o tempo médio e considerar o desvio padrão não são
garantias, mas apenas medições que servem de ferramentas para se
poder dar garantias de QoS e se lidar com recuperação quando lidando
com comportamento inesperado. E então, neste ponto, é necessário não
só se considerar a média e o desvio padrão como garantias de sistema a
serem comparadas a um ANS, mas também se considerar que o sistema
pode, de alguma maneira, tentar corrigir a taxa de erros inesperada.
4.1.2 Serviço de atualização: garantias de QoS e medição de
QoE
O serviço de atualização é praticamente uma seleção parcial se-
guida de uma operação de inserção, e por estas definições irá funcionar
praticamente como a inserção, mas com um pouco mais de atraso de
resposta.
As equações e considerações de QoS são análogas às dadas na
definição do serviço de inserção, como demonstrado nas equações 4.8,
4.9, 4.10, 4.11, 4.12 e 4.13.
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Garantias de QoS do serviço de atualização
Garantia Tipo de capacidade Métrica
R&Q Capacidade de execução Tempo médio de inicialização de instância
Dev. pad. de tempo de inicialização de instância
Tempo médio de resposta
Desv. pad. de tempo de resposta
RAS Capacidade de confiabilidade Taxa de sucesso
Capacidade de disponibilidade Taxa de tempo em operação
Tabela 15: Garantias de QoS do serviço de atualização.
QoEsistemaRAS (atu) =
TaxaDeUptime
ANS(GarantiaRASAtualizaça˜o) [0; 1] (4.8)
QoEusua´rioRAS (atu) =
TaxaDeSucesso
ANS(GarantiaRASAtualizaça˜o) [0; 1] (4.9)
QoEsistemaR&Q (atu) = ANS(GarantiaR&QAtualizaça˜o)/ [0; 1]
((TempoMe´dioDeInicializaça˜oDeInstaˆncia
+2 ∗DesvioPadra˜oDeTempoDeInicializaça˜o)
+(TempoMe´dioDeResposta
+2 ∗DesvioPadra˜oDeTempoDeResposta))
(4.10)
QoEusua´rioR&Q (atu) =
ANS(GarantiaR&QAtualizaça˜o)
(TempoInicializaça˜oInstaˆncia+TempoResposta) [0; 1]
(4.11)
QoEsistematotal (atu) = QoE
sistema
RAS (atu) ∗QoEsistemaR&Q (atu) [0; 1]
(4.12)
QoEusua´riototal (atu) = QoE
usua´rio
RAS (atu) ∗QoEusua´rioR&Q (atu) [0; 1]
(4.13)
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4.1.3 Serviço de deleção: garantias de QoS e medição de QoE
As garantias do serviço de deleção são também análogas às con-
siderações de inserção e atualização, exceto no nível de QoS, onde a
capacidade de armazenamento não é relevante.
Garantias de QoS do serviço de deleção
Garantia Tipo de capacidade Métrica
R&Q Capacidade de execução Tempo médio de inicialização de instância
Desv. pad. do tempo de inicialização de instância
Tempo médio de resposta
Desv. pad. do tempo de resposta
RAS Capacidade de confiabilidade Taxa de sucesso
Capacidade de disponibilidade Taxa de tempo em operação
Tabela 16: Garantias de QoS do serviço de deleção.
As equações 4.14, 4.15, 4.16, 4.17, 4.18 e 4.19 mostram as avali-
ações como consideradas.
QoEsistemaRAS (del) =
TaxaDeUptime
ANS(GarantiaRASDeleça˜o) [0; 1] (4.14)
QoEusua´rioRAS (del) =
TaxaDeSucesso
ANS(GarantiaRASDeleça˜o) [0; 1] (4.15)
QoEsistemaR&Q (del) = ANS(GarantiaR&QDeleça˜o)/ [0; 1]
((TempoMe´dioDeInicializaça˜oDeInstaˆncia
+2 ∗DesvioPadra˜oDeTempoDeInicializaça˜o)
+(TempoMe´dioDeResposta
+2 ∗DesvioPadra˜oDeTempoDeResposta))
(4.16)
QoEusua´rioR&Q (del) =
ANS(GarantiaR&QDeleça˜o)
(TempoInicializacaoInstaˆncia+TempoResposta) [0; 1]
(4.17)
QoEsistematotal (del) = QoE
sistema
RAS (del) ∗QoEsistemaR&Q (del) [0; 1]
(4.18)
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QoEusua´riototal (del) = QoE
usua´rio
RAS (del) ∗QoEusua´rioR&Q (del) [0; 1]
(4.19)
4.1.4 Serviço de seleção: garantias de QoS e medição de QoE
Em garantias de serviço de seleção, como nas garantias de de-
leção, a capacidade de armazenamento não é relevante. Aqui, a dife-
rença influencional aparece no fato de a taxa de atualização ser também
considerada, afinal quando se obtendo dados é importante se saber as
garantias relativas a sua atualidade em um ambiente replicado.
Garantias de QoS para serviço de seleção
Garantia Tipo de capacidade Métrica
R&Q Capacidade de Execução Tempo médio de inicialização de instância
Desv. pad. do tempo de inicialização de instância
Tempo médio de resposta
Desv. pad. do tempo de resposta
RAS Capacidade de confiabilidade Taxa de sucesso
Taxa de atualização
Capacidade de disponibilidade Taxa de tempo em operação
Tabela 17: Garantias de QoS para serviço de seleção.
Assim sendo, a taxa de tempo de operação (uptime) é utilizada
em nível de sistema e a taxa de sucesso em nível de usuário, sendo
multiplicadas pela taxa de atualização nas equações 4.20 e 4.21 para se
adequarem ao comportamento esperado na avaliação de operações.
QoEsistemaRAS (sel) =
TaxaDeUptime∗TaxaDeAtualizaça˜o
ANS(GarantiaRASSeleça˜o) [0; 1] (4.20)
QoEusua´rioRAS (sel) =
TaxaDeSucesso∗TaxaDeAtualizaça˜o
ANS(GarantiaRASSeleça˜o) [0; 1] (4.21)
As equações 4.22, 4.23, 4.24 e 4.25 são mantidas no mesmo for-
mato das equações previamente apresentadas.
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QoESistemaR&Q (sel) = ANS(GarantiaR&QSeleça˜o)/ [0; 1]
((TempoMe´dioDeInicializaça˜oDeInstaˆncia
+2 ∗DesvioPadra˜oDeTempoDeInicializaça˜o)
+(TempoMe´dioDeResposta
+2 ∗DesvioPadra˜oDeTempoDeResposta))
(4.22)
QoEusua´rioR&Q (sel) =
ANS(GarantiaR&QSeleça˜o)
(TempoInicializaça˜oInstaˆncia+TempoResposta) [0; 1]
(4.23)
QoEsistematotal (sel) = QoE
sistema
RAS (sel) ∗QoEsistemaR&Q (sel) [0; 1]
(4.24)
QoEusua´riototal (sel) = QoE
usua´rio
RAS (sel) ∗QoEusua´rioR&Q (sel) [0; 1]
(4.25)
4.1.5 Efeito das equações sobre QoE do sistema e usuário
Nas equações 4.2, 4.8, 4.14 e 4.20 o QoEsistemaRAS (ins/atu/del/sel)
é definido como completude da taxa de tempo em operação acordada,
com o fator de atualização no caso especial de seleção. A taxa de
tempo em operação é definida pela porcentagem do tempo de serviço
em operação, e a atualização é definida como a taxa de atualização de
acesso - veja tabela 12.
Desconsiderando-se os casos de média fora do intervalo de confi-
ança acordado, quando o sistema verifica que a média está maior do que
o valor esperado, ou o desvio padrão está fora das garantias acordadas,
o sistema deve inicializar procedimentos de ajuste de desempenho de
recuperação do sistema, de maneira a evitar que comportamento ines-
perado ocorra. O efeito pode ser de o sistema inicializar, ou chavear
para, um espelho de serviço no pool, por exemplo.
Nas equações 4.3, 4.9, 4.15 e 4.21 o QoEusua´rioRAS (ins/atu/del/sel)
é definido como completude de taxa de sucesso acordada, também com
o fator de atualização no caso especial de seleção. A taxa de sucesso é
definida como os resultados de serviços bem sucedidos - veja tabela 12.
Esta é uma consideração que usualmente lida com um pool ativo
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de provedores de serviço backup que irão automaticamente chavear de
um servidor para outro de maneira transparente ao usuário consumindo
o serviço. Se as garantias parecerem fora da média esperada, ou com
um desvio padrão maior, mais serviços podem ser instantaneamente
inicializados no pool de provedores de serviço.
O tempo em operação e a taxa de sucesso parecem bons parâme-
tros para avaliar a experiência do sistema e usuário, respectivamente,
segundo o ponto de vista de confiança, disponibilidade e facilidade de
manutenção. Por outro lado, do ponto de vista de recursos e qualidade,
o tempo de resposta, lidando com o intervalo de confiança, parece uma
melhor abordagem a ser seguida.
Nas equações 4.4, 4.10, 4.16 e 4.22 oQoEsistemaR&Q (ins/atu/del/sel)
é definido como completude do tempo esperado para que o serviço ini-
cialize e responda, com as considerações de desvio padrão já contidas
na avaliação. Nos casos de média fora do intervalo esperado, ou desvios
padrão acima, o sistema pode realizar ajustes de prioridade, provendo
mais recursos de hardware aos serviços no pool para alcançar os tempos
esperados.
Nas equações 4.5, 4.11, 4.17 e 4.23 oQoEusua´rioR&Q (ins/atu/del/sel)
é definido como o tempo real de resposta contra o tempo esperado,
um caso em que mais recursos de hardware podem ser reservados de
maneira instantânea quando tentando-se corrigir o QoEsistemaR&Q (ins/
atu/del/sel) como um todo.
A combinação de equações, nomeadas equações 4.6, 4.12, 4.18
e 4.24, definindo QoEsistematotal (ins/atu/del/sel) e as equações 4.7, 4.13,
4.19 e 4.25, definindo QoEusua´riototal (ins/atu/del/sel), são equações cru-
zando os tempos esperados com a taxa de tempo em operação e a taxa
de sucesso, de maneira a simplificar as avaliações globais.
O efeito final da aplicação destas equações é o de dar ao sistema
provedor maneiras de avaliar o comportamento atual e, com base no
mesmo, predizer comportamento futuro, de maneira a permitir corre-
ções antes que estados inesperados sejam alcançados. A correção destes
comportamentos inesperados não está coberta neste modelo, já que é
apenas um modelo de avaliação, mas será abordada com algumas con-
siderações específicas nas seções seguintes.
Já que a conceitualização de QoE é holística, e centrada no usuá-
rio, a completude não é obviamente sujeita a revisão de maneira clara.
Mas o modelo se propõe a tentar, com base em definições de QoS, a
alcançar um melhor nível de QoE lidando com intervalos de confiança
como especificados.
A viabilidade das considerações, bem como sua efetividade, são
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avaliações mais aplicáveis a implementações específicas deste modelo
genérico. Por exemplo, pode ser demonstrado que não é efetivo se
disparar procedimentos de economia de energia quando a média está
apenas um pouco menor que a esperada e com o desvio padrão esperado,
já que a energia para se modificar o comportamento não irá evitar
consumo de energia realmente, ou, em casos de erros extremos, que não
é viável se recuperar em um determinado espaço de tempo, porque as
definições de recuperação existentes simplesmente não cobrem o valor
esperado, ou o sistema irá simplesmente falhar.
Por fim, a utilidade do modelo é clara, já que serviços QoS são
serviços especificamente contratados. O modelo apenas propõe um am-
biente que pode lidar com médias e desvios padrão para garantir aos
usuários expectativa em um específico intervalo de confiança que provê
os níveis esperados de QoE. É claro que esta visão de QoE como com-
pletude de uma QoS mais elaborada não é a definição usual de QoE,
mas é suficiente para os propósitos deste trabalho.
4.1.6 Implicações do modelo de equações
Como mencionado na subseção anterior, o desvio padrão usado
como complemento da média, de maneira a avaliar os serviços, é um
parâmetro chave com confiabilidade notável para se alcançar um nível
aceitável de QoE. Mesmo a QoE sendo um conjunto de parâmetros
holísticos com o objetivo de tentar satisfazer os requisitos hedônicos
e estéticos do usuário (LAGHARI et al., 2012), em uma abordagem fo-
cada em sistemas, uma avaliação baseada em QoS tem que o nível de
conforto do usuário pode ser encapsulado na definição de intervalos de
confiança.
Em uma exemplificação simples, se as definições de QoS garan-
tem que uma inserção de dados de usuário em um formato específico,
como o de redes sociais, irá ocorrer com uma média de n segundos,
quando adiciona-se a garantia de n segundos com desvio padrão de d,
o que é equivalente a n ± 2 ∗ d em 95.4% dos casos ou ≤ n + 2 ∗ d em
97.7% dos casos, esta garantia de QoS pode agora ser entendida mais
como uma garantia QoE-QoS híbrida.
Assim sendo, agora é possível considerar sistemas QoE-QoS au-
tocorrigíveis, onde as correções podem então ser aplicadas sob demanda
a desvios padrão até que eles se encaixem nas necessidades do usuário.
Estas considerações de desvios padrão também apresentam a
possibilidade para um sistema de tentativa de recuperação de um es-
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tado inesperado de maneira mais lenta, sem a necessidade de se forçar
o sistema a alcançar uma média esperada muito rapidamente. Desta
maneira, o sistema não é forçado a extremos e o usuário tem a sensação
de estabilização de serviços não abrupta.
O ponto principal é, entretanto, sobre recuperação do sistema.
Um pequeno, ou ao menos controlado, desvio padrão é essencial para
um sistema se recuperar corretamente. Não é sobre boa recuperação,
ou recuperação de qualidade média, mas sobre recuperação em si. Um
desvio padrão sem controle pode levar a replicação do estado que causou
a falha inicial, levando a instabilidade em um chaveamento entre alto
consumo de recursos e falha. Recuperar-se muito rápido a uma média
esperada pode significar não se recuperar de maneira nenhuma.
Quando se considerando valores fora do intervalo de confiança,
espera-se que o sistema tome medidas instantaneamente, já que algo
está claramente errado, sendo este o comportamento já esperado com
qualquer tipo de provedor de serviços. Mas, quando se lida com o in-
tervalo de respostas dentro do intervalo de confiança, com este modelo,
o sistema pode agora predizer e corrigir comportamento futuro antes
que o mesmo ocorra.
Um alto desvio padrão pode indicar que o sistema precisa de
uma melhoria de desempenho, assim como uma média pequena com um
desvio padrão pequeno pode indicar um cenário passível de economia
de energia.
Como este é um modelo genérico, sem análise comportamental
de sistema específico, e já que o outro único modelo de QoE-QoS para
BDDs encontrado na literatura (COSTA; FURTADO, 2011) não dá equa-
ções específicas e é apenas aplicado a uma base de dados, a comparação
de modelos não foi possível, sendo o modelo apresentado um primeiro
modelo quantitativo de avaliação de QoE baseado em parâmetros de
QoS matematicamente bem definido para BDDs.
A análise comportamental para uma melhor aplicação de QoE é
uma lacuna que tentamos preencher nas seções seguintes, afinal o mo-
delo genérico ainda necessita de cenários com gatilhos para ajuste de
desempenho ou economia de energia. E já que os valores apresenta-
dos, como 2 ∗ σ podem ser extrapolados para qualquer n ∗ σ, o modelo
apresentado é genérico o suficiente para abrir discussão sobre estes pa-
râmetros, métodos de recuperação e economia de energia, bem como os
gatilhos para estes métodos.
A aplicação deste modelo irá com certeza impactar em um me-
lhor nível de aceitação de usuário para serviços, mas também requer
uma avaliação complexa de comportamento de sistemas pelo lado do
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provedor de serviços.
Na próxima seção lidamos com a implementação de avaliações
de QoE, como apresentadas aqui, a serem utilizadas com sistemas para
recuperação de QoS por compensação, para ajudar em garantias de
QoS como definidas em um ANS, com seus intervalos de confiança de
QoE. Porém, frisa-se que a implementação de avaliações apresentada a
seguir é apenas uma parte das definições aqui realizadas, de maneira que
são necessárias muitas outras considerações para criação de um sistema
completo de avaliação e recuperação de BDDs com a consideração de
ANSs.
4.2 MODELO ARQUITETURAL DE RECUPERAÇÃO PARA BA-
SES DE DADOS DISTRIBUÍDAS FOCADO EM R.A.S.
O passo natural da sequência deste estudo tem foco na demons-
tração do uso do modelo de mapeamento teórico de QoE através de
QoS focado em BDDs junto a um modelo de replicação arquitetural, o
qual lida com soluções distribuídas. O foco desta seção se dá tanto na
busca de soluções de cunho horizontal quanto vertical, de maneira a se
focar na escolha dos procedimentos de recuperação mais adequados a
serem seguidos de acordo com as necessidades de sistemas de BDDs.
Como apresentado nos capítulos anteriores, sobre o modelo teó-
rico, a ausência de definições para BDDs, aliada aos conceitos relaci-
onados à redes, e sua natureza holística, levaram a formulação deste
novo modelo, de maneira a preencher a lacuna conceitual junto à lite-
ratura de BDDs, como apresentado no estudo biliométrico realizado no
capítulo 3.
Cabe ressaltar que o modelo de avaliação anteriormente apre-
sentado é de abrangência muito maior do que utilizamos neste estudo
subsequente, de maneira que, além deste sistema de recuperação focado
em RAS, muitas outras considerações de avaliação de QoS, e mesmo
utilização de avaliações específicas de QoE, podem ser aplicadas em
implementação de sistemas dando garantias à BDDs. Este passo apre-
sentado é apenas uma ilustração de algumas das possibilidades que o
modelo de avaliação permite.
Este modelo teórico é apresentado na seção 4.1 como uma pri-
meira fundamentação de definições de QoE no campo de BDDs com
métricas tangíveis. Como mencionado anteriormente, assume-se inici-
almente que “QoE é um conceito que não é limitado apenas ao uso de
sistemas ou serviços” (CALLET; MÖLLER; PERKIS, 2013), mas considera-
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se a posteriori que o conceito pode ser parcialmente definido como tal
para prover a um sistema, ou serviço, a habilidade de autoavaliar sua
completude, como apresentado na definição 1.
Com base nestes conceitos e formulações, apresentados na seção
4.1, este estudo segue direções com foco no alcance de soluções para
definir um novo modelo arquitetural, focado em confiabilidade e dis-
ponibilidade, com efeitos também sobre manutenção, utilizando este
primeiro modelo teórico, com arquitetura como apresentada nas subse-
ções seguintes. Considerações sobre as equações de recursos e qualidade
são também apresentadas para consideração do framework de fórmulas
como um todo.
Os principais procedimentos comportamentais da arquitetura
proposta são apresentados em forma algorítmica na subseção 4.2.2, na
forma do algoritmo 1, para ilustrar o caminho a ser trilhado em imple-
mentações deste modelo, com um modelo generalizado apresentado na
subseção seguinte.
O comportamento da implementação arquitetural para o modelo
é também apresentado, utilizando-se uma estrutura multianel, com al-
gumas considerações específicas, para ilustrar as possibilidades de se
lidar com uma arquitetura de provimento de serviços com dois níveis.
Para fins de simplificação, generalizou-se as equações apresenta-
das na seção 4.1 da seguinte maneira: as equações 4.2, 4.8, 4.14 e 4.20
são generalizadas na forma da equação 4.26; as equações 4.3, 4.9, 4.15 e
4.21 são generalizadas na forma da equação 4.27; as equações 4.4, 4.10,
4.16 e 4.22 são generalizadas na forma da equação 4.28; as equações
4.5, 4.11, 4.17 e 4.23 são generalizadas na forma da equação 4.29; as
equações 4.6, 4.12, 4.18 e 4.24 são generalizadas na forma da equação
4.30; e as equações 4.7, 4.13, 4.19 e 4.25 são generalizadas na forma da
equação 4.31.
QoEsistemaRAS (ins|atu|del) =
TaxaDeUptime
ANS(GarantiaRASIns|Atu|Del) [0; 1]
QoEsistemaRAS (sel) =
TaxaDeUptime∗TaxaDeAtualizaça˜o
ANS(GarantiaRASSel)
[0; 1]
(4.26)
QoEusua´rioRAS (ins|atu|del) = TaxaDeSucessoANS(GarantiaRASIns|Atu|Del) [0; 1]
QoEusua´rioRAS (sel) =
TaxaDeSucesso∗TaxaDeAtualizaça˜o
ANS(GarantiaRASSel)
[0; 1]
(4.27)
QoEsistemaR&Q (ins|atu|del|sel) = [0; 1]
ANS(GarantiaR&QIns|Atu|Del|Sel)
(TempoMedioInicializaça˜oInstaˆncia+n1∗DesvPadInicializaça˜oInstaˆncia)+
(TempoMe´dioDeResposta+n2∗TempoDeDesvioPadra˜oDeResposta)
(4.28)
86
QoEusua´rioR&Q (ins|atu|del|sel) =
ANS(GarantiaR&QIns|Atu|Del|Sel)
TempoDeInicializaça˜oDeInstaˆncia+TempoDeResposta
[0; 1]
(4.29)
QoEsistematotal (ins|atu|del|sel) = QoE
sistema
RAS (ins|atu|del|sel) [0; 1]
∗QoEsistemaR&Q (ins|atu|del|sel)
(4.30)
QoEusua´riototal (ins|atu|del|sel) = QoE
usua´rio
RAS (ins|atu|del|sel) [0; 1]
∗QoEusua´rioR&Q (ins|atu|del|sel)
(4.31)
4.2.1 Análise das métricas
O foco do modelo arquitetural aqui apresentado se dá nas equa-
ções 4.26 e 4.27, e em como se definir um modelo arquitetural consi-
derando os parâmetros RAS, sendo também apresentada a análise das
equações 4.28 e 4.29 para demonstração do impacto do modelo como um
todo na predição do comportamento de sistemas e como elas podem ser
utilizadas de maneira a evitar comportamento futuro inesperado com
análise de dados sob demanda - relembrando que o modelo de avaliação
de QoE apresentado na seção anterior é muito mais abrangente do que
a solução para esta consideração em específico como apresentada.
Para a equação 4.26, QoEsistemaRAS (ins|atu|del|sel), considerar-se
TaxaDeUptime = taxa para o caso de inserção, atualização e deleção, e
TaxaDeUptime * TaxaDeAtualizaça˜o = taxa para o caso de seleção.
Este parâmetro taxa deve ser um valor individual para cada tipo de
operação, sendo aqui considerado como um valor individual por questão
de simplificação.
A garantia RAS de ANS(Ins|Atu|Del|Sel) é a garantia de com-
pletude sobre o valor definido de taxa, mas como é uma garantia que
considera uma média esperada com um desvio padrão associado, a par-
tir deste ponto vamos considerar este tipo de equação com faixa de ga-
rantias separadas em equações como: ANS me´dioGarantiaRAS
2, ANSmínimoGarantiaRAS
e ANSma´ximoGarantiaRAS .
Como exemplificação considerara-se uma garantia genérica de:
taxa
ANSmínimoGarantiaRAS
≥ 1,
2Quando não explicitando operações em uma equação, a partir deste ponto,
estaremos considerando elas lidando com as quatro operações definidas.
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com ANSmínimoGarantiaRAS sendo a média esperada menos uma vez o desvio
padrão. Considerando ainda este exemplo de ANS com garantia de
68.2% dos valores estando dentro da faixa da média ± desvio padrão
em uma distribuição normal, temos 84.13% dos valores como estando
acima deste mínimo considerado. Note que esta é uma exemplificação
genérica, com todas as operações agrupadas, sendo o efeito sobre a
garantia de seleção mais forte sobre a TaxaDeUptime, já que a mesma
é multiplicada pela TaxaDeAtualizaça˜o, e então necessitando de uma
TaxaDeUptimemais elevada quando comparado com a mesma equação
aplicada à inserção, atualização e deleção.
Assim, temos simplesmente que:
taxa ≥ ANSmínimoGarantiaRAS .
Sendo estas medidas de QoEsistemaRAS
3 entre 1 e 0.8413 aceitáveis
para a unidade de desvio padrão como considerado, mas também medi-
das que devem disparar ao menos procedimentos de recuperação leves,
de maneira a evitar que comportamento inesperado seja alcançado no
futuro. Enquanto os resultados da equação de taxa estiverem acima do
dado ANSmínimoGarantiaRAS , as garantias estão sendo mantidas.
Considerando o parâmetro TaxaDeUptime, uma primeira solu-
ção para se evitar que o valor da equação de taxa se aproxime do
ANSmínimoGarantiaRAS dado, ou menos, é a de se lidar com escalabilidade
horizontal e então se inicializar novas réplicas da base atual. Esta não
é uma decisão direta, afinal a métrica de disponibilidade não é capaz
de identificar se um serviço está funcional, mas somente se o mesmo
pode ser alcançado. Este é um ponto de avaliação complexo, já que o
serviço provisto pode estar lidando com uma fila de tamanho limitado
para as requisições. Uma melhor solução poderia ser então se lidar com
escalabilidade vertical, de maneira a se incrementar o tamanho da fila
ou incrementar a capacidade de processamento e acelerar o processo de
desenfileiramento, já que este tipo de solução iria impactar de maneira
mais amena no parâmetro TaxaDeAtualizaça˜o, que afeta diretamente
a avaliação da seleção QoEsistemaRAS . Mas, deixando-se esta consideração
específica quanto ao parâmetro TaxaDeAtualizaça˜o de lado, a esca-
labilidade horizontal é a escolha natural para se resolver este tipo de
problema a longo prazo.
Outro problema que precisamos levar em consideração, quando
escolhendo entre estratégias horizontais e verticais, é o tempo necessá-
3Este é um tipo de garantia complexo, não sendo um valor estático e sim uma
garantia combinada de média e desvio padrão.
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rio para se replicar bases de dados quando se considerando estratégias
horizontais ou a disponibilidade de recursos quando se considerando a
estratégia vertical. Com estes problemas considerados, a solução que
parece melhor se adequar é a possibilidade de lidarmos com um número
limitado de replicas não prioritárias em um pool especial de réplicas dor-
mentes, que podem ser acordadas para um nível prioritário, migrando
para o pool de réplicas disponibilizando serviços.
O gatilho considerado para inicializar processos de manutenção
leves, sendo horizontais ou verticais, pode ser o de o parâmetro taxa
atingir o valor decrescente de ANSme´dioGarantiaRAS , já que o sistema es-
pera trabalhar com este valor médio. Já a chamada de procedimentos
de manutenção prioritários é necessária quando o sistema alcança o
ANSmínimoGarantiaRAS .
Da mesma maneira, procedimentos de economia de energia po-
dem ser disparados quando o sistema alcançar ANSma´ximoGarantiaRAS , envi-
ando réplicas para o pool não prioritário, ou decrementando os recursos
verticalmente.
Já que a replicação horizontal é uma solução com foco mais a
longo prazo, esta deve ser utilizada prioritariamente quando se verifi-
cado que um sistema não está bem estruturado. As soluções verticais
podem ser utilizadas para respostas mais rápidas e para a resolução de
problemas pontuais, como os verificados pelo QoEusua´rioRAS , que lida com
TaxaDeSucesso. Assim, as soluções verticais podem ser utilizadas de
maneira a verificar problemas quanto à uptime relacionadas a sucesso
inicialmente, como uma flutuação momentânea, e se a flutuação persis-
tir, o sistema deve disparar procedimentos de replicação horizontal.
Por exemplo, assumindo-se uma BDD com s servidores, cada
um com uma capacidade abstrata denotada por c, no momento em que
QoEsistemaRAS alcança o valor de ANS
mínimo
GarantiaRAS , os s servidores devem
ser verticalmente escalados para uma capacidade c = c+n, onde temos
n como o valor de passo incremental de capacidade abstrato.
Existindo um valor médio de capacidade esperado, o nível de
capacidade pode ser analisado de tempos em tempos para se decidir se
o número de servidores deve crescer. Se sim, o valor da capacidade nos
servidores ativos deve então retornar ao valor esperado de c quando
uma nova réplica servidora for acordada do pool de réplicas dormentes.
Quando a causa da medição inesperada for o TaxaDeAtualizaça˜o,
o access update ratio pode também ser incrementado para se corrigir o
QoEsistemaRAS (sel) esperado, como uma solução alternativa.
Para a equação 4.27, o QoEusua´rioRAS , temos uma avaliação que se
relaciona à soluções de abordagem vertical, como mencionado anterior-
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mente, com ênfase na resolução de problemas relacionados à TaxaDe-
Sucesso para problemas identificados como momentâneos.
Considerado-se este tipo de abordagem, se os recursos se estabili-
zarem em um valor inesperado, digamos acima da capacidade esperada,
o sistema deve então disparar procedimentos de escalabilidade horizon-
tal e acordar uma réplica do pool dormente. Se o oposto ocorrer, e
os recursos se estabilizarem abaixo do nível de capacidade esperado, o
sistema pode considerar o disparo de procedimentos de escalabilidade
vertical com propósitos de economia de energia, como redução da ca-
pacidade de processamento dos nós ativos. Ou, em uma abordagem
baseada em capacidade abstrata, reduzir a mesma.
As avaliações pontuais podem também indicar outros proble-
mas relacionados à disponibilidade, que podem ser resolvidos apenas
pela inicialização instantânea de procedimentos de natureza horizontal,
adicionando-se novos provedores ao pool de serviços.
É interessante notar que ambas as estratégias, tanto horizon-
tal como vertical, podem ser inicializadas para resolução de problemas
quanto a um serviço específico, porém os procedimentos de escalabili-
dade irão, em geral, afetar todos os tipos de serviços provistos por um
sistema de BDDs.
Para as equações 4.28 e 4.29, referidas comoQoEsistemaR&Q eQoE
usua´rio
R&Q ,
temos avaliações temporais, como mencionado na seção anterior. Neste
caso, a solução natural parece se relacionar com procedimentos verticais
focados em capacidade de processamento.
A avaliação R&Q com foco em sistemas lida com valores con-
siderando os desvios padrão, como acordados, e a avaliação com foco
no usuário lida com valores momentâneos, transação a transação. A
primeira foca na detecção de problemas comportamentais que podem
levar o sistema a estados inesperados futuramente, enquanto a segunda
foca na detecção de problemas pontuais, sob demanda, que necessitam
de soluções momentâneas.
Quando se considera a QoEsistemaR&Q , temos a garantia de ANS
de tempo contra o tempo de inicialização de uma instância somado
ao desvio padrão acordado para tal, que é basicamente o tempo de
se alcançar o servidor, que inclui o tempo gasto em uma fila, com o
tempo de resposta da requisição mais o desvio padrão acordado, que
é o tempo de processamento da requisição. Com a equação dada é
possível se inferir a necessidade de (i) mais processamento, ou (ii) mais
provedores de serviço no pool, quando o tempo de inicialização não está
respondendo como requerido, (iii) mais poder de processamento quando
o tempo de resposta não está de acordo com a média esperada, mas
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estável, ou (iv) mais provedores de serviços junto ao pool de provedores
para resolução de estados de alto desvio padrão.
O QoEusua´rioR&Q avalia o tempo momentâneo esperado contra o
tempo de inicialização de instância mais o tempo de resposta para uma
transação específica. Este é normalmente o tempo total de recebimento
de resposta para um dado pedido.
Com a avaliação deQoEusua´rioR&Q , problemas pontuais relacionados
a tempos de resposta podem ser identificados. Por exemplo, problemas
com um provedor de serviços específico podem ser identificados e o
provedor problemático pode ser reiniciado ou substituído por uma das
réplicas provistas pelo pool de réplicas dormentes.
Se o tempo de espera atingir um limite, o cliente pode sinalizar
um possível problema com o servidor de serviços responsável por sua
requisição. Se a sinalização persistir, o sistema, que pode ser especifi-
cado como um sistema de gerenciamento de bases de dados (SGBD),
deve requisitar que o provedor verifique sobre a origem do problema.
4.2.2 Modelo Arquitetural RAS
O modelo apresentado considera duas categorias de pool com
provedores de serviços: O pool provedor de serviços, com os serviços
disponíveis e prontos para utilização, sendo provistos pelos servidores
principais; e o pool de backup, um pool com réplicas dormentes, que são
acordadas de tempos em tempos, quando as réplicas no pool provedor
de serviços alcançam checkpoints, com mensagens vindas dos nós de
borda, que são provedores de serviços responsáveis pelo envio de dados
de checkpoints aos servidores junto ao pool de backup.
Esta é uma solução desenvolvida de maneira a evitar operações
de grande consumo de tempo para criação de novas réplicas de BDs do
zero quando lidando com procedimentos de escalabilidade horizontal.
Com as réplicas do pool de backup já em um estado próximo ao estado
das réplicas online, é mais rápida a obtenção de novas réplicas no mesmo
estado que as réplicas já funcionais junto ao pool provedor de serviços
quando necessário.
A figura 8 ilustra um exemplo simples com uma implementação
de troca de mensagens utilizando o modelo multianel, inspirado no
exemplo descrito em (MARANDI; PRIMI; PEDONE, 2012), lidando com
dois anéis completos no pool provedor de serviços. Os anéis possuem
dois nós em área comum para uma exemplificação de tolerância a faltas
simples, de maneira que se o nó 2 apresentar problemas, as arestas a e
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b se tornam ativas, ou se o nó 3 apresentar problemas, as arestas c e d
se tornam ativas.
Figura 8: Modelo arquitetural RAS, como publicado em (SOUZA et al.,
2016), com implementação de troca de mensagens utilizando o modelo
multianel com exemplo de tolerância a uma falta.
Os nós 4 e 7 são chamados de nós de borda, porque eles estão
no pool provedor de serviços e parcialmente no pool de backup. O “par-
cialmente” se dá devido ao fato de a aresta g, ou a aresta f se o nó
4 apresentar problemas, acordar os nós no pool de backup ao chamar
o procedimento de checkpoint. O pool de backup é uma abordagem
para, até um certo nível, lidar com o problema de consistência, dispo-
nibilidade e tolerância a partição (CAP) (GILBERT; LYNCH, 2002) sem
afetar o pool provedor de serviços, afinal a disponibilidade neste pool
não é afetada, com a consistência tomando base somente no pool de
backup.
Quando um novo nó é requisitado junto ao pool provedor de ser-
viços, digamos o nó 11, um novo nó replicante deve ser inicializado no
pool de backup, como o nó 14, e então deve ser adicionado ao semianel
de réplicas de backup. Este novo nó deve ser replicado com base nos
nós do pool de backup, para evitar impacto sobre o sistema no lado do
pool provedor de serviços.
Levando-se em consideração que a arquitetura como um todo
é mantida em um ambiente baseado em nuvem, a estrutura pode ser
escalada facilmente de maneira vertical, devido à natureza elástica da
plataforma hospedeira.
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A troca de mensagens multianel é uma abordagem interessante
para se evitar excesso de comunicação, mas é apresentada aqui apenas
como uma possibilidade de implementação para a arquitetura como
definida.
Neste modelo, como apresentado na figura 8, um middleware
anexado ao SGBD analisa o comportamento do sistema como um todo,
e controla as decisões relacionadas à realização de procedimentos de
manutenção horizontais e verticais.
Note que escalar horizontalmente irá resultar em custos comple-
xos para se manter a consistência de dados, devido ao incremento de
latência quando os procedimentos de escalabilidade horizontais tentam
manter a consistência (ABADI, 2012). Para se evitar estes custos de la-
tência, a criação de novas réplicas é feita somente com base nas réplicas
do lado do pool de backup.
Desconsiderando a ilustração relativa à tolerância a faltas e a
exemplificação com arquitetura multianel, que não são o foco específico
desta definição arquitetural, com base na análise realizada na subseção
4.2.1 e na arquitetura aqui apresentada, os principais procedimentos
para lidar com o comportamento esperado no modelo desenvolvido são
apresentados junto ao algoritmo 1.
Os procedimentos necessários para se construir este modelo con-
sistem de procedimentos de verificação de garantias mínimas e máxi-
mas, verticais e horizontais, de RAS e também de procedimentos de
sinalização de checkpoints alcançados, enviados pelos nós de borda para
lidar com as réplicas dormentes junto ao pool de backup.
4.2.2.1 Procedimentos Algorítmicos
O algoritmo 1 apresenta procedimentos de acordo com as equa-
ções de QoE-QoS dadas, de maneira a se construir uma solução lidando
com os recursos de sistemas de arquitetura de BDs de acordo com a va-
riação da taxa.
Três procedimentos são apresentados no algoritmo 1:
• O procedimento Principal(tempo), que constantemente verifica a
taxa, chamando o procedimento RASmín(tempo) quando o
ANSmínimoGarantiaRAS é alcançado, sendo o RASmín(tempo) um proce-
dimento que inicia mecanismos para prover mais recursos, ou cha-
mando o procedimentoRASmáx(tempo) quando oANSmáximoGarantiaRAS
é alcançado, de maneira a liberar a utilização de recursos desne-
cessários;
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Algoritmo 1 Procedimentos RAS
1: procedimento Principal(tempo)
2: enquanto verdade faça
3: se taxa ≤ ANSmı´nimoGarantiaRAS então
4: chame RASmı´n(tempo)
5: senão se taxa ≥ ANSma´ximoGarantiaRAS então
6: chame RASma´x(tempo)
7: senão se c 6= coriginal então
8: c← coriginal
9: fim se
10: espere(tempo)
11: fim enquanto
12: fim procedimento
13: procedimento RASmı´n(tempo)
14: enquanto taxa < ANSme´dioGarantiaRAS faça
15: se c = cma´ximo então
16: se #re´plicas = #re´plicasma´x então
17: retorna
18: fim se
19: Acorde réplica do pool de backup
20: Adicione a réplica ao pool provedor de serviços
21: c← coriginal
22: Inicie o procedimento de novas réplicas do pool de de backup
23: senão
24: c← c + n
25: fim se
26: espere(tempo)
27: fim enquanto
28: fim procedimento
29: procedimento RASma´x(tempo)
30: enquanto taxa > ANSme´dioGarantiaRAS faça
31: se c = coriginal então
32: se #re´plicas = #re´plicasmı´nimo então
33: retorna
34: senão
35: Remova uma réplica do pool provedor de serviços
36: fim se
37: senão
38: c← c− n
39: fim se
40: espere(tempo)
41: fim enquanto
42: fim procedimento
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• o procedimentoRASmín(tempo), que interage enquanto o valor de
QoEsistemaRAS é mantido abaixo do valor esperado deANS
médio
GarantiaRAS ,
aumentando o valor da capacidade c pelo valor predefinido de
n, respeitando o intervalo de medida de tempo tempo, man-
tendo o valor da capacidade estendida até que a média alcance
o ANSmédioGarantiaRAS esperado novamente, ou, se o nível de ca-
pacidade atingir seu máximo, acordando uma nova réplica do
pool dormente e resetando o valor de c. Note que esta solução
é uma solução conservadora, aumentando a capacidade de c até
que ANSmédioGarantiaRAS , e não ANS
mínimo
GarantiaRAS , seja alcançado;
• e o procedimento RASmáx(tempo), que vai no caminho oposto
do procedimento RASmín(tempo), lidando com um loop que ini-
cializa verificando se o valor mínimo aceitável para a capacidade
de recursos foi atingido, e se não decrementa o mesmo pelo valor
predefinido de n, ou, se atingido, remove uma réplica do pool pro-
vedor de serviços como um procedimento de economia de energia.
Este é um modelo algorítmico de aparência muito simples, ape-
nas realizando verificações e, se necessário, chamadas a procedimen-
tos de correção, porém capaz de prover garantias de resposta tempo-
rais com base em recursos lidando com escalabilidade tanto horizontal
quanto vertical.
Este modelo de recuperação arquitetural serve para demonstrar
uma primeira utilização das equações apresentadas na seção anterior, de
maneira ilustrativa quanto ao ganho que pode ser obtido, não sendo esta
a limitação de utilização das equações e conceitos como previamente
apresentados.
Na próxima seção analisam-se recursos de maneira estendida, não
mais lidando com avaliação de completude temporal com a análise sobre
recursos, e sim sobre completude de recursos diretamente, para facilitar
o desenvolvimento de experimentos e evitar mapeamentos difusos.
4.3 MODELO ARQUITETURAL ESTENDIDO COM FOCO EM RE-
CURSOS DE SISTEMA
Para facilitar a avaliação do modelo via simulação, nesta seção
é proposta uma variante do modelo arquitetural apresentado na seção
anterior. O foco é aqui direcionado ao fornecimento de recursos ex-
plicitamente, com base na conceitualização anterior de QoE focada na
avaliação de BDDs.
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Esta variante surge para evitar o mapeamento difuso de comple-
tude temporal sobre completude de recursos. Uma vez que é difícil lidar
com a definição de tempos sem o conhecimento de sistemas específicos,
cada qual com suas características particulares, a consideração anterior
dificulta a obtenção de resultados via simulação. Por isso, com as de-
finições explícitas de avaliação e garantias sendo feitas sobre recursos,
fica mais fácil uma primeira avaliação do modelo via experimentação.
Aqui são apresentadas quatro variantes do algoritmo de decisão
da seção anterior, com explicações sobre o porquê da necessidade de
evoluir o modelo original de maneira a focar em qualidade, deixando
os pressupostos de economia de energia como funcionalidades extra.
Mesmo mantendo a consideração sobre a importância de proce-
dimentos de economia de energia, o foco é mantido em garantias de
QoE, com base em considerações de QoS. Portanto, o foco é mantido
em garantias comportamentais de sistemas, razão pela qual a economia
de energia é agora mantida apenas como funcionalidade extra.
O principal ponto deste modelo estendido é a materialização dos
conceitos apresentados anteriormente, já que os conceitos de comple-
tude temporal, por mais que não sejam completamente abstratos, são
dependentes de recursos disponibilizados, é mais simples lidarmos com
um modelo dando garantias de recursos. Afinal, os conceitos de com-
pletude temporal precisam ser mapeados para completude de recursos,
e então evita-se mapeamentos que possam levar a erros de precisão.
Os recursos são agora apresentados em uma conceitualização
mais generalizada, com as avaliações podendo ser mais facilmente es-
tendidas em várias dimensões, como poder de processamento, memória
volátil e capacidade de armazenamento. Os resultados de simulação,
apresentados no capítulo 5, indicam o sucesso da proposta.
4.3.1 Modelo de Completude de Recursos
A figura 9 apresenta um exemplo, de maneira a ilustrar como o
modelo de recuperação arquitetural funciona.
Neste exemplo os nós em azul e amarelo: n01, n02, n03, n04,
n05, n06, n07, n08, n09 e n10, são os nós trabalhando junto ao pool
provedor de serviços, e, portanto, os nós responsáveis por atender as
requisições online.
Os nós em amarelo: n04 e n07, chamados nós de borda, tem a
responsabilidade de acordar e enviar as tarefas de modificação, a cada
intervalo de checkpoint, para os nós dormentes no pool de backup.
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Figura 9: O modelo arquitetural estendido com 10 nós iniciais no pool
provedor de serviços (em azul e amarelo) e 4 nós iniciais no pool de
réplicas dormentes (em vermelho), com um máximo de 16 nós em uma
implementação de troca de mensagens em multianel com 2 anéis com-
pletos, com tolerância a uma falta, e 1 semianel auxiliar de réplicas
dormentes.
Em vermelho, os nós: n11, n12, n13 e n14, são os nós no pool de
backup, sendo eles nós dormentes que são acordados a cada intervalo
de checkpoint por um dos nós de borda para receber as modificações do
pool provedor de serviços. Este intervalo de checkpoint pode ser tanto
temporal como baseado em número de requisições/modificações junto
ao sistema, ou mesmo uma combinação de ambos os fatores.
É estabelecido neste exemplo um número máximo de 16 nós,
sendo esta a razão da representação dos nós n15 e n16 em cinza escuro.
Estes são nós ainda não instanciados, mas eles podem ser instanciados
pela chamada de um procedimento de replicação completa por um dos
nós no pool de backup.
Em cinza claro temos as posições dos nós dormentes e também
dos nós ainda não instanciados quando os mesmos são inseridos no pool
provedor de serviços. Quando um nó é adicionado entre outros dois
nós, a aresta conectando estes nós deixa de existir, sendo adicionadas
as arestas conectando estes nós ao novo nó adicionado ao anel. Por
exemplo, quando é adicionado o nó n11, a aresta f deixa de existir e
as arestas g e h são então adicionadas ao anel.
Como apresentado na seção 4.2, o pool de backup é uma abor-
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dagem para, até um certo grau, lidar com o problema do teorema de
consistência, disponibilidade e tolerância a partição (CAP) (GILBERT;
LYNCH, 2002), sem impacto sobre o pool provedor de serviços.
No exemplo apresentado na figura 9, temos uma estrutura de
comunicação multianel, não sendo esta estrutura necessária para uti-
lização deste modelo de recuperação arquitetural, já que os procedi-
mentos são fortemente generalizados. Este exemplo é apresentado para
demonstrar como este sistema poderia trabalhar com tolerância a uma
falta no modelo multianel, da mesma maneira como apresentado na
seção 4.2.
Os anéis no pool provedor de serviços têm dois nós em comum
para tolerância a uma falta simples, de maneira que se o nó n02 falhar,
as arestas a e b se tornam ativas, e se o nó n03 falhar, as arestas c e d
se tornam ativas.
A aresta i, ou a aresta j se o nó n04 falhar, é utilizada para acor-
dar o primeiro nó no pool de backup sempre que o sistema atingir um
checkpoint, e atualizar os dados utilizando o anel parcialmente conec-
tado do pool de backup, chamando o procedimento de checkpoint. Este
nó recém despertado acorda o próximo nó, enviando os novos dados e
então retorna ao estado de dormência, e assim por diante.
Quando um novo nó é necessário junto ao pool provedor de servi-
ços, como o nó n11 por exemplo, uma nova réplica deve ser inicializada
no pool de backup, como o nó n15, e então adicionada ao semianel de
réplicas de backup. Este novo nó deve ser replicado com base nos nós
do pool de backup, de maneira a evitar impacto sobre o sistema junto
ao pool provedor de serviços.
Como pode ser observado na figura 9, este exemplo adiciona
novos nós seguindo o contrafluxo de mensagens alternadamente entre
os anéis, evitando os nós de interconexão entre os mesmo. Esta é apenas
uma exemplificação, já que a arquitetura aqui apresentada é bastante
genérica.
Da mesma maneira, é definido que a distribuição de requisições
segue o contrafluxo de maneira alternada entre os anéis, como apresen-
tado na tabela 18. Note que o índice indica em qual rodada de adição
de nós o nó está presente no pool, de maneira que, se a rodada ainda
não foi alcançada, a mensagem é enviada ao próximo nó nesta cadeia
utilizando uma sequência de round-robin.
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n010 → n100 → n111 → n122 →
n060 → n090 → n133 → n144 →
n050 → n080 → n155 → n166 →
n040 → n070 → n030 → n020
Tabela 18: Fila de distribuição de requisições de operações.
O algoritmo 2 apresenta uma abordagem mais generalizada do
algoritmo apresentado na seção 4.2, focando em gerenciamento de re-
cursos. Ele também apresenta quatro modos de operação, cada um dos
quais com seu comportamento e utilidade particulares.
Algoritmo 2 Procedimentos de recuperação de algoritmo para geren-
ciamento de recursos em sistemas distribuídos
1: procedimento Principal(tempo, tipo, passo)
2: enquanto verdade faça
3: se
#réplicas∑
i=1
réplicas[i].clivre
#réplicas < passo então
4: chama RASmín(tempo, tipo, passo)
5: senão se c− passo >
#réplicas∑
i=1
réplicas[i].cusado
#réplicas então
6: chama RASmáx(tempo, tipo, passo)
7: fim se
8: espere(tempo)
9: fim enquanto
10: fim procedimento
11: procedimento RASmín(tempo, tipo, passo)
12: enquanto
#réplicas∑
i=1
réplicas[i].clivre
#réplicas < passo faça
13: se c = cmáx então
14: se #réplicas = #réplicasmáx então
15: retorne
16: fim se
17: se tipo = otimista então
18: c← coriginal
19: senão se tipo = balanceado então
20: c← d #réplicas∗c
#réplicas+1e (arredondado em passo)
21: fim se
22: Acorde uma réplica do pool de backup
23: Adicione réplica ao pool provedor de serviços
24: Inicie o procedimento de nova réplica no pool de backup
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25: senão
26: c← c+ passo
27: fim se
28: espere(tempo)
29: fim enquanto
30: fim procedimento
31: procedimento RASmáx(tempo, tipo, passo)
32: enquanto c− passo >
#réplicas∑
i=1
réplicas[i].cusado
#réplicas faça
33: se c = coriginal então
34: se #réplicas = #réplicasmín então
35: retorne
36: senão
37: se tipo = balanceado então
38: c← b #réplicas∗c#réplicas−1c (arredondado em passo)
39: senão se tipo = não-otimista então
40: c← cmáx
41: senão se tipo = não-otimista aprimorado então
42: c← d #réplicas∗c#réplicas−1e (arredondado em passo)
43: fim se
44: Remove réplica do pool provedor de serviços
45: fim se
46: senão
47: c← c− passo
48: fim se
49: espere(tempo)
50: fim enquanto
51: fim procedimento
A abordagem de gerenciamento de recursos surgiu como uma al-
ternativa à completude de tempo de QoE-QoS apresentada na seção
anterior, com base no fato de que os tempos de resposta são estrita-
mente conectados com a disponibilidade de recursos. Desta maneira,
evita-se o mapeamento de completude temporal para completude de re-
cursos, necessária quando se lida com a abordagem anterior, tornando
o sistema mais robusto em relação às garantias dadas.
Note que, por questão de simplificação, lidamos com a avaliação
relativa ao passo de acréscimo de recursos, sempre garantindo que o
sistema esteja um passo acima do requerido por nó, não mais lidando
com as garantias de ANS de completude temporais. Desta maneira
garantimos que o sistema tenha sempre, pelo menos, a quantidade de
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recursos necessárias por nó mais uma vez este valor de passo.
4.3.1.1 Modos de Operação
Considerando-se o exemplo como apresentado na figura 9, e, por-
tanto, um exemplo utilizando a estrutura multianel com tolerância a
falta de um nó, com os novos nós seguindo o contrafluxo de mensagens
alternadamente entre os anéis e evitando os nós de interconexão entre
anéis, e a distribuição de requisições seguindo o contrafluxo de men-
sagens alternadamente entre anéis, como apresentado na tabela 18, a
partir deste ponto se abstrai o posicionamento de nós quando os adici-
onando, e apenas é feita referência à adicionar um nó ao pool.
Este algoritmo trabalha com quatro modos de operação, sendo
eles: (i) modo otimista, que é basicamente o algoritmo como apresen-
tado inicialmente na seção 4.2, com a muito arriscada consideração de
se reduzir a capacidade recursos disponibilizados em todos os nós ao
mínimo no momento em que se adiciona um novo nó instanciado - ra-
zão exata pela qual é chamado de otimista -, de maneira que, quando
incrementado horizontalmente, o pool decrementa verticalmente, em
uma consideração individual de nós, e faz o incremento vertical como
necessário posteriormente. Este modo decrementa horizontalmente se
o total de recursos for mantido acima, ou igual, a quantidade antes
do decremento; (ii) modo não-otimista, que é um modo trabalhando
na direção oposta do modo otimista, sempre mantendo todos os nós
com o máximo de recursos possível quando adicionando um novo nó, e
então decrementando o pool verticalmente segundo necessidade. Este
modo também modifica os recursos individuais dos nós à capacidade
máxima quando decrementando horizontalmente, de maneira a estar
preparado para lidar com flutuações de requisição de maneira não oti-
mista; (iii) modo balanceado, um modo que tenta estar entre os modos
otimista e não-otimista, balanceando os recursos verticalmente quando
incrementando ou decrementando o pool horizontalmente, de maneira
a tentar manter o total de recursos disponíveis em pelo menos o mesmo
número de recursos disponíveis antes do incremento ou decremento ho-
rizontal; e (iv) modo não-otimista aprimorado, que é uma variação do
modo não-otimista focada em manter o total de recursos disponibili-
zados em um mínimo possível acima do valor disponibilizado antes de
um decremento horizontal, como uma consideração extra de economia
de energia.
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4.3.1.2 Procedimentos Algorítmicos
É possível observar que o algoritmo 2 provê procedimentos de
acordo com as considerações de recursos QoE-QoS dadas por passo, de
maneira a construir uma solução gerenciando os recursos de um sistema
distribuído de acordo com a capacidade de recursos livre dos nós
(
#réplicas∑
i=1
réplicas[i].clivre
#réplicas ) como mantida dentro da garantia dada.
Os três procedimentos apresentados no algoritmo 2: (i) procedi-
mento Principal(tempo, tipo, passo), que constantemente verifica se os
recursos disponibilizados estão um mínimo acima do necessário, cha-
mando o procedimento RASmín(tempo, tipo, passo) quando este mí-
nimo é alcançado, sendo o procedimento RASmín(tempo, tipo, passo)
um procedimento que inicia mecanismos que providenciam mais re-
cursos. Ou chamando o procedimento RASmáx(tempo, tipo, passo)
quando reduzir a capacidade não causa risco do sistema alcançar um
total de recursos inferior ao requerido pela garantia de recursos dada.
Note que trabalhando com qualquer um dos quatro modos a redu-
ção de recursos é sempre mais cuidadosa, tentando sempre manter
ao menos uma vez o valor de passo acima dos recursos como neces-
sários em uma consideração de nós individuais; (ii) o procedimento
RASmín(tempo, tipo, passo), que interage enquanto o valor médio dos
recursos livres de nó são mantidos abaixo do valor esperado, incremen-
tando o valor de capacidade c pelo valor definido de passo, respeitando
o intervalo de medição de tempo, mantendo o valor de capacidade esten-
dida até que o valor esperado seja alcançado novamente, ou, se o nível
de capacidade atingir seu máximo valor possível, acordando uma nova
réplica do pool dormente com as considerações específicas do modo; e
(iii) o procedimento RASmáx(tempo, tipo, passo), que executa na dire-
ção oposta do procedimento RASmín(tempo, tipo, passo), lidando com
um laço que primeiro verifica se o valor mínimo aceitável para capa-
cidade de recursos foi alcançado, e, se não, decrementa o valor pelo
definido valor de passo, ou se sim, remove uma réplica do pool provedor
de serviços como um procedimento de economia de energia, com as
considerações especificas definidas pelo modo escolhido.
Com este modelo definido com base em recursos, parte-se então
para a implementação de um ambiente de experimentação, descrito na
seção 4.5, para posterior análise de dados.
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4.4 CONSIDERAÇÕES SOBRE A MODELAGEM
Uma vez que a revisão bibliométrica providenciou uma visão
sistemática sobre os tópicos abordados, sentiu-se a necessidade de de-
finições exatas de métricas de QoS para BDDs, resultando nas defini-
ções realizadas neste capítulo. Com os indicadores estatísticos demons-
trando que a abordagem de QoE parece ter sido negligenciada neste
campo, e considerando a possibilidade de mapeamento direto de QoE
em como o usuário percebe um serviço em termos de parâmetros de QoS
(LAGHARI et al., 2011), este mapeamento é então realizado na primeira
seção deste capítulo.
De modo a evitar se lidar com “problemas psicológicos subjetivos
e aspectos cognitivos humanos que são tipicamente desconsiderados e
determinam diretamente a QoE ” (LAGHARI et al., 2011), é apresentada
a conceitualização de QoE como um mapeamento direto para definições
de QoS segundo um ANS. O motivo para tal é o fato de que em sistemas
de BDs a avaliação pode realmente ser ligada mais a sistemas do que
a usuários, em especial ao se utilizar definições em um ANS.
Torna-se possível, com este primeiro modelo matemático bem
definido, trilhar o caminho em direção a sistemas autorrecuperáveis de
QoE-QoS, partindo-se, então, para a formulação de tais sistemas.
Na segunda seção deste capítulo apresenta-se um primeiro mo-
delo arquitetural, indicando a possibilidade de utilização de formulações
complexas, lidando-se com avaliações como apresentadas na primeira
seção. Desta maneira é possível predizer, com o intuito de evitar, com-
portamento inesperado do sistema antes que o mesmo atinja estados
não desejados, com um modelo arquitetural de confiabilidade, disponi-
bilidade e manutenibilidade sendo apresentado.
As soluções propostas são baseadas em escalabilidade horizon-
tal e vertical aplicadas a sistemas de BDDs e podem ser diretamente
implementadas sobre um SGBD para evitar que tais estados sejam
alcançados. Não sendo estes conceitos novidade per se, mas bastando
para preencher este vazio conceitual sobre arquiteturas na área de bases
de dados.
Um primeiro algoritmo é apresentado nesta segunda seção, com
alguns procedimentos considerando um comportamento genérico espe-
rado, de maneira a ilustrar a sequência do estudo em direção à terceira
seção do capítulo.
Na terceira seção, quatro modos de operação são apresentados
para se lidar com um modelo de recuperação arquitetural focado em
recursos, cada um dos mesmos com suas especificações e uso particula-
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res. A decisão sobre qual modo utilizar deve envolver conhecimento do
sistema sobre o qual se deseja aplicar tal modelo, sendo recomendado
testes de performance sobre o sistema para verificar situações específi-
cas e como cada um dos modelos irá se comportar.
Com o modelo e arquiteturas apresentadas, parte-se, na próxima
seção, para a definição de um simulador, de maneira a permitir consi-
derações de sistemas distribuídos sem a necessidade de construção de
um ambiente de tal porte.
4.5 AMBIENTE DE EXPERIMENTAÇÃO
Para facilitar os experimentos e permitir que as simulações fos-
sem realizadas independente de sistemas de BDs específicos, um ambi-
ente de simulação generalizado foi desenvolvido.
De maneira a permitir a realização de simulações com conside-
rações relativas a sistemas distribuídos, as operações possuem então
definição de tempo discretas, independente de unidade.
Este ambiente foi desenvolvido com o foco específico de imple-
mentação do algoritmo 2, apresentado na seção 4.3, com pequenas va-
riações, relacionadas a cálculo de recursos, surgidas do modelo como
implementado e sua respectiva análise experimental.
A variação que mais chama a atenção é o arredondamento “para
baixo” quando reduzindo recursos verticalmente ao se adicionar nós ho-
rizontalmente no modo balanceado. Através de experimentação se no-
tou que esta variação fornece o comportamento como esperado para tal
modo. O arredondamento “para cima”, utilizado no modo não-otimista
aprimorado, fornece um comportamento realmente mais próximo do
modo não-otimista, com a redução do pico de consumo de recursos,
enquanto que o arredondamento “para baixo” dá ao modo balanceado
um comportamento mais próximo do modo otimista.
4.5.1 Algoritmo de Simulação
O algoritmo de simulação utilizado no ambiente de experimen-
tação desenvolvido é apresentado em sua forma generalizada como o
algoritmo 3. Este é um algoritmo composto por três procedimen-
tos simples: (i) PróximoTempo(recursos, passo, mínSistema, máxSis-
tema, nósAtivos, nósDormentes), responsável pela verificação de neces-
sidade de aumento ou redução de recursos junto ao sistema; (ii) Acres-
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centa(recursos, mínSistema, máxSistema, passo, nósAtivos, nósDor-
mentes), que incrementa recursos horizontal ou verticalmente segundo
definição do modo escolhido; e (iii) Reduz (recursos, mínSistema, máx-
Sistema, passo, nósAtivos, nósDormentes), que decrementa recursos
horizontal ou verticalmente segundo definição do modo escolhido.
Os parâmetros de entrada do algoritmo são: (i) recursos, refe-
rente à quantidade de recursos requerida no referido tempo; (ii) passo,
que é o valor de passo de incremento e decremento de recursos utilizado
pelo sistema em nós individuais; (iii) mínSistema, que indica o valor
mínimo de recursos que um nó individual pode ter disponibilizado no
sistema; (iv) máxSistema, que indica o valor máximo de recursos que
um nó individual pode ter disponibilizado no sistema; (v) nósAtivos,
um array com todos os nós ativos do sistema; e (vi) nósDomentes, um
array com todos os nós dormentes do sistema.
Algoritmo 3 Algoritmo de Simulação
1: procedimento PróximoTempo(recursos, passo,mínSistema,máxSistema,
nósAtivos,nósDormentes)
2: máxRecurso← nósAtivos[0].recursosMáximo
3: limitação← #nósAtivos ∗ (máxRecurso− passo) + passo
4: se recursos ≥ limitação então
5: chama Acrescenta(passo)
6: senão se ∀nósAtivos.recursosUsados + passo < máxRecurso então
7: chama Reduz(passo)
8: fim se
9: Distribui recursos pelos nósAtivos utilizando fila round-robin
10: fim procedimento
11: procedimento Acrescenta(recursos,mínSistema,máxSistema, passo,
nósAtivos,nósDormentes)
12: máxRecurso← nósAtivos[0].recursosMáximo
13: se máxRecurso < máxSistema então
14: ∀nósAtivos.recursoMáximo← nósAtivos.recursoMáximo + passo
15: senão
16: nósAtivos.adiciona(nósDormentes.remove(0))
17: se modo = otimista então
18: ∀nósAtivos.recursoMáximo← mínSistema
19: senão se modo = balanceado então
20: ∀nósAtivos.recursoMáximo← dmáxRecurso∗(#nósAtivos−1)#nósAtivos e (ar-
redondado em passo)
21: fim se
22: fim se
23: fim procedimento
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24: procedimento Reduz(recursos,mínSistema,máxSistema, passo,
nósAtivos,nósDormentes)
25: máxRecurso← nósAtivos[0].recursosMáximo
26: se máxRecurso > mínSistema então
27: ∀nósAtivos.recursoMáximo ← nósAtivos.recursoMáximo −
passo
28: senão
29: nósDormentes.adiciona(nósAtivos.remove(0))
30: se modo = (balanceado) então
31: ∀nósAtivos.recursoMáximo ←
bmáxRecurso∗(#nósAtivos+1)#nósAtivos c (arredondado em passo)
32: senão se modo = não-otimista então
33: ∀nósAtivos.recursoMáximo← máxSistema
34: senão se modo = não-otimista aprimorado então
35: ∀nósAtivos.recursoMáximo ←
dmáxRecurso∗(#nósAtivos+1)#nósAtivos e (arredondado em passo)
36: fim se
37: fim se
38: fim procedimento
Note que nas linhas 2, 12 e 25 do algoritmo obtemos o valor má-
ximo de recursos momentâneo de apenas um nó porque neste exemplo
simplificado consideramos que a limitação é a mesma para todos os nós.
Com esta definição algorítmica, os resultados apresentados no
capítulo 5 podem ser reproduzidos com qualquer implementação ou
mesmo simulação como se deseje realizar.
4.5.2 Considerações sobre o Ambiente
Este é um ambiente com definições simples, baseado no algoritmo
3, formalizado para permitir não apenas a criação de dados para análise,
mas também facilitar a reprodução de obtenção de resultados.
O ambiente é apresentado de forma algorítmica para permitir
eventual reprodução, independente de linguagem de programação sele-
cionada. Assim, trabalhos futuros podem ser comparados de maneira
mais simplificada com o apresentado nesta tese. Sendo digno de nota
que a implementação realizada segue de maneira exata o algoritmo
como apresentado anteriormente.
A utilização de tempos discretos, sem definição de unidade, é
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também utilizada para demonstrar resultados de maneira completa-
mente independente de considerações relativas a sistemas específicos,
podendo o modelo ser abstraído para situações desejadas, sem se forçar
nenhuma direção a ser seguida.
Porém note que a implementação realizada segue exatamente o
modelo como apresentado na figura 9, ou seja, temos um modelo mul-
tianel com dois anéis, com um total de 10 nós iniciais no pool provedor
de serviços, 4 nós no pool de réplicas dormentes, num total de 16 nós
máximos.
O ambiente criado segue também os parâmetros como definidos
na subseção 4.3.1, com a mesma distribuição de requisições seguindo o
contrafluxo de maneira alternada entre anéis, como definido na tabela
18. A adição de nós seguindo este contrafluxo também se mantém.
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5 ANÁLISE EXPERIMENTAL
Uma análise experimental foi realizada utilizando o ambiente
de experimentação apresentado na seção 4.5, aplicado sobre o modelo
apresentado na seção 4.3, o qual foi criado exclusivamente para facilitar
a aplicação de experimentação.
5.1 RESULTADOS DE SIMULAÇÃO
Todos os quatro modos de operação têm o comportamento par-
ticular de acordar prioritariamente os nós, como necessário, mas sendo
mais cuidadosos quando decidindo em colocá-los para dormir. A razão
é evitar que cenários de excesso de consumo de energia sejam alcan-
çados, com variações de requisição causando uma situação contínua de
acordar-adormecer de nós, o que não é de maneira alguma bom para o
sistema.
Para as simulações são considerados 201 tempos discretos, sem
nenhuma especificação particular de métricas, apenas considerando que
a cada um destes tempos o sistema é requerido a prover uma quantidade
específica de recursos. Para demonstrar o comportamento do sistema,
o total de recursos requeridos é incrementado pelo valor de 1000 a cada
5 tempos, dando tempo ao sistema para fazer as modificações como
necessárias até que se chegue a um valor estabilizado. A quantidade de
recursos requerida é incrementada de 0 a 20000 e então decrementada
de 20000 a 0, como demonstrado nas figuras 10, 11, 12 e 13 com a linha
em roxo, a qual inicializa e finaliza no valor de 0 recursos requisitados.
O sistema de simulação exemplo é composto por nós com uma
capacidade mínima abstrata de 1000, e uma capacidade máxima de
1200, com a capacidade de incremento de 100 a cada passo. Inicial-
mente, o pool provedor de serviços tem a capacidade de 10 nós, com a
capacidade máxima de 4 nós no pool de backup. O número máximo de
nós provisto pelo sistema é de 16, da mesma maneira como apresentado
na figura 9.
Na figura 10 pode ser verificado a principal implicação do al-
goritmo otimista original acompanhando-se a linha em azul, a qual
representa a capacidade de recursos disponibilizados: quando se adici-
ona um novo nó ao pool são exigidos vários incrementos verticais até
que estabilize o valor referente a recursos disponibilizados.
Uma abordagem que é melhor aplicada a casos onde se tem eco-
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nomia de recursos como principal fator. Esta é uma abordagem que
tenta garantir que a quantidade de recursos consumida seja a menor
possível dando as garantias previstas, de maneira a se considerar a pos-
sibilidade de redução de necessidade antes de estabilização dos valores
pedidos.
O modelo otimista é recomendado para dimensões de recursos
que sejam de difícil inicialização, ou casos em que a economia de recur-
sos seja crucial.
Figura 10: Recursos requeridos e disponíveis do modelo otimista.
Quando se incrementa os recursos necessários no passo especifi-
cado de 1000, a diferença entre o modelo balanceado, apresentado na
figura 11, e os dois modelos não-otimistas, apresentados nas figuras 12
e 13, é mínimo, não sendo possível verificar claramente nos gráficos
apresentados. A explicação para tal comportamento é que quando se
necessita de mais recursos, o sistema simplesmente os adiciona.
Em contraste em relação ao modelo otimista, estes outros três
modelos tem como foco simplesmente prover rapidamente os recursos
como requeridos, sem se ater a economia de recursos em caso de varia-
ção durante o processo de acréscimo.
Quando se decrementa os recursos necessários com o passo es-
pecificado de 1000, os modelos otimista e balanceado, nas figuras 10 e
11, respectivamente, tem um comportamento muito similar, já que eles
apenas decrementam quando possível, sem considerações extras para
o caso otimista e com o balanceamento utilizado no modo balanceado
sendo imperceptível nos gráficos quando comparado ao caso otimista.
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Estes dois modelos não levam em consideração a possibilidade de
variação no sentido contrário quando do momento de decréscimo de re-
cursos, de maneira a serem recomendados para casos de menor variação
esperada em relação à decréscimo, como na dimensão de capacidade de
armazenamento, por exemplo.
O modelo balanceado é o recomendado por padrão pelo fato de
manter sempre o valor disponibilizado muito próximo, mas sempre su-
perior, ao valor requerido.
Figura 11: Recursos requeridos e disponíveis do modelo balanceado.
Em casos que ainda não se tem ideia do que se espera de uma
dimensão sendo avaliada, deve-se iniciar os procedimentos de avaliação
com o modo balanceado.
Este modo tendo surgido, na verdade, após a comparação dos
modos otimista e não otimista, como uma definição de tentativa de
mantenimento de recursos em um valor aceitável para casos em que
não ocorre uma necessidade de adição ou redução drástica de recursos
em espaços pequenos de tempo.
De certa maneira o modo balanceado lida com o incremento de
maneira muito próxima do modo não-otimista, e o decremento de ma-
neira muito próxima do modo otimista.
O decremento do modelo não-otimista, como demonstrado na
figura 12, tem o comportamento particular de escalar verticalmente
os nós ao valor máximo de recursos possíveis quando faz a redução
horizontal, causando assim várias reduções verticais em sequência antes
a alcançar a estabilidade.
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Este sendo um modelo preparado para casos de “mudança de
direção” quando de decremento de recursos, ou seja, esperando a pos-
sibilidade de necessidade de acréscimo logo após um decréscimo.
O modo não-otimista é recomendado para avaliação de dimensão
de recursos que possam ser escalados facilmente, sem grandes perdas
relativas a variação de capacidade por um curto espaço de tempo, mas
que possam ter um impacto sobre a avaliação de serviços se requisitados
sem a quantidade de recursos disponibilizados, como a dimensão de
poder de processamento.
Figura 12: Recursos requeridos e disponíveis do modelo não-otimista.
É claro que este é um modo com considerações exageradas, não
percebido facilmente na exemplificação por estarmos trabalhando com
nós que tem sua quantidade de recursos variando apenas de 1000 a
1200. Isso fica mais claro se imaginarmos nós variando de 1000 a 10000,
quando a variação seria gigantesca em caso de decremento, ou o impacto
de uma variação desta magnitude sobre uma dimensão como capacidade
de armazenamento, caso em que explicitamente não se recomenda este
tipo de abordagem.
Tentando evitar o excesso de variações verticais, o modelo não-
otimista aprimorado, como demonstrado na figura 13, define a quanti-
dade de recursos dos nós de maneira a garantir apenas um passo acima
do número de recursos provistos antes de quando reduzindo o pool ho-
rizontalmente.
Sendo a abordagem do modelo não-otimista aprimorado a indi-
cada para se lidar com avaliações de dimensão de capacidade de pro-
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cessamento, nas quais não se corre risco de necessidade de aumento
exponencial de carga.
Porém frisa-se que o modelo não-otimista tem também sua apli-
cação, como por exemplo ambientes clusterizados com alta demanda
eventual de capacidade de processamento.
Figura 13: Recursos requeridos e disponíveis do modelo não-otimista
aprimorado.
Cada modo tem suas particularidades, e mesmo que, quando ava-
liados sob certa perspectiva, pareçam ter sua utilidade sobreposta por
outro, cada um deles, justamente devido a estas particularidades, pos-
sui aplicação específica para avaliação de certas dimensões de recursos
em casos especiais.
E mesmo estes ambientes de avaliação parecendo simples, deve-
se levar em conta que a utilização de modelos diferenciados para avaliar
múltiplas dimensões, quando lidando-se com um único serviço, podem
levar a um alto grau de complexidade quando da definição do ambiente
de avaliação total de tal serviço.
Os recursos disponíveis nos nós individuais, como demonstrado
nas figuras 14, 15, 16 e 17, demonstram que o modelo otimista, apre-
sentado na figura 14, tem uma variação vertical maior quando lidando
com o incremento de requisições; o modelo não-otimista, apresentado
na figura 16, tem uma variação vertical maior quando o número de re-
quisições decrementa; o modelo não-otimista aprimorado, apresentado
na figura 17, tem o mesmo número de variações do modelo não-otimista,
mas com valores menores; e o modelo balanceado, apresentado na figura
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15, é o mais estável em termos de variações verticais.
Figura 14: Variação de recursos individuais de nós no modelo otimista
para alcançar os valores de recursos requisitados
Cabe salientar que, no comportamento apresentado nas figuras
14, 15, 16 e 17, a dimensão considerada a ser avaliada, seja poder
de processamento, memória volátil ou capacidade de armazenamento,
pode requerer um modo específico para trabalhar como o esperado.
Figura 15: Variação de recursos individuais de nós no modelo balance-
ado para alcançar os valores de recursos requisitados
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Figura 16: Variação de recursos individuais de nós no modelo não-
otimista para alcançar os valores de recursos requisitados
Nas figuras 18, 19, 20 e 21, percebe-se que a escalabilidade ho-
rizontal é muito próxima nos quatro modelos apresentados, existindo
pequenas variações relacionadas a maneira como o sistema lida com a
escalabilidade vertical em cada modo.
Figura 17: Variação de recursos individuais de nós no modelo não-
otimista aprimorado para alcançar os valores de recursos requisitados
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Figura 18: Número de nós no pool provedor de serviços no modelo
otimista em resposta aos recursos requisitados
Os experimentos aqui apresentados apenas consideraram o in-
cremento e decremento controlado em um cenário passo a passo, de
maneira que a escolha particular de cada modo deve ser analisada com
cuidado quando for selecionado um modelo para aplicar a um tipo es-
pecífico de dimensão a ser avaliada para tomada de decisões de escala-
bilidade em sistemas distribuídos.
Figura 19: Número de nós no pool provedor de serviços no modelo
balanceado em resposta aos recursos requisitados
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Figura 20: Número de nós no pool provedor de serviços no modelo
não-otimista em resposta aos recursos requisitados
Figura 21: Número de nós no pool provedor de serviços no modelo
não-otimista aprimorado em resposta aos recursos requisitados
É digno de nota que, ao se analisar os modelos otimista e não-
otimista através de seus gráficos de variação de recursos individuais, nas
figuras 14 e 16, pode-se perceber que os mesmos tem o comportamento
especial de definir a capacidade de recursos individuais ao máximo no
decremento do modelo não-otimista, e ao mínimo no incremento do
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modelo otimista. Comportamento que aqui não chama tanto a atenção
por estarmos lidando com nós com capacidade variando apenas de 1000
a 1200. E, apesar de sua utilidade, é um comportamento que, quando
não considerado corretamente, pode ter sério impacto sobre serviços.
De maneira a termos o modelo balanceado sempre indicado como
padrão.
5.2 LIMITAÇÕES E CASOS DE FALHA
Mesmo o modelo sendo dito “robusto o suficiente para se evitar
situações de acordar-adormecer contínuos de nós”, é possível se simular
casos extremos forçando tal comportamento.
A má definição de desvio padrão pode também ser a causa de
tal comportamento, de maneira que é recomendável toda uma bateria
de testes antes da tomada de decisão sobre como se definir tais valores.
E é possível que, mesmo com a realização de testes para esta tomada
de decisão, a existência de estados possíveis, não imaginados, capazes
de gerar tal comportamento, seja alcançada.
É claro que estes seriam erros de design comportamental, e não
erros do modelo em si, o qual estaria se comportando como o esperado,
independente de se desejar ou não tal variação de número de nós.
Como este é um modelo desenvolvido para lidar explicitamente
com erros relativos a nós, e em especial as suas falhas, a identificação
das mesmas deve ser sanada com a substituição dos nós faltosos por
outras réplicas do pool de réplicas dormentes.
O modelo se limita as avaliações como definidas em sua imple-
mentação, porém é genérico o suficiente para lidar com avaliações em
várias dimensões, tentando sanar as mesmas.
Porém lidar com avaliações em várias dimensões, e tentar saná-
las de maneira independente, pode levar a casos de looping, seja por
acréscimo-decréscimo de recursos, ou mesmo casos mais complexos re-
lativos a situações de acordar-adormecer de nós.
Este é um modelo que quando estendido a várias dimensões tem
sua complexidade aumentada, e exige cuidado na formulação de siste-
mas lidando com tais restrições.
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6 CONCLUSÕES E TRABALHOS FUTUROS
Esta tese iniciou introduzido o principal questionamento de pes-
quisa da mesma: a possibilidade de se avaliar QoE de maneira sistemá-
tica quando se lida com BDDs. Ela apresenta também a contextualiza-
ção do maior problema a se definir, os conceitos abstratos de qualidade
como percebidos do ponto de vista do cliente consumindo o serviço.
Sendo apontado que, quando lida-se com BDDs o cliente é, em
geral, um sistema lidando com ANSs, e não o usual usuário consumindo
serviços entregues na abordagem demelhor esforço, como embasado nos
trabalhos originais abordando QoS com seu foco original em serviços
de rede.
Em uma revisão conceitual são embasadas as concepções da re-
ferida hipótese, com foco na possibilidade de mapeamento sistemático
de QoE através de QoS segundo ANSs. Os conceitos de qualidade são
apresentados em suas origens, bem como as definições de QoE e QoS.
Através de revisão bibliométrica, é providenciada uma visão sis-
temática sobre o tópico de QoE em uma consideração mais genérica,
e demonstrada a falta de pesquisa acadêmica sobre QoE focada em
arquiteturas de BDDs através de indicadores estatísticos. Mesmo com
o tópico de QoE estando em crescimento desde 2001, o mesmo pa-
rece não ter causado repercussão sobre a área de pesquisa de BDDs,
demonstrando, assim, a inovação da pesquisa apresentada.
Os tópicos apresentados possuem muitas definições interessantes,
além de várias publicações sendo apresentadas com o conceito já bem
definido de QoS na área de pesquisa de redes, apesar das definições
difusas de QoE. Entretanto, relativo à definição de modelos QoE-QoS,
modelos palpáveis não foram encontrados, mesmo em publicações que
mencionam a importância de explicitação de tal mapeamento.
Esta tese demonstra que o tópico de QoE atingiu seu pico de
interesse de pesquisa em 2012, e que ainda é um tópico com muita pes-
quisa sendo realizada. Espera-se que, com base nestes dois trabalhos
correlacionados, (COSTA; FURTADO, 2011) e (COSTA; FURTADO, 2013),
e também na conceitualização aqui apresentada, novas pesquisas apli-
cando QoE a arquiteturas de BDDs sejam levadas adiante, como o
modelo arquitetural apresentado, e mesmo a arquiteturas distribuídas
em geral, como o modelo expandido apresentado em sequência.
Definições teóricas de um modelo QoE-BDD baseado em requisi-
tos de acesso a dados (RADs) para definir objetivos de nível de serviço
(ONS ) foram brevemente apresentadas na revisão dos resultados bibli-
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ométricos, além de uma maneira de se medir QoS com indicadores de
performance chave (IPCs) encontrados em (COSTA; FURTADO, 2011), e
citado comparações em alguns cenários apresentados em (COSTA; FUR-
TADO, 2011) e (COSTA; FURTADO, 2013) dando suporte não apenas ao
modelo apresentado, mas também a ideia de se atingir um melhor nível
de QoE em BDDs.
O modelo definido por estes autores parece ser, além do modelo
apresentado nesta tese, o único modelo proposto na literatura sobre ar-
quiteturas de BDDs que enfatiza a implementação de sistemas de QoE,
como demonstrado nos resultados bibliométricos estatísticos. E, mesmo
com a demonstração de que RADs definindo ONSs medidos por IPCs
parecem ter bons resultados nos trabalhos citados, os resultados são de
difícil reprodução devido à falta de definição matemática explícita.
Apesar deste problema de reprodutibilidade, este modelo abriu
novas possibilidades de consideração para avaliação de QoE. E mesmo
considerando que o usuário pode explicitamente definir o comporta-
mento esperado - um ponto que foi desconsiderado em relação a estes
dois trabalhos mencionados -, os autores em questão demonstraram
uma maneira de se iniciar a avaliação de serviços sobre BDDs.
Com fundamento nestas considerações de avaliação, apresenta-
se, como resposta ao questionamento inicial sobre possibilidade de se
avaliar qualidade de experiência em bases de dados distribuídas, não só
definições de QoS e QoE e seu mapeamento, mas também arquiteturas
de recuperação baseadas em completude de tempo e de recursos.
Com uma primeira base para o uso de QoS em sistemas de BDDs
sendo definida para posterior apresentação de arquiteturas que per-
mitem a criação de sistemas autorrecuperáveis de QoE-QoS. Demons-
trando então a aplicação destas avaliações de qualidade, de maneira a
responder o questionamento posterior de possibilidade de se prever e
então evitar que estados inesperados sejam alcançados.
E, como uma implicação evidente deste primeiro modelo ma-
temático bem definido, o caminho para sistemas autorrecuperáveis de
QoE-QoS pode agora ser coberto, tendo um possível impacto futuro
interessante sobre usuários e consumidores de serviços de BDDs, assim
como sobre os provedores de serviços e a indústria de BDs em geral.
Os parâmetros de QoS analisados para concluir as avaliações de
QoE foram apresentados de maneira a tentar demonstrar um modo de
se correlacionar os conceitos de QoE com QoS lidando com BDDs.
Definições foram apresentadas para fundamentar um primeiro
modelo de recuperação, dando garantias de QoS definidas em um ANS,
com os intervalos de confiança de QoE, com posterior evolução deste
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modelo para uma arquitetura de recuperação generalizada focada em
recursos de sistema.
O modelo arquitetural inicial, lidando com completude de tempo,
indicou a possibilidade de utilização de formulações complexas, de ma-
neira a se lidar com avaliações como apresentadas nas definições de
QoE e QoS da modelagem arquitetural e, desta maneira, possibilitando
a capacidade de se predizer, com o intuito de evitar, comportamento
inesperado de um sistema antes que o mesmo atinja estados inespera-
dos com um modelo arquitetural de confiabilidade, disponibilidade e
manutenibilidade.
As soluções propostas foram baseadas em escalabilidade horizon-
tal e vertical aplicadas a sistemas de BDDs, podendo ser diretamente
implementadas sobre um SGBD para evitar que tais estados sejam
alcançados. Não sendo estes conceitos novidade per se, mas bastando
para preencher este vazio conceitual sobre arquiteturas na área de bases
de dados.
Um algoritmo simples, com alguns procedimentos considerando
o comportamento temporal esperado, foi apresentado de maneira a ilus-
trar a sequência deste estudo, caminhando para a primeira implemen-
tação, então focada em completude de recursos.
Após a definição de modelagem arquitetural, finaliza-se com a
apresentação de uma extensão mais generalizada, com a possibilidade
de aplicação à sistemas distribuídos, agora com base em completude de
recursos.
Nesta generalização, quatro modos de operação são apresentados
para se lidar com um modelo de recuperação arquitetural focado em
sistemas distribuídos, cada um dos mesmos com suas especificações e
usos particulares. A decisão sobre qual modo se utilizar devendo envol-
ver conhecimento do sistema sobre o qual se deseja aplicar tal modelo,
sendo recomendado testes de performance sobre o sistema para verificar
situações específicas e como cada um dos modelos irá se comportar.
E com o modelo e arquiteturas apresentadas, partimos para de-
finição de um simulador que permitiu considerações de sistemas distri-
buídos sem a necessidade de construção de um ambiente de tal porte,
de maneira a possibilitar a demonstração de ambientes utilizando as
avaliações apresentadas para prever e evitar que estados inesperados
fossem alcançados.
Durante a análise experimental, dados para uma necessidade es-
pecífica de incremento-decremento foram apresentados, sendo também
apontado que este é um comportamento não usual para um sistema dis-
tribuído, de maneira a explicar particularidades de cada um dos modos
120
apresentados.
Desta maneira partimos da hipótese de que poderíamos lidar com
o mapeamento de QoE através da definição de QoS, com um primeiro
modelo apresentado, e aplicamos sobre um modelo arquitetural. Este
modelo foi então estendido para uma abordagem mais generalizada,
com possibilidades comportamentais apresentadas em quatro modos
de operação. Apresenta-se a análise experimental mostrando a possibi-
lidade de predição comportamental para se evitar estados inesperados
utilizando o ambiente de experimentação, comprovando não apenas a
hipótese inicial, mas também demonstrando sua utilização.
O passo futuro natural é a construção de sistemas lidando com
as três dimensões: capacidade de processamento, memória volátil e ca-
pacidade de armazenamento, se não as três combinadas, sobre sistemas
distribuídos, com foco especial sobre bases de dados distribuídas.
Os resultados das definições estruturais, bem como dos dois mo-
delos de recuperação propostos, foram publicados e tem seus detalhes
contidos no anexo A.
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Os trabalhos publicados durante a realização desta tese de dou-
torado são listados na tabela 19 em ordem cronológica, consistindo de 2
artigos: O primeiro, Mapping QoE through QoS in an approach to DDB
architectures: Research analysis and conceptualization, publicado junto
ao periódico internacional ACM Computing Surveys (CSUR), em 2015;
e o subsequente, Architectural Recovering Model for Distributed Data-
bases: A Reliability, Availability and Serviceability Approach, publicado
junto à conferência internacional The Twenty-First IEEE Symposium
on Computers and Communications (ISCC ), em 2016, realizada em
Messina, na Itália.
Artigos Publicados
Título do Artigo: Mapping QoE through QoS in an approach to DDB architectures:
Research analysis and conceptualization
Veículo Publicado: ACM Computing Surveys
Sigla Ano: CSUR 2015
Tipo de Veículo: Periódico Internacional
Autores: SOUZA, R. H. e DANTAS, M. A. R.
Avaliação Capes: A1
Status: Publicado
Título do Artigo: Architectural Recovering Model for Distributed Databases:
A Reliability, Availability and Serviceability Approach
Veículo Publicado: The Twenty-First IEEE Symposium on Computers and Communications
Sigla Ano: ISCC 2016
Tipo de Veículo: Congresso Internacional
Autores: SOUZA, R. H., FLORES, P. A., DANTAS, M. A. R. e SIQUEIRA, F.
Avaliação Capes: A2
Status: Publicado
Tabela 19: Artigos publicados em ordem cronológica.
O primeiro dos artigos, Mapping QoE through QoS in an ap-
proach to DDB architectures: Research analysis and conceptualization
(SOUZA; DANTAS, 2015), consiste da base essencial que culminou no
desenvolvimento desta tese, com os primeiros conceitos de QoS para
BDDs formalizados, permitindo então seu mapeamento direcionado à
métricas de QoE.
Este trabalho inclui também estudo bibliométrico demonstrando,
com a utilização de indicadores estatísticos, a inexistência de tais con-
ceitos à área até o momento de inicio de formalização do mesmo, bem
como sua relevância.
O segundo dos artigos, Architectural Recovering Model for Dis-
tributed Databases: A Reliability, Availability and Serviceability Appro-
ach (SOUZA et al., 2016), consiste de uma primeira implementação dos
conceitos apresentados junto à publicação anterior, de maneira a de-
monstrar as primeiras possibilidades de se lidar com os conceitos como
definidos.
Este modelo lida apenas com as definições explícitas de RAS,
de maneira que as avaliações de R&Q ainda precisam ser considera-
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das para avaliação sistemática de sistemas. Ele cobre mais a análise
e avaliação comportamental a longo prazo, não se focando em falhas
pontuais, que devem ser avaliadas por análise do modelo de equações
R&Q.
Um terceiro artigo, intitulado An Architectural Recovering Model
for Distributed Systems’ Resources, surgido como uma evolução natural
do sistema de avaliação aplicável à sistemas distribuídos em geral, com
foco em recursos de sistemas, será submetido após termino desta tese a
congresso com avaliação Capes A. Esta abordagem surge da realização
da análise experimental da tese, como uma abordagem a permitir uma
avaliação genérica, independente de sistemas específicos, demonstrando
o ganho que pode ser obtido com a aplicação desta abordagem híbrida
de QoE como completude de QoS.
