Segmented Image Coding (SIC) produces images of better subjective quality than techniques such as the Joint Photographic Experts Group (JPEG) standard at very low bit rates. It segments images into regions of similar texture and codes their contour and texture separately. Most SIC techniques represent the texture as a linear combination of orthonormal base functions, which di er from region to region. In earlier SIC-methods, the orthonormal bases were generated by the Gram{Schmidt (GS) procedure, whose excessive computational requirements are unacceptable in many applications. This paper introduces the new class of weakly-separable (WS) orthonormal bases. The WS base functions are the product of two components, which can be generated very quickly and using a modest amount of memory. The class of WS base functions includes polynomials, cosines and warped polynomials. The paper describes the spatial properties of these base functions. Experimental data shows that for typical coding parameters, WS SIC is 8 to 40 times faster than traditional SIC, at the expense of a 3% to 6% larger rms error. However, the subjective quality of the compressed images is only slightly smaller for the WS method. Considering its computational advantages, WS SIC is therefore a promising technique for fast low bit rate coding.
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I. Introduction
Segmented image coding (SIC) 1] is a second-generation image compression technique that segments images into non-rectangular regions of similar texture. The region contours are coded, e.g., by chain codes, while the texture inside a region is approximated by a bivariate polynomial or some other smoothly varying function. At high compressions, SIC allows a better subjective image quality than block transform methods such as the Joint Photographic Experts Group (JPEG) standard 2], in which the wellknown block-e ect and the blurring of edges seriously degrade the image quality.
In SIC, edge blurring is avoided by coding the contours and the texture separately. Also, the block e ect is eliminated even though the texture approximation is discontinuous at the region boundaries. This is because the discontinuities coincide with the region boundaries and are therefore masked by the image edges 3, p. 269]. The gentle degradation of the image quality with decreasing bit rate is an important advantage of SIC in high-compression coding and in the progressive transmission of images.
This paper deals with the representation of the gray values of the image regions, and not with segmentation tech- . The earliest SIC variants 1] approximated regions by bivariate polynomials of low degree (e.g., 1 or 2), which cannot represent large regions accurately. Therefore, large regions must be subdivided arti cially, but this increases the bit-rate because more contours and more coe cients must be coded. Also, the contours separating arti cial regions do not correspond to real image edges and therefore do not mask discontinuities.
To avoid these problems, recent SIC methods represent the gray values by a linear combination of many (e.g., 16 to 64) base functions. The most promising functions are polynomials 8], but cosines 9], 10] and other functions 11], 9] have also been used. In all cases, the coe cients in the linear combination are computed so as to minimize the mean-squared approximation error. This computation is greatly simpli ed when the base functions are normalized and mutually orthogonal on the region being coded 8]. Unfortunately, the computation of such orthonormal base functions is very time consuming, especially when many are needed. Also, orthonormal base functions depend on the shape of the region and must be computed for every single region. Typically, the computation of the orthonormal bases requires many more operations than segmenting the image and computing the texture coe cients. Therefore, fast algorithms for the construction of orthonormal SIC bases are essential.
The rst high-degree SIC methods generated orthonormal bases by applying the Gram-Schmidt (GS) procedure to nonorthonormal starting functions. For instance, Gilge 8] orthogonalized the naturally ordered functions 1; x; y; x 2 ; xy; y 2 ; x 3 ; : : : to obtain orthonormal polynomials P c m;n (x; y), which we will call the classical base functions. 14] , which means that its base functions P m;n (x; y) are of the form P m;n (x; y) = g m (x; y)h m;n (y). Section II also shows that the WS base functions P m;n (x; y) can be computed many times faster than the classical base functions P c m;n (x; y) and using less memory. The precise computational and storage requirements depend on the shape of the region, on which base functions are computed and on in which order these are computed. i.e., functions m;n (x; y) of the form m;n (x; y) = f m;n X(x; y); Y (x; y) , where f m;n (u; v) is a bivariate polynomial in u and v. It shows that such a base exists whenever the mapping (x; y) ! (x 0 y 0 ), where x 0 = X(x; y) and y 0 = Y (x; y) is bijective on the image region. In that case, X(x; y) and Y (x; y) are called warping functions. The class of warped WS bases includes cosine and polynomial bases as special cases. The recently introduced shapeadaptive discrete cosine transform (DCT) 15] is also an example of a WS base contained in the above class. However, the shape-adaptive DCT only works well on very small regions, contained within a rectangle of 8 by 8 pixels 15]. The WS bases in this paper do not have this restriction.
In the important speci c case where X(x; y) = X(x) and Y (x; y) = Y (y), section III shows that under nonrestrictive conditions, the functions m;n (x; y) are well approximated by products of two amplitude-and frequency-modulated cosines. The spatial properties (i.e., local amplitude and local spatial frequency) of the WS base functions are determined by the warping functions. This result allows a qualitative theoretical comparison of the coding properties of di erent WS bases.
Section IV experimentally evaluates the computational complexity and the coding properties of polynomial and cosine WS bases and compares them with those of the classical base. The results show that the WS bases can typically be computed 8 to 40 times faster than the classical base, when the latter is computed by (the fastest version of) PRO. The price to be paid is a typically 3% to 6% larger root mean-squared (rms) approximation error. However, the corresponding reduction in subjective image quality is quite small and doesn't outweigh the bene ts of the much faster computation. The results also show that the polynomial WS base produces slightly better images than the cosine bases. However, in regions bounded by weak edges, it introduces larger discontinuities than one of the cosine bases. This suggests the use of the cosine base in regions with weak edges and of the polynomial base in regions with strong edges.
II. Weakly separable bases
In the rst part of this section, we de ne the new bases and show that they are indeed WS. Also, we describe how to generate their components quickly. The second part of this section evaluates the precise computational requirements of WS SIC.
A. WS bases and their generation Before de ning the WS bases, we introduce some notations. Let be the set of the (x; y)-coordinates of the pixels of the region to be coded. The region can always be expressed as the union of n r di erent rows R k 4 = f(x; y) 2 : y = y k g, 0 k < n r . Let p be the number of pixels in , r k the number of pixels in R k and c k the number of rows with at least k + 1 pixels. Without loss of generality, we assume that the rows are indexed such that r i r j if i > j. It is important to keep this assumption in mind, because many of the following equations depend on it.
With hfjgi 4 = P (x;y)2 f(x; y)g(x; y) we denote the inner product of f(x; y) and g(x; y) on . The functions f(x; y) and g(x; y) are orthogonal if their inner product vanishes. A function f(x; y) is normalized if its norm kfk 4 = p hfjfi equals unity. SIC approximates the image intensity s(x; y) in by a least mean-squares (LMS) approximations(x; y) 4 = P (m;n)2I A m;n P m;n (x; y), where I is a suitably chosen index set, P m;n (x; y) are orthonormal base functions and A m;n = hsjP m;n i.
The WS base functions P m;n (x; y) are de ned as the functions that result from orthogonalizing the starting functions x m y n with 0 n < n r and 0 m < r n in the lexicographical order 1; y; y 2 ; : : :; x; xy; xy 2 ; : : : It has been shown 16] that these starting functions are linearly independent on , which implies that the orthogonalization produces exactly p orthonormal functions. This means thats(x; y) always identically equals s(x; y) whens(x; y) includes all base functions P m;n (x; y). Error-free image coding can therefore always be achieved in SIC, just as in block coding. Of course, error-free coding is often not required, but the fact that it can be achieved is important, e.g., in progressive image transmission.
As can be seen from the above de nition, the WS base functions are very asymmetric functions of x and y. This will become even more apparent later and is also the case for the dual base, obtained by orthogonalizing in the order 1; x; x 2 ; : : :; y; xy; x 2 y; : : : However, it can be shown that for rectangular regions, both bases are equal. This means that the degree of symmetry of the base functions depends on the symmetry of the region.
In the following paragraphs, we will show that B 4 = fP m;n (x; y) : 0 n < n r : 0 m < r n g is WS. Also, we present a procedure for computing the (components of) the base functions much faster than is possible with orthogonalization techniques such as GS.
In 16] it was shown that the polynomials P m;n (x; y) satisfy the three-term recurrence P 0 m;n (x; y) = yP m;n?1 (x; y) ? 2 X l=1 (l) m;n P m;n?l (x; y)(1) P m;n (x; y) = P 0 m;n (x; y)=N m;n ;
where (l) m;n = hyP m;n?1 jP m;n?l i when l n and 0 otherwise and where N m;n = kP 0 m;n k. The recurrence is started with P 0 0;0 (x; y) = 1. By induction on n it is easily shown that P m;n (x; y) = P m;0 (x; y)Q m;n (y), where Q m;n (y) is a polynomial of degree n in y. This means that B is weakly separable. The WS property allows considerable computational savings; indeed, for n > 0 it allows the computation of P m;n (x; y) for p values of (x; y) to be replaced by the computation of the corresponding Q m;n (y) for only n r values of y. We now describe the computation of the base function components in detail.
First, we consider the functions P m;0 (x; y); in 16] it was shown that these can be expressed in terms of the orthonormal polynomials p m;k ( Because the constants s m;k are positive it is always possible to nd a set of non-negative functions w m (y) for which w m (y k ) = s 2 m;k . We introduce these weight functions because they play an important role in the following. Note that only the values w m (y) for y = y k are needed in actual computations; nevertheless, it is often convenient to think of w m (y) as a function that is de ned for all real y.
The previous discussion shows that P m;n (x; y k ) = p m;k (x)q m;n (y k ), where q m;n (y) = p w m (y)Q m;n (y). As we will explain later, from a computational point of view it is more e cient to compute q m;n (y) instead of Q m;n (y). By setting y = y k in eqs. (1) and (2) is the column inner product and kfk c;m 4 = p hfjgi c;f the corresponding norm. Using these new expressions, the recurrence coe cients can be computed much faster, because the column inner product only requires 2c m op instead of 2p op. Also, the expressions show that the polynomials Q m;n (x; y), n 0 depend on w m (y) only which in turn depends only on P m;0 (x; y). Note that the polynomials Q m;n (y) also satisfy the recurrence (5-6). However, computing the recurrence coecients in terms of Q m;n (y) requires 3c m op instead of 2c m op. This is the reason for expressing all computations in terms of q m;n (y) and not in terms of Q m;n (y).
From a computational point of view, it is important to note that (2) m;n = N m;n?1 and (2) m;n = n m?1;n . This follows immediately from the orthonormality of the functions P m;n (x; y) and of the functions p m;k (x). It means that there is no need to compute (2) m;n and (2) m;n . Finally, we consider the computation of the LMS texture coe cients A m;n and of the reconstructed textures(x; y). 
When only some of the coe cients A m;n are computed, the LMS texture approximations(x; y) is also obtained by the above equations, in which the remaining coe cients are set to zero. In that case, many of the intermediate coe cients B m;k are zero and need not be computed.
B. Computational complexity
We now estimate the computational complexity and the memory requirements of WS SIC. First, we concentrate on the generation of the base functions, and next on the computation of the texture coe cients A m;n and of the reconstructions(x; y) from these coe cients.
Both the number of computations and the memory requirements depend in a complex way on the shape of and on which texture coe cients are computed. In practice, the coe cients are computed in the natural order (m; n) = (0; 0); Figure 1 demonstrates that for a square region and for the natural coe cient order, the WS base computation is 9 to 60 times faster than the fastest version of the PRO algorithm and 15 to 250 times faster than GS for values of b ranging from 16 to 128.
The computation of the texture coe cients A m;n using eq. (7) is also faster than in classical SIC where they are computed using the equation A m;n = hsjP c i which requires 2pb op to compute b coe cients. Indeed, with M ? 1 the maximum value of m, the intermediate coe cients B m;k must be computed for 0 m < M and 0 k < c m . This requires at most 2Mp op. Next, computing the b coe cients A m;n requires at most 2bn r op. Therefore, the total complexity is upper bounded by 2Mp + 2bn r , which is typically smaller than 2bp. For a square region
Finally, the computational complexity of the texture reconstruction from the coe cients A m;n is comparable to that of the texture coding. Indeed, the computation of s(x; y) requires the generation of the base function components, and of the intermediate coe cients B m;k ; the computational complexity of the rst task was discussed above, and it is easily veri ed that computings(x; y) from a given number of coe cients A m;n requires about the same computation time as computing those coe cients from s(x; y).
We now consider the storage requirements of WS SIC. These storage requirements can be kept very small if the computations are performed in the following order:
1 In progressive image transmission, only one texture coe cient is initially computed in each region. Next, the number of coe cients per region is increased by one and the additional coe cients are computed in all regions. This process is repeated until all possible coe cients have been computed or until the available transmission time has expired. As the coe cients must be transmitted at a more or less even rate and as it is desirable to spread the total computational load evenly over the total transmission time, it is better not to perform the computations in the above order. Instead, in progressive coding p m;k (x), s m;k , B m;k and q m;n (y) should be generated at the moment they are actually needed to compute a coe cient A m;n .
In that case, the precise storage requirements depend on the order in which the coe cients are computed. However, an upper bound on the memory required for each region is easily obtained. Indeed, there exist only p numbers s m;k . Furthermore, only 3p memory units are needed to store p m;k (x), 0 k < n r for three successive values of m. Similarly, storing q m;n (y), m = 0; 1; : : : for three successive values of n requires no more than 3p memory units. Therefore, the required base storage is upper bounded by 7p. 1 Finally, p memory units are su cient to store all the intermediate coe cients B m;k . The number of memory units needed to progressively transmit a complete image is therefore about eight times the number of pixels in the image.
The
III. Warped weakly separable bases
In the rst part of this section we de ne a more general class of WS orthonormal bases, consisting of so-called warped polynomials. We investigate their properties and present a fairly general analytical approximation of them. The results show the limitations of warped WS base functions. They apply in particular to the (non-warped) bases of the previous section. In the second part, we present a few examples of warped WS bases, which will be used in the experimental evaluation of section IV.
A. De nition and properties
Let the mapping (x; y) ! (x 0 y 0 ) where x 0 = X(x; y) and y 0 = Y (x; y) be a bijection on and let 0 be the set of (x 0 ; y 0 ) coordinates of the pixels of . Using the theory of the previous section it is possible to obtain a set of WS separable polynomial base functions P m;n (x 0 ; y 0 ) which are orthonormal on 0 . The corresponding functions m;n (x; y) 4 = P m;n X(x; y); Y (x; y) are orthonormal on . They are called orthonormal warped polynomials and X(x; y) and Y (x; y) are called warping functions.
By selecting di erent sets of warping functions, many di erent WS orthonormal bases can be obtained. The coding properties of the bases depend on the precise values of X(x; y) and Y (x; y). However, their computational properties depend only on the structure of the transformed set 0 , i.e., the number of rows in 0 and the number of pixels in these rows.
In this paper we restrict the warping function Y (x; y) = Y (y) to be a function of y only. In that case, and 0 have exactly the same structure, which implies that the corresponding warped WS bases for a region can be computed just as quickly and using the same amount of memory as the WS base for that region. Furthermore, we assume that Y (y) is a strictly increasing function of y and that X(x; y) is a strictly increasing function of x for all xed y. These last two conditions guarantee that the mapping (x; y) ! (x 0 ; y 0 ) is bijective. Also, they facilitate the study of the spatial properties of the warped WS base functions. Now let m;k (x) 4 = p m;k (X(x; y k )) and ' m;n (y) 4 = q m;n (Y (y)) be the components of the base functions m;n (x; y). The function m;n (x) is a uni-variate warped polynomial, while ' m;n (y) is the product of the univariate warped polynomial Q m;n (Y (y)) and the function w m (Y (y)). In the following paragraphs, it is convenient to introduce the function 0 m (x; y) which equals m;k (x) when y = y k and whose values are irrelevant when y 6 = y k .
The properties of uni-variate warped polynomials with strictly increasing warping functions are known in great detail. Indeed, such functions can be well approximated by amplitude-and frequency modulated cosines 17]. In 18], this result was used to derive approximations of the component functions 0 m (x; y) and ' m;n (y) for regions of the form = f(x; y) : x ? (y) x < x + (y); y ? y < y + g, where x and y are integers. The approximations are most easily expressed in terms of the relative pixel coordinates x r (x; y) and y r (y) de ned by According to eqs. (12) and (13), the base function components 0 m (x; y) and ' m;n (y) are amplitude-and frequency modulated cosines. For su ciently large m and n, the spatial variation of these components is mainly determined by the spatial variation of x r (x; y) and y r (y). In turn, the spatial variation of x r (x; y) depends strongly on the functions X ? (y) 4 = X(x ? (y); y) and X + (y) 4 = Y (x + (y); y), which describe the geometry of the transformed set 0 .
The spatial behavior of the base function components is most easily described in terms of the location of their zero crossings. Indeed, the local orientation and local density of the zero crossings of a component determine its local spatial frequency. For high enough m and n, the spatial variation of ?(x; y) and ? 0 (y) can be ignored and the zero crossings of 0 m (x; y) and ' m;n (y) are approximately lines of constant x r (x; y) and constant y r (y), respectively.
First assume that (x; y) is not too close to the boundary of such that we can approximate arccos(x r ) by =2?x r in eq. (12) . Eq. (10) then implies that the horizontal distance between neighboring zero crossings of p 0 m (x; y) is proportional to the row width X + (y)?X ? (y) of 0 and inversely proportional to the local derivative @x r =@x. This means that the local horizontal spatial frequency of this component is proportional @x r =@x and inversely proportional to the row width of 0 . On the other hand, the vertical spatial frequency of this component depends on the variation of the row width X + (y) ? X ? (y) and of the row position X ? (y) with y and on @x r =@y. 2 See 17] for more details.
The previous discussion is not entirely correct near the edges of ; there the zero crossings of 0 m (x; y) are pushed closer together owing to the presence of the arccos function in eq. (12) . This increases the local horizontal spatial frequency near the region edges.
The second component ' m;n (y) is a function of y only; hence its horizontal spatial frequency is always zero. Its vertical local spatial frequency is inversely proportional to @y r =@y and proportional to the height Y (y + ) ? Y (y ? ) of 0 . Again, the presence of the arccos function causes the spatial frequency to increase for y near y ? or near y + .
In SIC, regions are supposed to be areas of similar texture, which implies that the local spatial frequency spectrum of this texture is theoretically close to positionindependent. The base functions m;n (x; y) match this behavior best when the spatial frequencies of the components 0 m (x; y) and ' m;n (y) are also position-independent. Clearly, this is not always the case for the warped WS base functions. This is (at least theoretically) a disadvantage. In this context, note that a discontinuous change in the row width or row position induces a discontinuous change in 0 m (x; y), which is undesirable.
In practice, the texture spectrum within a region is never completely position-independent. In particular, the texture properties generally change near the region edges. In this context we must distinguish between strong edges which correspond to rapid and large changes in texture properties and weak edges which correspond to more gradual changes. In the rst case, the compression of the zero crossings of 0 m (x; y) near the boundary of owing to the presence of the arccos function in eq. (12) is bene cial. This is because base functions with a higher spatial frequency near the edges will approximate the texture better. 3 In the case of weak edges, the situation is not so clear.
The local properties of the base functions can be inuenced by appropriately selecting X(x; y) and Y (x; y). These functions can be used to change the location of the zero crossings. However, they cannot modify the total number of zero crossings which always equals m for 0 m (x; y) and n for ' m;n (y). This means that it is generally impossible to enforce a (more or less) constant spatial frequency on 0 m (x; y). On the other hand, it is possible to modify segmentation methods so that they produce mainly regions with slowly varying row width. This can be achieved by arti cially splitting regions, possibly at the expense of a lower coding gain. On the other hand, regions with a rapidly varying row width may have a slowly varying column width. In that case, the dual base could be used. In this paper, we will not address these questions any further.
B. Examples
We now present three examples of warped WS bases. The rst one is the polynomial (non-warped) base POL, for which X(x; y) = X(x) = x and Y (y) = y. The 3 In 17] it is explained that optimal one-dimensional coding of a signal is achieved when the local frequency of the base functions matches the local signal bandwidth. Here, the signal is the texture on a single row. For the COSB base, arccos(x r (x; y k )) = (x ? x k ) =w k . Therefore, the COSB base functions do not have an increased spatial frequency near the region edges, in contrast to those of the POL base. This means that the COSB base is less suitable for coding strong edges. On the other hand, the amplitude A(x; y)A 0 (y) of the COSB base functions is constant, while that of the POL base increases near the region edges. This suggests that the COSB base is less susceptible to introduce visible discontinuities at weak region edges.
The COSA base has properties somewhere in between those of the POL and COSB bases: when x ? x k and x k + w k x ? + w, then X(x; y k ) (x ? x ? ) =w. From eq. (10) it follows that x r (x; y k ) then equals the relative x-coordinate of the POL base. On the other hand, when x k x ? and w k w, x r (x; y k ) approximately equals the relative x-coordinate of the COSA base. Figure 2 shows some of the POL, COSA and COSB base functions for the same image region. For comparison, the corresponding classical base functions are also shown. The base functions in Fig. 2 are of relatively low degree and the above approximations do not apply to them. Nevertheless, the WS base functions in Fig. 2 qualitatively behave as predicted by the above theory: there are two distinct sets of zero crossings, consisting of lines of approximately constant x r and constant y r , respectively. Also, for (m; n) = (4; 4), the local amplitude of the WS base functions is higher in regions of higher spatial frequency, i.e., there where the zero crossings are close together. This agrees with the fact that A 2 (x; y) and A 02 (y) are proportional to @ @x arccos x r (x; y) and d dy arccos y r (y) , respectively. For (m; n) = (4; 0) this is not true because the approximation (13) does not hold for n = 0.
The classical base functions (CLAS) in Fig. 2 display a di erent spatial behavior. No analytical approximation of these base functions is known. However, the zero crossings of the traditional base functions are more evenly distributed over the image region; also, their local amplitude and frequency are largely position-independent. As mentioned before, this means that they should have better coding properties.
IV. Experimental results and discussion
Section II shows that the computational and memory requirements of WS SIC are far lower than those of classical SIC, where non-separable base functions are used. However, the actual computational advantage of WS SIC is difcult to predict, because computational requirements depend strongly on the shapes of the image regions. Therefore, this section measures the actual computational requirements of WS SIC for compressing a real-world image for a range of typical coding parameters.
According to the theory of section III, it is to be expected that WS SIC will not achieve the same image quality as classical SIC at the same bit rate. This is because the local frequency of the WS base functions varies with position. This section evaluates how large the loss in image quality actually is. Also, it compares di erent types of warped WS bases in this respect.
All results in this section are obtained on the \camera-man" image, which is segmented using an improved version of the edgmentation algorithm 19] which produces exactly 300 regions in this case. In the di erent texture compression methods investigated in this paper, the number of base functions b in a region is selected as b = min( p=100; n b ), where p is the number of pixels in the region, a number in the range 0 < 100 and n b an upper limit on the number of base functions. This strategy for determining the number of base functions was also used in classical SIC 8], 20]. It assigns more coe cients to larger regions, but limits the computational requirements to a maximumlevel. This limitation is essential in classical SIC, but is not really needed in WS SIC, which is much faster.
The texture coe cients A m;n are uniformly quantized and entropy coded; the same quantizer is used in all evaluated methods. The quantization step of the uniform quantizer is adapted to the number of region pixels p and to the number of base functions b according to the equation = p 12 p=b, in which is a parameter. This equation tries to enforce the same rms quantization error in each region. Indeed, assuming that the quantization errors on the individual coe cients are independent, uniformly distributed random variables, this rms quantization error equals b 2 =(12p), which is region independent for the proposed value of . Table I lists the number of operations needed to compress the \cameraman" image using the classical base and two types of polynomial WS bases for di erent values of and n b . The classical base is computed using two methods: PRO and GS. The two WS bases di er in the set of base functions they compute: the POL method employs the rst b naturally ordered base functions, while the POL' method uses the rst b rectangularly ordered functions. Table I also lists the compression ratios and rms approximation errors which are obtained for the di erent values of and n b (and for = 15). Table I shows that the POL base can be computed much faster than the classical base CLAS; the speedup factor is pretty much independent of . For n b = 16 to n b = 64, it ranges from 8 to 28 if the classical base is computed by PRO and from 12 to 85 if it is computed by GS. The POL' base can be computed 1.3 to 1.5 times faster than POL, but its computational advantage decreases with increasing n b . Note that Table I shows that the di erent methods di er very little in compression ratio. Therefore, the table gives an idea of the number of operations required by the di erent texture coding methods to achieve a given compression ratio.
The memory requirements are not shown in Table I . However, for n b = 16 to n b = 64, they range from 274Kbyte to 300Kbyte for POL and from 263Kbyte to 284Kbyte for POL'; for the classical base, they range from 887Kbyte to 1.65Mbyte when using PRO and from 1.26Mbyte to 5.04Mbyte when using GS. These gures are the amount of memory required to process the largest region; in progressive coding the memory requirements would be many times larger. The gures show that the required memory is 3 to 6 lower for WS SIC than for classical SIC using PRO and 4 to 17 times lower than for classical SIC using GS.
The fact that the computational and memory requirements of both classical and WS SIC depend little on for n b 64 indicates that most resources are spent on coding large regions: indeed, increasing increases b in small regions only, because in large regions b = n b .
Because the computational requirements increase rapidly with n b , this parameter needs to be kept small in classical SIC, especially in conjunction with GS orthogonalization. Unfortunately, this limits the accuracy with which large regions can be represented. For this reason, large regions had to arti cially split in earlier classical SIC methods 8]. This leads to a larger overhead for describing the segmented image and can adversely a ect the image quality. No such problems arise in WS-based SIC, where the complexity only moderately increases with n b and where no restriction on b is needed.
The above results clearly demonstrate the computational superiority of the WS bases. On the other hand, the rmserrors listed in Table I show that for the same number of base functions the rms-error is consistently lowest in classical SIC. This agrees with the theoretical predictions of section III. More precisely, the rms-error of the POL base is 3% to 6% higher than that of the classical base. The rms-error of the POL' base is always slightly higher than that of the POL base. Of course, these rms-errors can only be fairly compared at the same compression ratio (CR). However, as mentioned before, the di erences in compression ratio between the di erent methods are insigni cant. Table I lists the values of CR in function of and n b , assuming that coding the region contours requires about 1.6 bits per contour pixel. This assumption is somewhat pessimistic though, as some contour coding techniques require only 1.2 bits per contour pixel 7] . Figure 3 shows the classical and POL images for a compression ratio of about 25, which corresponds to about 0.32 bits per pixel. (The original, segmented image is shown in Fig. 4 .) The subjective quality of these images is comparable, even though the rms-error of the POL base is signi cantly higher. This might be explained as follows: due to the low number of base functions per regions, the approximated texture is very smooth in all regions and is \uninformative" to the human eye, in comparison to the edge information. Therefore, small di erences in the texture are not easily noticeable. Of course, the smoothness of the compressed images is largely the result of the small value of n b . From a subjective image quality point of view many more base functions should be computed in, e.g., the \grass" areas. In that case, the subjective quality of the POL image might be noticeably lower. Nevertheless, the results show that WS SIC is a viable alternative for classical SIC when b is low. On the other hand, the complexity of classical SIC prohibits using high values of b, which makes WS SIC a clear winner in all cases.
Finally, we experimentally compare the POL base with the COSA and COSB bases introduced in section III-B. In this comparison we put n b = +1, i.e., we do not limit the maximum number of base functions per region. Table II shows the rms-errors and the compression ratios for different values of and . The values of are larger than that used in Table I would be rather low. The computational complexity and memory requirements are the same for all three bases and range from 12M op and 410Kbyte for = 5 to 27M op and 578Kbyte for = 20. Table II shows that the di erences in CR and in rmserror between the di erent bases are low and that the POL base consistently produces the lowest rms-error. Figure 4 displays the compressed images for = 20 and = 100. It shows that POL and COSB produce a comparable image quality. The COSB image is slightly better in the \Sky" area, where the POL base introduces larger discontinuities than the COSB base. This agrees with the discussion in section III-B. The COSA-compressed image is of slightly lower quality than the other images. This is mainly due to the ringing-like artifacts between the legs of the tripod.
The methods evaluated above could be improved in sev- eral ways. For instance, an analysis of the region's shape could be used to switch between the POL base and its dual (see section III-A). Also, di erent types of bases could be used in di erent regions. For instance, each region could be compressed using both the POL and the COSB base and the best approximation would be retained. Of course, this would double the complexity of the coder (but not of the decoder). Possibly, the selection of the optimal base could be guided by the edge strength. However, this remains to be investigated.
V. Conclusion
This paper introduces weakly separable polynomial orthonormal bases for SIC and describes their structural and computational properties. The WS base functions are products of two component functions, which can be computed separately by three-term recurrences. All SIC computations can be expressed in terms of the component functions and the component functions can be computed very quickly. As a result, WS SIC is much faster and requires less memory than traditional SIC.
The paper introduces the class of warped WS bases of which polynomial WS bases are a special case. It presents an analytical approximation of these functions and uses this approximation to predict their properties.
The paper experimentally compares the coding and computational properties of WS and classical bases. The results show that the former can be computed 8 to 40 times faster than the latter. On the other hand, WS SIC introduces larger rms coding errors, but this is not re ected into the subjective image quality which is pretty much the same. A comparison of polynomial and cosine WS bases nally shows that the image obtained using the polynomial base has the best over-all quality. However, the di erences are small and one of the cosine bases introduces smaller errors in regions bordered by weak edges.
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