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5Abstract
The motion of fluids, such as air or water, is central to many engineering systems of significant
economic and environmental importance. Examples range from air/fuel mixing in combustion en-
gines to turbulence induced noise and fatigue on aircraft. Recent advances in novel sensor/actuator
technologies have raised the intriguing prospect of actively sensing and manipulating the motion
of the fluid within these systems, making them ripe for feedback control, provided a suitable con-
trol model exists. Unfortunately, the models for many of these systems are described by nonlinear,
partial differential-algebraic equations for which few, if any, controller synthesis techniques exist.
In stark contrast, the majority of established control theory assumes plant models of finite (and
typically small) state dimension, expressed as a linear system of ordinary differential equations.
Therefore, this thesis explores the problem of how to apply the mainstream tools of control theory
to the class of systems described by partial differential-algebraic equations, that are either linear,
or for which a linear approximation is valid.
The problems of control system design for infinite-dimensional and algebraically constrained
systems are treated separately in this thesis. With respect to the former, a new method is presented
that enables the computation of a bound on the ν-gap between a discretisation of a spatially dis-
tributed plant, and the plant itself, by exploiting the convergence rate of the ν-gap metric between
low-order models of successively finer spatial resolution. This bound informs the design, on low-
order models, of H∞ loop-shaping controllers that are guaranteed to robustly stabilise the actual
plant. An example is presented on a one-dimensional heat equation.
Controller/estimator synthesis is then discussed for finite-dimensional systems containing alge-
braic, as well as differential equations. In the case of fluid flows, algebraic constraints typically
arise from incompressibility and the application of boundary conditions. A numerical algorithm is
presented, suitable for the semi-discrete linearised Navier-Stokes equations, that decouples the dif-
ferential and algebraic parts of the system, enabling application of standard control theory without
the need for velocity-vorticity type methods. This algorithm is demonstrated firstly on a simple
electrical circuit, and secondly on the highly non-trivial problem of flow-field estimation in the
transient growth region of a flat-plate boundary layer, using only wall shear measurements.
These separate strands are woven together in the penultimate chapter, where a transient energy
controller is designed for a channel-flow system, using wall mounted sensors and actuators.
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Chapter 1
Introduction
This thesis describes a method for designing feedback controllers for spatially distributed systems
described by linear, partial differential-algebraic equations (PDAEs). The motivation for this work
stems from the desire to control fluid flow systems, many of which either are, or can be approxi-
mated by linear PDAEs. Fluid flows are ubiquitous in science and engineering, and so the ability
to manipulate them has profound economic and environmental implications. Indeed flow control1
is seen by many researchers, particularly within the aeronautics community, as being one of the
major enabling technologies of the 21st Century.
In the most general case, the governing equations of fluid flows are described by nonlinear
PDAEs, and the problem of controlling such systems can be approached in a number of different
ways. For example, a mathematician might seek to devise a control theory specifically for the
nonlinear PDAEs that model the flow system, but may die a broken man given that no unifying
theory currently exists for the control of nonlinear, infinite-dimensional, or DAE systems, let alone
a combination of all three. Meanwhile, a physicist might employ years of experience and insight to
devise some simple control heuristics that may work under certain circumstances, but would suf-
fer from sleepless nights wondering whether or not a better controller existed. On the other hand,
a computational fluid dynamicist might attempt some kind of model-reduction of a high fidelity
simulation model, but would quickly become bogged-down in a numerical quagmire arising from
the inherent size and ill-conditioning of their system. Even if these issues could be sidestepped, a
lingering doubt would remain as to whether the synthesised feedback controller might not desta-
bilise the dynamics neglected by a finite-dimensional model. After all, a model that accurately
captures the open-loop behaviour of a plant is not necessarily a good model for feedback control
design.
In this work a more pragmatic approach is adopted, whereby a sequence of sensible ap-
proximations are employed to convert a system described by nonlinear PDAEs into a standard,
1In this thesis, flow control refers to the alteration of a flow-field and is not to be confused with flow-rate control
(the type of control provided by valves, sluices, etc.).
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linear, low-order, state-space model, for which a vast array of powerful control theoretic tools ex-
ist. Of course, the question that naturally arises from this approach is under what circumstances is
the controller designed on the approximate model guaranteed to work well (in some sense) on the
actual system? This thesis answers that question, at least for the case where a linear approximation
is justifiable, and does so using standard spatial discretisation methods, as well as standard tools
from robust control theory. Various examples are developed throughout the course of this thesis
to illustrate the application of these methods. As a consequence, it is very much hoped that this
work will be of practical benefit to researchers in the field.
The rest of this Chapter is organised as follows. In Section 1.1 we further motivate the
need for flow control by discussing drag reduction of aircraft. Section 1.2 contains a brief review
of flow control, as well as a discussion on the limitations of existing methods for controlling
spatially distributed systems and systems governed by DAEs. A description of each chapter and
new contributions contained therein are covered in Section 1.3, whilst the various publications that
form the basis of this thesis are listed in Section 1.4.
1.1 Motivation
From designing more aerodynamic golf-balls to speeding up chemical reactions, the benefits of
controlling fluid flows are vast and too numerous to recount in this thesis. Instead, we focus on
arguably one of the most challenging and pressing applications for flow control, namely the drag
reduction of aircraft.
According to the Intergovernmental Panel on Climate Change (IPCC), greenhouse gas
emissions from aviation currently account for approximately 2% of total global emissions but are
amongst the fastest growing of any sector [58]. Modelling cited by the IPCC estimates that aviation
emissions accounted for approximately 492 million tonnes of carbon dioxide and 2.06 million
tonnes of nitrogen oxide in 2002, but will increase to 1029 and 3.31 million tonnes, respectively,
by 2025. Prompted by such environmental, as well as economic concerns surrounding the growing
cost of aviation fuel, the Advisory Council for Aeronautics Research in Europe (ACARE) recently
recommended a 50% reduction in fuel consumption (per passenger kilometre) of all new aircraft
by the year 2020 [4]. However, it is widely accepted that this target will not be met unless novel
technologies emerge, that are capable of manipulating the surrounding airflow to reduce the drag
force exerted on an aircraft [29]. The main component of this force is known as skin-friction drag
and is generated by viscous stresses acting along the flight surfaces.
In recent years, much progress has been made in developing the transducers that may, one
day, cover an aircraft surface to provide the sensing and actuating capabilities required for control
at cruise conditions. Examples of such sensors and actuators are shown in Figure 1.1 [5]. However,
this technology is of limited practical value unless it can be coordinated in an intelligent fashion
and in real-time by a feedback controller.
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Figure 1.1: MEMS pressure sensors (a), and active dimple actuators (b).
Successful control system design is traditionally based on models that capture the dynamic
behaviour of the plant. In the time domain, these models typically consist of a low number of
linear ordinary-differential equations (ODEs). In contrast, the models that naturally arise from
modelling fluid flows are nonlinear, spatially distributed (thus infinite-dimensional) and contain
algebraic constraints on the states and inputs of the plant. In other words, the models for many
fluid flows are described by nonlinear PDAEs, for which there exists currently no well established
feedback controller design methods. Hence the need for the present work.
The concept of modelling for the exclusive purposes of control or estimation has yet to per-
meate the mainstream fluid-mechanics community, where research effort is typically invested in
refining the open-loop behaviour of models. Explaining ever more complicated and subtle features
of these models has necessarily spawned a large body of complex terminology and phraseology
that can be discouraging to control practitioners interested in controlling fluid flows. Therefore,
the current exposition aims to employ and define only those fluid mechanics concepts most rele-
vant to obtaining a model for control or estimation. At the same time, and for the benefit of a fluid
mechanics audience, every effort has been made to ensure the references are as complete and the
thesis as self-contained as possible. Consequently, it is hoped that this thesis will serve as a useful
starting point for researchers, particularly control practitioners, new to the control and estimation
of fluid mechanical systems.
As a final remark, it is worth noting that the field of flow control is highly interdisciplinary,
attracting researchers from a wide range of fields such as control, fluid-mechanics, materials sci-
ence, etc. For progress to be achieved, it is important that a common language be spoken. Fur-
thermore, complicated methods in one field are less likely to be accepted and adopted in others.
For that reason, the control models presented in this thesis are straightforward to construct us-
ing standard spatial discretisation techniques, and should thus pose little conceptual difficulty to
researchers with no prior exposure to fluid mechanics. Equally, the control design methods advo-
cated in this work rely uponH∞ loop-shaping, an elegant method that ought not to be of too much
discomfort to researchers with some appreciation of classical lead/lag compensation techniques.
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1.2 Review of Existing Methods
The concept of manipulating the flow of air or water around an immersed body is not new. Accord-
ing to references in [29], recent excavations in an open-pit coal mine near Hannover, Germany,
unearthed three aerodynamically correct wooden spears. The carving of these spears was dated
to around 400,000 years ago, corresponding to the late Stone Age. Nature has been at it since
the dawn of time, however, with arguably the most famous example being that of the dolphin.
Gray’s Paradox [29, 34] describes how the unusually fast swimming speeds of dolphins are not
well explained by a conventional steady-state energy balance based on estimated muscle power. It
is widely accepted, though not by all, that the dolphins’ secret lies in its smooth, compliant skin,
which is believed to provide viscoelastic damping of the flow perturbations that precede turbu-
lence in shear flows [28]. Turbulence is associated with a large increase in skin-friction drag, so
delaying its onset achieves significant energy savings.
Scientific research into skin-friction drag reduction originated with Prandtl’s boundary
layer2 experiments at the beginning of the Twentieth Century [29]. Subsequent research has
typically fallen into three broad categories; passive control, active open-loop control, and active
feedback control.
Passive control typically involves modifying the surface of an aircraft with structural el-
ements such as vortex generators and riblets. Since there are no moving parts, passive control
methods tends to be lighter, less expensive to manufacture, and easier to maintain than active
control devices [22]. However, passive control is only effective over a limited range of operat-
ing conditions and may degrade performance if this range is exceeded. In addition, static devices
possess no means of reacting to unsteady flows and so the potential drag savings are inherently
limited. According to [22] and references therein, riblets can yield approximately 5− 9% drag
reduction in turbulent boundary layers, depending on their geometric configuration.
In contrast, active open-loop techniques have been quoted as yielding 15− 25% drag re-
ductions [22]. Examples of such methods include the local or distributed blowing and suction of
air through small surface vents and have been successfully flight tested on military aircraft [29].
These methods typically aim to modify the mean (time-averaged) flow to make it less susceptible
to disturbance growth. However, controlling the mean flow is significantly less efficient than reg-
ulating the growth of unsteady perturbations, whose kinetic energy is typically several orders of
magnitude less than that of the base flow. In addition, the costs associated with the design, man-
ufacture and maintenance of the required air compressors and venting systems has so far proven
prohibitive for widespread adoption within the industry.
Perhaps inspired by the possibility of realising a dolphin-like ‘smart skin’ consisting of
numerous tiled arrays of MEMS based sensors and actuators, research into active feedback control
gathered pace towards the end of the last century [9]. By being able to sense the energetically small
2The term boundary layer simply refers to the layer of fluid next to a bounding surface and is the type of flow
relevant to the study of skin-friction drag reduction on aircraft.
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perturbations that precede turbulent flows, a feedback controller should be more efficient and less
sensitive to variations in the operating conditions it was designed for, compared to passive and
open-loop methods. Drag reduction aside, the main reason for using feedback control is to reduce
the effects of uncertainty3, and as was shown in [12], any realistic control model for a fluid flow
will be highly uncertain, with this uncertainty arising from the following sources:
• Parametric uncertainty, owing to a lack of knowledge of the precise density and viscosity of
the fluid, as well as error in the exact free-stream velocity. Also, if the governing equations
are linearised around an equilibrium flow solution then the theoretical and actual mean flows
may differ.
• Poorly resolved or neglected high frequency dynamics, inherent in any finite-dimensional
approximation of an infinite-dimensional operator.
• Neglected nonlinear dynamics, arising from linear approximation of the governing equa-
tions.
• Uncertain or unmodelled disturbances, such as acoustic waves and free-stream turbulence.
• Uncertain boundary conditions arising from phenomena such as surface roughness. In the
case of boundary layers that evolve in the semi-infinite domain (in the wall normal direc-
tion), the modelling of the flow is greatly simplified by approximating the boundary condi-
tions at a large, but finite height above the surface.
• Uncertain initial conditions.
For these reasons, real-world drag reduction, at the levels demanded by the ACARE targets will
only be achieved by using active feedback control, particularly robust control. Although the tech-
nological challenges in creating the sensors and actuators required to interact with flows at realistic
cruise conditions are formidable, the case for feedback control is compelling, and so, for the du-
ration of this thesis, the term ‘control’ will refer exclusively to active feedback control.
In addition to MEMS sensor and actuator developments, the major contributing factor
that lead to an upsurge of interest in flow control was the realisation that for shear flows such
as boundary layers, transition to turbulence could be well explained by a linear mechanism. Up
until the publication of [17], transition to turbulence had traditionally been investigated by lin-
earising the flow system around an equilibrium and inspecting the eigenvalues of the linearised
system. However, the predictions of this hydrodynamic stability theory were well known to con-
tradict physical experiments [17], with the latter often displaying instability (turbulence) despite
the eigenvalues of the linearised system residing in the complex left-half-plane. A reconciliation
of these findings was provided by investigating the eigenfunction alignment of the linearised flow
3It is sometimes claimed that another reason for using feedback control is to alter the dynamic response of a system.
But in the absence of uncertainty, any closed-loop response is also achievable without feedback. This is rarely possible,
however, particularly if the plant is unstable, owing to the presence of small errors arising form uncertainty [71, pp. xvii].
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system [17, 61, 70]. These eigenfunctions are known to by highly nonorthogonal. Consequently,
small, three-dimensional perturbations of the mean flow can be amplified by several orders of
magnitude via a linear mechanism, despite all the eigenvalues being stable. This transient growth,
if large enough, can initiate so-called bypass transition to turbulence. Thus, one of the major ob-
stacles to applying the standard tools of linear control theory was removed, but the problems of
spatially distributed (infinite dimensional) and constrained systems remained.
Placing aside the issue of controlling constrained systems, the problem of designing con-
trollers for LTI spatially distributed systems can be tackled in different ways, as will be discussed
in Chapter 3. By far the most common approach in the flow control community involves spatially
discretising the governing equations to obtain a finite dimensional model. Of course, this approach
begs the question of how fine does the discretisation need to be in order for a synthesised controller
to work well on the actual system? Without an answer to this question, researchers typically em-
ploy high-fidelity simulation models in order to gain some (but seldom a complete) measure of
confidence that their models capture all the dynamics of interest. Unfortunately these models
routinely possess state-dimensions in excess of 104, thus necessitating some kind of large-scale
model reduction in order to facilitate controller synthesis. Model reduction of large-scale systems,
is an active research field [3], and is particularly challenging for fluid flows, since many of these
systems contain a wide range of temporal and spatial scales, leading to ill-conditioned system
matrices. Some successes have been reported, most notably the balanced Proper Orthogonal De-
composition (POD) approach [60,74] and large-scale DAE model reduction [65]. Again, however,
there are likely to be no guarantees that these open-loop model reduction techniques will not ne-
glect important closed-loop dynamics. If the reader is in any doubt whatsoever about the pitfalls of
designing feedback controllers based on models that accurately capture the open-loop behaviour
of a plant, they should immediately refer to [6, Ex. 12.2] and should then convince themselves that
open-loop behaviour has little to say regarding closed-loop behaviour by studying [6, Ex. 12.3].
From a philosophical, and to some extent a practical viewpoint, control models should
be simple and intuitive. Although not essential, it is of some comfort if the states of the model
correspond to physical variables. Unfortunately, the states of the reduced-order models arising
from balanced-truncation type reductions are unlikely to possess this property, being as they are
a linear combination of those of the high-order system. In other words there is a need for a
systematic design procedure, capable of deriving low-order models that are close, from a closed-
loop perspective, to the underlying spatially-distributed system.
Given the importance of developing controllers for skin-friction drag reduction of aircraft
(as well as other immersed bodies such as ships, submarines, etc), it is surprising that much
(though not all, e.g. [66, 67]) of the literature on flow control concerns the design of feedback
controllers for the types of flows encountered in pipes (pipe flow) and between long, parallel
walls (channel flow), e.g. [1, 8, 10, 11, 37, 38, 51]. These flows are somewhat less complicated
than boundary layers in that the mean (time-averaged) flow is parallel to the walls and fully de-
veloped in the sense that it is invariant in the streamwise direction. A convenient consequence
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of this fact, as we shall discuss further in Chapter 2, is that it enables the analytic reformulation
of the (linearised) governing equations into an equivalent system expressed in terms of so-called
divergence-free variables of wall-normal velocity and vorticity. This ‘velocity-vorticity’ transfor-
mation, as used by the flow control community, converts a linear system of PDAEs into a linear
system of PDEs, which, after spatial discretisation becomes a large system of ODEs. Thus, all
the mainstream tools of linear systems theory, such as Kalman filters, Linear Quadratic Regulators
(LQRs),H∞ controllers, etc [6,26,64,71,79], can be applied to these flows. In an effort to extend
the velocity-vorticity method to boundary layers, it is necessary to approximate the mean flow as
being parallel and invariant in the streamwise direction. Regardless of whether or not this assump-
tion can be considered valid, the main problem of the velocity-vorticity method resides in ensuring
that boundary conditions, naturally expressed in terms of velocities (and possibly pressure), are
correctly specified in terms of wall-normal velocity and vorticity. Even for simple, homogenous
boundary conditions, this is a non-trivial task, with much of the difficulty stemming from the fact
that higher order spatial derivatives appear in the velocity-vorticity equations. If the boundary con-
ditions are not properly satisfied, the spectrum of the discretised system is polluted by so-called
‘spurious eigenvalues’ that typically reside in the complex right-half plane [51].
The velocity-vorticity transformation is motivated by the fact that control of systems gov-
erned by DAEs is much less well understood than that of ODEs. In large part, this is due to DAEs
exhibiting a far greater wealth of behaviour, even in the linear, time-invariant (LTI) case. As will
be discussed in more detail in Chapter 4, DAEs are classified according to various definitions such
as regularity and their index, although, in the case of the latter there is no consensus within the
research community as to the most general meaning of index, and so various competing definitions
have emerged [43]. Consequently, it is perhaps unsurprising that no unifying theory for the control
of systems governed by DAEs currently exists. Clearly, a controller synthesis method is required
for the generalised LTI state-space systems that arise from modelling fluid flows.
1.3 Thesis Layout
The rest of this thesis is structured as follows. Chapter 2 introduces the governing equations
relevant to the fluid flows of interest in this thesis, namely the Navier-Stokes equations, and the
relevance of their linearisation to describing transition to turbulence. Readers familiar with this
material may wish to skip this section. The main contributions of this work, the design of con-
trollers for LTI systems governed by PDEs and DAEs, are contained in Chapters 3 and 4, respec-
tively. Chapter 5 applies the methods developed in previous chapters to a standard channel-flow
example, whilst Chapter 6 summarises the main research findings. Detailed descriptions of each
chapter are as follows:
Chapter 2. In this chapter, the incompressible Navier-Stokes equations are presented.
These equations represent the starting point for deriving the low-order, linear, state-space models
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amenable to controller design, used in subsequent chapters. As a first step towards obtaining these
control models, the linearised Navier-Stokes equations (LNSE) are presented. These equations are
linear PDAEs which, for parallel shear-flows, can be transformed into a system of linear PDEs,
known as the Orr-Sommerfeld Squire (OSS) equations. We briefly review the velocity-vorticity
method for making this transformation and discuss boundary condition satisfaction. The dynamic
response of LTI systems is then discussed, and we review the concepts of eigenvalues and pseu-
dospectra for describing the asymptotic and transient behaviour, respectively, of an operator. After
spatial discretisation, we discuss how the eigenvalues of the OSS operator are a poor indicator of
the stability of the flow, and how the pseudospectra of this operator explains the phenomenon of
bypass transition to turbulence.
Chapter 3. We begin this chapter by reviewing existing methods for controlling distributed
parameter systems. This is followed, firstly, by a review of differentiation matrices as an easy
way of spatially discretising such systems, and secondly, by descriptions ofH∞ loop-shaping and
the ν-gap metric as powerful tools for designing robust controllers for uncertain systems. We
then exploit the convergence of the ν-gap metric between low-order models of successively finer
spatial discretisations to construct a bound between a distributed parameter system and a finite-
dimensional approximation. This bound enables the synthesis ofH∞ loop-shaping controllers on
low-order models, that provide a priori guarantees of robust stabilisation and performance when
applied to the underlying infinite-dimensional plant. A systematic design procedure and the asso-
ciated theoretical justification are presented, in which it is proven that the rate of convergence of
the ν-gap metrics between models of successively finer spatial discretisation is at least as fast as
that of the H∞-norm difference between these models. The chapter concludes with a demonstra-
tion of these ideas on a disturbance rejection problem for a one-dimensional metal rod.
Chapter 4. In this chapter we present a method, suitable for the semi-discretised Navier-
Stokes equations, that numerically transforms a system governed by DAEs into an equivalent
system of ODEs. This enables control systems designed on the latter to be applied to the former.
In many ways this method combines the best of both worlds in that it enables modelling, partic-
ularly the application of boundary conditions, to be performed in the more natural DAE setting,
before transforming to a system of ODEs, for which controller synthesis is straightforward. This
is in contrast to the velocity-vorticity method where the transformation to a system of ODEs is
performed before application of boundary conditions.
We begin the chapter by discussing relevant concepts from DAE theory, such as regularity
and index and discuss how a choice of state-basis influences whether or not a model is described
in terms of DAEs or ODEs. The theory describing the transformation is reviewed, followed by
improved numerical algorithms for computing the required transformation matrices. As with any
computation, errors are introduced. In the case of model-based feedback control, we show how
to quantify these errors in terms of the ν-gap metric. These methods are then applied to the
highly non-trivial example of estimating the flow-field in the transient growth region of a flat-plate
boundary layer, using only wall shear measurements.
1.4 Related Publications 23
Chapter 5. The modelling steps of the previous chapters are combined in this final example
where a controller is designed to reduce the kinetic energy of perturbations in a channel-flow
system, using wall shear-stress sensors and wall-transpiration actuators. This problem is made
challenging by evolving the system from an initial condition conducive to large transient energy
growth of disturbances. The flow is linearised according to Chapter 2, converted to a system of
ODEs according to Chapter 4, and a controller is synthesised using the methods of Chapter 3.
Results are presented at the end of the chapter.
Chapter 6. The main research results and contributions are summarised, and avenues for
future work are suggested.
1.4 Related Publications
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Chapter 2
Governing Equations
The governing equations for the flows considered in this thesis are the well-known Navier-Stokes
equations for an incompressible1, viscous and Newtonian fluid2. These equations describe a vast
range of physical phenomena, some of which are displayed in Figure 2.1, and since their derivation
is standard in most textbooks on fluids and flow-control (e.g. [1,27,73]), we merely state them, in
non-dimensional form, as follows:
∂~V
∂ t︸︷︷︸
unsteady
acceleration
+ ~V ·∇~V︸ ︷︷ ︸
convective
acceleration
= −∇P︸ ︷︷ ︸
pressure
gradients
+
1
R
∆~V︸ ︷︷ ︸
viscous
diffusion
+~f, (2.1a)
∇ ·~V = 0, (2.1b)
with initial and boundary conditions:
~V(χ,0) =~V0(χ) ∀ χ ∈Ω, (2.1c)
~V(χ, t) =~g(χ, t) ∀ (χ, t) ∈ ∂Ω× [0, t f ], (2.1d)
where the velocity of the fluid is ~V : Ω×R+ → R3, P : Ω×R+ → R is the pressure field,~f :
Ω×R+→R3 is a vector of external forces,~g : ∂Ω×R+→R3 is a vector of boundary conditions,
and ~V0 ∈ R3 is a vector of initial velocities. R := U0L/ν is the Reynolds number3 based on a
characteristic velocity U0 ∈ R+ and length L ∈ R+, whilst ν := µ/ρ is the kinematic viscosity of
1An incompressible flow is a flow in which the divergence of velocity is zero. Most flows can be considered
incompressible for velocities up to around a third of the speed of sound in a particular medium.
2A Newtonian fluid is a fluid whose stress versus strain-rate curve is linear, with the constant of proportionality
defining the viscosity.
3The Reynolds number is a dimensionless constant that represents the ratio of inertial to viscous forces, and conse-
quently reflects the relative importance of these forces in a given flow.
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Figure 2.1: Examples of flows modelled by the Navier-Stokes equations. (a) Aircraft wake vorticity,
(b) eddie pool formation, as sketched by Leonardo da Vinci, (c) turbulent boundary layer formation
across a submarine hull.
the fluid with constant density ρ ∈R+ and viscosity µ ∈R+.∇ denotes the gradient operator, ∆ :=(
∂ 2
∂x2 +
∂ 2
∂y2 +
∂ 2
∂z2
)
denotes the Laplace operator, and ∇· represents the divergence operator. t f ∈
R+ is the endpoint of the time interval, Ω ⊂ R3 is a domain in three spatial dimensions with
boundary ∂Ω, and χ ∈Ω is a point within the domain.
The Navier-Stokes equations are spatially distributed (and hence infinite-dimensional),
nonlinear (owing to the convective acceleration term in (2.1a)) and contain algebraic constraints
on the velocity fields (arising from the assumption of incompressibility (2.1b)). Hence, (2.1) rep-
resents a system of PDAEs, for which the existence and smoothness of solutions has yet to be
proven in three dimensions4. One of the phenomena modelled by (2.1) is that of turbulence,
roughly defined as the chaotic motion of a fluid, and associated with the formation of eddies on
many different length scales, as depicted in Figure 2.1(b). This makes turbulence a natural mixer
of fluids and is therefore beneficial in applications ranging from efficient air/fuel mixing in in-
ternal combustion engines, to improved thermal management of computer CPUs. On the other
hand, turbulence is a known source of acoustic noise and structural fatigue. Bodies immersed in
turbulent flows also experience larger skin-friction drag forces than for the case when the flow
is laminar (smooth), owing to a significant increase in the wall-normal derivative of the mean
streamwise velocity. Typically, a flow around a body remains laminar over a short distance before
transitioning to become turbulent some distance downstream of the leading edge, as can be seen
in Figure 2.1(c). Therefore, for the purposes of drag reduction, it is desirable to delay, or prevent,
the flow over a body from becoming turbulent. In turn, this requires an understanding of the dy-
namics that describe laminar to turbulent transition, and crucially, this can be explained by a linear
mechanism as discussed in the following sections.
4Indeed, the existence and smoothness of solutions to the Navier-Stokes equations represents one of the seven most
important open problems in mathematics, as defined by the Clay Mathematics Institute.
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2.1 Transient Growth and Bypass Transition
It is commonly observed that fluid flows that are laminar at low Reynolds numbers become un-
stable and turbulent at higher Reynolds numbers. This phenomenon has traditionally been in-
vestigated by linearising the governing equations around a mean flow and looking for unstable
eigenvalues of the linearised system. Squire’s Theorem [21, p. 509] for a viscous flow requires
every unstable three-dimensional eigenmode to be associated with a less stable5 two dimensional
eigenmode at a lower Reynolds number. Therefore, most investigations of transition have searched
for the least stable eigenvalues associated with two-dimensional disturbances, commonly known
as Tollmien-Schlichting waves. Unfortunately, the critical Reynolds numbers predicted by this
approach have often been considerably higher than those observed in many experiments [17].
This discrepancy led to the belief that so-called ‘bypass transition’ to turbulence was a result of
nonlinear mechanisms not accounted for in a linear analysis.
However, recent developments in the study of algebraic growth (e.g. [17, 70]) have sug-
gested that the response of a two-dimensional flow to three-dimensional perturbations can be sig-
nificantly different to those generated by two-dimensional disturbances. A central outcome of this
work is that small perturbations to the laminar flow may, over short time scales, be amplified by
several orders of magnitude via a linear mechanism, before decaying exponentially (owing to the
effects of viscosity), even though an eigenvalue analysis would predict exponential decay of all
eigenmodes. If this transient growth is large enough, then perturbations may grow to the same or-
der of magnitude as the mean flow, at which point nonlinear dynamics can no-longer be ignored.
The nonlinearity of the Navier Stokes equations (which has been shown to be positive real [63])
acts to redistribute energy within the flow and is central to turbulence formation.
The transient growth phenomenon can be explained by the fact that, for many fluid flows,
the system eigenvectors are non-orthogonal, which allows energy in some modes to be transferred
to others. For boundary layer flows, [46] discovered that the same disturbance structure in the
downstream flow was observed regardless of the initial perturbation profile. Furthermore, the
worst case disturbance6 (or ‘optimal’ perturbation) resembled a pair of counter-rotating stream-
wise vortices, which act to divert the energy of the mean flow into streaks of streamwise velocity
and ultimately cause increased surface shear. These streaks are commonly observed in experi-
ments, as shown in Figure 2.2 and arise from a variety of mechanisms such as free-stream turbu-
lence, surface roughness and acoustic noise. Thus, there is strong evidence to suggest that bypass
transition to turbulence is governed by the linear growth of three dimensional perturbations. The
interested reader may wish to refer to [69, Ch. 5] for an excellent discussion on the stability of
fluid flows from a dynamical systems perspective.
5Less stable in the sense that the eigenvalue of the mode has greater real part.
6Worst case in the sense of being the initial perturbation that gains the most kinetic energy over a particular time
interval.
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Figure 2.2: Flow visualisation of streaky structures in boundary layers perturbed by free stream
turbulence [49]. The flow direction is from left to right and the streamwise extent of the pictures is
approximately 500 mm. (a) low free stream velocity, (b) slightly higher free stream velocity.
2.2 Linearised Navier-Stokes Equations
The first step in modelling the bypass transition process involves linearising (2.1) around an equi-
librium mean flow solution. The linearisation is straightforward and is derived in e.g. [1, pp. 16].
The linearised non-dimensional Navier Stokes equations in three spatial dimensions are as follows:
∂u
∂ t
=−u∂U
∂x
−U∂u
∂x
−v∂U
∂y
−V∂u
∂y
−w∂U
∂z
−W∂u
∂z
− ∂p
∂x
+
1
R
(
∂ 2u
∂x2
+
∂ 2u
∂y2
+
∂ 2u
∂z2
)
,
∂v
∂ t
=−u∂V
∂x
−U∂v
∂x
−v∂V
∂y
−V∂v
∂y
−w∂V
∂z
−W∂v
∂z
− ∂p
∂y
+
1
R
(
∂ 2v
∂x2
+
∂ 2v
∂y2
+
∂ 2v
∂z2
)
,
∂w
∂ t
=−u∂W
∂x
−U∂w
∂x
−v∂W
∂y
−V∂w
∂y
−w∂W
∂z
−W∂w
∂z
− ∂p
∂z
+
1
R
(
∂ 2w
∂x2
+
∂ 2w
∂y2
+
∂ 2w
∂z2
)
,
0 =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (2.2a)
with initial and boundary conditions:
u(χ,0), v(χ,0), w(χ,0), p(χ,0) = u0(χ), v0(χ), w0(χ), p0(χ) ∀ χ ∈Ω, (2.2b)
u(χ, t), v(χ, t), w(χ, t), p(χ, t) = gu(χ, t), gv(χ, t), gw(χ, t), gp(χ, t) ∀ (χ, t) ∈ ∂Ω× [0, t f ],
U(χ), V(χ), W(χ) = gU(χ), gV(χ), gW(χ) ∀ χ ∈ ∂Ω, (2.2c)
where U, V and W are the mean velocities in the streamwise (x), wall-normal (y) and spanwise
(z) directions (cartesian coordinates), respectively, whilst u, v, w and p are the corresponding
perturbation velocities and pressure. For notational clarity, the spatial and temporal dependence
of each of the variables in (2.2) is not shown here, but we remark that u,v,w and p are each real-
valued functions of x,y,z and t, whereas the mean-flow velocities are real valued functions of x,y
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and z, only. (2.2) represents a system of linear PDAEs. A commonly employed technique for
converting this into a linear system of PDEs is described in the next section.
2.3 Orr-Sommerfeld Squire Equations
If the mean flow is (or can be assumed) parallel and fully developed in the streamwise direction,
a number of terms in (2.2) disappear (since V, W and all spatial derivatives of these velocities are
zero), yielding:
∂u
∂ t
=−U∂u
∂x
−v∂U
∂y
− ∂p
∂x
+
1
R
(
∂ 2u
∂x2
+
∂ 2u
∂y2
+
∂ 2u
∂z2
)
, (2.3a)
∂v
∂ t
=−U∂v
∂x
− ∂p
∂y
+
1
R
(
∂ 2v
∂x2
+
∂ 2v
∂y2
+
∂ 2v
∂z2
)
, (2.3b)
∂w
∂ t
=−U∂w
∂x
− ∂p
∂z
+
1
R
(
∂ 2w
∂x2
+
∂ 2w
∂y2
+
∂ 2w
∂z2
)
, (2.3c)
0 =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (2.3d)
These equations are valid for such flows as are encountered in channels and pipes. The pressure
variable can be analytically removed from this system of equations by substituting (2.3d) into the
divergence of (2.3a)-(2.3c), and substituting the resulting expression into the Laplacian of (2.3b).
The full derivation is detailed in [1, pp. 53] and yields the following PDE in terms of the wall-
normal velocity:
∆
∂v
∂ t
=−U∆∂v
∂x
+
∂ 2U
∂y2
∂v
∂x
+
1
R
∆2v, (2.4a)
where ∆ is the Laplacian. To completely describe a three dimensional perturbation, a wall-normal
vorticity, ωy := ∂u∂z − ∂w∂x is defined. A wall-normal vorticity equation is obtained by subtracting the
partial derivative with respect to x of (2.3c) from the partial derivative with respect to z of (2.3a):
∂ωy
∂ t
=−∂U
∂y
∂v
∂z
−U∂ωy
∂x
+
1
R
∆ωy, (2.4b)
Satisfaction of the relevant boundary conditions renders the Laplacian term on the left hand side
of (2.4a) invertible. This enables (2.4) to be expressed as the following system of coupled PDEs:
∂
∂ t
[
v
ωy
]
=
[
LOS 0
LC LS
]
︸ ︷︷ ︸
AOSS
[
v
ωy
]
, (2.5a)
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where LOS, LC and LS are commonly known as the Orr-Sommerfeld, Coupling and Squire opera-
tors, respectively:
LOS := ∆−1
(
−U∆ ∂
∂x
+
∂ 2U
∂y2
∂
∂x
+
1
R
∆2
)
, (2.5b)
LC :=−∂U∂y
∂
∂z
, (2.5c)
LS :=−U ∂∂x +
1
R
∆. (2.5d)
The states of (2.5a) are termed divergence-free since they implicitly satisfy the divergence con-
traint on the velocity fields in (2.3d). Thus, the velocity-vorticity transformation is useful since it
converts the system of PDAEs (4.23) into an equivalent system of PDEs (2.5a), hence its popular-
ity in the flow control literature.
The linear stability of flow systems can then be analysed by studying the spectrum of the
Orr-Sommerfeld Squire operator AOSS in (2.5a). In practical terms, this requires converting the
system of PDEs (2.5a) into a (typically) large system of ODEs, via spatial discretisation, and
studying the eigenvalues and pseudospectra of the resulting Orr-Sommerfeld Squire matrix.
2.4 Eigenvalues and Pseudospectra
The dynamical behaviour of the Orr-Sommerfeld Squire operator depends on the type of flow and
the operating point (Reynolds number). Later on in this thesis we study a channel-flow example
in more detail, but for now the qualitative behaviour of Orr-Sommerfeld Squire operators can be
explained by a much simpler example. Consider the following autonomous system:
x˙(t) = Ax(t), x(0) = x0, (2.6a)
where the dynamics matrix A is either of the following:
A1 :=
−0.1 0 00 −0.5 0
0 0 −1
 , A2 :=
−0.1 0 00 −0.5 0
7 0 −1
 . (2.6b)
Both matrices possess the same eigenvalues and so the asymptotic (long time) behaviour of the
corresponding systems (2.6a) is the same. However, the presence of the large, off-diagonal el-
ement in A2 means that its eigenvectors are not orthogonal to one another, unlike those of A1.
This non-normality of A2 enables the energy of the system to increase briefly before asymptotic
decay sets in. An informative means of visualising this behaviour in the complex plane is achieved
by plotting the ε-pseudospectra Λε(·) of both matrices. Λε(A) are defined as regions in the com-
2.4 Eigenvalues and Pseudospectra 30
Figure 2.3: (a) Eigenvalues (black dots) and ε-pseudospectra in C of A1 (blue) and A2 (red) for ε =
10−1.5,10−1 (outer contour). (b) 2-norm evolution of A1 (blue) and A2 (red).
plex plane, parameterised by ε ∈ R+, where the norm of the resolvent ‖(sI − A)−1‖ is larger
than 1/ε , where s ∈ C and I is an identity matrix of compatible dimensions. Equivalently, the ε-
pseudoeigenvalues are the exact eigenvalues of the operator A+O for some O with ‖O‖ ≤ ε [69,
pp. 13-14]. Of course, one needs to define the norm of the system. For the present examples, we
take ‖ · ‖ := ‖ · ‖2, in which case Λε(A) := {s ∈ C : σ(sI−A)< ε} [69, pp. 17], where σ denotes
the smallest singular value. This last definition provides a convenient means of computing the
pseudospectra of a matrix.
Loosely speaking, the ‘tighter’ the contours of ε-pseudospectra that are clustered around
the eigenvalues of A, the less non-normal the operator is, and the less transient growth we would
expect. Figure 2.3(a) shows that the contours are not tight around the eigenvalues of A2, hence we
would expect significant transient energy growth. This is indeed the case as is witnessed in Fig-
ure 2.3(b), where the 2-norms of the state-transition matrices associated with A1 and A2 are both
plotted. The operators associated with linearised fluid flows, particularly Orr-Sommerfeld type
operators, are known to be highly non-normal and thus exhibit significant transient perturbation
energy growth.
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Chapter 3
Control of Spatially Distributed
Systems
The linearised Navier-Stokes equations (2.2) are spatially distributed and thus infinite-
dimensional. Controller design for such systems is highly non-trivial, so in this chapter we present
a new and straightforward method for controlling spatially distributed plants based on low-order
models obtained from spatial discretisation techniques. A suitable level of discretisation is deter-
mined by computing a sequence of ν-gaps between weighted models of successively finer spatial
resolution, and bounding this by another sequence with an analytic series. It is proved that such
a series forms an upper bound on the ν-gap between a weighted model in the initial sequence
and the spatially distributed weighted plant. This enables the synthesis, on low-order models, of
robust controllers that are guaranteed to stabilise the actual plant, a feature not shared by most
model reduction methods where the gap between high-order model and plant is often not known,
and where the gap between high-order and reduced models may be too expensive to compute.
Since the calculation of the current bound is based on weighted models of small state-dimension,
the new method avoids the numerical problems inherent in large-scale model reduction based ap-
proaches. The ideas presented in this chapter are demonstrated on a disturbance rejection problem
for a 1D heat equation.
3.1 Notation
We begin by defining some notation. N, R and C denote the natural, real and complex fields,
respectively, and s ∈ C is a complex variable. L2[0,∞) is the time-domain Lebesgue space of
all signals of bounded energy supported on [0,∞), with norm ‖·‖2. H∞ is the Hardy space of
all transfer functions of stable, linear, time-invariant, continuous-time systems, with norm ‖·‖∞,
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andRH ∞ denotes the subspace of rational functions inH∞.
Throughout this section, signals and systems in the time and frequency domains will be
considered. Signals/systems that are spatially distributed will be shown in bold by lower/upper
case letters, respectively, whilst those that are not spatially distributed (or lumped) will be denoted
in regular font. Where it exists, the transfer function of P is denoted by P. If P(s) ∈ R p×m,
where R p×m is the set of real rational transfer function matrices with p outputs and m inputs,
then P(s)∗ = P(−s)T is its conjugate transpose. The ordered pairs (N,M) and (N˜,M˜) denote
normalised right and left coprime factorisations of P, respectively, where N, N˜,M,M˜ ∈ RH ∞.
Normalised right and left graph symbols for P are defined as G := [ NM ] and G˜ := [−M˜ N˜ ], respec-
tively.
The order of convergence of sequences will also be discussed. The sequence {an} con-
verges to ζ ∈R with order α > 0 if there exists a constant k ∈R+ and n0 ∈N such that |an−ζ | ≤
kn−α for all n≥ n0.
3.2 Review of Existing Methods
Many systems of engineering importance are governed by partial differential equations in one or
more spatial dimensions, and are therefore infinite-dimensional. Control of infinite-dimensional
systems (of which spatially distributed/distributed parameter systems are a special case) can appear
a daunting task, especially given the sophisticated mathematical apparatus devoted to the subject,
e.g. [24]. However, countless case studies exist demonstrating successful control of these systems
based on approximate models of finite (and typically small) state dimension.
As a simple example consider an inverted pendulum free to rotate around an axle. The
pendulum motion is governed by a PDE since the mass elements are continuously distributed
along the pendulum, with some flexibility between each element. Intuitively, if the pendulum is
stiff then an approximation can be obtained by modelling the pendulum as a single rigid body.
Describing this approximate model as ‘good’ or ‘bad’ depends on one’s objectives. If the purpose
of the model is to simulate tip deflection very accurately and the pendulum is slightly flexible, then
it is probably not a good model. However, if the model is to be used for designing a controller
to stabilise the pendulum around its vertical equilibrium, then it is likely to be a good model (as
countless lab demonstrations will verify).
According to [56], in the control literature on linear, time-invariant, spatially distributed
systems, there are approximately three different approaches for controller design:
Finite-dimensional model approach. This is the most common approach, whereby a (finite-
dimensional) simulation model of the plant is obtained after performing some kind of spatial dis-
cretisation (e.g. finite differencing) on the spatially distributed plant model. Standard tools from
control theory, such as balanced truncation [79], LQR synthesis [64], etc., can then be applied to
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design finite-dimensional controllers. This approach (also known as indirect controller design or
early lumping) suffers from a number of drawbacks. Firstly, there are no prior guarantees that the
controller designed on the simulation model will work on the actual plant, owing to a phenomenon
known as spillover [7], whereby the controller derived from a (finite-dimensional) model may fail
to stabilise the actual plant. Systems with infinitely many poles either on, or asymptoting to the
imaginary axis, are known to display spillover effects [23]. Secondly, the size of the resulting
finite-dimensional system may be too large to directly synthesise a controller, thus necessitat-
ing some kind of model reduction. Model reduction of large-scale systems is an active research
field [3, 39]. However, assuming a numerically reliable and efficient method is available for the
system in hand, one might be able to reduce the state dimension of the system to a size amenable
for controller synthesis. Proper Orthogonal Decomposition (POD) based methods appear promis-
ing in this respect, e.g. [60, 74]. Again, however, there are likely to be no guarantees that the
(typically open-loop) model reduction technique will not neglect important closed-loop dynam-
ics. As an example, models obtained from Hankel norm model reduction may not be suitable
for robust control design since perturbations vanishingly small in the Hankel norm can lead to
instability [40].
Distributed state-space and semigroup approach. Here, the PDEs describing the plant are
transformed to a distributed state-space representation Σ(A,B,C,D) where the operator A gener-
ates a strongly continuous semigroup. In this framework standard design methods are generalised
to spatially distributed systems [24]. Although rigorous, this approach has its drawbacks. Firstly,
one must prove that A generates a C0-semigroup for a given state-space, which is a non-trivial
task. Secondly, problems of boundary control and observation require considerable care, and
thirdly, for complicated spatially distributed systems (e.g. fluid-mechanical [1]), obtaining a finite-
dimensional plant model via spatial discretisation may be the only practical option for controller
design.
Infinite-dimensional transfer matrix approach. This is a frequency-domain approach
whereby the spatial distributions of the sensors and actuators are assumed to be known and
are considered part of the plant. In the transfer function domain, the plant maps the input sig-
nal u(s) ∈Cm to the output signal y(s) ∈Cp via the relationship y(s) = P(s)u(s), where P(s) is an
integral operator whose kernel is the Laplace transform of the plant’s Green’s Function. Given P,
a finite-dimensional approximation P ∈ R p×m is calculated, together with the H2-gap [30] be-
tween them, δg(P,P) = ϑ , where 0 ≤ ϑ ≤ 1. A finite-dimensional controller K(s) is then com-
puted that achieves satisfactory levels of stability and performance for any plant model Pi satis-
fying δg(Pi,P) ≤ ϑ [56, 57]. Currently, the main drawback to this approach is that it requires the
plant’s Green’s Function in order to obtain δg(P,P), and deriving Green’s Functions is, in general,
a non-trivial task.
The techniques employed in this chapter are adopted from this last approach but avoid
the need for deriving Green’s Functions. A less conservative notion of distance between LTI
systems than the H2-gap metric is also used. For simplicity, the spatial locations of sensors and
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actuators are considered to be fixed and note that if this is not the case then the methodology
of [56] can be applied to determine these locations as part of the controller. Section 3.4 of this
chapter describes the design procedure for controlling a spatially distributed plant, together with
the relevant theoretical justification, and Section 3.5 applies this design process to a disturbance
rejection problem for the 1-D heat equation. We begin however, by discussing finite-dimensional
approximation methods.
3.3 Spatial Discretisation and Differentiation Matrices
The simplest method for approximating a spatially distributed system by a finite-dimensional
model is to project the states of the former onto a finite set of collocation points within the do-
main Ω, and select solutions of the system at those points. Equivalently, one can approximate
the states of the system as a linear combination of orthogonal basis functions, e.g. Galerkin Pro-
jection [18], but this is slightly less intuitive than the collocation method since the states of the
system become basis function coefficients, rather than the actual function values. In the colloca-
tion method, derivatives of some suitably smooth function f(·) :R→R, say, can be approximated
as a matrix-vector operation:
dif(χ)
dχ i
∣∣∣∣
χ j
≈ Zi f (χ j). (3.1)
where χ j := {χ1, . . . ,χn} are a set of n points within the domain, Z ∈Rn×n is a differentiation ma-
trix and f ∈Rn is a vector of function values at the grid-points. The type of domain (e.g. bounded,
semi-infinite, infinite) and nature of the boundary conditions (e.g. periodic, non-periodic) influ-
ences the most appropriate choice of differentiation matrix [15, 68]. Differentiation matrices can
arise from a variety of methods, e.g. finite differences, finite elements, spectral methods etc., and
freely available software exists to generate them, e.g. [72]. Boundary conditions are straightfor-
ward to implement in the collocation method and amounts to little more than replacing the relevant
rows of a differentiation matrix with the actual equations describing the boundary conditions. This
is in contrast to Galerkin type methods where each of the basis functions must be constructed to
automatically satisfy the boundary conditions.
3.4 When is the Discretisation of a Spatially Distributed System Suit-
able for Control?
3.4.1 Preliminaries on Linear Systems
In this thesis, systems are considered from an input-output point of view, whereby the system can
be thought of as an operator that maps an input space to an output space. The systems considered
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Figure 3.1: Standard feedback configuration.
in this chapter are linear, time-invariant (LTI) and infinite dimensional in one or more spatial
dimensions (spatially distributed). In this section the relevant concepts and results are summarised
from [30, 71].
In Figure 3.1, let the plant P be the linear mapping P : D(P) ⊂ U → Y where U :=
L m2 [0,∞) and Y := L
p
2 [0,∞) are the input and output spaces, respectively, and D(P) is the
domain of P. Similarly, let the controller K be represented by a linear mapping K : D(K) ⊂
Y → U . The system in Figure 3.1, denoted [P,K], is defined as stable if the operators map-
ping (v1,v2,w1,w2) 7→ (u,y) are bounded, whilst the plant P is stabilisable if there exists a con-
troller K : Y → U such that [P,K] is stable. Some basic results on the ν-gap metric and H∞
loop-shaping are now reviewed, followed by the extension to the spatially distributed case.
3.4.2 H∞ Loop-Shaping and the ν-Gap Metric
The design of feedback controllers for a spatially distributed system P are sought, based upon a
finite dimensional approximation P obtained via some appropriate means of spatial discretisation.
As the fidelity of the spatial discretisation increases, the poles of P tend to converge to locations in
the complex plane, but in doing so may cross the imaginary axis. It is therefore important that the
closed-loop system tolerate uncertainty in the number of right-half plane poles of P, as well as the
poorly resolved and unmodelled high frequency dynamics inherent in any spatial discretisation.
These types of uncertainty are captured by augmenting the normalised coprime factors of P with
perturbations ∆N ,∆M ∈RH ∞ to form the perturbed model:
Ppert = (N+∆N)(M+∆M)−1 :
∥∥∥∥∥
[
∆N
∆M
]∥∥∥∥∥
∞
<
1
γ
, (3.2)
where P=NM−1 and γ > 1. Referring to Figure 3.1 (and replacing P with P), it can be shown [71,
pp. 61-62] that it is the infinity-norm of the transfer function from disturbances v1 and v2 (or w1
and w2), to measurements y and control inputs u, that should be minimised in order to obtain robust
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stability with respect to perturbations to the normalised coprime factors of the model. Hence, the
stability margin for coprime factor perturbations bP,K is defined as follows [71]:
bP,K :=

∥∥∥∥∥
[
P
I
]
(I−KP)−1
[
−K I
]∥∥∥∥∥
−1
∞
if [P, K] is stable,
0 otherwise.
(3.3)
It follows that bP,C≥ 1γ and so a natural objective is to make bP,C as large as possible, subject
to design criteria [50]. By way of illustration, for SISO systems it can be shown [71, Thm 2.10]
that a feedback system with bP,C = 0.3 provides reasonable gain and phase margins [6, p. 281]
of at least 2 and 35◦, respectively.
Coprime factor perturbations are not unique, that is, given N, M and Ppert, there are
many ∆N , ∆M for which Ppert = (N +∆N)(M +∆M)−1 and so bP,C can be viewed as a radius of
the largest ‘ball’ of plants stabilized by C. An appropriate metric in this case is the v-gap metric.
Defining Ψ(·, ·) :R p×m×R p×m→R p×m as:
Ψ(P1,P2) := (I+P2P∗2 )
−1/2 (P1−P2)(I+P∗1 P1)−1/2 , (3.4a)
then the ν-gap metric between two plants δν(·, ·) : R p×m×R p×m → R can be defined as fol-
lows [78, Thm 17.6]:
δν(P1,P2) :=

‖Ψ(P1,P2)‖∞ , if det(I+P∗2 P1)( jω) 6= 0 ∀ω ∈ R
and wno det(I+P∗2 P1)+η(P1)
−η(P2)−η0(P2) = 0,
1, otherwise,
(3.4b)
where η(P) and η0(P) denote the number of open right-half plane and imaginary axis poles,
respectively, of P(s). The winding number wno(g) is the number of anti-clockwise encirclements
around the origin of a scalar transfer function g(s), as s follows the standard Nyquist D-contour.
Thus, one of the main advantages of the ν-gap over the H2-gap metric is that it can be
interpreted in terms of the transfer functions of two systems, as opposed to their coprime factori-
sations, a fact that will be exploited in the next section. The other advantage of the ν-gap is that it
is typically less conservative than theH2-gap, i.e. δν(P1,P2)≤ δg(P1,P2) [71, Thm 7.5].
The ν-gap measures the distance between two plants from a closed-loop, as opposed to an
open-loop perspective. In particular, the following is true [71, Thm 3.8]:
bP2,K ≥ bP1,K−δν(P1,P2). (3.5)
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Hence, if K performs well with plant P1, and the distance between P1 and P2 is sufficiently small,
then K is guaranteed to achieve a certain level of performance with P2.
Like the H2 gap-metric, the ν-gap is also a metric on the space R p×m [71, Cor 3.4], and
therefore satisfies the following triangle inequality:
δν(P1,P3)≤ δν(P1,P2)+δν(P2,P3). (3.6)
This is made use of in the next section to construct a bound on the ν-gap between a spatially
distributed plant and a finite-dimensional approximation.
Next, results are reviewed that show the ν-gap is well-defined for the class of infinite-
dimensional systems that can be approximated by rationals.
3.4.3 The Infinite-Dimensional Case
As in [30], define C0 as the class of functions continuous on jR∪{∞} and A0 :=H∞∩C0. Note
thatA0 is the completion ofRH ∞ and so there exists a sequence {Ai} ∈RH ∞ such that Ai→A
if and only if A∈A0 [71, p. 236]. LetP p×m denote the class of all m-input, p-output LTI systems
that are stabilisable, then the class A p×m is defined to be the set of all plants P ∈P p×m with
transfer functions P := NM−1 = M˜−1N˜, and G=
[
M
N
]
such that G∗G= I, with entries in A0 [30].
The fact that P ∈A p×m possesses a continuous coprime factorisation enables the computation of
the ν-gap between systems inA p×m and systems belonging toR p×m [71, p. 236]. Thus, the ideas
presented in this chapter can be extended to other systems that can be approximated by rationals,
e.g. systems with time delays.
3.4.4 Design Procedure
The proposed design procedure for selecting a low order model, suitable for control of an LTI
spatially distributed system, is summarised below:
i. Begin by spatially discretising the plant via some appropriate method e.g. finite differencing,
on grids of varying resolution, to ascertain the approximate locations of any right-half plane
poles and/or zeros.
ii. In view of the above, assess the closed-loop design specifications to establish the closed-
loop bandwidth ωb and a desirable loop-shape Ptarget for the singular values of the open-loop
system.
iii. Spatially discretise the system on a low number n of grid-points, and compute the Laplace
transform of the resulting low-order finite-dimensional system to obtain the transfer func-
tion Pn.
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iv. Plot the singular values of Pn against frequencies around ωb.
v. Repeat steps (iii) and (iv), each time increasing n until the singular value plots of Pn
around ωb don’t change much, at which point fix n and thus Pn.
vi. Design pre- and/or post-compensators, Wi and Wo, respectively, to obtain (or at least approx-
imate) the desired loop shape Ptarget =WoPnWi.
vii. Starting from some low value for n, compute the ν-gaps between weighted plants of
successively higher spatial discretisation to produce a plot of δν(WoPnWi,WoPn+1Wi)
against n. Stop when δν(WoPnWi,WoPn+1Wi) < µ , for some suitably small number µ ∈
R. The applicability of this stopping condition is based on the assumption that the se-
quence {δν(WoPnWi,WoPn+1Wi)} tends to zero as n→∞. Discussion concerning the validity
of this assumption is discussed in Remark 3.4.3.
viii. Construct and plot a sequence {an} that upper bounds the plot from (vii) for n ≥ n0 and
satisfies ∑∞n=n0 an < ∞. n0 should be chosen such that ∑
∞
n=n0 an = ϑ ≤ ϑmax where ϑmax is a
user-specified upper bound on δν(WoPn0Wi,WoPWi), the ν-gap between the weighted model
and weighted plant. In addition, the sequence {an} should be chosen so that its sum to
infinity is easy to calculate.
ix. Synthesise a loop-shaping controller C to obtain the optimal stability margin bopt(WoPn0Wi).
x. Specify 0 < bopt(WoPWi) < 1. With respect to (3.5), if bopt(WoPn0Wi)−ϑ ≤ bopt(WoPWi)
then either return to step (ii) and change Ptarget in such a way as to make bopt(WoPn0Wi)
greater, and/or choose n0 that satisfies a smaller value of ϑmax in step (viii) above.
Remark 3.4.1. As the resolution of a spatial discretisation is increased, extra eigenvalues are gen-
erated, which generally converge to specific locations within the complex plane [69, p. 407]. If
the underlying system possesses some damping/diffusion, then these additional eigenvalues will
typically appear further into the left half-plane [68, p.152]. Physically, this corresponds to re-
solving the faster dynamics associated with smaller spatial scales. Broadly speaking, the desired
closed-loop bandwidth defines the temporal frequency range that should be modelled, which in
turn corresponds to a particular level of spatial discretisation. Therefore, the required spatial
resolution (steps (vii)–(x)) depends on the weighted plant, since the compensators (computed in
steps (i)–(vi)) determine the bandwidth of the system. In other words, it is the ν-gap between
weighted (rather than unweighted) model and plant that is of relevance here.
Remark 3.4.2. In order to set ωb, it is necessary first to determine the approximate locations of any
right-half plane poles and/or zeros (step (i)). The systems that arise from spatial discretisations
are typically large and sparse. Efficient algorithms for computing the eigenvalues (poles) of such
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systems exist (e.g. [44]) and are available in standard linear algebra packages.The system zeros, on
the other hand, are typically computed as the solutions of a generalised eigenvalue problem [64,
p. 138], for which sparse matrix techniques do not yet exist. In addition, it is known that the
system zeros of rational approximations can be significantly different to the exact zeros [20, 23].
Care must therefore be exercised, particularly if the underlying system possesses zeros on, or
close to the imaginary axis, since the movement of zeros across the imaginary axis induces a large
change in the ν-gap metric.
3.4.5 Theoretical Justification
The theoretical justification for steps (vii)-(viii) is provided by showing that, with some mild
assumptions, (I) the ν-gaps between models of successively finer spatial resolution δν(Pn,Pn+1)
converges to zero as n→ ∞, (II) the order of convergence is bounded by the order of convergence
of {‖Pn−Pn+1‖∞}, (III) {δν(Pn,Pn+1)} is upper-bounded by another sequence {an} that has a
finite series, and (IV) there exists an n0 such that ∑∞n=n0 an ≥ δν(Pn0 ,P).
Proposition 3.4.1. Assume there exists an n0 ∈N such that for all n≥ n0, (i) δν(Pn,P) 6= 1, (ii) suc-
cessive discretisation of a stable spatially distributed system P∈A p×m creates a sequence {Pn} ∈
R p×m such that ‖Pn−P‖∞ n→∞−−−→ 0. Then δν(Pn,Pn+1) n→∞−−−→ 0.
Proof. If there exists an n0 ∈ N such that δν(Pn,P) 6= 1 for all n≥ n0 then (3.4b) and the submul-
tiplicative property of the infinity norm can be used to write:
δν(Pn,P)≤
∥∥∥(I+PP∗)− 12∥∥∥
∞
∥∥∥(I+P∗n Pn)− 12∥∥∥∞ ‖Pn−P‖∞ .
Since the (self-adjoint) operators PP∗ and P∗n Pn are positive semidefinite, i.e. PP∗ ≥ 0 and P∗n Pn ≥
0, it follows that ‖(I+PP∗)− 12 ‖∞≤ 1 and ‖(I+P∗n Pn)−
1
2 ‖∞≤ 1. Therefore δν(Pn,P)≤‖Pn−P‖∞,
from which it is clear that if ‖Pn−P‖∞ n→∞−−−→ 0, then δν(Pn,P) n→∞−−−→ 0. Replacing P with
Pn+1 yields δν(Pn,Pn+1) ≤ ‖Pn−Pn+1‖∞, and since any convergent sequence in a Hilbert space
is Cauchy [26, p. 106], it follows that if ‖Pn−P‖∞ n→∞−−−→ 0, then ‖Pn−Pn+1‖∞ n→∞−−−→ 0 and
so δν(Pn,Pn+1)
n→∞−−−→ 0.
The first assumption in Proposition 3.4.1 is necessary to ensure that the determinant and
winding number conditions in (3.4b) are satisfied upon refinement of the spatial discretisation.
The following proposition shows that the sequence of ν-gaps between plant models converges at
least as fast as the sequence of infinity-norm differences.
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Proposition 3.4.2. Assume {‖Pn−Pn+1‖∞} converges with order α > 0, then {δν(Pn,Pn+1)} con-
verges with order β ≥ α .
Proof. If {‖Pn−Pn+1‖∞} converges with order α , then for n0 ∈ N there exists kα ∈ R+ such
that ‖Pn−Pn+1‖∞ ≤ kαn−α ∀ n ≥ n0. From the proof of Proposition 3.4.1, since δν(Pn,Pn+1) ≤
‖Pn−Pn+1‖∞, then δν(Pn,Pn+1)≤ kβn−β ≤ kαn−α for some kβ ∈ R+.
Theorem 3.4.1. Assume the sequence {δν(Pn,Pn+1)} converges with order α > 1, then there
exists n0 ∈ N and a sequence {an} such that an ≥ δν(Pn,Pn+1) for all n ≥ n0, and δν(P,Pn0) ≤
∑∞n=n0 an < 1.
Proof. From the proof of Proposition 3.4.2, δν(Pn,Pn+1) ≤ kαn−α for n ≥ n0, so an := kαn−α
satisfies an ≥ δν(Pn,Pn+1). Using the integral convergence test, it can be shown that ∑∞n=n0 an < ∞
for α > 1. Since the ν-gap satisfies a triangle inequality then:
δν(Pn0 ,P)≤
∞
∑
n=n0
δν(Pn,Pn+1)≤
∞
∑
n=n0
an.
For the sequence {an} to be of any practical use, it is required that ∑∞n=n0 an < 1.
Since ∑∞n=n0 an
n0→∞−−−→ 0, n0 may be taken arbitrarily large to ensure that ∑∞n=n0 an < 1.
Remark 3.4.3. The preceding theorem justifies the construction of a bounding sequence whose
sum to infinity upper bounds the ν-gap between a spatially distributed plant and a low-order ap-
proximation. At present, it is necessary to assume that if {an} bounds {δν(WoPnWi,WoPn+1Wi)}
over the range of n used in step (vii), then it will continue to bound this ν-gap sequence for all
higher values of n. This is not an unreasonable assumption to make, since unresolved spatial scales
generally correspond to unresolved temporal dynamics in higher frequency ranges, as discussed in
Remark 3.4.1. Provided these dynamics occur at frequencies above the closed-loop bandwidth ωb,
then sensibly designed compensators (i.e. ones that provide the shaped plant with a steep roll-off
above ωb) should ensure the closed-loop system is insensitive to this high frequency uncertainty,
and thus prevent the ν-gap sequence from increasing in value upon spatial refinement. As far as is
practically feasible, one should compute {δν(WoPnWi,WoPn+1Wi)} for the largest values of n that
time and computational resources allow, in order to be as certain as possible that this sequence is
asymptoting towards zero.
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Proposition 3.4.3. Assume there exists n0 ∈ N such that for all n ≥ n0, (i) δν(Pn,P) 6= 1, (ii)
successive discretisation of a spatially distributed system P ∈ A p×m creates a sequence {Gn} ∈
RH (p×m)×m∞ such that ‖Gn−G‖∞ n→∞−−−→ 0. Then δν(Pn,Pn+1) n→∞−−−→ 0.
Proof. From [30, Prop 1] it is shown that δg(Pn,P)≤ ‖Gn−G‖∞. Since δν(Pn,P)≤ δg(Pn,P) [71,
Thm 7.5], then δv(Pn,P) ≤ ‖Gn−G‖∞. Replacing P with Pn+1 yields δν(Pn,Pn+1) ≤
‖Gn−Gn+1‖∞, and again, if ‖Gn−G‖∞ n→∞−−−→ 0, then ‖Gn−Gn+1‖∞ n→∞−−−→ 0 and
so δν(Pn,Pn+1)
n→∞−−−→ 0.
Sufficient conditions for the convergence of transfer functions in the H∞-norm for sta-
ble systems, and in the H2-gap metric for unstable systems are discussed in [53]. Also, it is
worth noting that the choice of spatial discretisation technique influences the order of convergence
of {δν(Pn,Pn+1)}.
The following section demonstrates the design procedure.
3.5 Example: Disturbance Rejection in a Metal Rod
Consider the following nondimensionalised heat equation in a medium of one spatial dimen-
sion [13] with a measurement of temperature gradient at one end:
∂q(x, t)
∂ t
=
∂ 2q(x, t)
∂x2
+λq(x, t), x ∈Ω, (3.7a)
y(t) =
∂q(x, t)
∂x
∣∣∣∣
x=−1
, (3.7b)
with initial and boundary conditions:
q(x,0) = q0(x), (3.7c)
∂q
∂ t
(−1, t) = −1
τu
q(−1, t)+ 1
τu
u(t), (3.7d)
∂q
∂ t
(+1, t) =
−1
τd
q(+1, t)+
1
τd
d(t), (3.7e)
where the temperature of the medium is q(·, ·) : Ω×R+ → R, and λ ∈ R is a parameter that
accounts for the internal heating of the material. Ω ∈ [−1,1] is a bounded domain with lower and
upper boundaries ∂Ω−1 =−1 and ∂Ω+1 = 1, respectively, x ∈Ω is a point within the domain and
y(·) :R+→R is the temperature gradient at the lower boundary. A control input u(·) :R+→R is
applied to a heating element with time constant τu at the lower boundary, whilst a disturbance input
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d(·) : R+→ R with time constant τd enters at the upper boundary. For the present example τu =
τd = 1.
The interesting property of (3.7a) is that under homogenous Dirichlet boundary conditions
(q(−1, t) = q(+1, t) = 0), it can be shown (via separation of variables) that the system is unstable
for λ > pi2/4. For the present example λ = 2.39 so that the (infinite-dimensional) system is stable.
Computationally, this infinite dimensional system is not of immediate use. The system is
therefore spatially discretised on a grid of nx grid-points using an appropriate method. For the sake
of illustration, second order finite differences are employed on a grid {x1, . . . ,xnx}, where x j := 1−
( j−1)∆x for j = 1, . . . ,nx, and the grid spacing ∆x := 2/(nx−1) is constant. The corresponding
vector of temperatures is defined as q(t) := [q1(t) · · ·qnx(t)]T , such that q j(t) := q(x j, t) for j =
1, . . . ,nx. The first order spatial derivative operator is approximated by the following differentiation
matrix:
∂
∂x
≈ X ∈ Rnx×nx := 1
2∆x

3 −4 1
−1 0 1
. . . . . . . . .
−1 0 1
−1 4 −3
 . (3.8a)
Likewise for the second order spatial derivative operator:
∂ 2
∂x2
≈ Y ∈ Rnx×nx := 1
∆x2

−2 1
1 −2 1
. . . . . . . . .
1 −2 1
1 −2
 . (3.8b)
Inserting (3.8) into (3.7a) and (3.7b) with the boundary conditions (3.7d)–(3.7e) yields the follow-
ing LTI state-space system:
d
dt
q(t) =
[ −1 01×(nx−2) 0
Y2:nx−1,1 Y2:nx−1,2:nx−1+λ I(nx−2)×(nx−2) Y2:nx−1,nx
0 01×(nx−2) −1
]
︸ ︷︷ ︸
A
q(t)
+
[
0
0(nx−2)×1
1
]
︸ ︷︷ ︸
Bu
u(t)+
[
1
0(nx−2)×1
0
]
︸ ︷︷ ︸
Bd
d(t), (3.9a)
y(t) = Xnx,1:nx︸ ︷︷ ︸
C
q(t). (3.9b)
where the notation Za:b,c:d is to be interpreted as ‘rows a to b and columns c to d of matrix Z’.
Notice how the boundary conditions (3.7d)–(3.7e) are enforced by modifying the top and bottom
rows of Y , and how the matrices Bu and Bd reflect the fact that the inputs enter at the bound-
aries only. This (numerical) method of enforcing boundary conditions is commonly known as
boundary-bordering [15, p. 111]. The crucial question is what value of nx should be used in order
to obtain a ‘good’ model for controller design? The answer lies in the control objective, which
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Figure 3.2: (a) Simulation of the system without control for nx = 100, and (b) the temperature gradient
at x =−1.
in the present case is to attenuate a constant disturbance d(t) = 1 on the output y(t). A ‘high’ fi-
delity (nx = 100) simulation of the system (3.7) is shown in Figure 3.2 for the case where d(t) = 1
(unit step) and q0 = 0nx×1. At this resolution the system is stable (eigenvalues of A in the left-half
plane). The crucial question is what value of nx should be used in order to obtain a ‘good’ model
for controller design? The answer lies in the control objective which, in the present case is to
attenuate the constant disturbance d(t) on the output y(t).
Taking the Laplace Transform of (3.9) between control input u(t) and measured output y(t)
yields:
y(s) =C(sI−A)−1Bu︸ ︷︷ ︸
Pnx
u(s), (3.10)
In order to reject output disturbances, high gain in some low frequency range is required.
Since P100 has a right-half plane zero at ω ≈ 1.8rad/s then the bandwidth of the closed-loop sys-
tem ωb must be set lower, in the present case at ωb = 0.5 rad/s. By designing the closed-loop to
attenuate all frequencies above ωb, a reduction in the sensitivity of the closed loop to plant/model
error in that frequency range is achieved. In other words, the model is only required to be ‘ac-
curate’ up to around ωb. Figure 3.3(a) shows the singular value plots of Pnx for three different
resolutions nx.
Figure 3.3(a) reveals that a model of resolution nx = 10 is reasonably accurate up to and
around ωb. Denoting this model P10, a precompensator W is then designed to achieve a typical
desired loop shape PW ; in this case one with a crossover frequency at ωb = 0.5, a crossover slope
of approximately −20 dB/decade, rejection of constant disturbances and −40 dB/decade role-off
at high frequencies. Such a loop is shown in Figure 3.3(b) and is defined as follows:
PW (s) :=
1
2s(s/50+1)
. (3.11)
Given this loop-shape and plant model P10, W can be computed using MATLAB’s loopsyn co-
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Figure 3.3: (a) Open loop singular-value plots of Pnx for nx = 6(·−), nx = 10(−), nx = 100(··), and
(b) PW .
mand. At this point a loop-shaping controller for the shaped plant P10W could be computed, but
there would be no guarantee of it working on PW , and nor would it be known how lower fidelity
models might perform. To address these issues step (vii) is implemented by plotting the ν-gaps
of weighted models of successively higher spatial fidelity, as shown in Figure 3.4. In addition
to finite-differencing, the ν-gaps between models obtained using Chebyshev differentiation ma-
trices [72] are also computed, and clearly show how, from a closed-loop perspective, different
methods of spatial discretisation can yield models that converge faster to the weighted plant. With
respect to the finite differencing curve, a sequence is constructed that upper bounds the ν-gap
curve above a certain value of nx. Referring to Figure 3.4, for 6 ≤ nx ≤ 25 a sequence such
as {anx} := 2.05/(nx(nx+1)) upper bounds the finite difference curve, and since it appears to be
converging to zero slower, then one can assume it is an upper bound for all nx ≥ 6. Theorem 3.4.1
can then be applied to obtain the following bound:
δν(P6W,PW )≤
∞
∑
nx=6
2.05
nx(nx+1)
=
2.05
6
= 0.34.
The actual value of δν(P6W,PW ), as computed by studying the convergence of {δν(P6W,PnxW )}
for nx 6, is approximately 0.17. However, note that this method of computing δν(P6W,PW ) is
expensive.
The loop-shaping controller K is then synthesised, that achieves the optimum stability mar-
gin bopt(P6W ), which in this case is equal to 0.55. From (3.5), bPW,K ≥ bP6W,K − δν(P6W,PW ) =
0.55− 0.34 = 0.21. Thus, one can be confident that the controller synthesised on the low order
model will work reasonably well on the actual plant. In the absence of a physical experiment K is
instead implemented on a high fidelity simulation (nx = 100), as shown in Figure 3.5.
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Figure 3.4: log10 (δν(PnxW,Pnx+1W )) versus nx for finite-difference (·) and Chebyshev (+) discretisa-
tions. Also shown is the sequence 2.05/(nx(nx+1)) (×) for nx ≥ 6.
Discussion of numerical example
Clearly, the feedback controller, based on the low order model P6, has significantly reduced the
effect of the disturbance on the temperature gradient at x = −1. If one were determined to use
the lowest order model possible, one could use a different means of spatial discretisation (such as
Chebyshev, Fourier, etc.) and construct a less conservative bounding sequence than the one above.
One could also perform a model reduction on the low-order model, and then check whether the
ν-gap between the reduced and low-order models was sufficiently small. However, in some cases
it may not be desirable to reduce the system, since the states in the reduced system would not have
the same physical significance as the states in the low-order model, which may be important if
one wished to exploit the separation structure of theH∞ loop-shaping controller to study the state
estimates.
Interestingly, the model P6 from which the feedback controller was synthesised is open-
loop unstable, owing to a pole in the right-half plane that moves across the imaginary axis as
spatial resolution is increased. A simulation of this system is shown in Figure 3.6. This example
clearly shows how two models (in this case P100 and P6) can differ greatly with respect to their
open-loop behaviour, but are close (in terms of the ν-gap metric) from a closed-loop perspective.
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Figure 3.5: (a) Simulation of the system with control for nx = 100, (b) the temperature gradients at
x = −1 for the controlled (-) and uncontrolled (- -) cases, and (c) the control input u(t). Note the
vertical scale in (a) compared to the vertical scale in Figure 3.2(a).
Conclusions
In this chapter a new method was introduced that enabled selection of finite dimensional control
models that provided a priori guarantees of working on the spatially distributed plant. It was
shown how suitable control models could be obtained by computing the ν-gaps between low-order
weighted models of successively higher spatial fidelity and bounding this sequence from above by
another sequence with a finite series. The triangle inequality property of the ν-gap metric was then
used to prove that such a series formed an upper bound on the ν-gap between a weighted model
in the initial sequence and the spatially distributed weighted plant.
This method is an improvement over large-scale model reduction based approaches for
two main reasons. Firstly, a bound on the ν-gap between model and plant enables controllers to be
synthesised that are guaranteed to robustly stabilise the plant. In contrast, most model reduction
methods ignore the gap between a high-order model and the plant and may not be able to efficiently
compute the gap between the high-order and reduced models. Secondly, controller synthesis based
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Figure 3.6: (a) Simulation of the system without control for nx = 6, and (b) the temperature gradient
at x =−1.
on low-order models avoids the numerical problems inherent in model reduction of large-scale
systems.
Emphasis was placed on computing the ν-gaps between weighted models and plants since
the weights reflect closed-loop performance specifications that directly influence the level of spa-
tial discretisation required to obtain an adequate control model. It was also shown that as spatial
resolution is increased, the order of convergence between models in the ν-gap metric is bounded by
the order of convergence between the models’H∞-norm differences. An example was presented,
based on the 1D heat equation, that demonstrated the efficacy of the proposed design method.
Finally, for a bound on the ν-gap between low-order model and plant to hold, it was nec-
essary to assume that if a sequence {an} bounds {δν(WoPnWi,WoPn+1Wi)} over some initial range
of n, then it will continue to act as a bound for all higher spatial resolutions. Although it was
argued that this assumption is reasonable, further research is necessary since it is not yet known
for which class of system and discretisation method this assumption is valid.
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Chapter 4
Control of Systems Governed by DAEs
The previous two chapters discussed the validity of using the linearised Navier-Stokes equations,
as well as a method for selecting a suitable finite-dimensional approximation of a spatially dis-
tributed system. Spatial discretisation of (2.2) yields the following finite-dimensional system of
coupled ordinary differential and algebraic equations.[
ED11 0
0 0
]
︸ ︷︷ ︸
ED
d
dt
[
~vd(t)
pd(t)
]
︸ ︷︷ ︸
x˙D(t)
=
[
AD11 AD12
AD21 0
]
︸ ︷︷ ︸
AD
[
~vd(t)
pd(t)
]
︸ ︷︷ ︸
xD(t)
, (4.1)
where~vd(t) ∈ Cn~v and pd(t) ∈ Cnp are the vectors of velocities and pressure, respectively, arising
from spatial discretisation (hence the subscript ‘d’). ED11 ∈ Cn~v×n~v is the symmetric, positive
definite mass matrix and AD11 ∈ Cn~v×n~v contains a mixture of discrete diffusion and linearised
convective terms. The matrices AD12 ∈ Cn~v×np and AD21 ∈ Cnp×n~v represent the discrete gradient
and divergence operators, and depending on the method of spatial discretisation used, ATD12 = AD21
may be true, where the (·)T denotes matrix transpose.
The system (4.1) together with control input u(t) ∈Cm and measurement y(t) ∈Cp can be
written as a descriptor state-space system:
EDx˙D(t) = ADxD(t)+BDu(t), (4.2a)
y(t) =CDx(t)+DDu(t). (4.2b)
where ED,AD ∈ CnD×nD , BD ∈ CnD×m, CD ∈ Cp×nD , DD ∈ Cp×m and xD(t) ∈ CnD is the state
vector, with initial condition xD(0) := xD0. The subscript ‘D’ denotes association with a descriptor
system. The order nD = n~v+np of the system (4.2) depends on the resolution and type of spatial
discretisation, but for simulation purposes is typically very large (n > 104).
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The divergence constraint (2.1b) and imposition of boundary conditions causes ED to be
rank deficient, as is obvious from (4.1). Therefore it is not possible to obtain a standard state-space
system by simply premultiplying both sides of (4.2a) by E−1D . Control of descriptor (also known
as generalised, singular and implicit) state-space systems is far less well understood than that for
standard state-space systems. The reason for this is that systems described by DAEs can exhibit a
greater wealth of behaviour than those described by ODEs. The general form of a (first order in
time) DAE is as follows:
f (t,x(t), x˙(t)) = 0, t0 ≤ t ≤ t f . (4.3)
where x(t) is the unknown state to be solved for. DAEs are classified according to their index,
which, generally speaking, represents the minimum number of times all, or part of (4.3) needs to
be differentiated with respect to t in order to determine x˙(t) as a continuous function of x(t) and
time t [16, Def 2.2.2]. In other words, the index can be interpreted as a measure of how far a DAE
is from an underlying ODE. The index is a nonnegative integer that provides information about
the structure and possible difficulties regarding the analysis and numerical integration of the DAE.
Broadly speaking, the greater the index of a DAE, the more difficult it is to solve. ODEs are index
zero whilst DAEs of index greater than one are termed higher index and are known to be difficult
to solve owing to the presence of hidden algebraic constraints [16, p. 19]. Different definitions
of index exist (see e.g. [43]) but for the DAEs of concern in this thesis, namely linear, constant
coefficient DAEs as in (4.1), a suitable concept is the index of nilpotency, defined in Section 4.2.1.
Another important concept is the regularity of a matrix pair (ED,AD), which will also be defined
in Section 4.2.1.
The rest of this Chapter describes a flexible numerical method for transforming a descriptor
system of the form (4.2) into a standard state space system:
x˙(t) = Ax(t)+Bu(t), (4.4a)
y(t) =Cx(t)+Du(t). (4.4b)
where A ∈ Cn×n, B ∈ Cn×m, C ∈ Cp×n, D ∈ Cp×m and x(t) ∈ Cn is the state vector, with initial
condition x(0) := x0. Provided (4.2) and (4.4) share the same input-output behaviour, then con-
trollers designed on the latter will work on the former. Section 4.2.1 describes the theory behind
this transformation, whilst Section 4.2.2 details the numerical implementation and presents new
improvements to the existing algorithms. As with any computation, numerical errors must be
taken into account, and so in Section 4.2.3 we show how to exploit the transfer function definition
of the ν-gap metric to quantify the closed-loop difference between a descriptor state-space system
and the computed equivalent state-space system. The main contribution of this Chapter comes in
Section 4.3 where the numerical transformations developed in Section 4.2.2 are used to design
a simple Kalman filter to reconstruct the velocity field above an unsteady, non-parallel flat plate
boundary layer using only wall-shear measurements.
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Figure 4.1: Resistor-inductor electrical circuit [31].
We begin, however, by motivating the need for a numerical method to convert (4.1) into a
system of ODEs.
4.1 Choice of State-Basis
The choice of states used to describe a model determines whether or not a system of ODEs or
DAEs is obtained. As an example, consider the simple electrical circuit shown in Figure 4.1,
where R is a resistance, L is an inductance, u(t) is an input voltage and the states of the system are
taken to be the currents I1(t), I2(t) and I3(t). We assume a measurement of the inductor current,
i.e. y(t) := I3(t). Straightforward application of Kirchoff’s current and voltage laws yields the
following descriptor state-space system:
0 0 L0 0 0
0 0 0

︸ ︷︷ ︸
ED
d
dt
I1(t)I2(t)
I3(t)

︸ ︷︷ ︸
xD(t)
=
0 0 01 −1 −1
0 −R 0

︸ ︷︷ ︸
AD
I1(t)I2(t)
I3(t)
+
10
1

︸︷︷︸
BD
u(t), (4.5a)
y(t) =
[
0 0 1
]
︸ ︷︷ ︸
CD
xD(t). (4.5b)
Again, ED is singular and so it is not immediately clear how to apply conventional state-space
control theory to (4.5). However, if instead we chose to model the circuit purely in terms of the
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inductor current I3(t), then the following standard state-space system is obtained:
d
dt
I3(t)︸︷︷︸
x(t)
=
[
0
]
︸︷︷︸
A
I3(t)+
[
L−1
]
︸ ︷︷ ︸
B
u(t), (4.6a)
y(t) =
[
1
]
︸︷︷︸
C
I3(t). (4.6b)
This system has exactly the same input-output behaviour as (4.5), but is straightforward to control.
As another brief example, consider a rigid pendulum of unit length rotating around a central axle.
Typically, if the system is modelled in terms of polar coordinates then the pendulum motion is de-
scribed by an ordinary differential equation with two states; the angular deviation from an equilib-
rium and the rate of change of this angle. These states implicitly guarantee the pendulum moving
in a circular arc. If, instead, the states of the system are defined in terms of a horizontal x1(t) and
vertical displacement x2(t) of the centre of mass, then the algebraic constraint x21+x
2
2 = 1 must be
explicitly enforced, leading to a system of DAEs.
For such trivial examples, the choice of states that yields a system described in terms of
ODEs, as opposed to DAEs, is fairly obvious. For more complicated systems, however, this choice
of state basis may not be obvious, and nor may it be particularly convenient. In Chapter 2 we
reviewed the velocity-vorticity method for transforming linearised and parallel shear flows into
a system of ODEs (the Orr-Sommerfeld Squire system) described in terms of a divergence-free
basis of wall normal velocity and vorticity. We now list the disadvantages of this approach:
• It is difficult, if not impossible, to analytically obtain divergence-free bases for more com-
plicated flows, e.g. non parallel flows such as boundary layers. This is the main reason why
the vast majority of the flow-control literature (e.g. [10, 37, 38]) concentrates on pipe and
channel flows.
• The divergence free basis typically requires higher order spatial derivatives, up to fourth
order in the case of the Orr-Sommerfeld operator (2.5b). As a consequence, a higher reso-
lution and thus state-dimension is required to resolve these higher derivatives (although this
is offset by the fact that fewer variables are required to describe the flow).
• The discretised Laplacian, whose inverse is taken in (2.5b), typically has a poor condition
number [51].
• Boundary conditions are naturally described in terms of the primitive variables of u, v, w
and p. Satisfying these boundary conditions in a divergence-free basis requires transform-
ing the boundary conditions and then constructing spatial derivative operators consisting of
basis functions that each must satisfy the new conditions. This is a highly non-trivial pro-
cess, even for the case of homogenous boundary conditions. Failure to satisfy the correct
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boundary conditions generates spurious eigenmodes that are unphysical and typically un-
stable [10]. It is far easier to satisfy boundary conditions in the primitive variable setting
since this amounts to nothing more than replacing the relevant rows of (4.1) with the ac-
tual boundary conditions. In other words it is far easier to impose boundary conditions and
then transform to a system of ODEs, than transform and then try and satisfy the original
boundary conditions, as per the velocity-vorticity method.
• Descriptor systems of the form (4.2) arise in many areas of engineering. It is better to
develop a control theory for this general class of system, rather than a specific technique
for a particular descriptor system, as is the case with the velocity-vorticity method and
incompressible fluid flows.
For these reasons we propose, as in [48, 65], that the modelling effort should cease once
the fluid system is in the form (4.1) and from thereon numerical, rather than analytic, methods
should be employed to reduce the system to a standard state-space form.
4.2 Converting DAEs Into ODEs
The theory and computational methods to convert a system of the form (4.2) into a standard state-
space system are now described.
4.2.1 Theory
We begin with a definition from [25]. Let ED, AD ∈ ClD×nD . The matrix pair (ED,AD) is called
regular if lD = nD and there exists an s ∈ C such that det(sED−AD) 6= 0. Regularity of a matrix
pair ensures the transfer function of a system is well-defined, and so the notion of regularity is
the same for continuous and discrete-time systems. Regularity is easily checked using the shuffle
algorithm of [47]. It is important to note that, owing to the non-uniqueness of the pressure in (4.1),
some methods of discretisation yield a rank deficient AD21 matrix, in which case (ED,AD) would
not be regular. If the rank defect is equal to one, then a full row-rank matrix can be obtained
by discarding the last row of AD21 [65], although this should be performed with care since this is
equivalent to imposing zero pressure at one of the boundaries.
We next use a result that reveals how the slow and fast subsystems of (4.2a), containing
the finite and infinite generalised eigenvalues, respectively, can be decoupled to yield the so-called
standard form. According to [32, Lem. 2.3], if the pair (ED,AD) in (4.2a) is regular, there exist
nonsingular matrices T,S ∈ CnD×nD such that the transformation:
T EDSS−1x˙D(t) = TADSS−1xD(t)+T BDu(t), (4.7a)
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gives the system in standard form:[
I 0
0 Nnp
][
x(t)
z(t)
]
=
[
A 0
0 I
][
x(t)
z(t)
]
+
[
B
G
]
u(t), (4.7b)
where Nnp ∈ C(nD−n)×(nD−n) is nilpotent (meaning that Ninpnp = 0 for some index of nilpotency inp ∈
N), A ∈ Cn×n, I are identity matrices of compatible dimensions, G ∈ C(nD−n)×m and
[
x(t)
z(t)
]
=
S−1xD(t). The solution to the bottom row of (4.7b) is given by [32, Thm. 2.3]:
z(t) =−Gu(t)−
inp−1
∑
i=1
NinpG
diu(t)
dt i
. (4.7c)
Note that the solution to (4.7c) can depend on the derivative of the input signal.
4.2.2 Computation
To compute the matrices above we follow the procedure in [32, pp. 175-177] and consider appli-
cability to the semi-discretised Navier-Stokes equations (4.1). The steps are listed below:
i. Start with a system (4.2a) that should be transformed into the form (4.7).
ii. Compute the generalised Schur form of the matrix pencil λED−AD so that:
T1(λED−AD)S1 = λ
[
E1 E2
0 E3
]
+
[
A1 A2
0 A3
]
. (4.8)
where T1 and S1 are unitary matrices i.e. T ∗1 T1 = T1T
∗
1 = I, and are not to be confused with
T and S in (4.7a). The generalised eigenvalues should be sorted so that the diagonal ele-
ments of E1 contain only non-zero elements. Furthermore, E1 and A3 are non-singular and
upper triangular, and E3 is upper-triangular with all diagonal elements zero. Computation of
the generalised Schur form and the subsequent reordering can be accomplished using MAT-
LAB’s qz and ordqz commands, respectively. These in turn call LAPACK routines dgges
and dtgsen (or complex equivalent).
The QZ routine requires a total of 66n3 flops to compute all matrices in (4.8) [33], and so
its applicability to large systems is limited. Fortunately, the models suitable for control can
be spatially discretised on much coarser grids than typical simulation models, as discussed
in the previous chapter.
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iii. Solve the following coupled Sylvester equation to obtain the matrices L and R:
E1R+LE3 =−E2, (4.9a)
A1R+LA3 =−A2, (4.9b)
This is equivalent to solving the following linear system of equations [32, p. 176]:[
Ia⊗E1 ET3 ⊗ Ib
Ia⊗A1 AT3 ⊗ Ib
]
︸ ︷︷ ︸
H
[
vec(R)
vec(L)
]
︸ ︷︷ ︸
l
=
[
−vec(E2)
−vec(A2)
]
︸ ︷︷ ︸
r
, (4.10)
where Ia is an identity matrix with the same size as E3 and A3, Ib is an identity matrix of the
same size as E1 and A1, ⊗ represents the Kronecker product and vec(·) denotes an ordered
stacking of the columns of a matrix from left to right, starting with the first column.
Directly solving (4.9)1 is ill advised, since even for small systems the matrix on the left-
hand side can be large and poorly conditioned. For the channel-flow example considered in
Chapter 5, Figure 4.2 shows how the condition number κ(H) deteriorates with increasing
system order n, and also the time taken to solve (4.9) via sparse LU factorisation of (4.10) as
n increases2. For large systems LAPACK routines stgsyl and dtgsyl are a better choice,
and better still are the algorithms presented in [42]. Another method we have found to work
successfully for the problems discussed in this paper is as follows:
Proposition 4.2.1. The solution to (4.9) can be obtained by solving the following Sylvester
equation for L:
A1E−11 LE3A
−1
3 −L−
(
A2−A1E−11 E2
)
A−13 = 0, (4.11a)
and substituting to obtain R:
R =−E−11 E2−E−11 LE3. (4.11b)
Proof. Straightforward rearranging of (4.9a) yields (4.11b), and substituting this into (4.9b)
gives (4.11a).
Equation (4.11a) is a type of Sylvester equation and can be computed in MATLAB using
the dlyap routine, which implements SLICOT routine SB04QD. This method is less well
suited to large systems than the ones mentioned above, since it does not fully exploit the
1In MATLAB this can be achieved by implementing sparse LU factorisation via the command l= H\r.
2All computations were performed on a 2.13GHz Intel Core 2 Duo machine, running MATLAB 7.4 using IEEE
double precision arithmetic with relative machine precision ε = 2.22×10−16.
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Figure 4.2: (a) κ versus n for H, A3 and E1. (b) Time to compute solution to (4.9) versus n using sparse
LU factorisation on (4.10) and our approach (4.11). Values computed for Reynolds number R = 103
and streamwise and spanwise wavenumbers α = β = 1. Note the log-scales on the y-axes.
upper-triangular structures of E1 and A3 in the same way as in [42]. However, it can be
implemented in a single line of MATLAB code whereas the other methods require more
effort to program. A drawback of (4.11a) is the fact that the arguments to the Sylvester
equation include the inverses of E1 and A3. For the case of channel-flow, as considered in
more detail in Chapter 5, A3 is worse conditioned than E1. Figure 4.2 shows how κ(A3)
varies with n and also the time taken to solve (4.9) via (4.11). Clearly our method is better
in terms of conditioning and speed than sparse LU factorisation of (4.10).
iv. Form the matrices in (4.7) as follows:
T =
[
E−11 0
0 A−13
][
I L
0 I
]
T1, S = S1
[
I R
0 I
]
, (4.12a)
A = E−11 A1,
[
B
G
]
= T BD, Nnp = A−13 E3. (4.12b)
v. Provided NinpG= 0 for all i∈N≥ 1 (so that z(t) in (4.7c) is independent of input derivatives)
then we may form the output equation (4.2b) according to:
y(t) =CDS
[
x(t)
z(t)
]
=
[
C J
][x(t)
z(t)
]
=Cx(t)+Du(t). (4.13)
where J ∈Cp×(nD−n) and D :=−JG. As observed by [62], B can be chosen arbitrarily since
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it specifies how u(t) enters the top row of (4.7b). However, this is not the case for G if we
wish to prevent the solution of (4.7c) containing derivatives of u(t). This occurs when the
input signal is white noise, since the derivative of white noise is not well defined. Thus we
require a condition on BD in (4.2a) so that derivatives in (4.7c) do not exist. The required
condition is the following [62]:
∀ i ∈ N, NinpG2 = 0 ⇐⇒ range(BD)⊆ range(Z), (4.14)
where Z is a matrix derived from the standard form (4.7) as follows. Let Nnp in (4.7) have
the following singular value decomposition:
Nnp =UΣV ∗, (4.15)
Partition V = [V1 V2], where V2 contains the last c columns of V having zero singular values.
Then NnpV2 = 0 and we can write G2 =V2W in general, where W ∈Cc×c is any nonsingular
matrix. According to (4.12b) we have:
BD = T−1
[
B
G
]
,
= T−1
[
I 0
0 V2
]
︸ ︷︷ ︸
Z
[
B
W
]
, (4.16)
where both B and W can be chosen arbitrarily. Thus (4.14) is the required condition for
avoiding the differentiation of u(t).
Computation of Z would require, for example, LU factorisation of T :
TW =
[
I 0
0 V2
]
, (4.17)
However, for large fluids systems T is likely to be ill-conditioned. Figure 4.3 shows how
the condition number of T worsens with increasing system order for a typical channel-flow
example. Given that (4.14) depends on the rank of Z, it is desirable to avoid the factorisation
of T . We therefore present the following direct method:
Proposition 4.2.2. Z can be computed as follows:
Z = T ∗1
E1 −LA3V2
0 A3V2
 . (4.18)
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Figure 4.3: (a) Condition number of T versus system order. (b) Time to compute Z for different
system orders using LU factorisation on (4.17) and our direct approach (4.18). Values computed for
Reynolds number R= 103 and streamwise and spanwise wavenumbers α = β = 1.
Proof. The proof is simple and exploits the fact that T1 is unitary. Starting from (4.16):
Z = T−1
I 0
0 V2
 ,
=
E−11 0
0 A−13
I L
0 I
T1
−1I 0
0 V2
 ,
= T−11
I L
0 I
−1E−11 0
0 A−13
−1I 0
0 V2
 ,
= T ∗1
I −L
0 I
E1 0
0 A3
I 0
0 V2
 ,
= T ∗1
E1 −LA3V2
0 A3V2
 .
Therefore, Z can be computed without having to factor T . Not only is this more reliable, it
is also typically faster, as shown in Figure 4.3.
Thus, a standard state-space system is obtained from the top row of (4.7b) and (4.13).
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4.2.3 Quantifying Numerical Errors with the ν-Gap Metric
The numerical transformation of (4.2) into (4.4) will inevitably be contaminated by numerical
errors. For the purposes of robust control, the ν-gap metric, introduced in Chapter 3, provides a
means of quantifying this error from a closed-loop perspective. The key observation is that the ν-
gap can be defined in terms of system transfer functions and that the transfer function of (4.2) is
well defined provided the pair (ED,AD) in (4.2a) is regular.
In the following discussion, we assume the system (4.2) is described in terms of real-
valued vectors and matrices. If this is not the case, then this can be achieved by redefining xD(t)
to xDR(t) :=
[
R(xD(t))
I(xD(t))
]
, in which case ADR :=
[
R(AD) −I(AD)
I(AD) R(AD)
]
and similarly for ED, BD, CD and DD.
Laplace transforming (4.2) with xD0 = 0 yields:
y(s) =
[
CD(sED−AD)−1BD+DD
]︸ ︷︷ ︸
PD(s)
u(s), (4.19a)
where PD(s) ∈ R p×m is the plant’s transfer function. Similarly, taking the Laplace transform of
the (numerically) transformed system (4.4) gives:
y(s) =
[
C(sI−A)−1B+D]︸ ︷︷ ︸
P(s)
u(s). (4.19b)
with P(s) ∈ R p×m. Provided the winding number constraints in (3.4b) are satisfied, the ν-gap
between PD and P can be computed according to:
δν(PD,P) = sup
ω∈R
σ¯ (Ψ(PD( jω),P( jω))) . (4.20)
where σ¯ denotes the maximum singular value. Referring to the example depicted in Figure 4.1 for
the case where L = 1mH and R = 10kΩ, the computed equivalent state-space system is:
x˙(t) = [ 0 ]︸︷︷︸
A
x(t)+ [
√
2×103 ]︸ ︷︷ ︸
B
u(t), (4.21a)
y(t) = [ 1/
√
2 ]︸ ︷︷ ︸
C
x(t). (4.21b)
Figure 4.4(a) shows the singular values of the transfer functions PD(s) and P(s) of (4.5) and (4.21),
respectively. Given that the frequency responses of both transfer functions are indistinguishable,
it is unsurprising that δν(PD,P) (peak value of Figure 4.4(b)) is negligible.
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Figure 4.4: (a) Singular values of P( jω) (◦) and PD( jω) (+) against frequency, (b)
σ¯ (Ψ(P( jω),PD( jω))) against frequency.
4.3 Example: Flow Estimation of Boundary Layers Using Wall-
Shear Measurements
This section applies the methods of Section 4.2.2 to the problem of estimating the velocity field in a
flat-plate boundary layer flow subjected to free-stream turbulence, using only wall shear measure-
ments. This problem is highly challenging since the flow system is governed by the Navier-Stokes
equations (2.1) for which there currently exists no estimator synthesis techniques. We show how a
sequence of approximations can be employed to yield a linear, low-order state-space model. The
efficacy of this model is demonstrated by comparing the velocity field estimates obtained from
a synthesised Kalman filter, to the actual velocity field obtained from a high fidelity, nonlinear,
direct numerical simulation (DNS) of the boundary layer flow.
4.3.1 Introduction
Unlike channel and pipe flows, the mean flow of a boundary layer is non-parallel since it varies
with distance travelled in the streamwise direction. In an effort to recast the system in terms of
a divergence-free basis, a parallel flow assumption is commonly employed, e.g. [36]. We avoid
the need for this assumption by employing the methods of Section 4.2.2 to compute a state-space
model, rather than attempting an analytical reformulation of the governing equations. To complete
the state-space model, we include a disturbance model and Direct Numerical Simulation (DNS)
based measurements of the streamwise and spanwise wall shear (wall-normal velocity gradient)
at three evenly spaced locations along the plate. Based on this model, a standard Kalman filter is
synthesised that produces estimates of the in-plane velocity fields. The overall scheme is sketched
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Figure 4.5: Sketch of the estimation problem. The observer constructs estimates xˆ(t) of the true ve-
locity perturbation (shown in red) above the sensors, using only measurements y(t) of the streamwise
and spanwise wall shears. Note that in realistic flows, the boundary layer interface is not as smooth
and well defined as sketched here.
in Figure 4.5.
To the best of the author’s knowledge, this is the first work to attempt flow estimation of a
non-parallel, unsteady boundary layer by employing an estimator derived from a physically based
model and using practically implementable sensors mounted in the bounding surface. For the
special case where disturbances are time-independent, one can view perturbation growth within a
(non-parallel) boundary layer as a process that evolves in space, rather than in time, and control
of such a system has been considered [19]. However, the more general (and realistic) scenario is
that of boundary layer disturbance growth being a process that evolves in time (i.e. is unsteady),
within a fixed volume of space. This is precisely the viewpoint adopted here.
The sequence of modelling steps described in this example, namely linearisation, spatial
discretisation and the numerical conversion of DAEs into ODEs, are very general in nature and
thus can be applied to a wide range of fluid flow systems to obtain simple control models.
4.3.2 Description of the DNS Database
In the present investigation we use data obtained from a boundary layer DNS [75,76]. A snapshot
of this data is shown in Figure 4.6, together with the cartesian coordinate system. The domain
extends 525δ0, 40δ0, 30δ0 in the streamwise (x), wall-normal (y) and spanwise (z) directions,
where δ0 is the boundary layer thickness at the upstream end of the domain (the boundary layer
thickness is defined as the height at which the mean streamwise velocity is 99% of the free-stream
velocity). The data were generated by spatially discretising (2.1) using a central, second order
finite-volume method on a staggered grid of 1798× 194× 194 nodes in x, y and z, and advanc-
ing the resulting system in time by using Adams-Bashforth, Crank-Nicolson and implicit Euler
schemes for the convective, viscous and pressure terms, respectively [59]. Sixty-one snapshots of
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Figure 4.6: DNS snapshot and cartesian coordinate system. Shaded regions represent streamwise
velocity perturbations inside (lower plane) and outside (upper plane) the boundary layer.
the streamwise, wall-normal and spanwise velocity components were available at each grid point,
separated by a sampling period of Ts = 2 (nondimensional time units). In total, the available fields
span a time interval that a fluid particle would take to travel a distance of 120δ0 at the free-stream
velocity U∞.
Figure 4.6 shows two planes parallel to the wall. The lower plane is inside the boundary
layer and the second is in the free-stream. The shaded regions depict velocity perturbations in the
streamwise direction. The flow is initially laminar and characterised by long streamwise pertur-
bations, or ‘streaks’, that are initiated by disturbances in the free-stream penetrating the boundary
layer [77]. The streaks grow in magnitude and at some point break down into turbulent spots,
followed by full turbulence further downstream. Laminar-to-turbulent transition is accompanied
by a large increase in skin friction. Therefore, the key to devising control strategies to suppress
this phenomenon lies in understanding the streak dynamics. As was discussed in Chapter 2, these
dynamics are explained by a linear mechanism.
4.3.3 Transient Growth Model
A linear, transient growth model of the current boundary layer is obtained as follows.
The Navier-Stokes equations (2.1) are first made nondimensional by scaling all parameters
by the inlet boundary layer thickness, δ0 and the free-stream velocity, U∞. Subsequent linearisation
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about a nominal mean flow yields the following set of perturbation equations [1, p. 16]:
∂u
∂ t
=−u∂U
∂x
−U∂u
∂x
−v∂U
∂y
−V∂u
∂y
−w∂U
∂z
−W∂u
∂z
− ∂p
∂x
+
1
R
(
∂ 2u
∂x2
+
∂ 2u
∂y2
+
∂ 2u
∂z2
)
,
∂v
∂ t
=−u∂V
∂x
−U∂v
∂x
−v∂V
∂y
−V∂v
∂y
−w∂V
∂z
−W∂v
∂z
− ∂p
∂y
+
1
R
(
∂ 2v
∂x2
+
∂ 2v
∂y2
+
∂ 2v
∂z2
)
,
∂w
∂ t
=−u∂W
∂x
−U∂w
∂x
−v∂W
∂y
−V∂w
∂y
−w∂W
∂z
−W∂w
∂z
− ∂p
∂z
+
1
R
(
∂ 2w
∂x2
+
∂ 2w
∂y2
+
∂ 2w
∂z2
)
,
0 =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (4.22)
where R := U∞δ0/ν is the Reynolds number, ν := µ/ρ is the kinematic viscosity of the
fluid, U, V and W are the average streamwise, wall-normal and spanwise velocities, respectively,
whilst u, v, w and p are the corresponding perturbation velocities and pressure. For clarity, the spa-
tial and temporal dependence of each of the variables is not shown here, but we remark that u,v,w
and p are each real-valued functions of x,y,z and t, whereas the mean-flow velocities are real
valued functions of x,y and z, only. Since we are dealing with the transient growth region of a
laminar, flat-plate boundary layer subject to zero streamwise pressure gradient, we can employ the
following simplifying assumptions:
• Two-dimensional mean flow, i.e. W, ∂U∂z , ∂V∂z , ∂W∂ z = 0.
• Negligible streamwise pressure gradient, i.e. ∂p∂x ≈ 0.
• Negligible second-order streamwise velocity gradients, i.e. ∂ 2u∂x2 , ∂
2v
∂x2 ,
∂ 2w
∂x2 ≈ 0.
Note that the second and third assumptions are valid since the streamwise variation of the streaky
disturbances is much smaller than in the wall-normal and spanwise directions. Under these as-
sumptions, the system (4.22) reduces to:
∂u
∂ t
=−u∂U
∂x
−U∂u
∂x
−v∂U
∂y
−V∂u
∂y
+
1
R
(
∂ 2u
∂y2
+
∂ 2u
∂z2
)
,
∂v
∂ t
=−u∂V
∂x
−U∂v
∂x
−v∂V
∂y
−V∂v
∂y
− ∂p
∂y
+
1
R
(
∂ 2v
∂y2
+
∂ 2v
∂z2
)
,
∂w
∂ t
=−U∂w
∂x
−V∂w
∂y
− ∂p
∂z
+
1
R
(
∂ 2w
∂y2
+
∂ 2w
∂z2
)
,
0 =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
. (4.23)
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where the mean-flow velocities U,V are now functions of x,y only. For boundary conditions
of (4.23) we assume the following [2]:
u(x,0,z, t) = 0, v(x,0,z, t) = 0, w(x,0,z, t) = 0,
u(x,ymax,z, t) = 0, p(x,ymax,z, t) = 0, w(x,ymax,z, t) = 0, (4.24a)
where ymax→ ∞, although in practice this is set to a large but finite value. In a realistic estimation
problem, the initial condition of the flow will be unknown, in which case it is assumed to be zero:
u(x,y,z,0), v(x,y,z,0), w(x,y,z,0), p(x,y,z,0) = 0. (4.24b)
The equations in (4.23) are known as the Linearised Boundary Region Equations (LBRE) [45],
and have been shown to accurately predict the evolution of streaky boundary layer disturbances in
response to external forcing.
The mean flow quantities U and V in (4.23) are computed by solving the Blasius equation
for F(η) and its derivatives:
2F′′′(η)+F(η)F′′(η) = 0, (4.25a)
where η := y (νx/U∞)−1/2, F′(η) := dF(η)dη and (4.25a) has the boundary conditions:
F(0) = F′(0) = 0, F′(η)→ 1 as η → ∞. (4.25b)
The Blasius equation (4.25a) is a nonlinear ODE that can be solved in a number of different ways.
The most straightforward is via numerical integration from the initial conditions in (4.25b) and
the extra initial condition F′′(0) ≈ 0.332 [14]. The mean velocities and their derivatives are then
calculated as follows:
U(x,y) = F′(η),
V(x,y) =
1
2
√
ν
U∞x
(
ηF′(η)−F(η)) ,
∂U(x,y)
∂x
=− η
2x
F′′(η),
∂V(x,y)
∂x
=− 1
4x
3
2
√
ν
U∞
(
η2F′′(η)+ηF′(η)−F(η)) ,
∂U(x,y)
∂y
=
√
U∞
νx
F′′(η),
∂V(x,y)
∂y
=
η
2x
F′′(η). (4.25c)
The streamwise region of validity for the linear model can be deduced from the DNS data by
studying the downstream evolution of the kinetic energy of the u perturbations. Figure 4.7 shows
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Figure 4.7: Mean-square streamwise velocity perturbations versus x, for y = 0.69. Linear growth
occurs in the region 20/ x/ 70.
the streamwise evolution of the mean-square u perturbations at a height above the wall of y= 0.69,
corresponding to the wall-normal location of maximum disturbance energy. Linear growth appears
for 20/ x/ 70.
4.3.4 Spatial Discretisation
The set of equations (4.23) represents a system of linear, partial differential-algebraic equations.
These can be approximated as a finite-dimensional system by spatial discretisation in the x, y and z
directions.
Spanwise discretisation
We begin by discretising in z. Referring to Figure 4.6, since the streaks are periodic in the spanwise
direction, we assume the flow variables are periodic in z, in which case we can make use of the
Fourier transform as follows:
u(x,y,z, t)≈ R
(
Nz
∑
nz=1
u˜(x,y, t)eiβz
)
, (4.26)
where i :=
√−1, nz is the harmonic number, β := 2pinz/Lz is a wavenumber and Lz is the fun-
damental wavelength in the spanwise direction. Nz is finite and represents the truncation of the
series. Similar expressions are obtained for the remaining perturbation variables. Substituting
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these into (4.23), yields the following system for each wavenumber β :
∂ u˜
∂ t
=−u˜∂U
∂x
−U∂ u˜
∂x
− v˜∂U
∂y
−V∂ u˜
∂y
+
1
R
(
∂ 2u˜
∂y2
−β 2u˜
)
,
∂ v˜
∂ t
=−u˜∂V
∂x
−U∂ v˜
∂x
− v˜∂V
∂y
−V∂ v˜
∂y
− ∂p
∂y
+
1
R
(
∂ 2v˜
∂y2
−β 2v˜
)
,
∂ w˜
∂ t
=−U∂ w˜
∂x
−V∂ w˜
∂y
− iβp+ 1
R
(
∂ 2w˜
∂y2
−β 2w˜
)
,
0 =
∂ u˜
∂x
+
∂ v˜
∂y
+ iβ w˜. (4.27)
Thus, the Fourier transformed perturbation variables u˜, v˜, w˜, p˜ are complex-valued functions
of x,y, t, for a given spanwise wavenumber. In the present work we restrict attention to β = 10,
the reason being that a 32-point FFT of the streak velocities revealed that the largest Fourier
component corresponded to an 8-point cycle (nz = 4). The fundamental streak spacing was there-
fore Lz = 2.5, corresponding to roughly twelve streaks across the span (as can be inferred from
Figure 4.6).
Wall-normal discretisation
In the wall-normal direction it is advantageous to employ a higher clustering of grid points within
the boundary layer compared to the free-stream. This ensures that the boundary layer is adequately
resolved whilst keeping the state-dimension of the overall system reasonably low. One method of
achieving this favourable distribution of grid points is as follows. Firstly, the perturbation variables
are computed on a grid of Ny Chebyshev collocation nodes:
ynych := cos
(
(ny−1)pi
Ny−1
)
, ny = 1, . . . ,Ny. (4.28a)
The wall-normal derivatives ∂∂y ,
∂ 2
∂y2 are approximated by Chebyshev differentiation matri-
ces Ych,Y 2ch, respectively [72]. Naturally, one could construct analogous finite differencing ma-
trices on the same set of grid points, but spectral differentiation (of which Chebyshev methods are
an example) are known to be more accurate for fewer grid points [68], thus helping to reduce the
state-dimension of the model. Software to generate spectral differentiation matrices is also freely
available [72].
In order to use Chebyshev differentiation matrices for the boundary layer (4.23), we must
map from the interval 0≤ y≤ ymax to the canonical Chebyshev interval −1≤ ych ≤ 1. We use the
following algebraic mapping [35]:
yny :=
a(1+ynych )
b−ynych
, (4.28b)
4.3 Example: Flow Estimation of Boundary Layers Using Wall-Shear Measurements 66
where:
a :=
ymidymax
ymax−2ymid and b := 1+
2a
ymax
. (4.28c)
This mapping is convenient as it places half the nodes in the region 0 ≤ y ≤ ymid. By set-
ting ymid = 2 (the approximate height of the boundary layer in the transient growth region of
the DNS) and ymax = 10, we obtain a reasonable tradeoff between resolving the boundary layer
whilst not wasting too many points in the free stream. Lastly, using the chain rule and (4.28b), we
obtain:
∂ u˜(x,yny , t)
∂y
≈ Y1u˜nych (x, t),
∂ 2u˜(x,yny , t)
∂y2
≈ Y2u˜nych (x, t), (4.28d)
where u˜nych (x, t) := u˜(x,ynych , t), and:
Y1 :=
dych
dy
Ych, Y2 :=
d2ych
dy2
Ych+
(
dych
dy
)2
Y 2ch, (4.28e)
with similar expressions for the other perturbation variables. Substituting (4.28d) into (4.27)
yields:
∂ u˜nych
∂ t
=
(
−∂Unych
∂x
−Unych
∂
∂x
−VnychY1+
Y2−β 2
R
)
u˜nych −
∂Unych
∂y
v˜nych , (4.29a)
∂ v˜nych
∂ t
=−∂Vnych
∂x
u˜nych +
(
−Unych
∂
∂x
− ∂Vnych
∂y
−VnychY1+
Y2−β 2
R
)
v˜nych −Y1p˜nych , (4.29b)
∂ w˜nych
∂ t
=
(
−Unych
∂
∂x
−VnychY1+
Y2−β 2
R
)
w˜nych − iβ p˜nych , (4.29c)
0 =
∂ u˜nych
∂x
+Y1v˜nych + iβ w˜nych , (4.29d)
where the perturbation variables at a spanwise wavenumber, β and at each Chebyshev node are
now complex-valued functions of x and t only. The results presented at the end of this chapter
used a model with Ny = 20 wall-normal grid-points.
Streamwise discretisation
Spanwise arrays of wall sensors are placed at three arbitrary streamwise locations within the tran-
sient growth region of the flow, x1 = 45, x2 = 50 and x3 = 55. A semi-staggered grid is used to
evaluate the velocities at these streamwise locations, whilst pressures are resolved at intermediate
spacings x12 = 47.5 and x23 = 52.5. This separation of the velocity and pressure grids helps prevent
unphysical oscillations in either field [27, p. 158]. Adopting the notation u˜x1,nych (t) := u˜(x1,ynych , t)
etc., the following three-point finite-differencing scheme is employed to approximate the stream-
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
E1,1
E2,2
E3,3
0
E5,5
E6,6
E7,7
0
E9,9
E10,10
E11,11

︸ ︷︷ ︸
EDnoBCs
d
dt

u˜x1 ,nych
(t)
v˜x1,nych
(t)
w˜x1,nych
(t)
p˜x12 ,nych
(t)
u˜x2 ,nych
(t)
v˜x2 ,nych
(t)
w˜x2,nych
(t)
p˜x23 ,nych
(t)
u˜x3 ,nych
(t)
v˜x3 ,nych
(t)
w˜x3 ,nych
(t)

︸ ︷︷ ︸
xD(t)
=

A1,1 A1,2 A1,5 A1,9
A2,1 A2,2 A2,4 A2,6 A2,10
A3,3 A3,4 A3,7 A3,11
A4,1 A4,2 A4,3 A4,5 A4,6 A4,7
A5,1 A5,5 A5,6 A5,9
A6,2 A6,4 A6,5 A6,6 A6,8 A6,10
A7,3 A7,4 A7,7 A7,8 A7,11
A8,1 A8,6 A8,7 A8,9
A9,1 A9,5 A9,9 A9,10
A10,2 A10,6 A10,8 A10,9 A10,10
A11,3 A11,7 A11,8 A11,11

︸ ︷︷ ︸
ADnoBCs

u˜x1 ,nych
(t)
v˜x1,nych
(t)
w˜x1,nych
(t)
p˜x12 ,nych
(t)
u˜x2 ,nych
(t)
v˜x2 ,nych
(t)
w˜x2,nych
(t)
p˜x23 ,nych
(t)
u˜x3 ,nych
(t)
v˜x3 ,nych
(t)
w˜x3 ,nych
(t)

,
(4.31)
wise derivative terms in (4.29a–4.29c):
∂ u˜x1,nych (t)
∂x
≈ 1
2∆x
(
−3u˜x1,nych +4u˜x2,nych − u˜x3,nych
)
, (4.30a)
∂ u˜x2,nych (t)
∂x
≈ 1
2∆x
(
−u˜x1,nych + u˜x3,nych
)
, (4.30b)
∂ u˜x3,nych (t)
∂x
≈ 1
2∆x
(
u˜x1,nych −4u˜x2,nych +3u˜x3,nych
)
, (4.30c)
where ∆x = 5 is the separation between the streamwise locations. Similar expressions are ob-
tained for the other perturbation velocities. The streamwise derivative term in the divergence
constraint (4.29d) is approximated at the pressure nodes as follows:
∂ u˜x12,nych (t)
∂x
≈ 1
∆x
(
−u˜x1,nych + u˜x2,nych
)
, (4.30d)
∂ u˜x23,nych (t)
∂x
≈ 1
∆x
(
−u˜x2,nych + u˜x3,nych
)
. (4.30e)
Substituting these into (4.29) yields the finite-dimensional system of ordinary differential and al-
gebraic equations (4.31), where xD ∈ Cm is the state vector, m = 11Ny, A·,· ∈ CNy×Ny are the
submatrices of ADnoBCs (defined in the appendix), E·,· := INy are the submatrices of EDnoBCs (where I
is the identity matrix), 0 is a matrix of zeros and all other unmarked entries are zeros. The sub-
script ‘D’ denotes vectors and matrices associated with a descriptor state-space system, while the
subscript ‘noBCs’ indicates that boundary conditions (4.24) have yet to be satisfied.
Enforcing these boundary conditions is straightforward and amounts to modifying the
relevant rows of (4.31). For example, to enforce the condition u˜(x1,ymax, t) = 0, the top rows
of E1,1, A1,1, A1,2, A1,5 and A1,9 are set to zero, except for the (1,1) element of A1,1 (correspond-
ing to u˜x1,1ch(t)), which is set equal to 1. This ease of enforcing boundary conditions is one of
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the main benefits of the descriptor system approach to modelling. By comparison, traditional
velocity-vorticity methods require impractical boundary conditions where considerable care must
be taken in constructing wall-normal derivative operators of up to fourth order [41]. Unless the
basis functions of these operators each implicitly satisfies the boundary conditions, the discre-
tised system will be contaminated by so-called ‘spurious eigenvalues’ that typically reside in the
complex right-half-plane [48].
Temporal discretisation of the resulting system yields the following discrete-time system:
EDxDk+1 = ADxDk , (4.32)
where xDk is the state of the system at time tk, AD := e
A¯DTs , A¯D is the right hand side matrix of (4.31)
after the inclusion of boundary conditions, and Ts = 2 is the sample period.
Wall-shear measurements and disturbance model
For measurements, we take the wall-normal gradient at the wall of the streamwise and spanwise
velocities, in the sensor location planes x1, x2 and x3:

∂ u˜x1 ,Nych
∂y (k)
∂ w˜x1,Nych
∂y (k)
∂ u˜x2 ,Nych
∂y (k)
∂ w˜x2,Nych
∂y (k)
∂ u˜x3 ,Nych
∂y (k)
∂ w˜x3,Nych
∂y (k)

︸ ︷︷ ︸
yk
=

Y1∗ 0 0 0 0 0 0 0 0 0 0
0 0 Y1∗ 0 0 0 0 0 0 0 0
0 0 0 0 Y1∗ 0 0 0 0 0 0
0 0 0 0 0 0 Y1∗ 0 0 0 0
0 0 0 0 0 0 0 0 Y1∗ 0 0
0 0 0 0 0 0 0 0 0 0 Y1∗

︸ ︷︷ ︸
CD
xDk , (4.33)
where yk ∈ Cp, with p = 6, and CD ∈ Cp×m. Nych denotes the Ny-th Chebyshev node (the node at
the wall). The notation Y1∗ is to be interpreted as ‘row Ny and all columns of the matrix Y1’, and
each zero entry is a row vector of Ny zeros.
With respect to a disturbance model, we assume the states xDk and the measurements yk of
the system are perturbed by zero-mean, Gaussian, white noise sequences, wk and vk, with covari-
ances Qw and Rv, respectively. For simplicity, we assume the noises wk and vk are uncorrelated.
Furthermore, since yk are obtained from the DNS data, we assume the covariance of vk to be
small and set Rv = 0.001I6. In theory, an estimate of Qw can be obtained from measurement data
alone [54, 55]. However, obtaining a good estimate of Qw via this approach would have required
significantly more time samples than were available. Therefore, a process noise model was ob-
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tained from the DNS data as follows. First, the state covariance matrix Qx¯D was computed from
the data:
Qx¯D :=
1
Nk
Nk
∑
k=1
x¯Dk x¯
∗
Dk , (4.34a)
where Nk is the total number of time samples, x¯Dk is the state at the k-th sample, the over-bar
represents values obtained from (spanwise Fourier transformed) data, and the asterisk denotes
complex conjugate transpose. In most physical applications, the number of disturbances entering
the system is typically less than the number of states. This was found to be the case in the present
work, as deduced from the singular-value decomposition of Qx¯D :
Qx¯D =
[
U1 U2
][Σ1
Σ2
][
U1∗
U2∗
]
, (4.34b)
in which U1 ∈ Cm×g, Σ1 ∈ Rg×g and g is the number of ‘significant’ disturbance inputs, obtain-
ing by inspecting the diagonal elements of Σ1, shown in Figure 4.8(a). A disturbance input ma-
trix BD ∈ Cm×g is defined as follows:
BD :=U1
√
Σ1. (4.34c)
Note that BDBD∗ ≈ Qx¯D . The complete estimation model can thus be written in the following
descriptor state-space form:
EDxDk+1 = ADxDk +BDwk, (4.35a)
yk =CDxDk + vk. (4.35b)
where wk ∈ Cg with covariance Qw = Ig.
As a final point in this section, It is interesting to plot the wall-normal variation of the
elements of the first column of BD, since this represents the ‘shape’ of the principal disturbance
entering the state. Figure 4.8(b) shows this variation for the real part of the elements corresponding
to u˜x1,nych , v˜x1,nych and w˜x1,nych . As expected, the disturbances are mainly confined to the boundary
layer.
Obtaining a state-space model
A standard state-space model was obtained by applying the numerical steps in Section 4.2.2 to the
descriptor state-space system (4.35). A discrete-time steady-state Kalman filter was then synthe-
sised for the computed system. Note that this filter produces estimates xˆk, but it is straightforward
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Figure 4.8: (a) First 100 singular values of Qx¯D , (b) wall-normal variation (real part) of the u˜x1,nych
(red), v˜x1,nych (blue), and w˜x1,nych (green) components of the first column of BD.
to interpret these states in terms of the velocities and pressures in xˆDk via the transformation:
xˆDk = S
[
xˆk
zˆk
]
. (4.36)
where S is the transformation matrix in (4.7a). The results are described in the next section.
Results and Discussion
The streamwise velocity perturbation fields above each of the sensing locations are shown in Fig-
ure 4.9 for the initial and final times of the available data. Clearly, the Kalman filter, using only
wall-shear measurements and a low-order, linear model, produces good estimates of the streak
magnitudes and locations, despite uncertainty in the initial conditions. It is worth emphasising
that the simulation data (from the DNS of a nonlinear model), from which the plots on the left of
Figure 4.9 were obtained, took approximately one week of wall-clock time on 96 processors of the
HLRB-II Supercomputer to compute3. However, the data for the plots on the right could easily be
produced in a fraction of a second by a simple micro-controller connected to wall-shear sensors.
Therefore, real-time flow-field estimation, could, in principle, be realised in a laboratory experi-
ment. The real and imaginary parts of the velocity perturbation estimates in the middle sensing
plane (x2) at a height of y= 0.69 are shown in Figure 4.10. The streamwise velocity estimates (red,
top row) appear to converge quickly to the actual values (blue). However, the wall-normal (middle
row) and particularly the spanwise (bottom row) velocity estimates are not as good. A possible
explanation for this is as follows. The true spanwise velocity components appear to contain a sig-
3Quoted time is the time taken to obtain converged statistics for the turbulent region of the flow.
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Figure 4.9: Flow-field reconstruction based on estimates of u˜x,y at t = 0 and t = 120. DNS data is
on the left and estimates obtained from the Kalman filter are on the right. Red (blue) contours are
regions of relatively high (respectively, low) streamwise velocity.
nificant high temporal frequency content, not present in the other velocity plots. The Kalman filter
assumes noise disturbances that are constant between samples. However, if the sample rate is not
fast enough, as may be the case here (nondimensional rate of 0.5), then this assumption becomes
less valid, and so the variance of the error in the estimates becomes larger. Resampling the data at
a higher rate should overcome this problem, but is extremely computationally expensive.
Given the complexity of the underlying system, the limited measurements and the simplic-
ity of both the model and the estimator, the velocity-field estimates were extremely encouraging.
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Figure 4.10: Real and imaginary parts of u˜x2, 0.69 (top row), v˜x2, 0.69 (middle row), and w˜x2, 0.69 (bottom
row). Actual velocity components are shown in blue, whilst estimates are shown in red.
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Chapter 5
Case Study: Channel Flow Transient
Energy Control
As was discussed in Chapter 2, bypass transition to turbulence is initiated by the large growth of
perturbation energy over a relatively short time interval. Therefore, in this chapter we design a
controller to regulate this transient energy growth phenomenon in a channel. The emphasis of the
following material is not on designing the best possible control system to achieve this goal, but
rather to apply the techniques of the previous three chapters in a clear and coherent fashion on a
realistic problem.
5.1 Problem Formulation
Consider the fully developed flow between two infinite, parallel, planar and stationary bound-
aries, as shown in Figure 5.1. Non-dimensionalising length scales by the channel half-height,
h, velocities by the centre-line velocity Ucl and pressure by ρU2cl, the linearised Navier-Stokes
equations (2.2) for channel flow1 are [51]:
∂u
∂ t
=−U∂u
∂x
−v∂U
∂y
− ∂p
∂x
+
1
R
∆u, (5.1a)
∂v
∂ t
=−U∂v
∂x
− ∂p
∂y
+
1
R
∆v, (5.1b)
∂w
∂ t
=−U∂w
∂x
− ∂p
∂z
+
1
R
∆w, (5.1c)
0 =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
, (5.1d)
1Also known as plane Poiseuille flow.
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Figure 5.1: (a) Coordinate system for Poiseuille flow and (b) conceptual sketch of the control system
implementation with shear stress sensors and wall transpiration actuators [51].
where R = ρUh/µ is the Reynolds number and the mean velocity profile satisfies U = 1− y2.
In non-dimensional co-ordinates the upper and lower walls are located at y = ±1. The stream-
wise, wall-normal and spanwise perturbation velocities u, v and w, respectively, and perturbation
pressure p are functions of x, y, z and t . The boundary conditions are as follows:
u(x,±1,z, t) = 0, v(x,±1,z, t) = 0, w(x,±1,z, t) = 0. (5.1e)
The system (5.1) describes the dynamics of small 3D perturbations about a parabolic 2D
mean flow. It has been shown [17] that certain perturbations, resembling streamwise vortices,
briefly amplify the kinetic energy of the flow by several orders of magnitude before decaying
asymptotically, owing to the non-normality of the system eigenfunctions. In other words, the sys-
tem (5.1) exhibits the transient growth phenomenon discussed in Chapter 2. The streaks associated
with transient growth in shear flows produce shear stresses at the walls of the channel. Therefore,
a sensible control objective is to regulate the streamwise component of wall shear stress, thereby
reducing the velocity of the streaks, and hence their kinetic energy. In terms of transducers, a
common approach in the literature (e.g. [1, 10, 52]) is to consider the boundaries to be densely
populated with wall transpiration (blowing/suction) actuators and sensors capable of measuring
the streamwise component of the wall shear stress. A conceptual sketch of this arrangement is
shown in Figure 5.1(b). Assuming the control inputs u(x,y,z, t) are voltages supplied to an array
of pumps, each with a simple time constant τp, then the control input can be modelled as the
following inhomogenous boundary conditions on the upper and lower walls, respectively:
∂v(x,+1,z, t)
∂ t
:=− 1
τp
v(x,+1,z, t)+
1
τp
u(x,+1,z, t), (5.1f)
∂v(x,−1,z, t)
∂ t
:=− 1
τp
v(x,−1,z, t)+ 1
τp
u(x,−1,z, t), (5.1g)
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In the present example τp = 1. As a measurement we consider the streamwise component of the
wall shear stress τxy, at both walls [51]:
y(x,y,z,t) :=
[
τxy|y=+1
τxy|y=−1
]
=
1
R
( ∂u∂y + ∂v∂x)∣∣y=+1(
∂u
∂y +
∂v
∂x
)∣∣
y=−1
 . (5.1h)
With the inputs and outputs of the linear system defined (5.1), we proceed with spatial discretisa-
tion.
5.2 Spatial Discretisation
The flow is assumed periodic in the spatially homogenous x and z directions, allowing the use of
the Fourier transform, as follows:
u(x,y,z, t)≈ R
(
Nx
∑
nx=1
Nz
∑
nz=1
u˜(y, t)ei(αx+βz)
)
, (5.2)
where i :=
√−1, nx, nz are harmonic numbers, α := 2pinx/Lx, β := 2pinz/Lz are streamwise
and spanwise wavenumbers, respectively, with Lx, Lz fundamental wavelengths in the respective
directions. Nx and Nz are finite and represent the truncation of the series. Similar expressions
are obtained for the remaining perturbation variables. In the inhomogenous y direction the flow
is discretised on Ny Chebyshev colocation nodes (4.28a) and the spatial y derivatives ∂∂y ,
∂ 2
∂y2
are approximated by Chebyshev differentiation matrices Ych, Y 2ch, respectively [72]. The spatially
discretised system can now be written as a linear, finite-dimensional descriptor state-space system:

ED11 0 0 0
0 ED22 0 0
0 0 ED33 0
0 0 0 0

︸ ︷︷ ︸
EDC
d
dt

u˜nych (t)
v˜nych (t)
w˜nych (t)
p˜nych (t)

︸ ︷︷ ︸
xDC(t)
=

AD11 AD12 0 AD14
0 AD22 0 AD24
0 0 AD33 AD34
AD41 AD42 AD43 0

︸ ︷︷ ︸
ADC

u˜nych (t)
v˜nych (t)
w˜nych (t)
p˜nych (t)
+

0 0
BD21 BD22
0 0
0 0

︸ ︷︷ ︸
BDC
uC(t),
(5.3a)
yC(t) =
[
CD11 CD12 0 0
CD21 CD22 0 0
]
︸ ︷︷ ︸
CDC
xDC(t). (5.3b)
where u˜nych (t), v˜nych (t), w˜nych (t) and p˜nych (t) are vectors of Fourier transformed velocities and pres-
sure at individual streamwise and spanwise wavenumbers, α and β , respectively. AD11 := AD22 :=
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AD33 :=−iαUnych + 1R∆, AD12 :=−
dUnych
dy , AD14 :=−AD41 :=−αI, AD24 :=−AD42 :=−Ych, AD34 :=
−AD43 := −β I, and ED11 := ED22 := ED33 := I, where Unych := 1− y2nych and ∆ := −α
2 +Y 2ch−β 2
is the discrete Laplacian operator. BD21 := [
1
τp 0 ... 0 ]
T , BD22 :=[ 0 ... 0
1
ζ ]
T , CD11 :=
1
RYch 1,1:Ny (1/R
times top row of Ych), CD12 :=
1
R [ iα 0 ... 0 ], CD21 :=
1
RYch Ny,1:Ny and CD22 :=
1
R [ 0 ... 0 iα ]. Note
that xDC(t) ∈C4Ny , uC(t) ∈C2 and yC(t) ∈C2. The subscript ‘C’ indicates a vector or matrix with
complex entries. Boundary conditions (5.1e)–(5.1g) are enforced by modifying the top and bottom
rows of the submatrices in EDC and ADC . For example, the no slip condition u(x,+1,z, t) = 0 is
enforced by setting the top rows of ED11 , AD11 , AD12 and AD14 equal to zero, except for the (1,1) el-
ement of AD11 (corresponding to u˜1ch) which is set equal to 1, whist (5.1f) is satisfied by setting the
top rows of AD22 and AD24 to zero, with the exception of the (1,1) element of AD22 , (corresponding
to v˜1ch), which is set to −1/τp.
5.2.1 Computing the Optimal Initial Condition
In order to best illustrate the transient growth effect, we need to to compute the initial condi-
tion xDC(0) := xDC0 that gains the most kinetic energy over time. Fixing the Reynolds num-
ber at R = 5000, this optimal initial condition occurs after t f = 379 time units for α = 0
and β = 2.044 [17]. To compute this initial condition, we begin by defining the kinetic energy
density E ∈ R+ of a three-dimensional perturbation at particular wavenumbers in the x and z di-
rections [17]:
E :=
1
2V
∫ +1
−1
∫ 2pi
α
0
∫ 2pi
β
0
(
u2+v2+w2
)
dz dx dy, (5.4)
where V := 8pi2/(αβ ) is the integration volume. In terms of Fourier transformed velocities, we
have for example:
u= R
(
u˜(y, t)ei(αx+βz)
)
=
1
2
(
u˜(y, t)ei(αx+βz)+ u˜∗(y, t)e−i(αx+βz)
)
, (5.5)
with similar expressions for the other perturbation velocities. Substituting these into (5.4) yields:
E =
1
8
∫ +1
−1
(u˜∗u˜+ v˜∗v˜+ w˜∗w˜)dy, (5.6)
Numerical integration of (5.6) is slightly complicated by the fact that the wall-normal grid-points
are not equally spaced. However, for Chebyshev nodes, a method known as Curtis-Clenshaw
quadrature is commonly employed, whereby:
∫ +1
−1
f (y)dy ≈
Ny
∑
ny=1
wny f (ynych ), (5.7)
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where the quadrature weights wny are computed efficiently from the code of [68, p.128]. Applying
this to (5.6) yields:
E(t)≈
[
u˜nych (t) v˜nych (t) w˜nych (t)
]∗
1
8W 0 0
0 18W 0
0 0 18W

︸ ︷︷ ︸
Q
 u˜nych (t)v˜nych (t)
w˜nych (t)
 , (5.8)
where W is a diagonal matrix containing the quadrature weights wny . The square-root of the
disturbance energy is a norm ‖·‖E induced by the inner product on the vector space of perturbation
velocities. In order to facilitate the (meaningful) use of the singular value decomposition, we
seek to convert this energy norm to the more standard induced 2-norm ‖·‖2. According to [61]
and references therein, an energy based norm can be derived for the state vector as ‖xD(t)‖E =
‖PxD(t)‖2, whereP arises from a Cholesky decomposition ofQ =P∗P .
Using the numerical recipe described in Chapter 4, the system (5.3) is converted to a stan-
dard state-space system of the form (4.4):
x˙C(t) = ACxC(t)+BCuC(t), (5.9)
yC(t) =CCxC(t)+DCuC(t), (5.10)
In the absence of a control input, the solution to the autonomous system is given by:
xDC(t) = S
[
eAC t 0
0 0
]
S−1︸ ︷︷ ︸
Φ(t)
xDC0, (5.11)
where S is the transformation matrix computed in (4.12). Defining Φuvw := Φ1:3ny,1:3ny then we
can use the singular value decomposition as follows:
UΣV ∗ =PΦuvwP−1. (5.12)
where U,V ∈ C3ny×3ny are complex unitary matrices and Σ ∈ R3ny×3ny is a diagonal matrix con-
taining non-negative real entries (singular values). The first column of V ∗ provides the shape of the
optimal velocity perturbation. The first column of U represents the shape of the velocity perturba-
tion that this evolves into after some time t, and the square of the first singular value in Σ represents
the kinetic energy gain of the latter over the former; E(t)/E(0). The optimal initial condition and
subsequent evolution of the autonomous system are plotted in Figure 5.2. The figure shows that
the perturbation that gains the most kinetic energy resembles a pair of counter-rotating streamwise
vortices. These transfer high momentum fluid in the centre of the channel towards the walls, and
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Figure 5.2: Evolution of the optimal initial condition in channel flow for R= 5000, α = 0, β = 2.044.
Filled contours represent streamwise perturbation velocities whilst vectors depict the wall-normal
and spanwise velocity perturbation fields. Maximum perturbation energy gain Et/E0 is also shown.
vice versa, to create the streaks (coloured contours) of relatively high and low streamwise veloc-
ity, respectively. The energy gain (and maximum streamwise shear-stress) peaks at t = 379 before
decaying. Figure 5.2 is in excellent agreement with the corresponding figures in [17], with only
a 1% discrepancy in peak energy gain2, despite the current work and [17] employing consider-
ably different techniques. Whereas [17] employed a variational method on a finite-differenced
2This discrepancy is probably numerical, arising from the calculation of the matrix exponential in (5.11).
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velocity-vorticity model, the present results were obtained in a straightforward fashion with little
more than the numerical recipe described in Chapter 4, spectral differentiation matrices, the matrix
exponential and the singular value decomposition.
5.3 Comparison with velocity-vorticity methods
At this point, it is interesting to take a minor detour and compare the spectra and pseudospectra
of the system (5.1) using traditional velocity-vorticity methods, and the numerical method for
converting a system of DAEs into one of ODEs, described in Chapter 4. Given that the results in
the previous section were almost identical to those in [17] (where the velocity-vorticity method
was used), we might expect that the spectra and pseudospectra will be the same. For channel-
flow systems, the sub-matrices of the Orr-Sommerfeld Squire operator AOSS (2.5a) are defined as
follows:
LOS := ∆−1
(
−iαUnych∆+ iα
d2Unych
dy2
+
1
R
∆2
)
, (5.13a)
LC :=−iβ
dUnych
dy
, (5.13b)
LS :=−iαUnych +
1
R
∆, (5.13c)
where the fourth-order wall-normal derivative term in (5.13a) is computed from the software
of [72]. We remark briefly that the condition number of ∆ depends on a number of factors but
is typically of the order 106 for a resolution of Ny = 100. Computing the pseudospectra of AOSS
is somewhat complicated since the kinetic energy of the perturbations (5.4) is naturally defined in
terms of u, v and w. Thus, the kinetic energy must be redefined in terms of v and ωy (see [17] for
details).
The eigenvalues and ε-pseudospectra of AOSS and AC , computed for the case R =
1000, α = β = 1, are shown in Figure 5.3. Clearly, the eigenvalues and pseudospectra of AOSS
and AC appear to converge as resolution is increased, implying that both operators exhibit the same
open-loop transient and asymptotic behaviour.
5.4 Controller design
The state-vector and matrices of (5.9) contain complex entries. In order to use design tools such as
the ν-gap andH∞ controller synthesis, the system must be real-valued. This can be accomplished
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Figure 5.3: Eigenvalues and ε-pseudospectra in lower-left quadrant of C for (a), (b) AOSS, and (c),
(d) AC . ε = 10
−3.5,10−3, . . . ,10−2 (outermost contour). Left plots are low wall-normal resolution,
right plots are higher resolution. Computed values for Reynolds number R= 103 and wavenumbers
α = β = 1.
by redefining (5.9) as follows:
x˙(t) = Ax(t)+Bu(t), (5.14a)
y =Cx(t)+Du(t). (5.14b)
where u(t) :=
[R(uC (t))
I(uC (t))
]
, x(t) :=
[R(xC (t))
I(xC (t))
]
, y(t) :=
[R(yC (t))
I(yC (t))
]
, A :=
[R(AC ) −I(AC )
I(AC ) R(AC )
]
, and similarly
for B, C and D. This state-space system is then transformed into the following transfer function
matrix:
PNy(s) :=C(sI−A)−1B+D, (5.15)
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Figure 5.4: (a) Open-loop singular value plots of PNy for Ny = 15 (·−), Ny = 50 (−), and (b) singular
values of the respective shaped systems PNyW .
where PNy ∈R4×4 is the transfer function obtained from a wall-normal discretisation on Ny col-
location points. Tests on PNy at various resolutions indicated the presence of no right-half-plane
poles or right-half-plane zeros near the imaginary axis. The maximum singular values of PNy are
shown in Figure 5.4(a) for two different wall-normal resolutions3. The frequency responses are
virtually identical up to a frequency of ω = 1. In terms of a control objective we specify the
following on all channels:
• Loop unity gain crossover frequency ωb ≈ 0.3,
• Zero steady-state output to step input disturbances,
• Slope of ≈−20dB/decade around ωb,
• Good sensor noise attenuation.
These requirements are met by augmenting PNy with the following precompensator W (s):
W (s) :=

2(10s+1)
s 0 0 0
0 2(10s+1)s 0 0
0 0 2(10s+1)s 0
0 0 0 2(10s+1)s
 , (5.16)
Singular value plots of the shaped system PNyW are shown in Figure 5.4(b).
3Note that, owing to the symmetry of the channel, control and sensing, σ¯(PNy (s)) are identical. In other words, for
a given resolution, the four singular value plots of PNy appear as a single line when plotted.
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Figure 5.5: log10
(
δν(PNyW,PNy+1W )
)
versus Ny (·). Also shown is a plot of log10
(
1.2(0.82)Ny
)
against Ny (×).
Next, a suitable level of discretisation is established by plotting the sequence of ν-gaps be-
tween models PNyW of successively finer spatial resolution. This is shown in Figure 5.5, together
with a logarithmic plot of the following geometric sequence:
{aNy} := 1.2(0.82)Ny , (5.17)
This sequence upper bounds the ν-gap sequence {δν(PNyW,PNy+1W )} for 5 ≤ Ny ≤ 30 and we
assume that it continues to act as an upper bound for Ny > 30. Setting a nominal value of Ny = 15,
the following bound on the ν-gap between weighted model and plant is obtained:
δν(P15W,PW )≤
∞
∑
Ny=15
1.2(0.82)Ny =
1.2(0.82)15
1−0.82 = 0.34, (5.18)
Next, and as discussed in Section 4.2.3, we need to check the ν-gap between P15W and PD15W to
quantify any numerical degradation in transforming a descriptor state-space system into a standard
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Figure 5.6: (a) Singular values of P15W ( jω) (◦) and PD15W ( jω) (+) against frequency ω ,
(b) σ¯
(
Ψ
(
P15W ( jω),PD15( jω)
))
versus ω .
state-space system. Referring to Figure 5.6(a), the singular value plots for the two systems are
virtually identical, and so it is unsurprising that δν(P15W,PD15W ) (peak value in Figure 5.6(b)
of 1.3×10−12) is negligible. We assume this is the case for models of all resolutions.
Finally, the optimal loop-shaping controller K is synthesised, that achieves the optimum
stability margin bopt(P15W ), which in this case is equal to 0.68. This exceeds δν(P15W,PW ) by a
margin of 0.34. Therefore we can be confident that the controller K, designed on P15W , will work
well on the actual weighted plant. Of course, in the absence of a physical experiment, we must
test the controller on a simulation model.
5.5 Results
The weighted controller WK was connected in feedback with a simulation model employ-
ing Ny = 35 wall-normal grid-points, and initialised from the optimal initial condition computed
in Section 5.2.1. Figure 5.7(a) shows an almost 50% reduction in perturbation kinetic energy gain,
compared to the uncontrolled case. Also shown is the real part of the control input signal u(t) at
the upper wall, with the the signal at the lower wall looking identical. The flow visualisations for
the controlled case are shown in Figure 5.8. Comparing these to the figures for the uncontrolled
case (Figure 5.2), one can clearly see how the (controlled) application of wall transpiration acts to
attenuate the streak formation, and thus reduce the transient perturbation energy growth.
For the sake of comparison, a high order controller (K based on P35W ) was synthesised
and tested on the simulation model. The closed-loop response and control input signal were indis-
tinguishable from those for the controller synthesised from the low-order model, P15W , shown in
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Figure 5.7: (a) Energy gain E(t)/E(0) against time for the uncontrolled (−−) and controlled (−)
systems (controller based on P15W ). (b) Real part of control input u(t) at upper wall (lower wall input
signal is identical).
Figure 5.7. Ideally, this controller should be implemented in a channel-flow DNS to establish the
extent to which the onset of turbulence is delayed, and whether or not the controller re-laminarises
a turbulent flow.
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Figure 5.8: Evolution of the optimal initial condition in channel flow with feedback control of stream-
wise surface shear-stresses. Filled contours represent streamwise perturbation velocities whilst vec-
tors depict the wall-normal and spanwise velocity perturbation fields. Perturbation energy gain Et/E0
is also shown. R= 5000, α = 0, β = 2.044.
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Chapter 6
Conclusions and Future Work
The main topic of this research has been the development of a framework to enable the straightfor-
ward application of the standard tools of control theory to the challenging problem of controlling
fluid-flows. This thesis abstractifies this problem to one of controlling systems governed by linear
partial differential-algebraic equations.
A brief summary of the technical work presented in Chapters 2-5 is included in Section 6.1.
The main contributions of this thesis are listed in Section 6.2 and suggestions for future work are
discussed in Section 6.3.
6.1 Summary
Most fluid flows of engineering interest are governed by the incompressible Navier-Stokes equa-
tions; a set of nonlinear partial differential-algebraic equations. Thus, there are three problems to
overcome in order to apply standard control theory to this class of system. This thesis explained
how to overcome each of these problems separately.
With respect to nonlinearity, the validity of linear approximations was discussed in Chap-
ter 2, where the bypass transition mechanism to turbulence was reviewed. Crucially, this phe-
nomenon is linear and arises from the large transient growth of small, three-dimensional perturba-
tions around a mean flow. It was also reviewed how transient growth arises from the non-normality
of the system eigenfunctions, with pseudospectra being a convenient means of visualising this be-
haviour in the complex plane.
The problem of controlling linear, spatially distributed systems was then covered in Chap-
ter 3. At present, the most popular approach within the fluids community for tackling this problem
focusses upon the reduction of CFD-type models, followed by controller synthesis on the reduced
model. For a community rooted in an open-loop mindset, this approach is perhaps understandable,
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but unfortunately is fundamentally flawed. Not only are the numerical challenges of large-scale
model-reduction formidable, but there exist no guarantees that a controller, ultimately synthesised
from an approximation of an infinite-dimensional system, will actually work on the latter. On the
other hand, systems governed by the linearised Navier-Stokes equations are simply too complex to
enable the application of existing infinite-dimensional systems theory for controller synthesis, and
so spatial discretisation methods would appear to be the only way forward at present. However,
countless examples exist of simple controllers, based on lumped-parameter type models, working
in practice on real-world, infinite dimensional systems. This observation motivated the research
of Chapter 3, to establish a sufficient level of discretisation to guarantee the satisfactory control
of spatially distributed systems. By exploiting the triangle inequality property of the ν-gap metric
and establishing the rate of convergence of the ν-gaps between low-order models of successively
finer resolution, it was shown how a bound on the ν-gap between a finite-dimensional model and
a spatially distributed plant could be computed. This bound, in conjunction with the robust sta-
bility margin of a H∞ loop-shaping controller (synthesised from a low-order model), provided a
measure of closed-loop performance when applied to the actual plant. It was also discussed how
performance criteria directly influenced the required model resolution, and how such criteria were
accounted for, in a straightforward fashion, by augmenting the plant model with pre and post-
compensators to form a weighted system. These ideas were applied to the design of a disturbance
regulator on a one-dimensional heat equation.
Chapter 4 tackled the problem of controlling systems governed by differential-algebraic
equations. With respect to fluid flows, algebraic constraints arise from conservation of mass
and the application of boundary conditions. It was discussed how the flow-control community
currently overcomes the problem of controlling a system of DAEs by employing an analytical
velocity-vorticity transformation to obtain a system described purely in terms of ODEs, thus en-
abling the application of standard control theory. The drawbacks of this method were described,
particularly the difficulty of satisfying boundary conditions and the restriction to parallel flows,
and it was shown that such problems could be avoided by applying boundary conditions before
numerically transforming the system of DAEs into one of ODEs. The theory behind this trans-
formation was reviewed, along with its numerical implementation, and a new algorithm was pre-
sented, suitable for the semi-discrete linearised Navier-Stokes equations. This algorithm was used
in the design of a Kalman filter to estimate the velocity field in the transient-growth region of a
Blasius boundary layer perturbed by free-stream turbulence, using only wall shear measurements.
It was also shown how the transfer-function definition of the ν-gap metric could be used to com-
pute the ν gap between descriptor and conventional state-space systems, thus providing a means
of quantifying any numerical errors incurred in transforming from a system of DAEs to one of
ODEs.
Finally, all of the techniques developed in earlier chapters were implemented in the case
study of Chapter 5. AH∞ loop-shaping controller was designed to attenuate the transient energy
growth of perturbations in a channel flow. The controller, synthesised on a low-order model of
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the plant, succeeded in almost halving the maximum energy gain of the perturbations in a higher-
fidelity simulation model of the flow.
6.2 Main Contributions
To the fullest extent of the author’s knowledge, the following aspects of this thesis are believed to
be original contributions:
i. The construction of a bound on the ν-gap between a spatially distributed plant model, and a
finite-dimensional approximation obtained via spatial discretisation. Also, using the triangle
inequality property of the ν-gap metric to provide the theoretical justification for the bound.
ii. Demonstrating how to use the above bound in conjunction withH∞ loop-shaping to design
controllers, based on low order models, to meet typical closed-loop performance require-
ments when applied to a spatially distributed plant, with a bound on the robust stability
margin between controller and plant.
iii. A proof that, for a sequence of plant models of successively finer spatial resolution, the
convergence of the sequence in the ν-gap metric is at least as fast as the convergence of the
sequence ofH∞-norm differences, for both stable and unstable systems.
iv. Improving, in terms of time and conditioning, an existing method for solving coupled
Sylvester equations.
v. Applying a new numerical algorithm to transform the semi-discrete linearised Navier-Stokes
equations (a system of DAEs) into a standard state-space system (a system of ODEs). This
enables all the standard tools of linear systems theory to be applied to the former, without
the need to resort to velocity-vorticity transformations. Examples were shown on channel
and Blasius boundary layer flows.
vi. A description of how to use the ν-gap metric to quantify the closed-loop difference, if any,
between a descriptor and a standard state-space system. This can be used, for example, to
quantify any numerical errors incurred through use of the algorithm mentioned above.
6.3 Future Work
The following list contains suggestions for improvements to the current work and possible avenues
for future research:
i. The main bottleneck in the algorithm described in Section 4.2.2 is the use of the QZ rou-
tine for computing the generalised Schur decomposition of a matrix pair. This method
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is dense and takes no account of the sparsity or structure of the semi-discrete linearised
Navier-Stokes equations (4.1). An improvement over the existing 66n3 flop-count should be
possible by exploiting this structure.
ii. Although the approach adopted in this thesis for controlling/estimating a linear system of
DAEs by first transforming to a system of ODEs, was found to have worked satisfactorily,
it ought to be possible to design controllers/estimators directly on the former. If this is the
case, it would be interesting to compare the computational efficiency of both methods.
iii. The first step in the design procedure, outlined in Section 3.4.4, requires establishing the ap-
proximate location of any right-half-plane zeros. Computing the zeros of a transfer function
matrix is currently performed by solving a generalised eigenvalue problem. Numerically,
this is computed with the QZ routine, which, as mentioned above, has a flop count of 66n3
and is thus restricted to systems of fairly small state-dimension. This may be a problem
for two and three-dimensional systems for which a Fourier discretisation in one or more
spatial dimensions is not suitable1. Again, this motivates the need for a more efficient QZ
algorithm, or a new method for reliably and efficiently computing system zeros.
iv. In order to establish a tighter bound on the ν-gap between model and plant, derived
in Theorem 3.4.1, a fairly simple improvement could be gained by computing the se-
quence {δν(Pn,Pn+1)} for a few values of ns ≤ n≤ nf, say, to establish the order of conver-
gence of the sequence, and then construct a bounding sequence for n≥ nf, rather than n≥ n0,
where n0 < nf, since:
δν(Pn0 ,Pnf)+
∞
∑
n=n f
δν(Pn,Pn+1)≤
∞
∑
n=n0
δν(Pn,Pn+1).
It would also be worthwhile to try and exploit the fact that arcsin δν(·, ·) is a metric on the
spaceR p×m [71, Thm 3.3].
v. As mentioned towards the end of Chapter 3, for a bound on the ν-gap between low-
order model and plant to hold, it was necessary to assume that if a sequence {an}
bounds {δν(WoPnWi,WoPn+1Wi)} over some initial range of n, then it continues to act as
a bound for all higher spatial resolutions. Although it was argued that this assumption was
reasonable, further research is necessary since it is not yet known for which class of system
and discretisation method this assumption is valid.
vi. For the simple heat equation example in Chapter 3, it would be interesting to compare the
performance of the controller synthesised from the proposed method, with those obtained
from model-reduction and semigroup based approaches.
1Note how the Fourier discretisation in the streamwise and spanwise directions of the channel, in Chapter 5, ef-
fectively transforms the channel into a system of decoupled one-dimensional sub-systems, each corresponding to a
particular wavenumber pair (α,β ).
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vii. Ideally, the controller computed in Chapter 5 should be implemented in a nonlinear simula-
tion of channel-flow, to establish the extent to which the onset of turbulence is delayed. It
would also be interesting to see whether or not the controller would re-laminarise a turbulent
flow.
viii. Instead of designing a Kalman filter for the boundary layer, as described in Chapter 4, it
would be extremely interesting to design a feedback controller using the methods developed
in this thesis and implement it in a DNS, to assess the impact on the flow downstream of the
control.
ix. From an experimental viewpoint, it would be extremely impressive to set up a wind-tunnel
experiment equipped with sensors and actuators for closed-loop control. It is the author’s
belief that the techniques developed within this thesis would enable the straightforward
synthesis of robust controllers that would stand a good chance of working on a real-world
application.
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Appendix A
Submatrices of (4.31)
The submatrices of ADnoBCs in (4.31) are defined as follows:
A1,1 : =−
∂Ux1,nych
∂x
−Vx1,nychY1+
3
2∆x
Ux1,nych +
Y2−β 2
R
,
A1,2 : =−
∂Ux1,nych
∂y
,
A1,5 : =− 2∆xUx1,nych ,
A1,9 : =
1
∆x
Ux1,nych ,
A2,1 : =−
∂Vx1,nych
∂x
,
A2,2 : =−
∂Vx1,nych
∂y
−Vx1,nychY1+
3
2∆x
Ux1,nych +
Y2−β 2
R
,
A2,4 : =−Y1,
A2,6 : =− 2∆xUx1,nych ,
A2,10 : =
1
2∆x
Ux1,nych ,
A3,3 : =−Vx1,nychY1+
3
2∆x
Ux1,nych +
Y2−β 2
R
,
A3,4 : =−iβ I,
A3,7 : =− 2∆xUx1,nych ,
A3,11 : =
1
2∆x
Ux1,nych ,
A4,1 : =− 1∆x I,
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A4,2 : =
1
2
Y1,
A4,3 : =
1
2
iβ I,
A4,5 : =
1
∆x
I,
A4,6 : =
1
2
Y1,
A4,7 : =
1
2
iβ I,
A5,1 : =
1
2∆x
Ux2,nych ,
A5,6 : =−
∂Ux2,nych
∂y
,
A5,5 : =−
∂Ux2,nych
∂x
−Vx2,nychY1+
Y2−β 2
R
,
A5,9 : =− 12∆xUx2,nych ,
A6,2 : =
1
2∆x
Ux2,nych ,
A6,4 : =−12Y1,
A6,5 : =−
∂Vx2,nych
∂x
,
A6,6 : =−
∂Vy2,nych
∂x
−Vx2,nychY1+
Y2−β 2
R
,
A6,8 : =−12Y1,
A6,10 : =− 12∆xUx2,nych ,
A7,3 : =
1
2∆x
Ux2,nych ,
A7,4 : =−12 iβ I,
A7,7 : =−Vx2,nychY1+
Y2−β 2
R
,
A7,8 : =−12 iβ I,
A7,11 : =− 12∆xUx2,nych ,
A8,1 : =− 12∆x I,
A8,6 : = Y1,
A8,7 : = iβ I,
A8,9 : =
1
2∆x
I,
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A9,1 : =− 12∆xUx3,nych ,
A9,5 : =
2
∆x
Ux3,nych ,
A9,9 : =−
∂Ux3,nych
∂x
−Vx3,nychY1−
3
2∆x
Ux3,nych +
Y2−β 2
R
,
A9,10 : =−
∂Ux3,nych
∂y
,
A10,2 : =
1
2∆x
Ux3,nych ,
A10,6 : =
2
∆x
Ux3,nych ,
A10,8 : =−Y1,
A10,9 : =−
∂Vx3,nych
∂x
,
A10,10 : =−
∂Vx3,nych
∂y
−Vx3,nychY1−
3
2∆x
Ux3,nych +
Y2−β 2
R
,
A11,3 : =− 12∆xUx3,nych ,
A11,7 : =
2
∆x
Ux3,nych ,
A11,8 : =−iβ I,
A11,11 : =−Vx3,nychY1−
3
2∆x
Ux3,nych +
Y2−β 2
R
.
95
Bibliography
[1] O. M. Aamo and M. Krstic´, Flow control by feedback: Stabilization and mixing, Springer,
2003.
[2] P. Andersson, M. Berggren, and D. S. Henningson, Optimal disturbances and bypass transi-
tion in boundary layers, Physics of Fluids 11 (1999), no. 1, 134–150.
[3] A. C. Antoulas, An overview of approximation methods for large scale dynamical systems,
Annual reviews in Control 29 (2005), 181–190.
[4] P. Argu¨elles, M. Bischoff, P. Busquin andB. A. C. Droste, R. Evans, W. Kro¨ll, J. Lagarde`re,
A. Lina, J. Lumsden, D. Ranque, S. Rasmussen, P. Reutlinger, R. Robins, H. Terho, and
A. Wittlo¨v, Meeting Society’s Needs and Winning Global Leadership - European Aeronau-
tics: A Vision for 2020; Report of the Group of Personalities, Tech. report, Office for Official
Publications of the European Committee, 2001.
[5] G. G. Arthur, B. J. McKeon, S. S. Dearing, J. F. Morrison, and Z. Cui, Manufacture of micro-
sensors and actuators for flow control, Microelectronic Engineering 83 (2006), 1205–1208.
[6] K. J. A˚stro¨m and R. M. Murray, Feedback Systems: An Introduction for Scientists and Engi-
neers, Princeton University Press, 2008.
[7] M. J. Balas, Feedback control of flexible systems, IEEE Transactions on Automatic Control
23 (1978), 673–679.
[8] L. Baramov, O. R. Tutty, and E. Rogers, H∞ Control of Nonperiodic Two-Dimensional Chan-
nel Flow, IEEE Transactions on Control Systems Technology 12 (2004), no. 1, 111–122.
[9] T. R. Bewley, Flow control: new challenges for a new Renaissance, Progress in Aerospace
Sciences 37 (2001), 21–58.
[10] T. R. Bewley and S. Liu, Optimal and robust control and estimation of linear paths to tran-
sition, Journal of Fluid Mechanics 365 (1998a), 305–349.
[11] T. R. Bewley and B. Protas, Skin friction and pressure: the “footprints” of turbulence, Phys-
ica D 196 (2004), 28–44.
Bibliography 96
[12] K. M. Bobba, Robust flow stability: Theory, computations and experiments in near wall tur-
bulence, Ph.D. thesis, California Institute of Technology, Pasadena, California, USA, 2004.
[13] D. M. Boskovic, M. Krstic´, and W. Liu, Boundary Control of an Unstable Heat Equation Via
Measurement of Domain-Averaged Temperature, IEEE Transactions on Automatic Control
46 (2001), no. 12, 2022–2028.
[14] J. P. Boyd, The Blasius function in the complex plane, Experimental Mathematics 8 (1999),
no. 4, 381–394.
[15] , Chebyshev and fourier spectral methods, 2 ed., Dover, Mineola, New York, 2001.
[16] K. E. Brenan, S. L. V. Campbell, and L. R. Petzold, Numerical solution of initial-value
problems in differential-algebraic equations, SIAM, 1996.
[17] K. M. Butler and B. F. Farrell, Three-dimensional optimal perturbations in viscous shear
flow, Phys. Fluids A 4 (1992), no. 8, 1637–1650.
[18] C. Canuto, M. Y. Hussaini, A. Quarteroni, and T. A. Zang, Spectral methods, Scientific
Computation, Springer, 2006.
[19] P. Cathalifaud and T. R. Bewley, A noncausal framework for model-based feedback control
of spatially developing perturbations in boundary-layer flow. part I: formulation, Systems
and Control Letters 51 (2004), 1–13.
[20] A. Cheng and K. A. Morris, Accurate Zeros Approximation For Infinite-Dimensional Sys-
tems, The 42nd IEEE conference on decision and control, 2003.
[21] I. M. Cohen and P. K. Kundu, Fluid mechanics, fourth ed., Academic Press, 2007.
[22] S. S. Collis, R. D. Joslin, A. Seifert, and V. Theofilis, Issues in active flow control: theory,
control, simulation and experiment, Progress in Aerospace Sciences 40 (2004), 237–289.
[23] R.F. Curtain and K. .A. Morris, Transfer functions of distributed parameter systems: A tuto-
rial, Automatica 45 (2009), 1101–1116.
[24] R.F. Curtain and H.J. Zwart, An introduction to infinite-dimensional linear systems theory,
Springer, 1995.
[25] L. Dai, Singular control systems, Lecture Notes in Control and Information Sciences,
Springer-Verlag, 1989.
[26] G. Dullerud and F. Paganini, A course in robust control theory: A convex approach, Springer,
2000.
[27] J. H. Ferziger and M. Peric´, Computational Methods for Fluid Dynamics, Springer, 1997.
Bibliography 97
[28] F. E. Fish and G. V. Lauder, Passive and Active Flow Control by Swimming Fishes and
Mammals, Annual Review of Fluid Mechanics 38 (2006), 193–224.
[29] M. Gad-el-Hak, Flow control: Passive, active and reactive flow management, Cambridge
University Press, 2000.
[30] T. T. Georgiou and M. C. Smith, Robust stabilization in the gap metric: Controller design
for distributed plants., IEEE Transactions on Automatic Control 37 (1992), 1133–1143.
[31] M. Gerdin, Computation of a canonical form for linear differential-algebraic equations,
Tech. Report LiTH-ISY-R-2602, Linko¨ping University, 2004.
[32] , Identification and estimation for models described by differential-algebraic equa-
tions, Ph.D. thesis, Linko¨ping University, 2006.
[33] G. H. Golub and C. F. Van Loan, Matrix computations, third ed., The Johns Hopkins Univer-
sity Press, 1996.
[34] J. Gray, Studies in Animal Locomotion. VI. The Propulsive Powers of the Dolphin, Journal
of Experimental Biology 13 (1936), 192–199.
[35] A. Hanifi, P. J. Schmid, and D. S. Henningson, Transient growth in compressible boundary
layer flow, Physics of Fluids 8 (1996), no. 3, 826–837.
[36] J. Hoepffner and L. Brandt, Stochastic approach to the receptivity problem applied to bypass
transition in boundary layers, Physics of Fluids 20 (2008), 024108.
[37] J. Hoepffner, M. Chevalier, T. R. Bewley, and D. S. Henningson, State estimation in wall-
bounded flow systems. Part 1. Perturbed laminar flows, Journal of Fluid Mechanics 534
(2005), 263–294.
[38] M. Hogberg, T. R. Bewley, and D. S. Henningson, Linear feedback control and estimation of
transition in plane channel flow, J. Fluid Mech. 481 (2003), 149–175.
[39] I. M. Jaimoukha and E. M. Kasenally, Krylov Subspace Methods for Solving Large Lyapunov
Equations, SIAM Journal on Numerical Analysis 31 (1994), no. 1, 227–251.
[40] E. A. Jonckheere, M. G. Safanov, and L. M. Silverman, Topology induced by the Hankel
norm in the space of transfer matrices, Proc. 20th IEEE Conference on Decision and Control
including the Symposium on Adaptive Processes, vol. 20, December 1981, pp. 118–119.
[41] B. L. Jones, E. C. Kerrigan, and J. F. Morrison, A modeling and filtering framework for the
semi-discretised Navier-Stokes equations, Proceedings of the 10th European Control Con-
ference (Budapest, Hungary), August 2009, pp. 1215–1220.
Bibliography 98
[42] I. Jonsson and B. Ka˚gstro¨m, Recursive blocked algorithms for solving triangular systems -
part 1: One-sided and coupled sylvester-type matrix equations, ACM Transactions on Math-
ematical Software 28 (2002), no. 4, 392–415.
[43] P. Kunkel and V. Mehrmann, Differential-algebraic equations, European Mathematical So-
ciety, 2006.
[44] R. B. Lehoucq, D. C. Sorensen, and C. Yang, Arpack User’s Guide: Solution of Large-Scale
Eigenvalue Problems with Implicitly Restarted Arnoldi Methods, SIAM Publications, 1998.
[45] S. J. Leib, D. W. Wundrow, and M. E. Goldstein, Effect of free-stream turbulence and other
vortical disturbances on a laminar boundary layer, Journal of Fluid Mechanics 380 (1999),
169–203.
[46] P. Luchini, Reynolds-number-independent instability of the boundary layer over a flat sur-
face, Journal of Fluid Mechanics 327 (1996), 101–115.
[47] D. G. Luenberger, Time invariant descriptor systems, Automatica 22 (1978), 312–321.
[48] M. L. Manning, B. Bamieh, and J. M. Carlson, Eliminating spurious eigenvalues in the anal-
ysis of incompressible fluids and other systems of differential-algebraic equations, submitted
to J. Comp. Phys. (2007).
[49] M. Matsubara and P. H. Alfredsson, Disturbance growth in boundary layers subjected to
free-stream turbulence, Journal of Fluid Mechanics 430 (2001), 149–168.
[50] D. McFarlane and K. Glover, A loop shaping design procedure using H∞ synthesis, IEEE
Transactions on Automatic Control 37 (1992), no. 6, 759–769.
[51] J. McKernan, Control of plane Poiseuille flow: A theoretical and computational investiga-
tion, Ph.D. thesis, Cranfield University, 2006.
[52] J. McKernan, G. Papadakis, and J. F. Whidborne, Linear state-space representation of plane
poiseuille flow for control design - a tutorial, Int. J. Modelling, Identification and Control 1
(2006), no. 4, 0–0.
[53] K. .A. Morris, Design of finite-dimensional controllers for infinite-dimensional systems by
approximation, Journal of Mathematical Systems, Estimation, and Control 4 (1994), no. 2,
1–30.
[54] B. J. Odelson, M. R. Rajamani, and J. B. Rawlings, A new autocovariance least-squares
method for estimating noise covariances, Automatica 42 (2006), 303–308.
[55] M. R. Rajamani and J. B. Rawlings, Estimation of the disturbance structure from data using
semidefinite programming and optimal weighting, Automatica 45 (2009), 142–148.
Bibliography 99
[56] J. Reinschke,H∞-control of spatially distributed systems, Ph.D. thesis, Department of Engi-
neering, University of Cambridge (England), 1999.
[57] J. Reinschke and M. C. Smith, Designing robustly stabilising controllers for LTI spatially
distributed systems using coprime factor synthesis, Automatica 39 (2003), 193–203.
[58] S. K. Ribeiro, S. Kobayashi, M. Beuthe, J. Gasca, D. Greene, D. S. Lee, Y. Muromachi, P. J.
Newton, S. Plotkin, D. Sperling, R. Wit, and P. J. Zhou, Transport and its infrastructure., Cli-
mate Change 2007: Mitigation. Contribution of Working Group III to the Fourth Assessment
Report of the Intergovernmental Panel on Climate Change. (2007), 323–385.
[59] M. Rosenfeld, D. Kwak, and M. Vinokur, A fractional step solution method for the unsteady
incompressible Navier-Stokes equations in generalized coordinate systems., Journal of Com-
putational Physics 94 (1991), 102–137.
[60] C. W. Rowley, Model reduction for fluids, using balanced proper orthogonal decomposition,
International Journal of Bifurcation and Chaos 15 (2005), no. 3, 997–1013.
[61] P. J. Schmid, Nonmodal stability theory, Annual Review of Fluid Mechanics 39 (2007), 129–
162.
[62] T. Scho¨n, M. Gerdin, T. Glad, and F. Gustaffson, A modeling and filtering framework for
linear implicit systems, Proceedings of the 42nd IEEE Conference on Decision and Control
(Maui, Hawaii, USA), December 2003, pp. 892–897.
[63] A. S. Sharma, D. J. N. Limebeer, B. J. McKeon, and J. F. Morrison, Stabilising Control Laws
for the Incompressible Navier-Stokes Equations using Sector Stability Theory, Proceedings
of the 3rd AIAA Flow Control Conference, San Francisco, California, June 2006.
[64] S. Skogestad and I. Postlethwaite, Multivariable feedback control, John Wiley & Sons, Ltd,
2005.
[65] T. Stykel, Balanced truncation model reduction for semidiscretized stokes equation, Linear
Algebra and its Applications 415 (2006), no. 2-3, 262–289.
[66] G. Tadmor, Observers and feedback control of a rotating vortex pair, IEEE Transactions on
Control Systems Technology 12 (2004), 36–51.
[67] G. Tadmor and A. Banaszuk, Observer based control of vortex motion in a combuster recir-
culation region, IEEE Transactions on Control Systems Technology 10 (2002), 749–755.
[68] L. N. Trefethen, Spectral methods in Matlab, SIAM, 2000.
[69] L. N. Trefethen and M. Embree, Spectra and pseudospectra - the behaviour of nonnormal
matrices and operators, Princeton University Press, 2005.
Bibliography 100
[70] L. N. Trefethen, A. E. Trefethen, S. C. Reddy, and T. A. Driscoll, Hydrodynamic stability
without eigenvalues, Science 261 (1993), 578–584.
[71] G. Vinnicombe, Uncertainty and feedback, Imperial College Press, 2001.
[72] J. A. C. Weideman and S. C. Reddy, A MATLAB differentiation matrix suite, ACM Transac-
tions on Mathematical Software 26 (2000), no. 4, 465–519.
[73] F. M. White, Fluid mechanics, McGraw Hill Higher Education, 2003.
[74] K. Willcox and J. Peraire, Balanced Model Reduction via the Proper Orthogonal Decompo-
sition, AIAA Journal 40 (2002), no. 11, 2323–2330.
[75] T. A. Zaki and P. A. Durbin, Mode interaction and the bypass route to transition, Journal of
Fluid Mechanics 531 (2005), 85–111.
[76] , Continuous mode transition and the effects of pressure gradient, Journal of Fluid
Mechanics 563 (2006), 357–388.
[77] T. A. Zaki and S. Saha, On shear sheltering and the structure of vortical modes in single and
two-fluid boundary layers, Journal of Fluid Mechanics 626 (2009), 111–147.
[78] K. Zhou and J. C. Doyle, Essentials of robust control, Prentice Hall, 1998.
[79] K. Zhou, J. C. Doyle, and K. Glover, Robust and optimal control, Prentice Hall, 1996.
