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Abstract
A graph G is called quasi-claw-free if it satis-es the property: d(x; y) = 2 ⇒ there exists u∈N (x) ∩ N (y) such that
N [u] ⊆ N [x] ∪ N [y]. Let G be a 2-connected quasi-claw-free graph of order n. If 	(G)¿ n=4, then G is hamiltonian or
G ∈F, where F is a family of nonhamiltonian graphs of connectivity 2.
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1. Introduction
We consider only -nite undirected graphs without loops and multiple edges. For terminology, notation and concepts not
de-ned here see [2]. If S ⊆ V (G), then N (S) denotes the neighbors of S, that is, the set of all vertices in G adjacent to
at least one vertex in S. For a subgraph H of G and S ⊆ V (G)−V (H), let NH (S)=N (S)∩V (H) and |NH (S)|=dH (S).
If S = {s}, then NH (S) and |NH (S)| are written as NH (s) and dH (s), respectively. If S = {s} and H = G, then NH (S)
and |NH (S)| are written as N (s) and d(s), respectively, and N [s] is de-ned as N (s)∪{s}. For two disjoint vertex subsets
A and B of V (G), E(A; B) is de-ned as {ab∈E : a∈A; b∈B}. For any two distinct vertices x and y in a graph G,
d(x; y) denotes the distance from x and y. A graph G is called hamilton-connected if any two distinct vertices in G are
connected by a hamilton path of G. A graph G is called claw-free if it contains no induced subgraph isomorphic to K1;3.
The concept of quasi-claw-free graphs was introduced by Ainouche [1]. A graph G is called quasi-claw-free if it satis-es
the property: d(x; y)=2 ⇒ there exists u∈N (x)∩N (y) such that N [u] ⊆ N [x]∪N [y]. Obviously, every claw-free graph
is quasi-claw-free. If C is a cycle in G, let
→
C denote the cycle C with a given orientation. For u, v∈C, let
→
C [u; v] denote
the consecutive vertices on C from u to v in the direction speci-ed by
→
C . The same vertices, in reverse order, are given
by
←
C [v; u]. Both
→
C [u; v] and
←
C [v; u] are considered as paths and vertex sets. If u is on C, then the predecessor, successor,
next predecessor and next successor of u along the orientation of C are denoted by u−, u+, u−− and u++, respectively.
The family F of graphs is de-ned as follows: if G is in F, then G can be decomposed into three subgraphs G1, G2,
and G3 such that V (Gi)∩V (Gj)=∅ and EG(V (Gi); V (Gj))={uiuj; vivj}, where 16 i = j6 3, ui, vi ∈V (Gi) and ui = vi,
16 i6 3.
Ainouche [1] extended a variety of results, in particular, hamiltonian results on claw-free graphs to quasi-claw-free
graphs. The objective of this paper is to extend the following hamiltonian result on claw-free graphs, which was obtained
by Li [4], to quasi-claw-free graphs.
Theorem 1 (Li [4]). Let G be a 2-connected claw-free graph of order n. If 	(G)¿ n=4, then G is hamiltonian or G ∈F.
The main result of this paper is the following Theorem 2 and its proof is given in Section 3.
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Theorem 2. Let G be a 2-connected quasi-claw-free graph of order n. If 	(G)¿ n=4, then G is hamiltonian or G ∈F.
The following family J of graphs which appeared in [4] shows the sharpness of Theorem 2. If G ∈J, then it has four
complete subgraphs G1, G2, G3, and G4 with |V (G1)|= |V (G2)|= |V (G3)|= |V (G4)|= 	+1 such that V (Gi)∩V (Gj)=∅,
16 i = j6 3; V (Gi) ∩ V (G4) = {ui}, 16 i6 3; E(V (Gi); V (Gj)) = {vivj}, 16 i = j6 3; and E(V (Gi) − {ui}; G4 −
{ui}) = ∅, 16 i6 3. Then each graph G in J is a nonhamiltonian 2-connected quasi-claw-free graph of order 4	 + 1
and G ∈F.
Some ideas and proof techniques demonstrated by Li in [4] are adopted in the proof of Theorem 2. Also some results
obtained by Ainouche [1] are used in the proof of Theorem 2. They are stated as lemmas in the following section.
2. Lemmas
Lemma 1 (Ainouche [1]). Let G be a connected quasi-claw-free nonhamiltonian graph of order n and let C be a longest
cycle in G. Then u−u+ ∈E for every vertex u of C that has neighbors in V (G) \ V (C).
Lemma 2 (Ainouche [1]). Let G be a 2-connected quasi-claw-free nonhamiltonian graph of order n and let C be a
longest cycle in G. Assume that H is a connected component of G[V (G) \ V (C)] and NC(H) = {d1; d2; : : : ; dk}, where
d1; d2; : : : ; dk are arranged in the direction of the cycle C. A vertex u∈Ci :=
→
C [d+i ; d
−
i+1], where the subscripts are taken
modulo k, is called insertible if there exist vertices v, v+ ∈V (C) \ V (Ci) such that uv, uv+ ∈E. Then
(1) There exists a noninsertible vertex, say zi, in each Ci, 16 i6 k and N (zi) ∩ V (H) = ∅.
(2) I := {z0; z1; : : : ; zk} is an independent set of cardinality |NC(H)|+1 in G such that N (zi)∩N (zj)= ∅ for any pair
of distinct vertices zi, zj in I , where z0 is any vertex in V (H).
Lemma 3 (ErdEos and Gallai [3]). Let G be a graph of order n. If d(x)+d(y)¿ n+1 for any two nonadjacent vertices
x, y in G, then G is hamilton-connected.
3. Proof of Theorem 2
Proof of Theorem 2. Suppose G is a 2-connected quasi-claw-free graph of order n with 	¿ n=4. If G is not hamiltonian,
then G[V (G) \V (C)] has at least one component, where C := c1c2 : : : cmc1 is a longest cycle in G. Let H be a connected
component of G[V (G) \ V (C)]. It is also assumed that c1; c2; : : : ; cm are labeled in the order of the direction of C. Let I
be the independent set mentioned in Lemma 2. Then one has that
∑
z∈I
d(z)6 n− |NC(H)| − 1;
which implies that (1+ |NC(H)|)	6 n−|NC(H)|− 1, and so |NC(H)|(	+1)6 n− 	− 1. Thus |NC(H)|6 3− 4=(	+1).
Since G is 2-connected, |NC(H)|¿ 2. Therefore, |NC(H)|= 2. Inserting |NC(H)|= 2 in the inequality (1 + |NC(H)|)	6
n−|NC(H)|−1 and solving it, one has that 	¿ 3. Choose one vertex u in H . Then |V (H)|¿dH (u)+1¿d(u)−2+1¿
	− 1¿ 2. Let NC(H)= {ci; cj}, (i ¡ j). Then there exist two distinct vertices xi and xj in H such that both cixi and cjxj
are in E.
Claim 1. (1) c−i c
+
i ∈E, c−j c+j ∈E.
(2) N (ci) ∩ {c−j ; c−−j ; c+j ; c++j }= ∅, N (c−i ) ∩ {c−−j ; c−j ; cj}= ∅, N (c+i ) ∩ {cj; c+j ; c++j }= ∅.
(3) N (cj) ∩ {c−i ; c−−i ; c+i ; c++i }= ∅, N (c−j ) ∩ {c−−i ; c−i ; ci}= ∅, N (c+j ) ∩ {ci; c+i ; c++i }= ∅.
Proof. The statements in (1) follow from Lemma 1. The statements in (2) and (3) follow from the fact that C is a
longest cycle in G.
Claim 2. H is hamilton-connected.
Proof. Suppose, to the contrary, that H is not hamilton-connected. Then Lemma 3 implies that there exist two nonadjacent
vertices s, t in H such that |V (H)|¿dH (s) + dH (t).
Now we prove that NC(s) ∩ NC(t) = ∅. Suppose, to the contrary, that NC(s) ∩ NC(t) = ∅. Then ci ∈NC(s) ∩ NC(t)
or cj ∈NC(s) ∩ NC(t). Without loss of generality, we assume that ci ∈NC(s) ∩ NC(t). Then d(c+i ; s) = 2. Since G is
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quasi-claw-free, there exists a vertex p such that p∈N (c+i ) ∩ N (s) such that N [p] ⊆ N [c+i ] ∪ N [s]. Obviously, p ∈
V (H) ∪ (V (C) \ {ci; cj}). Also p = ci otherwise t ∈N [p] but t ∈ N [c+i ] ∪ N [s]. Thus p = cj . This is a contradiction
because of Claim 1.
Therefore, dC(s) + dC(t)6 2 and |V (H)|¿dH (s) + dH (t)¿ 2	− 2.
Next we prove that n − |V (H)|¿ 2	 + 4. Let zi and zj be the noninsertible vertices on
→
C [c+i ; c
−
j ] and
→
C [c+j ; c
−
i ],
respectively. We -rst prove that ci ∈ N (zi). Suppose, to the contrary, that ci ∈ N (zi). Then d(xi; zi) = 2. Since G is
quasi-claw-free, there exists a vertex q such that q∈N (xi) ∩ N (zi) such that N [q] ⊆ N [xi] ∪ N [zi]. Obviously, q ∈
V (H)∪ (V (C)\{ci; cj}). Also q = ci otherwise c−i ∈N [q] but c−i ∈ N [xi]∪N [zi]. Notice that the reason for c−i ∈ N [zi] is
that zi is a noninsertible vertex on
→
C [c+i ; c
−
j ]. Thus q=cj . This is also a contradiction since c
+
j ∈N [q] but c+j ∈ N [xi]∪N [zi].
Similarly, cj ∈ N (zi), ci ∈ N (zj), and cj ∈ N (zj).
Therefore, by Lemma 2 we have (V (H)∪{ci; cj})∩ (N [zi]∪N [zj]) = ∅. Hence n¿ |V (H)|+2+ d(zi)+ 1+ d(zj)+ 1,
i.e., n− |V (H)|¿ 2	+ 4.
So n= n− |V (H)|+ |V (H)|¿ 4	+ 2, a contradiction.
For any two distinct vertices u and v in V (H) we use uHv to denote the hamilton path between u and v in H .
Claim 3. G[V (G) \ V (C)] has a unique component H .
Proof. Suppose, to the contrary, that G[V (G) \V (C)] has at least two components. Let H1 be a component of G[V (G) \
V (C)] which is diGerent from H . Replacing H by H1 in the argument showing |V (H)|¿ 	− 1, one has that |V (H1)|¿
	−1. Therefore, n¿ |V (H)|+ |V (H1)|+ |
→
C [c++i ; c
−−
j ]|+ |
→
C [c++j ; c
−−
i ]|+ |{c−i ; ci; c+i ; c−j ; cj; c+j }|¿ 4(	−1)+6=4	+2,
a contradiction.
Next it is shown that G ∈F. First we prove the following claim.
Claim 4. N (c−i )∩
→
C [c++i ; c
−−
j ]= ∅, N (c+j )∩
→
C [c++i ; c
−−
j ]= ∅, N (c+i )∩
→
C [c++j ; c
−−
i ]= ∅, and N (c−j )∩
→
C [c++j ; c
−−
i ]= ∅.
Proof. Now we show that N (c−i ) ∩
→
C [c++i ; c
−−
j ] = ∅. Suppose, to the contrary, that there exists a vertex w∈N (c−i ) ∩
→
C [c++i ; c
−−
j ]. Then w
−c−j ∈ E and w−c+j ∈ E otherwise G has a cycle which is longer than C. Let a be the last neighbor
of w− along
→
C [w; c−j ] and let b be the -rst neighbor of w
− along
→
C [c+j ; c
−
i ]. Since the cycle
xi
→
C [ci; w
−]
←
C [a; w]
←
C [c−i ; c
+
j ]c
−
j cjxjHxi
is not longer than C, we have |→C [a+; c−−j ]|¿ |V (H)|. Since the cycle
xi
→
C [ci; w
−]
→
C [b; c−i ]
→
C [w; c−j ]c
+
j cjxjHxi
is not longer than C, we have |→C [c++j ; b−]|¿ |V (H)|. Thus n = |V (C)| + |V (H)| = |
→
C [b; a] ∪ {cj}| + |
→
C [a+; c−−j ]| +
|→C [c++j ; b−]|+ |{c−j ; c+j }|+ |V (H)|¿ 3|V (H)|+ |N [w−]|+2¿ 3(	− 1)+ 	+3=4	. Therefore, cj ∈N (w−). Obviously,
d(xj; c+j )=2. Since G is quasi-claw-free, there exists a vertex p in G such that p∈N (xj)∩N (c+j ) and N [p] ⊆ N [xj]∪N [c+j ].
Clearly, p ∈ V (H) ∪ (V (C) \ {cj}). Thus p= cj , which is a contradiction since w− ∈N [cj] but w− ∈ N [xj] ∪ N [c+j ].
Similarly, N (c+j ) ∩
→
C [c++i ; c
−−
j ] = ∅, N (c+i ) ∩
→
C [c++j ; c
−−
i ] = ∅, and N (c−j ) ∩
→
C [c++j ; c
−−
i ] = ∅.
Claim 5. N (ci) ∩ (
→
C [c++i ; c
−−
j ] ∪
→
C [c++j ; c
−−
i ]) = N (cj) ∩ (
→
C [c++i ; c
−−
j ] ∪
→
C [c++j ; c
−−
i ]) = ∅.
Proof. Now we show that N (ci) ∩
→
C [c++i ; c
−−
j ] = ∅. Suppose, to the contrary, that there exists a vertex w∈N (ci) ∩
→
C [c++i ; c
−−
j ]. Obviously, d(xi; c
−
i ) = 2. Since G is quasi-claw-free, there exists a vertex p such that p∈N (xi) ∩ N (c−i )
and N [p] ⊆ N [xi] ∪ N [c−i ]. Clearly, p ∈ V (H) ∪ (V (C) \ {ci}). Thus p = ci, which is a contradiction since w∈N [ci]
but w ∈ N [xi] ∪ N [c−i ].
Similarly, N (ci) ∩
→
C [c++j ; c
−−
i ] = ∅, N (cj) ∩
→
C [c++i ; c
−−
j ] = ∅, and N (cj) ∩
→
C [c++j ; c
−−
i ] = ∅.
To achieve our goal of proving G ∈F, now we just need to show that there are no edges between →C [c++i ; c−−j ]
and
→
C [c++j ; c
−−
i ]. Suppose, to the contrary, that there is an edge between
→
C [c++i ; c
−−
j ] and
→
C [c++j ; c
−−
i ]. Choose one
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edge y1y2 between
→
C [c++i ; c
−−
j ] and
→
C [c++j ; c
−−
i ] such that y1 ∈
→
C [c++i ; c
−−
j ], y2 ∈
→
C [c++j ; c
−−
i ], and |
→
C [y+1 ; c
−−
j ]| +
|→C [y+2 ; c−−i ]| is as small as possible. The remainder of our proof is further divided into four cases and we arrive at a
contradiction for each case.
Case 1: N (c+i ) ∩
→
C [y+1 ; c
−
j ] = ∅, N (c+j ) ∩
→
C [y+2 ; c
−
i ] = ∅.
In this case, we have N [c+i ] ⊆
→
C [c−i ; y1] and N [c
+
j ] ⊆
→
C [c−j ; y2]. Since the cycle
C1 := xicic
−
i
→
C [c+i ; y1]
←
C [y2; c
+
j ]c
−
j cjxjHxi
is not longer than C, we have |→C [y+1 ; c−−j ]| + |
→
C [y+2 ; c
−−
i ]|¿ |V (H)|. Therefore, n¿ |V (C)| + |V (H)| =
→
C [c−i ; y1] +
→
C [c−j ; y2] + |
→
C [y+1 ; c
−−
j ]| + |
→
C [y+2 ; c
−−
i ]| + |V (H)|¿ 2|V (H)| + |N [c+i ]| + |N [c+j ]|¿ 2(	 − 1) + 2(	 + 1) = 4	. Thus
N [c+i ] =
→
C [c−i ; y1], N [c
+
j ] =
→
C [c−j ; y2], and |
→
C [y+1 ; c
−−
j ]| + |
→
C [y+2 ; c
−−
i ]| = |V (H)|¿ 	 − 1¿ 2. Now we consider the
following subcases based on the diGerent locations of y1 and y2.
If y1 = c−−j and y2 = c
−−
i , then 0 = |
→
C [y+1 ; c
−−
j ]|+ |
→
C [y+2 ; c
−−
i ]|= |V (H)|, a contradiction.
If y1 = c−−j and y2 = c−−i , then C1 is a longest cycle in G. Replacing C by C1 in the arguments given before,
we have G[V (G) \ V (C1)], which is G[
→
C [y+1 ; c
−−
j ] ∪
→
C [y+2 ; c
−−
i ]], is hamilton-connected. Then there exists one edge
between
→
C [y+1 ; c
−−
j ] and
→
C [y+2 ; c
−−
i ], contradicting the choice of y1y2.
If y1 = c−−j and y2 = c−−i , then C1 is a longest cycle in G. Replacing C and H by C1 and H1 :=
→
C [y+2 ; c
−−
i ],
respectively, in the arguments given before, we have |NC1 (H1)| = 2, i.e., NC1 (H1) = {y2; c−i }. Thus N [y+2 ] ⊆
→
C [y2; c−i ].
Notice that N [c+j ]=
→
C [c−j ; y2], we have d(c
+
j ; y
+
2 )=2. Since G is quasi-claw-free, there exists a vertex w∈N (c+j )∩N (y+2 )
such that N [w] ⊆ N [c+j ] ∪ N [y+2 ]. Again by N [y+2 ] ⊆
→
C [y2; c−i ] and N [c
+
j ] =
→
C [c−j ; y2], we have w = y2. However, this
is a contradiction since y1 ∈N [y2] but y1 ∈ N [c+j ] ∪ N [y+2 ].
If y1 = c−−j and y2 = c−−i , then applying an argument similar to the one for the case of y1 = c−−j and y2 = c−−i ,
we can arrive at a contradiction.
Case 2: N (c+i ) ∩
→
C [y+1 ; c
−
j ] = ∅, N (c+j ) ∩
→
C [y+2 ; c
−
i ] = ∅.
First we show that G[N (c+i ) \ {c−i ; ci}] is complete. Suppose, to the contrary, that there exist two nonadjacent vertices
p and q in G[N (c+i ) \ {c−i ; ci}]. Obviously, d(ci; p) = 2. Since G is quasi-claw-free, there exists a vertex o such that
o∈N (ci) ∩ N (p) and N [o] ⊆ N [ci] ∪ N [p]. Clearly, o ∈ V (H) ∪ (V (C) \ {c+i }). Thus o = c+i , which is a contradiction
since q∈N [o] but q ∈ N [ci]∪ N [p]. Thus G[N (c+i ) \ {c−i ; ci}] is complete. Similarly, G[N (c+j ) \ {c−j ; cj}] are complete.
Let s1 be the -rst neighbor of c+i along
→
C [y+1 ; c
−
j ] and let t1 be the -rst neighbor of c
+
j along
→
C [y+2 ; c
−
i ]. Next we
prove that y+1 = s1. Suppose, to the contrary, that y+1 = s1. Since the cycle
xi
←
C [ci; y2]
←
C [y1; c
+
i ]
→
C [y+1 ; c
−
j ]c
+
j cjxjHxi
is not longer than C, we have |→C [c++j ; y−2 ]|¿ |V (H)|. Since the cycle
xi
←
C [ci; t1]
→
C [c+j ; y2]
←
C [y1; c
+
i ]
→
C [y+1 ; cj]xjHxi
is not longer than C, we have |→C [y+2 ; t−1 ]|¿ |V (H)|. Therefore, n = |V (C)| + |V (H)|¿ |
→
C [c++j ; y
−
2 ]| + |
→
C [y+2 ; t
−
1 ]| +
|N [c+i ]|+ |{cj; c+j ; y2}|+ |V (H)|¿ 3|V (H)|+ 	+ 4¿ 4	+ 1, a contradiction. Similarly, y+2 = t1.
Let s2 be the last neighbor of c+i along
→
C [y+1 ; c
−
j ] and let t2 be the last neighbor of c
+
j along
→
C [y2; c−i ]. Since the cycle
C2 := xi
←
C [ci; t1]
→
C [c+j ; y2]
←
C [y1; c
+
i ]
→
C [s1; cj]xjHxi
is not longer than C, we have |→C [y+1 ; s−1 ]| + |
→
C [y+2 ; t
−
1 ]|¿ |V (H)|. Therefore, n = |V (C)| + |V (H)| = |
→
C [c−i ; y1]| +
|→C [y+1 ; s−1 ]|+ |
→
C [s1; c−j ]|+ |
→
C [c−j ; y2]|+ |
→
C [y+2 ; t
−
1 ]|+ |
→
C [t1; c−i ]| − |{c−i ; c−j }|+ |V (H)|¿ 2|V (H)|+ |N [c+i ]|+ |N [c+j ]| −
2¿ 4	− 2. Hence |→C [y+1 ; s−1 ]|+ |
→
C [y+2 ; t
−
1 ]|= |V (H)| or (|V (H)|+ 1) or (|V (H)|+ 2).
If |→C [y+1 ; s−1 ]|+|
→
C [y+2 ; t
−
1 ]|=|V (H)|, then C2 is a longest cycle in G, we have G[V (G)\V (C2)], which is G[
→
C [y+1 ; s
−
1 ]∪→
C [y+2 ; t
−
1 ]], is hamilton-connected. Notice that the choice of y1y2 implies that there does not exist any edge between the
nonempty set
→
C [y+1 ; s
−
1 ] and nonempty set
→
C [y+2 ; t
−
1 ], we arrive at a contradiction.
If |→C [y+1 ; s−1 ]| + |
→
C [y+2 ; t
−
1 ]| = (|V (H)| + 1), then either c−j ∈N (c+i ) or c−i ∈N (c+j ). Without loss of generality, we
assume that c−j ∈N (c+i ). In this case, we further observe that t2 = c−i or t2 = c−−i . If y−2 ∈N (c+j ), then from the fact that
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G[N (c+j ) \ {c−j ; cj}] is complete we have y−2 t2 ∈E. If t2 = c−i , since the cycle
xicic
+
i
←
C [c−j ; y1]
→
C [y2; c
−
i ]
←
C [y−2 ; cj]xjHxi
is not longer than C, we have |→C [c++i ; y−1 ]|¿ |V (H)|. If t2 = c−−i , since the cycle
xicic
−
i c
+
i
←
C [c−j ; y1]
→
C [y2; c
−−
i ]
←
C [y−2 ; cj]xjHxi
is not longer than C, we again obtain |→C [c++i ; y−1 ]|¿ |V (H)|. Therefore, n= |V (C)|+ |V (H)|¿ 3|V (H)|+1+ |N [c+j ]|+
|{ci; c+i ; y1}|¿ 3(	 − 1) + 	 + 5 = 4	 + 2, a contradiction. If y−2 ∈ N (c+j ), then c−i ∈N (c+j ) and y−1 ∈N (c+i ). A similar
argument as before shows that |→C [c++j ; y−2 ]|¿ |V (H)| and we can arrive at a contradiction again.
If |→C [y+1 ; s−1 ]| + |
→
C [y+2 ; t
−
1 ]| = (|V (H)| + 2), then both c−j ∈N (c+i ) and c−i ∈N (c+j ). Moreover, y−2 ∈N (c+j ) and
y−1 ∈N (c+i ). So we can arrive at a contradiction using a similar argument just as above.
Case 3: N (c+i ) ∩
→
C [y+1 ; c
−
j ] = ∅, N (c+j ) ∩
→
C [y+2 ; c
−
i ] = ∅.
As before, we have both G[N (ci) \ {c−i ; ci}] and G[N (cj) \ {c−j ; cj}] are complete. Let vertex s and vertex t be the
-rst neighbor and last neighbor of N (c+i ) along
→
C [y+1 ; c
−
j ], respectively.
Case 3.1: t = c−j .
Since the cycle
C3 := xicic
−
i c
+
i
←
C [t; s]
→
C [c++i ; y1]
←
C [y2; c
+
j ]c
−
j cjxjHxi
is not longer than C, we have |→C [y+1 ; s−]|+|
→
C [t+; c−−j ]|+|
→
C [y+2 ; c
−−
i ]|¿ |V (H)|. Thus n=|V (C)+|V (H)|=|
→
C [c−i ; y1]|+
|→C [y+1 ; s−]| + |
→
C [s; t]| + |
→
C [t+; c−−j ]| + |
→
C [c−j ; y2]| + |
→
C [y+2 ; c
−−
i ]| + |V (H)|¿ 2|V (H)| + |N [c+i ]| + |N [c+j ]|¿ 2(	 −
1) + 2(	 + 1) = 4	. Therefore, N [c+i ] =
→
C [c−i ; y1] ∪
→
C [s; t] and d(c+i ) = 	, N [c
+
j ] =
→
C [c−j ; y2] and d(c
+
j ) = 	, and
|→C [y+1 ; s−]|+ |
→
C [t+; c−−j ]|+ |
→
C [y+2 ; c
−−
i ]|= |V (H)|.
Since C3 is also a longest cycle in G, we have G[V (G)\V (C3)], which is G[
→
C [y+1 ; s
−]∪→C [t+; c−−j ]∪
→
C [y+2 ; c
−−
i ]], is
hamilton-connected. By the choice of y1y2, we have E(
→
C [y+1 ; s
−] ∪ →C [t+; c−−j ];
→
C [y+2 ; c
−−
i ]) = ∅. Thus y2 = c−−i . Now
we claim that y+1 = s. Otherwise y+1 ∈N (c+i ) and since the cycle
xi
←
C [ci; y2]
←
C [y1; c
+
i ]
→
C [y+1 ; c
−
j ]c
+
j cjxjHxi
is not longer than C, we have |→C [c++j ; y−2 ]|¿ |V (H)|¿ 	− 1. However, |
→
C [c++j ; y
−
2 ]|= |
→
C [c−j ; y2]| − |{c−j ; cj; c+j ; y2}|=
d(c+j )− 3 = 	− 3, a contradiction. Furthermore, we claim that t = c−−j . Otherwise c−−j ∈N (c+i ) and G has a cycle
xicic
−
i
→
C [c+i ; y
−
1 ]
←
C [t; y1]
←
C [y2; c
+
j ]c
−
j cjxjHxi
which is longer than C.
Notice again that C3 is a longest cycle in G, we have G[V (G) \ V (C3)], which now is G[
→
C [y+1 ; s
−] ∪ →C [t+; c−−j ]], is
hamilton-connected. Thus there must be a vertex a∈→C [y+1 ; s−] and a vertex b∈
→
C [t+; c−−j ] such that ab∈E. Since the
cycle
xicic
−
i
→
C [c+i ; y
−
1 ]
→
C [s; b]
←
C [a; y1]
←
C [y2; c
+
j ]c
−
j cjxjHxi
is not longer than C, we have |→C [a+; s−]| + |
→
C [b+; c−−j ]|¿ |V (H)| = |
→
C [y+1 , s
−]| + |→C [t+; c−−j ]| + |
→
C [y+2 ; c
−−
i ]| =
|→C [y+1 ; s−]|+ |
→
C [t+; c−−j ]|, a contradiction.
Case 3.2: t = c−j .
Since the cycle
C4 := xicic
−
i c
+
i
→
C [s; t]
→
C [c++i ; y1]
←
C [y2; cj]xjHxi
is not longer than C, we have |→C [y+1 ; s−]| + |
→
C [y+2 ; c
−−
i ]|¿ |V (H)|. Therefore, n = |V (C)| + |V (H)| = |
→
C [c−i ; y1]| +
|→C [y+1 ; s−]|+ |
→
C [s; t]|+ |
→
C [c−j ; y2]|− |{c−j }|+ |
→
C [y+2 ; c
−−
i ]|+ |V (H)|¿ 2|V (H)|+ |N [c+i ]|+ |N [c+j ]|− 1=4	− 1. Hence
|→C [y+1 ; s−]|+ |
→
C [y+2 ; c
−−
i ]|= |V (H)| or (|V (H)|+ 1).
If |→C [y+1 ; s−]| + |
→
C [y+2 ; c
−−
i ]| = |V (H)|, then C4 is a longest cycle in G, we have G[V (G) \ V (C4)], which is
G[
→
C [y+1 ; s
−] ∪ →C [y+2 ; c−−i ]], is hamilton-connected. By the choice of y1y2, we have y+1 = s or y2 = c−−i . When y+1 = s,
since the cycle
xi
←
C [ci; y2]
←
C [y1; c
+
i ]
→
C [s; c−j ]c
+
j cjxjHxi
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is not longer than C, we have |→C [c++j ; y−2 ]|¿ |V (H)|. Thus n= |V (C)|+ |V (H)|¿ 3|V (H)|+ |N [c+i ]|+ |{cj; c+j ; y2}|¿
3(	− 1) + 	+ 4 = 4	+ 1, a contradiction. When y2 = c−−i , since the cycle
xicic
−
i c
+
i
←
C [t; y1]
←
C [y2; cj]xjHxi
is not longer than C, we have |→C [c++i ; y−1 ]|¿ |V (H)|. Therefore, n = |V (C)| + |V (H)|¿ |
→
C [c++i ; y
−
1 ]| + |
→
C [y+1 ; s
−]| +
|N [c+j ]|+ |{c−i ; ci; c+i ; y1}|+ |V (H)|¿ 3|V (H)|+ 	+ 5¿ 4	+ 2, a contradiction.
If |→C [y+1 ; s−]|+|
→
C [y+2 ; c
−−
i ]|=(|V (H)|+1), then N [c+j ]=
→
C [c−j ; y2]. When y2=c
−−
i , repeating the argument just above,
we can arrive at a contradiction. Thus we assume that y2 = c−−i . Obviously, d(c+j ; y+2 ) = 2. Since G is quasi-claw-free,
there exists a vertex r such that r ∈N (c+j ) ∩ N (y+2 ) and N [r] ⊆ N [c+j ] ∪ N [y+2 ]. Since y1 ∈N [y2] \ (N [c+j ] ∪ N [y+2 ]),
r = y2. Notice that cj ∈ N (y+2 ) and c−j ∈ N (y+2 ), we have r ∈
→
C [c++j ; y
−
2 ]. Now there exists a vertex r ∈
→
C [c++j ; y
−
2 ]
such that y+2 r ∈E. Thus
C5 := xicic
−
i c
+
i
←
C [t; s]
→
C [c++i ; y1]y2y
+
2
→
C [r; y−2 ]
←
C [r−; cj]xjHxi
is a longest cycle in G, and therefore G[V (G)\V (C5)], which now is G[
→
C [y+1 ; s
−]∪→C [y++2 ; c−−i ]], is hamilton-connected.
The choice of y1y2 implies that either y+1 = s or y
++
2 = c
−
i . When y
+
1 = s, using a similar argument as before, we can
arrive at a contradiction. When y++2 = c
−
i , since the cycle
xicic
−
i c
+
i
←
C [t; y1]y2y
+
2
→
C [r; y−2 ]
←
C [r−; cj]xjHxi
is not longer than C, we have |→C [c++i ; y−1 ]|¿ |V (H)|. Thus n=|V (C)|+|V (H)|¿ 3|V (H)|+1+|N [c+j ]|+|{c−i ; ci; c+i ; y1}|¿
4	+ 3, a contradiction.
Case 4: N (c+i ) ∩
→
C [y+1 ; c
−
j ] = ∅, N (c+j ) ∩
→
C [y+2 ; c
−
i ] = ∅.
A similar argument as in Case 3 gives a contradiction.
Therefore, the proof of Theorem 2 is complete.
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