This paper deals with some linear trend free sampling -estimating strategies. Two different systematic sampling schemes which are multiple random starts analogues of Balanced Systematic Sampling (BSS) due to Sethi (1965) and Modified Systematic Sampling (MSS) of Singh, Jindal, and Garg (1968) have been considered. Further, Yates corrected estimator has been developed for Linear Systematic Sampling (LSS) with multiple random starts. A detailed numerical comparative study has been carried out using appropriate super population models with the help of R package for statistical computing.
Introduction
Consider a finite population of N units. The values of the population units with respect to the characteristic under study will be denoted by 1 Y , 2 Y ,…, N Y .
Let n be the sample size and k a positive integer such that n N k . A Linear systematic sample (LSS) is drawn by choosing at random an integer from 1 to k , say r . Starting from the th r unit in the population, every th k unit is selected until a sample of size n is obtained. This procedure is equivalent to dividing the population of N units into k mutually exclusive and exhaustive groups probabilities are zero for several pairs of units which makes variance estimation difficult. To overcome this problem, several alternatives are discussed in the literature by many including Leu and Tsui (1996) , Suresh Chandra, Sampath and Balasubramani (1992), Sampath and Uthayakumaran (1998), Chang and Huang (2000) and Kuo (2004) . Although these new sampling methods solve some limitations of LSS, they loose the operational simplicity of LSS. Preserving the inherent characteristics of LSS, like operational simplicity, Tukey (1950) and later on Gautschi (1957) suggested LSS with multiple random starts as an alternative to LSS with single random start which is explained below.
In LSS with multiple random starts, instead of choosing only one number at random from 1 to k , a simple random sample of size s is drawn from the first k elements and then every It may be noted that ultimately the sample contains a total of ns units.
As competitors of LSS many systematic sampling schemes have been proposed in literature each one having an edge over LSS in some sense. Among them, two linear trend free sampling methods (methods in which the estimated value coincides with the population value) are the Balanced Systematic Sampling due to Sethi (1965) and Modified Systematic Sampling due to Singh, Jindal and Garg (1968) . Even though the properties of these two schemes have been widely studied by several researchers, their performances have not been studied so far when multiple random starts are employed. In the following section, we consider two new systematic sampling schemes with multiple random starts, which inherit the characteristics of BSS and MSS. Their behaviour for populations with linear trend is also studied.
New Sampling Schemes (i) Balanced Systematic Sampling with multiple random starts
Under the BSS, the population units are divided into 2 n groups (assuming the sample size n is even) of k 2 units each and a pair of units equidistant from the end points are selected from each group. This method is explained in detail as follows:
A random number r is selected from1 to k and units with labels r and 1 2 r k will be selected from first group and thereafter from the remaining 1 2 n groups, the corresponding pairs of elements will be selected in a balanced manner. Thus, the BSS of size n corresponding to the random start r is given by the units with labels Remark It can be easily shown that,
where,
The following theorem proves that the sample mean BSSM Yˆunder balanced systematic sampling with multiple random starts coincides with the population mean when the population values satisfy the model
Theorem 2 Under the model
, the sample mean BSSM Yĉ oincides with the population mean.
Proof
In the presence of linear trend, the sample mean under balanced systematic sampling with multiple random starts, may be written as 
(ii) Modified Systematic Sampling with multiple random starts
This method of sampling developed by Singh, Jindal, Garg (1968) is another scheme meant for populations exhibiting linear trend. Under this method, a sample of size n is drawn by selecting a pair of units equidistant from both the ends of the population in a systematic manner. The details are furnished below.
As in the case of linear and balanced systematic sampling here also a random number r is selected from 1 to k . When the sample size n is even, the sample corresponding to the random start ) ,. 
Hence it can be concluded that the sample mean coincides with the population mean under MSSM in the presence of linear trend.
Yates Corrected Estimator
In the previous two sections of this paper, we have seen that the sample mean coincides with the population mean in the presence of linear trend, under balanced and modified systematic sampling with multiple random starts, which are developed in this work. This property is comparable with that of the BSS and MSS with single random start. In this section, it is intended to develop an estimator corresponding to LSS with multiple random starts which is an analogue of Yates Corrected estimator (Yates (1948) ) with single random start. The Yates corrected estimator coincides with the population mean in the presence of linear trend. To maintain the readability of the paper, it is briefly given below.
When the th r group r S is drawn as sample, the first and last units in the sample are corrected by the weights 1 and 2 respectively and the corresponding sample mean is taken as an estimator for the population mean where the weights 1 and 2 are selected so that the sample mean coincides with the population mean in the presence of linear trend. That is, the corrected mean defined by (6) 
Average Variance
In conventional finite sampling, values assumed by survey variables over various population units are treated as constants, and the main aim of a survey statistician is to develop a sampling strategy that minimizes the variance or mean-squared error of an estimator that is proposed to estimate the unknown parametric values. The super population model adopts a different approach to study this problem. The values assumed by the population units with respect to the survey variables are assumed to be the realized values of random variables having a known probability distribution which involves both known and unknown parametric values. In this approach called the 'super population model approach' one tries to identify a sampling-estimating strategy that minimizes the average mean square error or the variance where averaging is done with respect to the probability distribution of the underlying variables, namely, Hence we may conclude that for the case of two random starts, average variances of the sample mean under BSSM and MSSM are both equal when 0 g and 1 g .
Comparative Study
In the previous section of this paper, the average variances of Yates corrected estimator under LSS with multiple random starts and sample means of the two sampling schemes namely, BSS with multiple random starts and MSS with multiple random starts have been derived. Even though the proposed methods perform with the same efficiency when 0 g for all choices of the number of random starts, their performance cannot be mathematically studied in view of their complex nature for other cases of g . Hence a numerical study has been carried out to compare their performances for different choices of , N n , , g and t .
The results of the study are given in The following are the findings of the study.
(i) The multiple random start systematic sampling schemes, namely BSSM and MSSM estimate the population mean without any error in the presence of linear trend.
(ii) In the case of BSSM and MSSM, the average variance of the estimator coincides for all choices of random starts and sample sizes for 0 g .
(iii)
The average variances of the estimators under BSSM and MSSM are equal when we use two random starts for all choices of g and sample sizes.
(iv) It was also observed that BSSM and MSSM were more efficient when compared to LSSM for all choices of g and sample sizes.
(v) Regarding the number of random starts to be used, it is recommended to use two random starts instead of more number of random starts since the numerical study indicates that average variances tend to increase as the number of random starts is increased. This pattern was observed for both BSSM and MSSM. While this is observed in the case of BSSM and MSSM, the average variance under LSSM (with Yates corrected estimator) tends to decrease as the number of random starts increase, for the cases 2 g and 3 g
.
