. These notes have the intent to introduce the study of the nonlinear aspects of operator space theory. We investigate some results on the nonlinear theory of Banach spaces which remain valid in the noncommutative case. In particular, we show that Ribe's theorem has a complete analog to preduals of von Neumann algebras and introduce the concept of the Lipschitz free operator space of an operator space. We use those to prove results about injective von Neumann algebras, Pisier's operator space OH, and the existence of complete linear isometric embeddings between operator spaces. Theorem 1.1. Suppose E and F are noncommutative L 1 -spaces. If E and F are completely coarsely equivalent, then E is completely finitely representable into F as a real operator space. In particular, as a complex operator space, E is finitely representable into F C , the operator space complexification of F. See Section 2.2 below for the definition of the operator space complexification. In order to obtain Theorem 1.1, we adapt to the operator space scenario the proof of Ribe's theorem given by S. Heinrich and P. Mankiewicz in [22] . For that, we look at differentiability of complete Lipschitz maps between operator spaces, and obtain the following noncommutative analog of [22, Theorem 3.5].
I
Every Banach space is in essence a metric space endowed with extra structure. The nonlinear geometry of Banach spaces deals with the problem of looking at Banach spaces as metric spaces, and understanding to which extend their metric structure already determines their linear structure. This is often done by studying different kinds of nonlinear embeddings and equivalences between Banach spaces. This approach to Banach space theory dates quite a while back and finds its roots in the famous Mazur-Ulam theorem from 1932 [34] . In the last 20 years or so, however, this area has considerably flourished and became quite popular among Banach space theorists [3, 10, 18, 27-29, 35, 36, 39, 43] .
Despite the increasing interest in the nonlinear theory of Banach spaces, its noncommutative counterpart had been neglected. Indeed, since every Banach space linearly isometrically embeds in a canonical way into the abelian C * -algebra C(B X * ), i.e., the space of continuous functions on (B X * , w * ) endowed with the supremum norm, Banach spaces are commonly referred to as commutative objects, while operator spaces, i.e., arbitrary closed linear subspaces of space of operators on a Hilbert space, are their noncommutative versions. In the category of operator spaces, the correct morphisms between those objects are the so called completely bounded linear maps (we refer the reader to Section 2 for definitions regarding linear operator space theory). Moreover, as we detail in Section 3, all the notions of nonlinear embeddings and equivalences between Banach spaces have natural "complete" versions for operator spaces. However, the nonlinear aspects of operator space theory have yet to be investigated. The goal of this paper is to initiate this program. B . M. Braga was partially supported by the Simons Foundation through York Science Fellowship. T. Sinclair was partially supported by NSF grant DMS-1600857.
The reasons to develop a nonlinear theory of C * -algebras and operator spaces go beyond mere curiosity. For instance, work of B. Blackadar and D. Handelman [5, Propositions II.1.6 and II. 4.1] shows that any unital 2-quasitrace on a C * -algebra is a √ 2-completely Lipschitz map onto the complex numbers in our terminology. Whether every 2-quasitrace is linear is an old question posed by I. Kaplansky. A highly nontrivial result of U. Haagerup [21] proves this conjecture for all exact C * -algebras. This should dispel any impression in the reader's mind that questions about the nonlinear theory of operator spaces are perhaps trivial in nature.
When looking at the general problem of researching on the nonlinear theory of operator spaces, there are two distinct very natural approaches to it. On one hand, it would be interesting to know what results of the commutative scenario have noncommutative analogs. From a different angle, finding applications to intrinsically noncommutative results which have no (interesting) Banach space analog would also be desirable. In this paper, we care about both approaches.
Before stating the main findings of our work, a short digression on real vs. complex operator spaces is needed. In these notes, the term "operator space" will always refer to a complex operator space (we may use the adjective "complex" for emphasis), and when dealing with real operator spaces we always use the adjective "real". Also, the term "linear" should always be assumed to mean "C-linear", and we write R-linear if the map is linear only over the reals. This distinction is necessary since some of our results only give us R-linearity. 1 This is not surprising, since it is well known that, even in the commutative case, the nonlinear geometry of Banach spaces is often not strong enough to recover the complex structure of our objects. For instance, J. Bourgain showed in [8] that there is a complex Banach space X which is not isomorphic to its complex conjugate X. Moreover, [15, Theorem 1] gives complex Banach spaces X and Y which are R-linearly isometric, but no infinite dimensional subspace of X (resp. Y) C-linearly isomorphically embeds into Y (resp. X), i.e., X and Y are completely incomparable as complex Banach spaces.
We now describe the main results of these notes. In 1976, M. Ribe proved a remarkable result on the preservation of the local theory of real Banach spaces under nonlinear embeddings. Precisely, Ribe's theorem shows that if real Banach spaces X and Y are uniformly equivalent (even just coarsely equivalent), then X and Y are finitely representable in each other [45] , i.e., there exists λ > 1 so that every finite dimensional E ⊂ X and F ⊂ Y are λ-isomorphic to a subspace of Y and X, respectively. This means that finite-dimensional properties of a real Banach space are determined up to isomorphism by the purely metric structure of the space. Motivated by that, Bourgain initiated in [7] the project of giving purely metric characterizations to Banach space properties. This line of research is currently called the "Ribe Program" [2, 35, 38] .
In this paper, we give a proof of Ribe's theorem for noncommutative L 1 -spaces, i.e., to preduals of von Neumann algebras. Precisely, we obtain the next theorem. In order not to make this introduction too lengthy, we refer the reader to Section 3 -specifically to Definition 3.2, Definition 3.3, and Definition 3.4 -for the definitions of the "complete versions" of coarse, uniform, Lipschitz, and isometric embeddings and equivalences. 1 The reader only interested in real operator spaces can ignore this and simply assume everything to be over the reals. The results, other than those detailed in section 5, still hold. tool. Indeed, given metric spaces M and N, and a Lipschitz map L : M → N, there exists a linear operatorL : F(M) → F(N) with norm the same as the Lipschitz constant of L which naturally "extends" L [18, Lemma 2.2] .
In Section 6, the Lipschitz free operator space F cb (E) of an operator space E is introduced and shown to satisfy the same basic properties satisfied by its Banach space counterpart. Moreover, following the approach of T. Figiel [16] , and G. Godefroy and N. Kalton [18] , we prove the following (cf. [18, Corollary 3.3] ). Theorem 1.6. Let E be a separable operator space, and assume that E completely isometrically embeds into an operator space F. Then, E completely linearly isometrically embeds into F as a real operator space. In particular, as a complex operator space, E completely isomorphically embeds into F C . If E and F are operator systems, then E embeds completely isometrically in F C Notice that, as mentioned above, V. Ferenczi showed in [15, Theorem 1] that there are complex Banach spaces X and Y which are linearly isometric as real Banach spaces but completely incomparable (no pun intended) as complex spaces. Hence, the hypothesis of Theorem 1.6 are not strong enough to guarantee the existence of a C-linear embedding of E into F.
By [25, Theorem 7 and Theorem 10], a linear isometry between C * -algebras is the sum of a * -isomorphism and a * -anti-isomorphism followed by the multiplication by a unitary. In particular, a linear isometry between C * -algebras is always a complete isometry. Together with [18, Corollary 3.3] , this shows that if a C * -algebra completely isometrically embeds into another C * -algebra, then it does so completely linearly isometrically. Hence, Theorem 1.6 is a strengthening, to separable operator spaces, of this consequence of the results of R. Kadison and of G. Godefroy and N. Kalton. The paper is organized as follows. In Section 2, we give the general background about the linear theory of operator spaces and ultraproducts of operator spaces. The nonlinear geometry of operator spaces is introduced in Section 3, and some basic properties about complete nonlinear embeddings and equivalences are proven. Section 4 deals with differentiation of complete Lipschitz maps between operator spaces. The main technical result is this section is Proposition 4.8, which adapts [22, Lemma 3.1] to the noncomutative setting. Theorem 1.2 is then obtained as a consequence of that. In Section 5, we apply Theorem 1.2 and obtain Ribe's theorem for noncommutative L 1 -spaces, Theorem 1.1. Moreover, we use Theorem 1.2 in order to prove Corollary 1.3 and Corollary 1.4. In Section 6, we introduce Lipschitz free operator spaces, prove that several of its fundamental commutative properties hold for operator spaces, and obtain Theorem 1.6. At last, we finish this paper with Section 7, where we discuss some natural further research in this area and possible applications.
B
In this section, we recall some basics of the linear theory of operator spaces as well as ultraproduct of operator spaces. The nonlinear notions will be introduced only in Section 3.
As stated in the introduction, all operator spaces are assumed to be over the complex field unless otherwise stated. The same holds for vector, normed, Banach and Hilbert spaces. Linear maps are always C-linear unless of course we emphasis the map to be R-linear. The terminology R-isomorphism and C-isomorphism is also used below.
Given a normed space X (e.g., Banach space, operator space), we denote its unit ball by B X . Given n ∈ N, M n denotes the space of n-by-n matrices with complex-valued coordinates endowed with its usual matrix norm.
2.1. Operator Spaces. Given a Hilbert space H and n ∈ N, we denote the space of bounded operators on H endowed with its operator norm by B(H) and the ℓ 2 -sum of H by H ⊕n . An operator space E is a closed subspace of B(H), where H is a Hilbert space, and an operator system is an operator space E ⊂ B(H) containing the identity and closed under the adjoint operation. For each n ∈ N, the matrix space M n (E) ∼ = M n ⊗ E has a canonical complete norm given by its canonical realization as a closed subspace of B(H ⊕n ). We denote this norm on M n (E) by · n , or simply by · if there is no chance of confusion. Elements of M n (E) are denoted by [x ij ] -it is implicit that i, j varies among {1, . . . , n}. The canonical isomorphism M n (E) ∼ = M n ⊗ E is used in order to transfer · n to M n ⊗ E. Let φ : E → F be a map between operator spaces. For each n ∈ N, the n-th amplification
Notice that φ n can be defined for any mapping of E to F; linearity is not required. If φ : E → F is linear, then each φ n is also linear, and we say that φ is completely bounded (abbreviated by cb) if
The space of all linear cb-maps from E to F is denoted by CB(E, F), and · cb defines a complete norm on CB(E, F). The norm · cb is called the cb-norm. Moreover, CB(E, F) carries a natural operator space structure itself. Precisely, given n ∈ N, the matrix norm on M n (CB(E, F)) is given by the canonical isomorphism M n (CB(E, F)) ∼ = CB(E, M n (F)). In particular, the dual of an operator space E is an operator space via the norms inherited from the identifications M n (E * ) ∼ = CB(E, M n ). Suppose an operator space E is a dual Banach space, i.e., (E * ) * = E for some operator space E * . Then its predual E * has a canonical operator space structure inherited from the embedding E * ֒→ E * . However, it might not be true that when E * is equipped with this (or any) operator space structure that under the natural identification (E * ) * and E carry the same operator space structures. See [31, The predual of a von Neumann algebra endowed with the natural operator space structure described above is called a noncommutative L 1 -space.
Real Operator Spaces and Complexifications.
For the reader's convenience we provide a brief overview of the theory of real operator spaces and their complexifications as developed in the work of Z.-J. Ruan. The reader can see more on this topic in [47] and [48] . Real operator spaces, completely bounded maps between real operator spaces, etc., are defined completely analogously to operator spaces and we omit the details.
Recall, given a real vector space X, we define the complexification of X, denoted by X C , as the direct sum
for all α, β ∈ R and all x, y ∈ X. So X C is a (complex) vector space.
If H is a real Hilbert space with inner product ·, · and norm · given by this inner product, we define an inner product (which we still denote by ·, · ) on H C by letting
for all x 1 , x 2 , y 1 , y 2 ∈ H. This inner product gives a norm · C on H C so that
Given a real operator space E, we can define a canonical operator space structure on E C by the map
By [47, Theorem 3.1] this is the canonical operator space structure on E C satisfying x+iy n = x − iy n for all x, y ∈ M n (E). Under this identification, it is easy to see that
and this gives us a natural identification of the canonical operator space structure on B(H) C with the operator space complexification of B(H). We conclude that if E is a real operator space in B(H), then the canonical operator space structure on E C is the operator space structure inherited by the inclusion E C ⊂ B(H) C = B(H C ). Moreover, from this construction it is apparent that if f : E → F is a completely bounded map between real operator spaces, the complexification f C : E C → F C is again completely bounded with f C cb = f cb . In particular, if f is a complete isomorphism, then so is f C . We refer the reader to [47, Section 2] for more details.
If E is an operator system, there is a canonical "realification" map In general, let E be an operator space. Considering E as a real operator space by forgetting about the complex structure, we can look at its complexification E C . Then the map
is a complete isomorphic (but not isometric) embedding. Proposition 2.3. If an operator space E completely R-isomorphically embeds into an operator space F, then E completely isomorphically embeds into F C .
Proof. Let f : E → F be a complete R-isomorphic embedding. By the observations above the map
is a complete isomorphic embedding, and we are done.
Recall, given operator spaces E and F, we write E ⊕ F (resp., E ⊕ 1 F) to denote the ℓ ∞ -sum (resp., ℓ 1 -sum) of E and F. Given p ∈ [1, ∞], we write
where (E ⊕ F, E ⊕ 1 F) 1/p is the interpolation space of E ⊕ F and E ⊕ 1 F (here we make the convention that 1/∞ = 0). We refer the reader to [40, Chapter 2] for precise definitions.
Proof. Each E ⊕ p E is completely isomorphic to both E ⊕ E and E ⊕ 1 E, so without loss of generality we can work in these two cases.
Let x + Iy ∈ E C (we use "I" to denote the imaginary part of the complexification), and consider the map x + Iy → (x + iy) ⊕ (x − iy) ∈ E ⊕ E. Since x + Iy → x ⊕ x is completely contractive, it is easy to check that this is completely bounded of norm at most 2.
On the other hand, x ⊕ 1 y → 1 2 (x ± y) + I · 0 ∈ E C is completely contractive, it follows that (x + iy) ⊕ 1 (x − iy) → x + Iy is completely bounded of norm at most 2.
Ultraproduct of Operator Spaces.
Let E be an operator space and U be an ultrafilter on some index set I. The ultraproduct of E with respect to U is denoted by E U and its elements, i.e., equivalence classes on elements in E I , are denoted by [(x(n)) n ]. 3 The ultraproduct E U has a canonical operator space structure so that if n ∈ N and
In particular, it easily follows that the inclusion I E : E → E U given by I E (x) = [(x) n ] is a complete isometry into a subspace of E U .
The proof of the following proposition is straightforward, so we choose to omit it. Proposition 2.5. Let E be an operator space and U an ultrafilter on some index set I. The map j : (E * ) U → (E U ) * given by
The following should be compared with [ 
dens(Z) = dens(E), and, (3) letting i : Z → F be the inclusion map, the following diagram commutes.
Proof. This proof uses model theory, and we refer the reader to [11] for details. Define Qoperator spaces as the Q-vector subspaces of bounded operators on a Hilbert space. First notice that the class of Q-operator spaces is an axiomatizable class on a countable language (cf. [50, Section 5] and [19, Appendix B] ). Let E 0 ⊂ E be a dense Q-vector subspace of cardinality dens(E). By the Downwards Löewenheim-Skolem Theorem, there exists a Q-operator space Z 0 ⊂ F containing E 0 so that |Z 0 | = |E 0 | and Z 0 is elementarily equivalent to F. Therefore, Keisler-Shelah's isomorphism theorem [11, Theorem 6.1.15] implies that there exists an index set I and an ultrafilter U on I such that Z U 0 is completely isometric to F U . Let Z be the closure of Z 0 , so dens(Z) = dens(E) and E ⊂ Z ⊂ F. Moreover, it is straightforward to check that Z U 0 and Z U are completely isometric, so we are done.
The following result will be essential in the proof of Theorem 1.1.
Local properties.
We now discuss the notions of finite representability and local reflexity in the category of operator spaces. Definition 2.8. Let E and F be operator spaces. Given λ 1, we say that E is λ-completely finitely representable in F if for all finite dimensional subspaces Z ⊂ E there exist a subspace Y ⊂ F and a complete isomorphism u : Z → Y such that u cb u −1 cb λ. We say that E is completely finitely representable in F if it is λ-completely finitely representable for some λ 1. Definition 2.9. An operator space E is called strongly locally reflexive if E * * is λ-completely finitely representable in E for all λ > 1.
Notice that, in the category of Banach spaces, every Banach space is (strongly) locally reflexive [32, Theorem 3.1]. However, in the category of operator spaces, there are in general "too few" cb mappings between operator spaces for the principal of strong local reflexivity to hold universally. For instance, B(ℓ 2 ) = (K(ℓ 2 )) * * and, since B(ℓ 2 ) contains complete isometric copies of all finite dimensional operator spaces, K(ℓ 2 ) is not strongly locally reflexive (see [13, Section 7] ). On the other hand, the following remarkable theorem shows that strong local reflexivity holds for preduals of von Neumann algebras. The reader may consult [24, Theorem 2.10] or [41, Theorem 18.7 ] for a simplified approach. 
O
In this section, we introduce the concept of operator metric spaces, define several kinds of nonlinear embeddings and equivalences between them, and prove some of their basic properties.
Definition 3.1.
A subset of an operator space is called an operator metric space. Equivalently, E is an operator metric space if E is a subset of B(H), for some Hilbert space H. Given n ∈ N, we consider M n (E) with the natural metric given by the norm · n on M n (E).
If E and F are operator metric spaces and f : E → F is a map, we define f n : M n (E) → M n (F) analogously as for operator spaces. The map f is a complete isometry, or a complete isometric embedding, if f n is an isometry for all n ∈ N, and E and F are called completely isometric if there exists a bijective complete isometry E → F.
Let us now define some further notions of nonlinear embeddings and equivalences. Recall, if (A, d A ) and (B, d B ) are metric spaces, and f : A → B is a map, its modulus of uniform continuity is given by
for all t 0. Since we deal with operator spaces in these notes, a complete version of this modulus is necessary. Definition 3.2. Let E and F be operator metric spaces. Given a map f : E → F, we define its complete modulus of uniform continuity by
for all t 0.
We now define the operator space version of coarse, uniformly continuous, Lipschitz and coarse Lipschitz maps. We refer the reader to [26, Subsection 1.3] for comparison with their Banach space versions (spoiler: they are just the same as the definitions below with ∆ f instead of ∆ cb f ). Definition 3.3. Let E and F be operator metric spaces, and f : E → F be a map. We say that f is:
(
If g : E → F is another map, we say that f is completely close to g if there exists M > 0 such that Moreover, f : E → F is a complete Lipschitz embedding (resp. complete uniform embedding, complete coarse embedding) if f is a complete Lipschitz equivalence (resp. complete uniform equivalence, complete coarse equivalence) with a subset of F.
Let us prove some simple properties of those maps. Recall, a map ∆ :
Proof. Fix t ∈ [0, ∞), say t = αt 0 for an α 0. Let n ∈ N be such that n − 1 α < n. Then
A metric space (A, d) is called metrically convex if for all x, y ∈ A and all λ ∈ (0, 1) there exists z ∈ A such that d(x, z) = λd(x, y) and d(z, y) = (1 − λ)d(x, y). Lemma 3.6. Let E and F be operator metric spaces, and f : E → F be a map. If F metrically convex,
The next proposition should be compared to [ 
Proof. Since f is completely coarse fix L > 0 such that ∆ cb f (t) Lt + L for all t > 0. Then
and it is straightforward to check that f and g are completely close.
3.1. Uniform equivalence does not imply complete finite representability. Since one of our main goals is to obtain an operator space version of Ribe's theorem to noncommutative L 1spaces, we finish this section noticing that, unlike in the category on Banach spaces, given operator spaces E and F the fact that E and F are uniformly equivalent merely as Banach spaces is not enough in order to obtain that E and F are completely finitely representable in each other. Indeed, given n ∈ N, let
.
The operator spaces C and R are called the column and row operator spaces, respectively. Clearly, both C and R are isometric as Banach spaces to ℓ 2 . However, it is easy to notice that C (resp. R) is not completely finitely representable in R (resp. C). Indeed, assume there exists λ 1 such that for all n ∈ N, there exists a linear u :
If n > λ 2 , this gives a contradiction. A similar argument shows that R is not completely finitely representable in C.
D
We now discuss Gateaux R-differentiability of maps between operator spaces. As the reader sees below, this is simply the classic concept of Gateaux R-differentiability for maps between Banach spaces, but in the category of operator spaces. We point out that we will make use of classic results on differentiability of Lipschitz maps between Banach spaces [33] , and those results are only valid for Banach spaces over the reals. Therefore, the results in this section are valid either for real operator spaces or, in the case of (complex) operator spaces, the derivatives obtained will be only R-linear. (
λ exists, and the map a ∈ E → D * f x (a) ∈ F * is R-linear and completely bounded.
If X and Y are Banach space and f : X → Y (resp. f : X → Y * ) is a map, we define Gateaux R-differentiability (resp. w * -R-differentiability) at x ∈ X analogously as in Definition 4.1 but omitting the word "completely", i.e., with the correct morphism for the category of Banach spaces (see [ Given a Banach space X, we need an idea of "almost everywhere" R-differentiability on X. If X has finite dimension, this can be easily done as follows. Given a linear isomorphism between X and R dim(X) , the Lebesgue measure on R dim(X) induces via this isomorphism a measure µ on X. A measure of this type is called a Lebesgue measure on X, and the notion of a Borel subset A ⊂ X having positive measure (resp. full measure, finite measure, or zero measure) is independed on the isomorphism, hence well defined.
Since there is no Lebesgue measure on an infinite dimensional Banach space, the infinite dimensional case requires something different. For that, we use the notion of Haar null sets [ With this notion of null sets in separable Banach spaces, we have that Lipschitz maps have many points of Gateaux R-differentiability (resp. w * -R-differentiability). Precisely, the following well-known theorem will be essential for our goals. See [ 
Given λ 0, We say that f is λ-completely Lipschitz if Lip cb (f) λ. The map f is completely Lipschitz if it is λ-completely Lipschitz for some λ 0. Moreover, if f is a complete Lipschitz embedding, then
Proof. (1) and (3) Fix x ∈ E so that Df x exists. Fix n ∈ N and consider Df x as a map Df x :
Lip cb (f). Since [a ij ] ∈ B M n (E) was arbitrary, it follows that Df x
Lip cb (f) and (Df x ) −1 cb Lip cb (f −1 ).
Hence, D * f x cb Lip cb (f). We first prove the proposition with the further assumption that E has finite dimension, in particular, E has a Lebesgue measure on it and W has full Lebesgue measure. To simplify notation, let s = (Lip cb (f −1 )) −1 . Given n ∈ N and [a i,j ] ∈ ∂B M n (E) , let 
Proof. Consider the map
Since Λ is given by a derivative, by endowing M n (F * ) with the topology given by the weak * topology of F * , it follows that Λ is a Baire class 1 function, i.e., Λ is the pointwise (weak * ) limit of continuous functions. In particular, Λ is measurable with respect to the Borel σ-algebra of M n (F * ) generated by the weak * topology. Since E is separable, there exists a separable subspace Z ⊂ F * such that Im(Λ) ⊂ Z. Let · ∞ be the supremum norm on M n (F * ), i.e.,
. Proposition 4.7 implies that Λ is also measurable as a map into (M n (Z), · ∞ ).
Fix r > 0 such that (r · B E ) ∩ N has positive (finite) measure. A theorem of Lusin (see [30, Theorem 17.12] ) gives us an F ⊂ (r · B E ) ∩ N with positive measure so that Λ ↾ F : F → (M n (Z), · ∞ ) is continuous. Since the coordinate projections π ij : M n (Z) → F * are continuous, we are done.
Let F ⊂ N be given by Subclaim 4.10. Given x ∈ E and i, j ∈ {1, . . . , n}, define a map
for all t ∈ R, where χ F is the characteristic function of F. Then N \ E has measure zero.
Proof. Let i, j ∈ {1, . . . , n}, x 0 ∈ E and L = {x 0 + ta ij | t ∈ R}. Since for an integrable map almost every point is a Lebesgue point, letting
we have that L \ E i,j,x 0 has measure zero as a subset of L.
For each i, j ∈ {1, . . . , n}, let
Notice that 0 is a Lebesgue point of ψ x,i,j if and only if t is a Lebesgue point of ψ x 0 ,i,j , where x = x 0 + ta ij . Therefore, the previous paragraph and Fubini's theorem imply that L \ E i,j has measure zero as a subset of L for all line L ⊂ E in the direction of a ij . Hence N \ E i,j has measure zero for all i, j ∈ {1, . . . , n}, which implies that N \ E has measure zero.
By Subclaim 4.11, we can pick x ∈ F ∩ E. By our choice of F, there exists δ > 0 such that for all i, j ∈ {1, . . . , n} we have
By the definition of Lebesgue point, there exists ε > 0 such that the Lebesgue measure of
is at least ε(1 − s/(4mLip cb (f))). By replacing ε by a smaller positive number if necessary, assume that ε δ. Let B = (0, ε) \ A, so B has measure at most εs/(4mLip cb (f)).
To simplify notation, let
Define ϕ : (0, ε) → R by letting
for all t ∈ (0, ε). Clearly, Lip(ϕ) Lip cb (f). Therefore, Rademacher's Theorem implies that ϕ ′ (t) exists almost everywhere, and we have that |ϕ ′ (t)| Lip cb (f) and
for all such t. Hence, we have that
Since E is separable, for each n ∈ N we can pick D n ⊂ ∂B M n (E) which is countable and dense. Since each Q n,[a ij ] has full measure, the same holds for
By the continuity of each Df x : E → F * , it follows that Df n ([a ij ]) s for all n ∈ N and all [a ij ] ∈ ∂B M n (E) . So (Df x ) −1 s −1 for all x ∈ Q, and this completes the proof of the proposition in the case E has finite dimension.
We now deal with the infinite dimensional case. For that, we follow the proof of [1, Theorem 14.2.19]. Let (E k ) k be an increasing sequence of finite dimensional subspaces of E so that k E k is dense in E. For each k ∈ N, let D k be the set of all x ∈ E such that there exists a linear operator T k : E k → F * such that (1) for all a ∈ E k and all y ∈ F we have
. So, for each k ∈ N, the result for finite dimensional domains implies that the set One can easily prove (see [1, Theorem 14.2.13] ) that n D n equals the set of all x ∈ E such that f is Gateaux w * -differentiable at x and (D * f z ↾ E k ) −1 s −1 -we leave the details to the reader-, so we are done.
Given λ 1 and operator spaces E and F, we say that a map f :
λ. In this case, we say that E λ-completely Lipschitzly embeds into F. Lip cb (f −1 ) in a Haar full subset of E. Pick x ∈ E satisfying both conditions. Then D * f
We now prove the result for an arbitrary F. Since E is separable, so is Im(f). Pick a separable Z 0 ⊂ F which completely norms Y = span{Im(f)}, i.e., for all n ∈ N and all [ 
. So, v is a complete linear isometry into F * . Let r : F * → Z * be the restriction operator, so r is a complete contraction. Since Z completely norms the image of f, the map r • f : E → Z * is a complete Lipschitz embedding. Since Z is separable, the result for duals of separable operator spaces (which we proved in the beginning of this proof) implies that E λ-completely R-isomorphically embeds into Z * for all λ
Lip cb (f) · Lip cb (f −1 ). Therefore, as Z * is completely R-linearly isometric to a subspace of F * , it follows that E completely Risomorphically embeds into F * .
Proof of Theorem 1.2. This is a straightforward consequence of Theorem 4.12.
A N A
OH.
In this section, we obtain applications of the results in the previous section to noncommutative L 1 -spaces, Pisier's operator space OH and injective von Neumann algebras. We start proving the noncommutative version of Ribe's theorem for noncomutative L 1 -spaces. We can now use Theorem 1.2, in order to obtain that that the complete coarse structure of OH(I) determine its complete linear structure.
Proof of Corollary 1.3. Without loss of generality, assume I is infinite, otherwise the result is trivial. Let U be a nonprincipal ultrafilter on N. Since E and OH(I) are completely coarsely equivalent, Proposition 3.8 implies that E U and OH(I) U are completely Lipschitz equivalent. By [40, Lemma 3.1(ii)], OH(I) U is completely linearly isometric to OH(L) for some set L. Since OH(L) is a dual space, Theorem 1.2 implies that there exists λ > 0 so that every separable subspace of E λ-completely R-isomorphically embeds into OH(L). By Proposition 2.4 and Proposition 5.1, changing λ if necessary, this implies that every separable subspace of E λ-completely isomorphically embeds into OH(L). 4 In particular, E is completely finitely representable in OH(L), which implies that E is completely isomorphically embeddable into OH(L) V , for some nonprincipal ultrafilter V. Using [40, Lemma 3.1(ii)] once again, we obtain that E is completely isomorphically embeddable into OH(K), for some index set K. Hence E is completely isomorphic to OH(J) for some index set J. Since E and OH(I) are coarsely equivalent, it follows that |J| = |I|, so we are done.
Let u : E → F be a finite-rank linear map between operator spaces. Following [24, Definition 3.1], define γ(u) := inf α cb β cb where the infimum above is taken over all n ∈ N, and all maps α : E → M n and β : M n → F so that u = βα. As noted therein, γ(u) is a norm on the finite-rank operators form E to F. If u : E → F is a map between operator systems, u dec denotes its decomposition norm of Haagerup [20] , i.e., u dec = inf{ S 1 S 2 } where the infimum above runs over all completely positive maps S 1 , S 2 : E → F such that the operator
is completely positive (see also [41, Chapter 11] for a standard treatment). It follows from [24, Theorem 2.1] that We now establish the following Proof. Assume M is injective. By injectivity we may extend u : E → M toũ :Ẽ → M wherẽ E is the operator system generated by E with ũ cb = u cb . By [20, Theorem 1.6], we have ũ cb = ũ dec , whence by (1) it follows that u cb γ(u) γ(ũ) = u cb . Conversely, suppose there exists C > 0 as in the statement of the proposition. Let x 1 , . . . , x n ∈ M be so that n x i ⊗x i 1. By [40, Theorem 2.9] , it is enough to show that there are a 1 , . . . , a n , b 1 , . . . , b n ∈ M such that x i = a i + b i for all i ∈ {1, . . . , n} and N a i a * i 2C and
Let R n ∩ C n be the n-dimensional row-column operator space, i.e.,
where the operator space structure on R n ⊕C n comes from the embedding R n ⊕C n ⊂ B(ℓ 2 )⊕ B(ℓ 2 ) (see [41, Section 9.7] ). Let (θ i ) i be the standard unit basis of R n ∩ C n , i.e., θ i = (e 1i , e i1 ) for each i ∈ {1, . . . , n}. Let u : R n ∩ C n → M be the linear map given by uθ i = x i for all i ∈ N. Then u cb n
Write u = βα for some α : R n ∩ C n → M n and β : M n → M with α cb β cb 2γ(u). By the Wittstock extension theorem, we may extend α toα : R n ⊕ C n → M n with α cb = α cb . Writingũ = βα we have that u extends toũ :
For each i ∈ {1, . . . , n}, let a i =ũ(0, e i1 ) and b i =ũ(e 1i , 0). So x i = a i + b i for all i ∈ {1, . . . , n} and n a i a * i 1/2 = (a 1 , . . . , a n ) ũ cb (e n1 , . . . , e n1 ) 2C.
Similarly,
2C, and we are done.
We introduce the notion of a weakly homogeneous operator system.
3. An operator system E is weakly homogeneous if there is a constant C > 0 so that for any finite-dimensional E ⊂ E and linear embedding u :
cb so that vu = id E . It is easy to check by the Wittstock extension theorem that any injective operator space is weakly homogeneous with constant 1. Since C, D, and λ do not depend on u, Proposition 5.2 implies that M is injective.
A natural question to ask is, "Which von Neumann algebras are weakly homogeneous?" While we are not able to determine the answer, we suspect that a positive solution to Kirchberg's QWEP Conjecture implies the weakly homogeneous von Neumann algebras are exactly those which are injective.
We end this section with one last application. [42] for OH in the predual of any semifinite von Neumann algebra.
L
We start this section recalling the definition of the Lipschitz free space of a metric space, and then we introduce the Lipschitz free operator space of an operator metric space. Besides introducing this powerful linearization tool to the category of operator spaces, the goal of this section is to prove Theorem 1.6.
A pair (M, x 0 ), where M is a metric space and x 0 ∈ M, is called a metric space with a distinguished point. Fix such (M, x 0 ) and let Lip 0 (M, C) be the set of all Lipschitz maps f :
The Lipschitz free space of M is the Banach space given by
It follows straightforwardly that F(M) is a predual of Lip 0 (M, C) (see [18, Section 1] ). If X is a Banach space, we always consider X as a metric space with the distinguished point 0 ∈ X. 5 Remark 6.1. In Banach space theory, F(M) is usually defined with respect to real-valued Lipschitz maps M → R with f(x 0 ) = 0. Let F R (M) denote this space. An advantage of working with F R (X) is that a real-valued Lipschitz map can always be extended without increasing its Lipschitz constant (see [17, Section 2] ). For complex-valued Lipschitz maps this is no longer the case [51, Example 1.5.7] -the Lipschitz constant may increase by a factor of at most √ 2 [51, Theorem 1.5.6]. As a result of that, if Y ⊂ X, then F(Y) is √ 2-isomorphic to a subspace of F(X), while F R (Y) is linearly isometric to a subspace of F R (X).
A pair (E, x 0 ), where E is an operator metric space and x 0 ∈ E, is called an operator metric space with a distinguished point. Given such (E, x 0 ) and an operator space F, let Lip cb 0 (E, F) be the set of all completely Lipschitz maps f : E → F so that f(x 0 ) = 0. It follows straightforwardly that (Lip cb 0 (E, F), · cb ) is a Banach space, where f cb = Lip cb (f) for all f ∈ Lip cb 0 (E, F). Given an operator metric space with a distinguished point (E, x 0 ) and n ∈ N, let f cb,n = Lip cb (f) for all f ∈ Lip cb 0 (E, M n ). The canonical isomorphism M n (Lip cb 0 (E, C)) ∼ = Lip cb 0 (E, M n ) allows us to consider · cb,n as a Banach norm on M n (Lip cb 0 (E, C)) for all n ∈ N. Using Ruan's theorem [46, Theorem 3.1] , it is trivial to check that ( · cb,n ) n defines an operator space structure on Lip cb 0 (E, C). If n = 1, we simply write · cb instead of · cb,1 . Given x ∈ E, define δ cb x : Lip cb 0 (E, C) → C by letting δ cb
x ∈ Lip cb 0 (E, C) * for all x ∈ E. Definition 6.2. Given an operator metric space (E, x 0 ) with a distinguished point, the Lipschitz free operator space of E is the Banach space
x ∈ Lip cb 0 (E, C) * | x ∈ E} endowed with the operator space structure inherited by being a subspace of the dual operator space Lip cb 0 (E, C) * . 6.1. Basic properties. We now prove some basic properties of the Lipschitz free operator space of an operator metric space. Those should be compared to the properties satisfied by the (Banach) Lipschitz free space of a metric space (see [17] and [18] ). Proposition 6.3. Let (E, x 0 ) be an operator metric space with a distinguished point. The map
For the reverse inequality, fix a Hilbert space H so that E ⊂ B(H) as an operator space. Fix ε > 0 and pick unit vectors
Let K = span{ξ 1 , . . . , ξ n , ζ 1 , . . . , ζ n }, let P K : H → K be the orthogonal projection onto K, and let g : E → B(K) be the map g(x) = P K x ↾ K. So g is a completely contractive linear map. In particular, g ∈ B Lip cb 0 (E,B(K)) . Since K is finite dimensional, there is no loss of generality to assume that B(K) = M k for some k ∈ N, and
As ε > 0 was arbitrary, we conclude that [δ cb
Remark 6.4. Notice that there is also a natural operator space structure on Lip 0 (E, C). Precisely, letting [f ij ] n = Lip([f ij ] : M n (E) → M n ), ( · n ) n is an operator space structure on Lip 0 (E, C). Hence this give us a natural operator space structure for the Banach space F(E) ⊂ Lip 0 (E, C) * . However, this does not seem to be enough to guarantee us that x ∈ E → F(E) is a complete isometric embedding. Proposition 6.5. Let E be an operator metric space. Then F cb (E) * is completely linearly isometric to Lip cb 0 (E, C).
Proof. Define a map u : Lip cb 0 (E, C) → F cb (E) * as follows. Given a 1 , . . . , a m ∈ R and x 1 , . . . , x m ∈ E, let u(f)( i a i δ cb x i ) = i a i f(x i ) for all f ∈ Lip cb 0 (E, C). Clearly, u(f) is linear on the span of {δ cb x } x∈E . Moreover, we have that
where the supremum is taken over all a 1 , . . . , a m ∈ R and x 1 , . . . , x m ∈ E such that i a i δ cb
So u(f) extends uniquely to a functional on F cb (X) with norm at most f cb and u is well defined. Moreover, using Proposition 6.3, the map v :
for all x ∈ E is well defined, and it is straightforward to check that v is the inverse of u. Hence, we only need to check that u is a complete isometric embedding.
Since u(f) : F cb (E) → C, we have that u(f) = u(f) cb . Let ε > 0, and pick n ∈ N and
, and we have that
Since, ε > 0 was arbitrary, this shows that u(f) = f cb , so u is an isometry. The proof that the u n 's are isometries follows analogously, so we omit it.
The next lemma is one of the main benefits of the Lipschitz free construction, and it works as a tool to linearize certain problems. 
Moreover, L cb = Lip cb (L).
Proof. Define C : Lip cb 0 (F, C) → Lip cb 0 (E, C) by letting C(f) = f • L for all f ∈ Lip cb 0 (F, C). Clearly, C cb Lip cb (L). In order to get the reverse inequality, we proceed as in Proposition 6.3. Let ε > 0, and pick k ∈ N and
Let K = span{ξ 1 , . . . , ξ k , ζ 1 , . . . , ζ k }, let P K : H → K be the orthogonal projection, and let g : F → B(K) be the map g(x) = P K x ↾ K. Then g is a completely contractive linear map, and we can assume that g = [g ℓm ] ∈ B Lip cb 0 (F,M n ) for some n ∈ N. This gives us that
So, we conclude that C cb = Lip cb (L), and it follows that C * : Lip cb 0 (E, C) * → Lip cb 0 (F, C) * also satisfies C * cb = Lip cb (L). Given a 1 , . . . , a n ∈ R and x 1 , . . . , x n ∈ E, we have that
Since δ F is a completely isometric, this implies that L Lip cb (L). 
Proof. For each a 1 , . . . , a n ∈ R and x 1 , . . . , x n ∈ E, define i( i a i δ cb
, so i extends to a contractive linear map i : F cb (E) → F cb (F). Moreover, i is clearly completely contractive.
Let r : F → E be a λ-completely Lipschitz retraction. Let C : Lip cb 0 (E, C) → Lip cb 0 (F, C) be given by C(f) = f • r for all f ∈ Lip cb (E, C). By Lemma 6.6, C cb = Lip cb (r) λ. Therefore,
for all k ∈ N. By the definition of F cb (F), it follows that for all n ∈ N and all [z ij ] ∈ M n (F cb (E)),
λ for all n ∈ N. Hence i is a λ-complete linear isomorphism into F cb (F).
We finish this subsection noticing that δ E : E → F cb (E) has a natural completely contractive left inverse if E is an operator space. Indeed, let E be an operator space. Given a 1 , . . . , a m ∈ R and x 1 , . . . ,
So, β extends to a contractive map β : F cb (E) → E. It is easy to check that β is actually a complete contraction, hence a complete quotient map, and βδ E = Id E . Lemma 6.9. Let (E, x 0 ) be an operator metric space with a distinguished point and F be an operator space. Let L : E → F be a completely Lipschitz map such that L(x 0 ) = 0. There exists a unique linear mapL : F cb (E) → F such that L =Lδ E and L cb = Lip cb (L).
Proof. This is a trivial consequence of Proposition 6.6 and the discussing preceding the lemma.
Complete Lipschitz-lifting property.
In [18] , the authors introduced the concept of the isometric Lipschitz-lifting property for Banach spaces, and showed that every separable Banach space satisfies this property. In this subsection, we introduce the equivalent definition and prove the equivalent statement for operator spaces. 
So Fix n ∈ N, and notice that, for all [x ij ] ∈ M n (E), we have
Hence, given any ε > 0, there exists N ∈ N large enough so that Proof. Let E be a separable operator space and let (x n ) n be a linearly independent sequence in E whose linear span D is dense in E and so that { n t n x n | (t n ) n ∈ [0, 1] N } is a compact subset of E. Define L : [0, 1] N → E by letting L(t) = n t n x n for allt = (t n ) n ∈ [0, 1] N , and let λ denote the product measure of the Lebesgue measure on [0, 1].
Proceeding exactly as in the proof of [18, Theorem 3.1], there exists a linear map R : D → F cb (E) so that βR(x n ) = x n for all n ∈ N and
for all x ∈ D and all Gauteaux differentiable maps f ∈ Lip cb 0 (E, C) (we leave the details to the reader). Hence, given k, n ∈ N, Hence, as Φ n is an isometry, the result for the commutative case applied to the map Φ n : M n (E) → M n (F) gives us a linear map T n : M n (F) → M n (E) so that T n • Φ n = Id M n (E) and T n = 1 (see [1, Theorem 14.4.10] , or [16] ). Moreover, this is the unique R-linear map with such properties. If n = 1, we simply write T = T 1 . So T • Φ = Id E . Let us notice that T n = T n , i.e., T n is the n-th amplification of T . For that, fix i, j ∈ {1, . . . , n}, let I ij,E : E → M n (E) and I ij,F : F → M n (F) be the natural inclusions into the (i, j)-th coordinate of M n (E) and M n (F), respectively, and let π ij,E : M n (E) → E be the projection onto the (i, j)-th coordinate. Define T n ij : F → E by T n ij = π ij,E • T n • I ij,F .
As Φ(0) = 0, we have I ij,F • Φ = Φ n • I ij,E , and it follows that T n ij • Φ = π ij,E • T n • Φ n • I ij,E = π ij,E • Id M n (E) • I ij,E = Id E .
As T n = 1, it is clear that T n ij = 1. Hence, as T = T 1 is the unique R-linear operator T : F → E so that T = 1 and T • Φ = Id E , the equality above implies that T n ij = T . Since i and j are arbitrary, T n is the n-th amplification of T .
Since T n = 1 for all n ∈ N, it follows that T cb = 1, and we are done.
The proof of the following proposition is completely analogous to the proof of [18, Proposition 2.9], but with the difference that Lemma 6.9 is used in its proof in instead of [18, Lemma 2.5] . For that, we omit its proof. Proposition 6.14. Let E and F be operator spaces and assume that E has the complete isometric Lipschitz-lifting property. Let Q : F → E be a complete R-quotient map, i.e., Q is completely R-linear, contractive and surjective. If Q admits a complete isometric section, then Q admits a complete R-linear isometric section.
Proof of Theorem 1.6. Let Φ : E → F be a complete isometric embedding and set Z = span{Φ(E)}. By Theorem 6.13, there exists a complete R-linear contraction T : Z → E so that T • Φ = Id E , i.e., Φ is a complete isometric section of T . Since E is separable it has the complete isometric Lipschitz-lifting property (Theorem 6.12) and Proposition 6.14 implies that T admits a completely R-linearly isometric section u : E → Z. Hence, u is a complete R-linear isometry, and we are done.
C
We finish this paper with some natural questions which are left open. Firstly, although we have shown that Ribe's theorem has an operator space version for noncommutative von Neumann algebras, the general question whether it holds for any operator space is left open. Another interesting question would be to understand to which extend Theorem 1.4 holds. Precisely, we ask the following. On Lipschitz free operator spaces, we were not able to settle whether the complete bounded approximation property is a complete Lipschitz invariant for operator spaces. Precisely, we say that an operator space E has the complete bounded approximation property (abbreviated by CBAP) if there exists λ 1 and a net (T i ) i∈I of finite rank operators so that lim i T i (x) = x for all x ∈ E and T i λ for all i ∈ I. If E has the CBAP with λ = 1, we say that E has the complete metric approximation property (abbreviated by CMAP). It would be very interesting to obtain the following noncommutative version of [18, Theorem 5.3 ]. Problem 7.5. Let E be an operator space. Is it true that E has the CBAP if and only if F cb (E) has the CBAP?
The backward implication is not hard to prove, the complication lies in the forward implication. More precisely, the problem is that the proof of [18, Proposition 5.1] does not generalize for operator spaces. Hence, it would be important to prove the following. Problem 7.6. Let E be a finite dimensional operator space. Does it follow that F cb (E) has the CMAP?
A positive answer to Problem 7.6 would imply a positive answer to Problem 7.5. A positive answer to Problem 7.5 would give a positive answer to the aforementioned question of whether the complete bounded approximation property is a complete Lipschitz invariant for operator spaces. Moreover, even if is there is a positive solution just for matricial operator spaces, this would be sufficient to solve Problem 7.5 under the assumption of exactness. Problem 7.7. Let E and F be completely Lipschitzly equivalent operator spaces. If F has the CBAP, does it follows that E has the CBAP?
A natural class of operator algebras which can be constructed with various types of finitedimensional approximation properties are the Fourier algebras of locally compact, second countable topological groups. 
