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MTFH: A Matrix Tri-Factorization Hashing
Framework for Efficient Cross-Modal Retrieval
Xin Liu, Zhikai Hu, Haibin Ling, and Yiu-ming Cheung
Abstract—Hashing has recently sparked a great revolution in cross-modal retrieval due to its low storage cost and high query speed.
Most existing cross-modal hashing methods learn unified hash codes in a common Hamming space to represent all multi-modal data
and make them intuitively comparable. However, such unified hash codes could inherently sacrifice their representation scalability
because the data from different modalities may not have one-to-one correspondence and could be stored more efficiently by different
hash codes of unequal lengths. To mitigate this problem, this paper proposes a generalized and flexible cross-modal hashing
framework, termed Matrix Tri-Factorization Hashing (MTFH), which not only preserves the semantic similarity between the multi-modal
data points, but also works seamlessly in various settings including paired or unpaired multi-modal data, and equal or varying hash
length encoding scenarios. Specifically, MTFH exploits an efficient objective function to jointly learn the flexible modality-specific hash
codes with different length settings, while simultaneously excavating two semantic correlation matrices to ensure heterogeneous data
comparable. As a result, the derived hash codes are more semantically meaningful for various challenging cross-modal retrieval tasks.
Extensive experiments evaluated on public benchmark datasets highlight the superiority of MTFH under various retrieval scenarios and
show its very competitive performance with the state-of-the-arts.
Index Terms—Cross-modal retrieval, matrix tri-factorization hashing, varying hash length, semantic correlation matrix.
F
1 INTRODUCTION
W ITH the explosive growth of multi-modal data in socialnetworks, the relevant data from different modalities often
endow semantic correlations, and there is an immediate need
for effectively analyzing the data across different modalities. In
recent years, cross-modal retrieval, which enables similarity search
across heterogeneous modalities, has recently attracted a great
amount of attention in information retrieval community. In the
general setting of the problem, a user searches for semantically
relevant results of one modality in response to a query item of
another different modality, e.g., images that visually illustrate the
topic of a textual query, or textual descriptions that concretely
describe the contents of a visual query. Evidently, the searching
results of cross-modal retrieval often contain rich information
in different modalities, which are more comprehensive than the
results from single-modal retrieval methods. Nevertheless, multi-
modal data usually span in different feature spaces, and such
heterogeneous property has been widely considered as a great
challenge to cross-modal retrieval. In order to eliminate such
diversity between different modalities, an intuitive way is to learn
a common latent subspace to minimize their heterogeneity so that
the mapping features in such subspace can be directly compared
[1], [2], [3]. However, the main drawback of these subspace
methods is the level of computational complexity to deal with
the large-scale and high dimensional multi-modal data.
In recent years, cross-modal hashing [4], [5] is gaining sig-
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nificant popularity due to its low storage cost, fast retrieval
speed and impressive retrieval performance. It aims at trans-
forming the high-dimensional data into compact binary codes
and generating similar binary codes for the relevant samples
from different modalities. More specifically, each data point is
represented as a binary code in the Hamming space, thereby
the storage cost can be dramatically reduced and the searching
speed will be much faster than that in the original feature space.
Although various kinds of cross-modal hashing attempts have
been investigated towards encoding the underlying correlations
between heterogeneous modalities, it remains a challenging task to
achieve efficient cross-modal retrieval mainly due to the complex
integration of semantic gap, heterogeneity and diversity within the
multi-modal data collections. For instance, the representations of
heterogeneous modalities often have different physical represen-
tations and numerical dimensionalities with incomparable space
structures. Further, as shown in Fig. 1, the heterogeneous data
may also be practically paired (i.e., one-to-one correspondence) or
unpaired (e.g., a text paragraph depicts multiple pictures), and the
semantics of each sample may be marked as either single label or
multiple labels for meaningful content annotation [6]. Therefore,
the widespread existence of these complex multi-modal data has
significantly increased the demand of more effective cross-modal
hashing technologies to adapt these challenging scenarios.
In the literature, most of existing cross-modal hashing ap-
proaches primarily project the multi-modal data into a common
semantic space and utilize a unified hash code to represent the
heterogeneous data point, in either supervised version where the
labels are provided, or unsupervised version where the labels are
unavailable. Nevertheless, such unified hash code could inherently
sacrifice their representation capability and scalability because
it cannot guarantee the learned binary codes to be semantically
discriminative for heterogeneous data representation. In addition,
the majority of existing cross-modal hashing approaches mainly
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Fig. 1. Two typical examples show that one image may be annotated
with multi-labels and one text paragraph may depict multiple relevant
images. Meanwhile, the hash codes of heterogeneous modalities stored
in database may have unequal lengths in practice.
focus on the paired multi-modal collections, and very few works,
except for [7], have been designed to handle the unpaired sce-
narios. Remarkably, all these approaches select the equalized hash
length to characterize the multi-modal data and make them directly
comparable in an isomorphic Hamming space. Nevertheless, an
even more challenging scenario may arise in cross-modal retrieval,
i.e., the hash representations from heterogeneous modalities could
be generally encoded and stored by different lengths in the
database, e.g., a text paragraph is discriminatively encoded by
10 bits while an image by 12 bits, as shown in Fig. 1. This is
practically reasonable because the feature dimensions of hetero-
geneous modalities often differ drastically, and strictly equalized
hash length representation may make them uncompetitive for
challenging retrieval tasks, e.g., a very short text query to retrieve
high-dimensional relevant image samples. To the best of our
knowledge, varying hash length encoding of multi-modal data and
its application to cross-modal retrieval have yet to be explored.
Evidently, the primary challenge towards this goal is to explicitly
design a flexible learning model that can generate varying hash
codes of different length to characterize the multi-modal data
instances, and simultaneously capture the semantic correlations
to enable efficient cross-modal retrieval.
Motivated by the promising cross-modal retrieval results deliv-
ered by the matrix factorization techniques, this paper breaks the
unified hash limitations by allowing varying hash length encoding
for different data modalities, and seamlessly treats the paired or
unpaired multi-modal data collections in an integrated way. To this
end, we propose a generalized and flexible hashing framework,
termed Matrix Tri-Factorization Hashing (MTFH), to facilitate
various kinds of cross-modal retrieval tasks. Specifically, MTFH
is a two-stage hashing framework, which allows for less complex
formulations in comparison with the coupled formulations. In
the former stage, MTFH first constructs an affinity matrix by
semantic label supervision, either square or non-square depending
on the availability of paired or unpaired data collections. Then,
the modal-specific hash codes, of either equal or unequal lengths,
are jointly learned by matrix tri-factorization, while two semantic
correlation matrices are synchronously derived to preserve the
semantic similarity between heterogeneous modalities. In the latter
stage, kernel logistic regression is efficiently utilized to learn the
hash mapping functions. To sum up, the major contributions of
this paper are highlighted as follows:
• A generalized and flexible cross-modal hashing framework
is developed to handle both paired and unpaired multi-
modal data, in either equal or varying hash length settings.
• MTFH is the first attempt in learning varying hash codes
of different lengths for heterogeneous data comparable,
and the learned modality-specific hash codes are more
semantically meaningful for cross-modal retrieval.
• An efficient discrete optimization algorithm is developed
for the proposed MTFH without relaxation, and the de-
rived hash codes can well preserve the semantic structure
between heterogeneous data points.
• Extensive experiments on public benchmarks highlight the
advantages of MTFH under various cross-modal retrieval
scenarios and show that MTFH is comparable with or in
most cases improving the retrieval accuracy over the state-
of-the-arts.
The remainder of this paper is structured as follows. In
Section 2, we briefly overview the related works concerning on the
cross-modal hashing problem. Section 3 elaborates our proposed
flexible hash learning framework for cross-modal retrieval, along
with an efficient discrete optimization algorithm to tackle this
problem. In Section 4, we report the experimental results and
extensive evaluations on popular benchmark datasets. Finally, we
draw a conclusion in Section 5.
2 RELATED WORKS
The goal of cross-modal retrieval is to obtain semantically related
data samples in one modality for a query in another different
modality, and its main difficulty is to explicitly measure the
content similarity between these heterogeneous samples. Since
the heterogeneous data of different modalities often resides in
different feature spaces, an intuitive way to model the relationships
across different modalities is projecting these heterogeneous data
into a common subspace and minimizing their heterogeneities.
Along this line, canonical correlation analysis (CCA) [8], aiming
to learn a latent space that can maximize the correlations between
the projected vectors of different modalities, is popularized for
cross-modal retrieval. Accordingly, many reasonable extensions,
e.g., bi-linear model (BLM) [9], manifold learning [9], latent
subspace analysis (LSA) [1], sparse subspace learning (SSL) [5],
[10], and correlated subspace learning (CSL) [2], [11], have also
been developed for cross-modal retrieval task. Nevertheless, these
subspace learning methods are generally unsuitable for processing
large-scale and high-dimensional multi-modal data.
Hashing technique [12], [13], [14], favored for its low storage
cost and fast query speed, have recently attracted much attention
in cross-modal retrieval domain. Most prior hashing works mainly
concentrate on producing binary codes for data within the same
modality [15], [16], e.g., locality sensitive hashing (LSH) [12]
and its kernelized extension [16], spectral hashing [17] and k-
means hashing (KMH) [18]. These hashing methods provide
important theoretical foundations for cross-modal hashing, whose
main challenge is to learn compact binary codes that can construct
the underlying correlations between heterogeneous modalities. In
the literature, existing cross-modal hashing methods mainly fall
into the modality-independent and modality-dependent branches.
Modality-independent approaches first exploit the separate hash
codes and learn the corresponding hash functions for different
modalities individually [19], [20]. Then, the integrated hash codes
a multi-modal instance is directly constructed by concatenating
the individual hash codes from each modality. A representative
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work is cross-view hashing (CVH) [20], which attempts to learn
the independent hash codes of different modalities while mini-
mizing the similarity-weighted hamming distances between them.
However, this method often builds a weak connection between het-
erogeneous modalities and its corresponding retrieval performance
needs further improvement.
Modality-dependent approaches mainly learn the unified hash
codes to characterize the multi-modal data and simultaneously
exploit the hashing mapping functions across different modalities,
which can be generally categorized into unsupervised and super-
vised branches. Without semantic label supervision, unsupervised
cross-modal hashing generally learns the hash codes from orig-
inal feature space to Hamming space in an intuitive way. For
instance, inter-media hashing (IMH) [6] first exploits the intra-
view and inter-view consistency in a common Hamming space,
and then learns the hash mapping functions via linear regression
to generate the hash codes. Collective matrix factorization hashing
(CMFH) [21] utilizes the joint matrix factorization to learn the
unified hash codes for varying multi-modal data, while latent
semantic sparse hashing (LSSH) [22] produces a unified hash
code via the latent semantic sparse representation. Although these
methods are able to capture the semantic correlations between het-
erogeneous modalities, the hash codes learned in an unsupervised
way are not discriminative enough and the corresponding cross-
modal similarity is not well preserved in the Hamming space.
Consequently, these approaches are restricted by the semantic gap
that the high-level semantic hash description of a data sample
differs from its low-level feature descriptor, which may result in a
poor cross-modal retrieval performance.
Supervised cross-modal hashing often utilizes the semantic
labels or relevance feedbacks to mitigate the semantic gap between
heterogeneous modalities, which can produce more compact hash
codes to boost the retrieval performance. Along this line, se-
mantic correlation maximization (SCM) [23] utilizes the label
information to maximize the semantic correlation, while semantic
preserving hashing (SePH) [24] constructs an affinity matrix by
label supervision to approximate hash codes. In addition, co-
regularized hashing (CRH) [25], heterogeneous translated hashing
(HTH) [26], quantized correlation hashing (QCH) [27], supervised
matrix factorization hashing (SMFH) [28] and hetero-manifold
regularisation hashing (HMRH) [29], have also been developed to
enable cross-modal retrieval. It is to be noted that these supervised
methods transform the semantic information of given labels into
pairwise similarities and slightly relax the original discrete learn-
ing problem into a continuous learning manner, which may yield
less effective binary codes due to the accumulated quantization
error. To resist the accumulated error in optimization, discrete
cross-modal hashing (DCH) [30] and cross-modal discrete hashing
(CMDH) [31] attempt to directly learn the compact binary codes
under a discrete optimization framework. However, the two meth-
ods are only designed for paired multi-modal data collections. To
adapt to different retrieval scenarios, Mandal et al. [7] propose
a generalized semantic preserving hashing (GSePH) method to
handle four different cross-modal retrieval scenarios, i.e., single
label-paired (SL-P), single label-unpaired (SL-U), multi label-
paired (ML-P) and multi label-unpaired (ML-U) scenarios. Similar
to most previous works, this method chooses the equalized hash
length to encode multi-modal data. However, the strictly equalized
hash length may limit its representation discriminability and scal-
ability in real-world applications, because the data from different
modalities often have different feature dimensions and may be
practically stored by different hash lengths.
In recent years, deep learning methods have drawn increasing
attention for their significant performance improvements on vari-
ous vision tasks. Inspiring from the advancement of deep learning,
deep neural networks have been utilized to achieve cross-modal
hashing [32], [33], [34], which can overcome the insufficient
representation of the hand-crafted features and bridge the hetero-
geneous modalities more effectively. Differing from conventional
cross-modal hash learning methods, these approaches attempt to
combine the high-level feature learning and hash learning in an
integrated way that the feature representations can be optimized
with hash code learning through error back-propagation. Although
these deep models yield outstanding performance on many bench-
marks, they are always constrained by computational complexity
and exhaustive search for optimum learning parameters. Mean-
while, another potential limitation is that these approaches cannot
well close the gap between the Hamming distance on binary
codes and the metric distance on high-level representations. Note
that, these methods generally utilize the unified hash code for
multi-modal data representation and depend highly on paired data
collections. Therefore, it is still desirable to develop a flexible
cross-modal retrieval algorithm.
3 MATRIX TRI-FACTORIZATION HASHING
Hashing maps the high-dimensional features into low-dimensional
binary codes, while preserving the similarities of data from orig-
inal space. Although multi-modal relevant data often share the
similar semantics, the heterogeneous data samples may not have
one-to-one correspondence and their corresponding hash codes
could be practically stored in different lengths. As a typical multi-
modal data processing method, matrix factorization [21], [28] has
shown its effectiveness for cross-modal hashing, but which often
limits its application domain in unified hash code learning and
paired multi-modal data collections. To the best of our knowledge,
there has been no previous work in exploring the varying hash
codes of different lengths for cross-modal retrieval. In this section,
we present an effective matrix tri-factorization hashing (MTFH)
framework to jointly learn the modality-specific hash codes and
seamlessly integrates multiple different settings, including paired
or unpaired multi-modal data collections and equal or varying hash
length encoding scenarios. The schematic pipeline of the proposed
cross-modal retrieval framework is shown in Fig. 2.
3.1 Problem Formulation
Suppose that we have training data with two modalities
X∈Rn1×d1 and Y∈Rn2×d2 , with n1, n2 (in some cases n1 6=n2)
being the numbers of samples and d1, d2 (in general d1 6=d2)
being the dimensions of these two modalities, respectively. The
provided training labels for both modalities are Lx ∈ Rn1×c and
Ly ∈ Rn2×c, where c is the number of semantic categories. More
specifically, only one of the c entries is equal to 1 if the data is
annotated with single label (e.g., Lix = [0 0 1 0 0]), and more
than one entries will be equal to 1 if this data is marked with
multiple labels (e.g., Ljy = [1 0 1 0 1]). As suggested in [7],
[24], semantic affinity matrix with embedding supervision can
be efficiently utilized to learn hash codes of training instances.
Accordingly, we first construct an affinity matrix Sij=〈Lix,Ljy〉
or Sij=e
−‖Lix−Ljy‖22
/
σ for both single and multi-label retrieval
tasks, where 〈·, ·〉 is the normalized inner product and σ a constant
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Fig. 2. The basic concept of our proposed generalized and flexible MTFH framework, which explicitly correlates the heterogeneous modalities. Note
that, MTFH framework can handle both paired or unpaired, equal or varying hash length encoding problems within multi-modal data collections.
factor. As demonstrated in [7], an effective hash code learning
scheme is to find the optimal hash codes from S directly. Inspired
by the scalability of matrix tri-factorization (MTF) [35], [36], we
propose to factorize S∈Rn1×n2 into three matrices: S=UHVT,
U∈{−1, 1}n1×q1 , H∈Rq1×q2 and V∈{−1, 1}n2×q2 , where the
rows in U (resp. V) are the hash codes for the items in X (resp.
Y), H is a semantic correlation matrix that builds the semantic
connection between two heterogeneous modalities, and q1, q2 are
their hash lengths. Evidently, the elements of U and V should be
regularized as either −1 or 1, and such a factorization might not
exist because it is infeasible to learn a single H to optimally meet
both constraints. To tackle this problem, we propose to solve it by
the following regularized least squares problem:
min
U,V,H1,H2
α‖S− 1
q1
UH1V
T‖2F+(1−α)‖S−
1
q2
UH2V
T‖2F
s.t. U∈{−1, 1}n1×q1 ,V∈{−1, 1}n2×q2
VHT1 ∈{−1, 1}n2×q1 ,UH2∈{−1, 1}n1×q2
(1)
where ‖ · ‖F is the Frobenius norm, and α is a constant to
balance the trade-off between two learning parts. Remarkably, the
optimization objective function in Eq. (1) is non-convex due to
the binary constraints, which makes it difficult to solve. Often, a
typical solution might involve a deep search of optimal values,
which is computationally intractable [37]. Since there are serval
constraints in Eq. (1), especially VHT1 ∈ {−1, 1}n2×q1 and
UH2 ∈ {−1, 1}n1×q2 , it is impractical to obtain their optimal
solutions simultaneously. To mitigate this problem, we introduce
two auxiliary variables Û and V̂ to further simplify Eq. (1) as the
following equivalent formulation:
min
U,V,Û,V̂,H1,H2
α‖S− 1
q1
UÛT‖2F+(1−α)‖S−
1
q2
V̂VT‖2F
+ β(‖Û−VHT1 ‖2F + ‖V̂ −UH2‖2F )
s.t. U ∈ {−1, 1}n1×q1 ,V ∈ {−1, 1}n2×q2
Û ∈ {−1, 1}n2×q1 , V̂ ∈ {−1, 1}n1×q2
(2)
where β is the penalty parameter. With an appropriate β, the
solution of Eq. (2) is highly close to Eq. (1). However, the opti-
mization in Eq. (2) is formulated as a mixed-integer optimization
problem, which is normally intractable to solve due to the discrete
constraints on binary codes. In order to simplify the optimization
in Eq. (2) and obtain a feasible solution, an intuitive way is to
replace the constraint set {−1, 1} with the continuous valued
interval [−1, 1] and make the problem computationally tractable.
Although this relaxation scheme greatly reduces the hardness
of the optimization by discarding the discrete constraints, the
resulting approximate solution may accumulate large quantization
error as the code length increases. Under such circumstances,
the yielded binary codes are less effective [38] and the resulted
cross-modal retrieval performances may be hurt. This is mainly
because the discrete constraints are not treated adequately dur-
ing the learning procedure. Inspired by the optimization scheme
in [30], [38], the discrete optimization technique can directly learn
the binary codes under discrete constraints and simultaneously
reduces the quantization error. Meanwhile, discrete optimization
naturally leads to the solution of alternating minimization, where
one variable is iteratively updated while holding the others fixed.
Therefore, Eq. (2) can be solved by an iterative framework until
convergence is reached.
3.2 Optimization Phases
The optimization problem in Eq. (2) is a mixed binary optimiza-
tion problem, which is non-convex with respect to matrix variables
U,V, Û, V̂, H1 and H2. Remarkably, it is convex with respect
to any single variable while fixing the other ones. Accordingly,
an alternating optimization technique can be adopted to iteratively
and efficiently solve the optimization problem in Eq. (2) until
convergence is reached. In the following, we show our discrete
optimization in details.
H-step: Learn semantic correlation matrices H1 and H2 by
fixing U,V, Û, V̂, then the sub-optimization problem in Eq. (2)
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becomes:
min
H1
β‖Û−VHT1 ‖2F ,
min
H2
β‖V̂ −UH2‖2F .
(3)
Accordingly, H1 and H2 can be computed by a regularized
linear regression respectively, with a closed-form solution mathe-
matically formulated as:
H1 = Û
TV(VTV + λI)−1,
H2 = (U
TU+ λI)−1UTV̂,
(4)
where λ is a constant, and I is an identity matrix.
U-step: Learn binary code matrix U by fixing variables
V, Û, V̂,H1,H2, the sub-optimization of Eq. (2) is further
formulated as:
min
U
α‖S− 1
q1
UÛT‖2F + β‖V̂ −UH2‖2F
s.t. U ∈ {−1, 1}n1×q1 .
(5)
The problem in Eq. (5) is NP-hard for directly optimizing the
binary code matrixU. As indicated in [38], a closed-form solution
for one row of U can be achieved by fixing all the other rows. By
expanding each item, we can rewrite Eq. (5) as follows:
min
U
α‖S‖2F −
2α
q1
Tr(STUÛT) +
α
q21
‖UÛT‖2F
+ β‖V̂‖2F − 2βTr(V̂TUH2) + β‖UH2‖2F
s.t. U ∈ {−1, 1}n1×q1
(6)
where Tr(·) is the trace norm. According to the statistical property
of the trace operation, Eq. (6) can be further simplified as:
min
U
α
q21
‖UÛT‖2F + β‖UH2‖2F − 2Tr(P1U)
s.t. U ∈ {−1, 1}n1×q1
(7)
where P1= αq1 Û
TST+βH2V̂
T. Specifically, coordinate descent
method has received extensive attention in recent years due to its
effectiveness for solving large-scale optimization problems [39].
As suggested in [30], [38], we can learn U bit by bit and the
discrete coordinate descent method can be utilized for optimiza-
tion [38]. Without loss of generality, let u and û denote the l-th
column of U and Û, h2 and p1 represent the l-th row of H2 and
P1, U′, Û′ and H′2 are the corresponding matrices of U, Û and
H2, respectively, excluding u, û and h2, we have
‖UÛT‖2F = const + ‖uûT‖2 + 2Tr(Û′U′TuûT)
= const + 2ûTÛ′U′Tu
(8)
‖UH2‖2F = const + ‖uh2‖2 + 2Tr(H′2TU′Tuh2)
= const + 2h2H′2
T
U′Tu
(9)
Tr(P1U) = const + p1u, (10)
where ‖uûT‖2 = Tr(ûuTuûT) = n1Tr(ûûT) = n1×n2 =
const, ‖uh2‖2 = Tr(hT2 uTuh2) = n1Tr(hT2 h2) = const.
By integrating Eq. (8), Eq. (9) and Eq. (10) together, we obtain
the following optimization problem:
min
u
(
α
q21
ûTÛ′U′T + βh2H′2
T
U′T − p1)u
s.t. u ∈ {−1, 1}n1 .
(11)
Then, the solution of u can be computed by
u = sign(pT1 −
α
q21
U′(Û′)Tû− βU′H′2hT2 ). (12)
Û-step: Fix U,V, V̂,H1,H2, and update Û, then the sub-
optimization problem in Eq. (2) becomes
min
Û
α‖S− 1
q1
UÛT‖2F + β‖Û−VHT1 ‖2F
s.t. Û ∈ {−1, 1}n2×q1 .
(13)
Similarly, a closed-form solution for one row of Û can be
achieved by fixing all the other rows. By expanding each item, we
can rewrite Eq. (13) as follows:
min
Û
α‖S‖2F −
2α
q1
Tr(STUÛT) +
α
q21
‖UÛT‖2F
+ β‖Û‖2F − 2βTr(ÛTVHT1 ) + β‖VHT1 ‖2F
s.t. Û ∈ {−1, 1}n2×q1 .
(14)
Since affinity matrix S is a fixed item and ‖Û‖2F = n2×q1 =
const, the above equation can be further simplified as:
min
Û
α
q21
‖UÛT‖2F − 2Tr(P2Û)
s.t. Û ∈ {−1, 1}n2×q1
(15)
where P2 = αq1U
TS + βH1V
T. Let p2 denote the l-th row
of P2, we can obtain Tr(P2Û) = const + p2û. According to
Eq. (8), the solution of û can be achieved by:
û = sign(pT2 −
α
q21
Û′U′Tu). (16)
V-step: Learn binary code matrix V by fixing the variables
U, Û, V̂,H1,H2, the sub-optimization problem in Eq. (2) can
be further simplified as:
min
V
(1− α)‖S− 1
q2
V̂VT‖2F + β‖Û−VHT1 ‖2F
s.t. V ∈ {−1, 1}n2×q2 .
(17)
Similarly, a closed-form solution for one row of V can be
achieved by fixing all the other rows. By expanding each item, we
can rewrite Eq. (17) as follows:
min
V
(1− α)‖S‖2F −
2(1− α)
q2
Tr(STV̂VT)
+
(1− α)
q22
‖V̂VT‖2F + β‖Û‖2F
− 2βTr(ÛTVHT1 ) + β‖VHT1 ‖2F
s.t. V ∈ {−1, 1}n2×q2 .
(18)
Since S and Û are the fixed items, the above equation can be
further simplified as:
min
V
1− α
q22
‖V̂VT‖2F + β‖VHT1 ‖2F − 2Tr(P3V)
s.t. V ∈ {−1, 1}n2×q2
(19)
where P3= 1−αq2 V̂
TS + βHT1 Û
T. Without loss of generality,
let v, v̂ and h1 denote the k-th column of V, V̂ and H1
respectively, p3 represent the k-th row of P3, V′, V̂′ and H′1
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are the corresponding matrices of V, V̂ and H1 respectively
excluding v, v̂ and h1, we have the following equations:
‖V̂VT‖2F = const + ‖v̂vT‖2 + 2Tr(V′(V̂′)Tv̂vT)
= const + 2vTV′(V̂′)Tv̂
(20)
‖VHT1 ‖2F = const + ‖vhT1 ‖2 + 2Tr(H′1V′TvhT1 )
= const + 2hT1H
′
1V
′Tv
(21)
Tr(P3V) = const + p3v. (22)
By integrating Eq. (20), Eq. (21) and Eq. (22), v can be
obtained by:
v = sign(pT3 −
1− α
q22
V′(V̂′)Tv̂ − βV′H′1Th1). (23)
V̂-step: Fix U,V, Û,H1,H2, and update V̂, then we get
the following sub-optimization problem:
min
V̂
(1− α)‖S− 1
q2
V̂VT‖2F + β‖V̂ −UH2‖2F
s.t. V̂ ∈ {−1, 1}n1×q2 .
(24)
By expanding each item, we can rewrite Eq. (24) as follows:
min
V̂
(1− α)‖S‖2F −
2(1− α)
q2
Tr(STV̂VT)
+
(1− α)
q22
‖V̂VT‖2F + β‖V̂‖2F
− 2βTr(V̂TUH2) + β‖UH2‖2F
s.t. V̂ ∈ {−1, 1}n1×q2 .
(25)
Since S is a fixed item and ‖V̂‖2F = n1×q2 = const, the
above equation can be further simplified as:
min
V̂
1− α
q22
‖V̂VT‖2F − 2Tr(P4V̂)
s.t. V̂ ∈ {−1, 1}n1×q2
(26)
where P4= 1−αq2 V
TST+βHT2U
T. Let p4 denote the k-th row
of P4, we can obtain Tr(P4V̂) = const + p4v̂. By integrating
Eq. (20), the solution of v̂ can be computed by:
v̂ = sign(pT4 −
1− α
q22
vV′TV̂′). (27)
Accordingly, the optimum elements in Eq. (2) can be obtained
iteratively via alternating minimization techniques.
Algorithm 1 Ensemble RCD for Hash Code Learning
input: hash matrix B ∈ {1,−1}n×q , ensemble round r;
output: updated hash matrix Bˆ;
1: denote bl as the l-th column of B;
2: for k = 1 : r do
3: independent selection at each iteration;
4: repeat
5: choose index l with uniform probability from {1, · · · , q};
6: update bkl via discrete hash learning;
7: until (all columns are updated )
8: end for
9: return Bˆ = sign{B1 +B2 + · · ·+Br}.
3.3 Updating Scheme
During the coordinate descent optimization, only one variable
is updated at each iteration while all the other variables re-
main fixed. There are several strategies to select the coordinate
index, including cyclic coordinate descent (CCD), randomized
coordinate descent (RCD) and greedy coordinate descent (GCD).
More specifically, CCD updates variables in a cyclic order, while
RCD chooses variables randomly based on some distribution.
Differently, GCD measures the coordinate index by the magnitude
of gradient. Since the optimization in our framework is a discrete
optimization problem, GCD scheme is therefore improper for
this case. In [30], [38], discrete cyclic coordinate descent (DCC)
scheme is selected to update the binary hash codes. Remarkably,
DCC is still an approximated solution to discrete hashing and
may fall into a local minima [30], [39]. To alleviate the possible
trapping in local minimum, a straightforward way is to repeat
the optimization procedures several times with different random
initializations. As discussed in [40], empirical studies have proved
that the RCD locally converges to the global minimum at a
geometric rate with high probability. Specifically, we utilize the
ensemble RCD to derive the hash codes more reliably.
Let B∈{1,−1}n×q be the representative symbol of updating
hash code matrix, where n is the number of learning samples
and q is the hash length. Accordingly, the optimization procedure
of our proposed ensemble RCD is explicitly summarized in
Algorithm 1. It should be noted that a large number of rounds in
ensemble learning could increase the computation in the updating.
Fortunately, it is practically adequate to utilize only a few rounds
(e.g., r=3) in ensemble updating process. This is because the final
solution does not substantially change if we utilize a large round
number. Consequently, each elements in Eq. (2) can be obtained
iteratively by repeating each updating process until the procedure
converges or reaches maximum iterations. The main procedures of
our discrete optimization are summarized in Algorithm 2.
Algorithm 2 Matrix Tri-Factorization Hashing (MTFH)
input: S ∈ {1, 0}n1×n2 , q1, q2, parameters α, β;
output: U,V,H1,H2;
1: initialize H1,H2 as random matrices, and U,V, Û, V̂ as
binary random matrices with elements in {−1, 1};
2: repeat
3: update H1,H2 via Eq. (4);
4: compute u via Eq. (12), update U via Algorithm 1;
5: compute û via Eq. (16), update Û via Algorithm 1;
6: compute v via Eq. (23), update V via Algorithm 1;
7: compute v̂ via Eq. (27), update V̂ via Algorithm 1;
8: until (convergency or reach maximum iterations)
9: return U,V,H1,H2.
3.4 Learning Hash Functions
The hash function builds the mapping relation from input features
of each modality to binary codes. In general, learning hash func-
tions for any bit of hash code can be transformed into an effective
predictive model learning process, and any binary classifier like
linear projections or non-linear projections can be selected to learn
the hash function. In the literature, many different kinds of hash
functions are selected and the most common hash function is
the linear hash function, which projects the input feature vector
by a linear transformation followed by an element-wise sign
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operation. Although linear hash function is very simple to use,
it cannot capture the nonlinearity implied in real-world data. To
realize non-linear mapping, as suggested in [19], [24], kernel
logistic regression, capable of modelling non-linear mappings, is
popularized to learn the projections from features to hash codes.
That is, a non-linear function φ maps Xi into the reproducing
kernel Hilbert space (RKHS) as φ(Xi), and such linear function in
the RKHS space brings the input to the hash code domain. For the
i-th bit of hash code coming fromX and j-th bit hash code coming
from Y, we learn projections f ix and f
j
y for them, respectively.
Then, we can get two projections FX={f (1)x , f (2)x , ..., f (q1)x } and
FY={f (1)y , f (2)y , ..., f (q2)y }. For the testing data x and y coming
respectively from X and Y modalities, the hash codes can be
computed as: hx=sign(FX(x)) and hy=sign(FY(y)).
3.5 Hash Codes for Out-of-Sample Extension
For any data point not in the training set, we can predict its
hash code with the corresponding probability obtained from kernel
logistic regression. For instance, given an unseen instance x from
the modality X, the corresponding output probability for the l-th
bit of its predicted hash code hkx can be calculated as:
Pr(hlx = b|x) =
(
1 + e−bφ(x)w
(l)
x
)−1
(28)
where b∈{−1, 1} denotes the binary states in hash code and wx is
the projection function in kernel logistic regression. Accordingly,
for unseen instances, x and y, respectively from modalities X and
Y, we can get their corresponding hash codes hlx at the l-th bit
and hky at the k-th bit as follows:
hlx = sign(Pr(h
l
x = 1|x)− Pr(hlx = −1|x))
hky = sign(Pr(h
k
y = 1|y)− Pr(hky = −1|y)).
(29)
These two modality-specific hash codes are learned indepen-
dently for single-modal retrieval, and their hash lengths may
be different. Fortunately, with semantic correlation matrices H1
and H2, these hash codes can be further transformed into the
semantically equivalent patterns to adapt cross-modal retrieval:
ĥx = sign(hxH2), ĥy = sign(hyHT1 ). (30)
3.6 Complexity Analysis
The computational complexity of the our MTFH framework
mainly involves the optimization in the training phase. The time
complexity of each iteration consists of updating {H1,H2},
U, Û, V and V̂, which, respectively, involves the computa-
tional complexity of O(q2n+q3), O((q2n2+q3n)r), O(q2n2r),
O((q2n2+q3n)r) and O(q2n2r), where n=max(n1, n2),
q=max(q1, q2) and r is ensemble round. Therefore, the overall
complexity is approximated as O((rq2n2+(rq3+q2)n+q3)t),
where t is the number of iterations to convergence and it is usually
less than 20 in practice. In most experiments, the final solution
does not substantially change if we utilize a large round number,
and therefore it is appropriate to set the ensemble round r at a
very small value (e.g., r=3), Therefore, our discrete optimization
scheme is scalable for large-scale cross-modal hashing tasks.
4 EXPERIMENTS
In this section, we conduct a series of quantitative experiments on
public benchmarks and validate the effectiveness of the proposed
approach on various retrieval scenarios discussed. The source code
is made publicly available at: https://github.com/starxliu/MTFH.
4.1 Datasets and Evaluation Protocol
To evaluate the effectiveness of the proposed cross-modal hashing
framework, three popular multi-modal datasets, i.e., Wiki1, MIR-
Flickr2 and NUS-WIDE3, are selected in the experiments. These
three datasets consist of both image and text modalities, which
are frequently utilized for cross-modal retrieval evaluation. The
descriptions of each dataset is briefly described as follows:
Wiki dataset consists of 10 categories and 2,866 image-text
pairs from public Wikipedia articles [2]. In each pair, the text is
an article that describes people, places or some events, while the
image is closely related to the content of the article. Specifically,
the image is described by a 128-dimensional SIFT feature vector,
while the text article is characterized by a 10-dimensional feature
vector that is computed by the Latent Dirichlet Allocation (LDA)
model. The whole Wiki dataset is split into a training set of 2,173
instances and a testing set of 693 instances.
MIRFlickr dataset comprises 25,000 image-text pairs col-
lected from Flickr website [41], where images are annotated with
textual tags. Specifically, each image is described by a 150-
dimensional edge histogram descriptor, while the text is repre-
sented by a 500-dimensional feature vector derived from its binary
tagging vectors. Each image-text pair is annotated with one or
more of 24 semantic labels. As suggested in [24], we remove the
instances whose textual tags appear less than 20 times or label is
not annotated, and take out 5% of the dataset as the query set and
the remaining parts as the training set.
NUS-WIDE-100k dataset includes 269,548 image-text pairs
with 81 manually annotated concepts in total [42]. Since some
of the labels are scarce and a large part of concepts contain little
samples, we select 100,000 labeled image-text pairs from the top
10 most frequent concepts to guarantee that each concept has
abundant training samples. Specifically, each image is represented
by a 500-dimensional SIFT feature vector, and each text is de-
scribed by a 1000-dimensional feature vector which is computed
by the bag-of-words (BoW) model. We randomly select 5% of the
pairs as the query set, and the remaining as the training set.
The quantitative performance is evaluated by the popular mean
Average Precision (mAP) over all queries in the query set [24]:
1
nq
∑nq
i=1
1
mi
∑mi
r=1 p(r)δ(r), where nq is the sample size of
query set, mi is the number of ground-truth neighbors relevant
to query i in the database, p(r) denotes the precision of top
r retrieved results, and δ(r)=1 if the r-th retrieved sample is
relevant, otherwise δ(r)=0. Given a query of one modality, the
goal of each cross-modal task is to find the relevant neighbors from
the database of another modality. That is, the relevant instances
corresponding to a given query are defined as those share as least
one label with the query. The larger mAP generally indicates
the better retrieval performance. We take the testing set of one
modality of as the query set to retrieve the relevant data of another
modality, including retrieving text with given image (I→T) and
retrieving image with given text (T→I). In the experiments, we fix
α=0.5, λ=0.1 and β=0.1.
4.2 Baseline Methods
The proposed MTFH is compared with the following competitive
cross-modal retrieval baselines:
1. http://www.svcl.ucsd.edu/projects/crossmodal/
2. http://press.liacs.nl/mirflickr/
3. http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
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Fig. 3. Representative cross-modal retrieval examples using text query to retrieve images (top 12) on the Wiki dataset, in which the hash length is
set at 128 and the implemented method is MTFH rnd.
• CCA [8] seeks a pair of linear transformations to project
the features of different modalities into a common sub-
space, and maximize their correlations.
• IMH [6] transforms the heterogeneous data sources into a
common Hamming space and utilizes a linear regression
model to learn hash functions for cross-modal retrieval.
• SCM [23] integrates the semantic labels into the hashing
learning procedure for multi-modal hashing.
• CMFH [21] utilizes collective matrix factorization to learn
unified hash codes for multi-modal data representation.
• SePH [24] transforms the semantic affinities into a prob-
ability distribution and approximates the hash codes in
Hamming space via minimizing the KL-divergence.
• GSePH [7] provides a generalized cross-modal hashing
method to handle the multi-modal data collections.
• DCH [30] learns modality-specific hash functions with
class labels and generates the unified binary codes while
retaining the discrete constraints.
For the selected baselines, we utilize the source codes kindly
provided by the respective authors, while implementing the CCA
to achieve cross-modal retrieval. The parameters are initialized
as the authors have given in their original papers. Due to the
computational cost, we follow the procedures of SePH [24] and
sample a subset of 5000 instances, respectively from the retrieval
sets of larger MIRFlickr and NUS-WIDE-100k datasets, to form
the training sets. In the experiments, we perform five runs for each
algorithm and take the average performance for comparison.
4.3 Results of Equal Hash Length Encoding
As surveyed in Section 2, almost all existing cross-modal hashing
methods choose either unified or equal-length hash codes to
represent both image and text data. For fair comparison, we
first set q1=q2 to learn the equal-length hash codes and vary
the hash length from 16 to 128 bits (i.e., 16, 32, 64 and 128).
Meanwhile, we record the mAP scores on all three benchmark
datasets and make an extensive comparison with CCA [8], CMFH
[21], SCM [23], SePH [24], GSePH [7] and DCH [30]. Note that,
some cross-modal retrieval performance of other representative
works are already reported in [7], [21], [24]. We equalize the
feature dimension of CCA as the hash code length, and select
both random (rnd) and k-means (km) sampling scheme in kernel
logistic regression to perform cross-modal retrieval.
Representative retrieval examples (T→I) are shown in Fig. 3,
it can be clearly observed that the proposed MTFH approach can
well search for semantically relevant results of image samples in
response to a query item of text information. Table 1 displays the
quantitative comparisons of cross-modal retrieval performances
with state-of-the arts on three benchmarks, while Figure. 4 shows
their precision-recall curves.
It can be found that the proposed MTFH has achieved the
comparable cross-modal retrieval performances in different hash
length settings, and outperformed the most state-of-the-art base-
lines, i.e., CCA [8], CMFH [21], SCM [23], SePH [24] and
GSePH [7]. For I→T and T→I tasks on the MIRFlickr dataset,
the mAP values obtained by baseline approaches are respectively
less than 0.69 and 0.79 when the hash length is set at 64. By
contrast, the mAP scores obtained by our MTFH are higher
than 0.75 and 0.81, respectively. Remarkably, for the small Wiki
dataset, DCH [30] has yielded the very competitive mAP scores
in I→T task (i.e., 32, 64 and 128 bits), but its retrieval perfor-
mance often degrades on the large MIRFlickr and NUS-WIDE-
100k datasets. Comparatively speaking, our proposed MTFH has
delivered the competitive cross-modal retrieval performance on the
Wiki dataset, and simultaneously yielded the best retrieval perfor-
mance on MIRFlickr and NUS-WIDE-100k datasets. For the T→I
task, the mAP scores obtained by our proposed approach (i.e.,
MTFH km) are higher than 0.80 and 0.75, respectively evaluated
on the MIRFlickr and NUS-WIDE-100k datasets with all different
hash length settings. The main superiorities contributed to these
very competitive performances are two-fold: 1) MTF can well
reveal the latent structures and preserve the semantic similarity
between the heterogeneous samples such that the hash codes
learned by the MTFH are more semantically meaningful than
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TABLE 1
Quantitative comparisons of cross-modal retrieval performance (mAP) on different datasets.
Task Method
Wiki MIRFlickr NUS-WIDE-100k
16 32 64 128 16 32 64 128 16 32 64 128
I→T
CCA [8] 0.1743 0.1645 0.1584 0.1584 0.5819 0.5756 0.5710 0.5679 0.3848 0.3713 0.3607 0.3536
CMFH [21] 0.2172 0.2231 0.2316 0.2395 0.5683 0.5684 0.5687 0.5693 0.3428 0.3434 0.3433 0.3432
SCM orth [23] 0.1561 0.1416 0.1336 0.1339 0.5899 0.5800 0.5738 0.5689 0.3990 0.3813 0.3666 0.3572
SCM seq [23] 0.2341 0.2410 0.2445 0.2569 0.6280 0.6345 0.6385 0.6490 0.5275 0.5414 0.5481 0.5498
SePH rnd [24] 0.2702 0.3013 0.3135 0.3181 0.6727 0.6804 0.6799 0.6857 0.5347 0.5472 0.5533 0.5574
SePH km [24] 0.2770 0.2964 0.3153 0.3138 0.6736 0.6789 0.6822 0.6851 0.5381 0.5517 0.5556 0.5654
GSePH rnd [7] 0.2690 0.2906 0.3101 0.3001 0.6544 0.6664 0.6768 0.6842 0.5194 0.5399 0.5489 0.5699
GSePH km [7] 0.2778 0.2882 0.3044 0.3040 0.6460 0.6649 0.6725 0.6835 0.5018 0.5370 0.5595 0.5715
DCH [30] 0.3410 0.3692 0.3710 0.3783 0.6777 0.6730 0.6883 0.6885 0.5706 0.5939 0.5982 0.6072
MTFH rnd 0.3260 0.3523 0.3454 0.3388 0.7515 0.7568 0.7592 0.7636 0.6507 0.6557 0.6744 0.6741
MTFH km 0.3413 0.3533 0.3511 0.3349 0.7471 0.7606 0.7651 0.7676 0.6554 0.6591 0.6759 0.6751
T→I
CCA [8] 0.1611 0.1436 0.1293 0.1233 0.5803 0.5750 0.5708 0.5679 0.3811 0.3687 0.3592 0.3572
CMFH [21] 0.4902 0.5077 0.5173 0.5348 0.5646 0.5652 0.5649 0.5653 0.3464 0.3472 0.3473 0.3474
SCM orth [23] 0.1521 0.1330 0.1258 0.1207 0.5893 0.5802 0.5719 0.5661 0.3873 0.3714 0.3602 0.3574
SCM seq [23] 0.2257 0.2459 0.2494 0.2535 0.6176 0.6234 0.6285 0.6369 0.4952 0.5076 0.5157 0.5174
SePH rnd [24] 0.6428 0.6493 0.6570 0.6672 0.7252 0.7306 0.7374 0.7397 0.6231 0.6491 0.6577 0.6654
SePH km [24] 0.6402 0.6543 0.6585 0.6674 0.7313 0.7320 0.7381 0.7442 0.6310 0.6546 0.6628 0.6702
GSePH rnd [7] 0.6478 0.6644 0.6679 0.6762 0.6894 0.7046 0.7313 0.7367 0.5871 0.6234 0.6419 0.6638
GSePH km [7] 0.6445 0.6639 0.6683 0.6755 0.6663 0.7113 0.7269 0.7441 0.5595 0.6379 0.6593 0.6764
DCH [30] 0.6980 0.7160 0.7172 0.7195 0.7455 0.7559 0.7825 0.7921 0.6939 0.7276 0.7287 0.7473
MTFH rnd 0.7037 0.7150 0.7365 0.7399 0.7965 0.8067 0.8198 0.8303 0.7486 0.7760 0.7912 0.7938
MTFH km 0.7020 0.7134 0.7339 0.7368 0.8044 0.8146 0.8172 0.8352 0.7567 0.7797 0.7945 0.8044
that generated by traditional matrix bi-factorization methods [7],
[21]; and 2) the discrete optimization within the proposed MTFH
framework can well reduce the quantization error during the hash
code learning process, which also makes the derived hash codes
more discriminative and effective.
4.4 Results of Unequal Hash Length Encoding
In contrast to most existing cross-modal hashing works using
unified or equal-length hash codes, our proposed MTFH designs
a flexible learning framework to generate varying hash codes of
different length for multi-modal data representation, while captur-
ing the semantic correlations between heterogeneous modalities
to enable efficient cross-modal retrieval. To further validate the
flexibility and effectiveness of proposed framework, we set q1 6=q2
to learn unequal-length hash codes for heterogeneous modali-
ties. Remarkably, existing cross-modal hashing methods cannot
compare and measure the similarity of hash codes with different
lengths. To the best of our knowledge, the proposed framework is
the first attempt to learn varying hash codes of different lengths to
compare heterogeneous data. Accordingly, a series of experiments
with unequal hashing length settings are conducted, e.g., the hash
lengths corresponding to image and text modalities are set to 16
(I-16) and 32 (T-32) bits, respectively.
Figure 5 shows the corresponding cross-modal retrieval per-
formances (i.e., MTFH rnd and MTFH km) on varying hash
length settings. It can be seen that the mAP scores are not
always monotonous with the increasing of hash lengths, and the
optimum retrieval results are not usually achieved by the equal
hash length settings. For instance, if the MTFH rnd method is
selected, the best I→T retrieval result on the MIRFlickr dataset is
obtained by hash pair T-128 and I-64, while the highest T→I
retrieval result on NUS-WIDE-100k is generated by T-64 and
I-128. The similar results can be clearly demonstrated by their
average retrieval performances. It can be found that the best
average retrieval performances are obtained by the couple T-64&I-
32 and T-64&I-128, respectively tested on the Wiki and NUS-
WIDE-100k datasets.
The main reason lies in that the image-text pairs are not
always optimally encoded by the equal hash lengths due to their
different sample size and diverse feature dimensions. This is
practically reasonable because the feature dimensions of hetero-
geneous modalities often differ drastically, and strictly equalized
hash length setting may make them uncompetitive for discrim-
inative representation. For instance, the text dimension in Wiki
is only 10, and a long hash length representation (e.g., 128-
bits) may result in large redundancy and degrade its retrieval
performance to some degree. In contrast to this, the image-text
pairs in MIRFlickr and NUS-WIDE-100k datasets have higher
feature dimensions and a bit longer hash length encoding of
multi-modal data often produces more satisfactory results. More
importantly, our proposed approach provides a flexible framework
to generate varying hash codes of different length for multi-modal
data representation and simultaneously capture their semantic
correlations to enable efficient retrieval across different modalities.
The experimental results have demonstrated the unique property
of our proposed MTFH framework to adapt unequal hash code
learning scenario, and the vary hash length encoding scheme has
also delivered an efficient cross-modal retrieval performance.
4.5 Results of the Unpaired Scenario
The experiments reported in Section 4.3 and 4.4 mainly focus on
the paired multi-modal data collections, where each data from one
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Fig. 1. The regional particle filtering method: (a) The computed particles within a defined circular region; (b) Particle resampling via SIR algorithm; (c)
The selected particles within a defined circular region for state estimation.
with the skin pixels nearby. Although the CGB, TLD and
KBT methods are able to mark the interested lip regions
roughly in most cases, they are not designed to determine the
rotations of the tracked lip regions simultaneously. The IVT
method associated with the affine motion parameters is able
to handle the scale variation and rotation problem, but which,
unfortunately, may lose the track and fail to get the correct
result especially under complex lighting conditions. The main
reasons are two-fold: 1) A bit large batch size may lead to
a gradual corruption of the appearance model when dealing
with rapid appearance changes; 2) The appearance learning in
grey-scale space may not capture the sufficient characteristic
to differentiate the lip pixels and its surrounding skin.
Comparatively speaking, the proposed approach need not
detect the face at each tracking frame. The experimental results
have shown the satisfactory performance with a higher track-
ing accuracy. Meanwhile, the scale variations and rotations of
the tracked lip regions can be well estimated. Remarkably, the
tracking drift does not occur within the proposed approach.
The main reason lies that the proposed weighted appearance
learning approach has a strong ability to determine the in-
terested lip region reliably, which can make a more adaption
to the rapid lip appearance changes sequentially. Further, the
utilization of the color information can significantly improve
the robustness of tracking performance over purely gray-
scale based methods. Moreover, the proposed regional particle
filtering strategy has two additional merits: 1) Some invalid
particles with almost no contributions are neglected so that
the computational load is reduced; 2) The distant particles are
not taken for state estimation so that the occurrence of tracking
drift is decreased.
IV. CONCLUSION
In this paper, we have proposed an incremental weighted
appearance learning approach with regional particle filtering
scheme to efficient lip region tracking. Within the proposed
approach, the subspace representation through adaptively up-
dating the time-varying mean and eigenbasis by considering
the temporal and spatial weights is addressed to incrementally
learn a weighted lip appearance model, which can be utilized
to model the rapid lip appearance changes adaptively and
sequentially. Within the CIELAB color space, the prediction
scheme utilizing the regional particle filtering associated with
affine motion parameters not only has a strong ability to pre-
cisely track the interested lip region with well-estimated scale
size and rotation, but also aims to reduce the computational
load and alleviate the occurrence of tracking drift as well. The
experimental results have shown that the proposed approach
outperforms the state-of-the-art competing methods.
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Fig. 1. The regional particle filtering method: (a) The computed particles within a defined circular region; (b) Particle resampling via SIR algorithm; (c)
The selected particles within a defined circular region for state estimation.
with the skin pixels nearby. Although the CGB, TLD and
KBT methods are able to mark the interested lip regions
roughly in most cases, they are not designed to determine the
rotations of the tracked lip regions simultaneously. The IVT
method associated with the affine motion parameters is able
to handle the scale variation and rotation problem, but which,
unfortunately, may lose the track and fail to get the correct
result especially under complex lighting conditions. The main
reasons are two-fold: 1) A bit large batch size may lead to
a gradual corruption of the appearance model when dealing
with rapid appearance changes; 2) The appearance learning in
grey-scale space may not capture the sufficient characteristic
to differentiate the lip pixels and its surrounding skin.
Comparatively speaking, the proposed approach need not
detect the face at each tracking frame. The experimental results
have shown the satisfactory performance with a higher track-
ing accuracy. Meanwhile, the scale variations and rotations of
the tracked lip regions can be well estimated. Remarkably, the
tracking drift does not occur within the proposed approach.
The main reason lies that the proposed weighted appearance
learning approach has a strong ability to determine the in-
terested lip region reliably, which can make a more adaption
to the rapid lip appearance changes sequentially. Further, the
utilization of the color information can significantly improve
the robustness of tracking performance over purely gray-
scale based methods. Moreover, the proposed regional particle
filtering strategy has two additional merits: 1) Some invalid
particles with almost no contributions are neglected so that
the computational load is reduced; 2) The distant particles are
not taken for state estimation so that the occurrence of tracking
drift is decreased.
IV. CONCLUSION
In this paper, we have proposed an incremental weighted
appearance learning approach with regional particle filtering
scheme to efficient lip region tracking. Within the proposed
approach, the subspace representation through adaptively up-
dating the time-varying mean and eigenbasis by considering
the temporal and spatial weights is addressed to incrementally
learn a weighted lip appearance model, which can be utilized
to model the rapid lip appearance changes adaptively and
sequentially. Within the CIELAB color space, the prediction
scheme utilizing the regional particle filtering associated with
affine motion parameters not only has a strong ability to pre-
cisely track the interested lip region with well-estimated scale
size and rotation, but also aims to reduce the computational
load and alleviate the occurrence of tracking drift as well. The
ex erimental results have shown that the proposed approach
outperforms the state- f-the-art com eting methods.
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Fig. 1. The regional particle filtering method: (a) The computed particles within a defined circular region; (b) Particle resampling via SIR algorithm; (c)
Th selected parti les within a defined circular region for state estimation.
with the skin pixels nearby. Although the CGB, TLD and
KBT methods are able to mark the interested lip regions
roughly in most cases, they are not designed to determine the
rotations of the tracked lip regions simultaneously. The IVT
method associated with the affine motion parameters is able
to handle the scale variation and rotation problem, but which,
unfortunately, may lose the track and fail to get the correct
result especially under complex lighting conditions. The main
reasons are two-fold: 1) A bit large batch size may lead to
a gradual corruption of the appearance model when dealing
with rapid appearance changes; 2) The appearance learning in
grey-scale space may not capture the sufficient characteristic
to differentiate the lip pixels and its surrounding skin.
Comparatively speaking, the proposed approach need not
detect the face at each tracking frame. The experimental results
have shown the satisfactory performance with a higher track-
ing accuracy. Meanwhile, the scale variations and rotations of
the tracked lip regions can be well estimated. Remarkably, the
tracking drift does not occur within the proposed approach.
The main reason lies that the proposed weighted appearance
learning approach has a strong ability to determine the in-
terested lip region reliably, which can make a more adaption
to the rapid lip appearance changes sequentially. Further, the
utilization of the color information can significantly improve
the robustness of tracking performance over purely gray-
scale based ethods. Moreover, the proposed regional particle
filtering strategy has two additional merits: 1) Some invalid
particles with almost no contributions are neglected so that
the computational load is reduced; 2) The distant particles are
not taken for state estimation so that the occurrence of tracking
drift is decreased.
IV. CONCLUSION
In this paper, we have proposed an incremental weighted
appearance learning approach with regional particle filtering
scheme to efficient lip region tracking. Within the proposed
approach, the subspace representation through adaptively up-
dating the time-varying mean and eigenbasis by considering
the temporal and spatial weights is addressed to incrementally
learn a weighted lip appearance model, which can be utilized
to model the rapid lip appearance changes adaptively and
sequentially. Within the CIELAB color space, the prediction
scheme utilizing the regional particle filtering associated with
affine motion parameters not only has a strong ability to pre-
cisely track the interested lip region with well-estimated scale
size and rotation, but also aims to reduce the computational
load and alleviate the occurrence of tracking drift as well. The
ex erimental results have shown that the proposed approach
outperforms the state- f-the-art com eting methods.
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Fig. 1. The mouth center detection obtai ed by CGB method [?]. The top figures: Yanglan sequence; The bottom figures: Louiskoo sequence.
with the skin pixels nearby. Although the CGB, TLD and
KBT methods ar able to mark the interested lip regions
roughly in most cases, they are not designed to determine the
rotations of the tracked lip regions simultaneously. The IVT
method associated with the affine otion parameters is ble
to handle the scale var ation and rotation problem, but which,
unfortunately, may lose the track and f il to get the correct
result espec ally under c mplex l ghting conditions. The main
reasons are tw -fold: 1) A bit large batch size may lead to
a g adual corruption of the appe rance mo l when dealing
with rapid appearance changes; 2) The appear nce l arning i
grey-scale space may not capture the sufficient charact istic
to d ffere tiate the lip p xels and its surrou ding skin.
Comparatively spe king, the proposed approach need not
detect the face at each tracking frame. The experime tal results
hav shown the satisfact ry perf rmanc with a high r track-
ing a curacy. Meanwhile, the scale variations and rotati ns of
the tracked lip regions can be w ll estimated. Remarkably, th
tracking drift do s not occur within the proposed approach.
The main reason lies that the proposed weighted appearance
learning approach has a strong ability to determine the in-
terested lip region reliably, which can make a more adaption
to the rapid lip appearance changes sequentially. Further, the
utilization of the color information can significantly improve
the robustness of tracking performance over purely gray-
scale based methods. Moreover, the proposed regional particle
filtering strategy has two additional merits: 1) Some invalid
particles with almost no contributions are neglected so that
the computational load is reduced; 2) The distant particles are
not taken for state estimation so that the oc urrence of tracking
drift is decreased.
IV. CONCLUSION
In this paper, we have proposed an incremental weighted
appearance learning approach with regional particle filtering
sche e to efficient lip region tracking. Within the proposed
approach, the subspace representation through adaptively up-
dating the time-varying mean and eigenbasis by considering
the te poral and spatial weights is addressed to incrementally
learn a weighted lip appearance model, which can be utilized
to model the rapid lip appearance changes adaptively and
sequentially. Within the CIELAB color space, the prediction
scheme utilizing the regional particle filtering associated with
affine motion parameters not only has a strong ability to pre-
cisely track the interested lip region with well-estimated scale
size nd rotation, but also aims to reduce the computational
load and all viate the occurrence of tracking drift as well. The
experimental results have shown that the proposed approach
outperforms the state-of-the-art competing methods.
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Fig. 4. Precision-recall curves obtained by different approaches with diverse code lengths (i.e., 32, 64 and 128 bits). The first row shows the results
of Wiki dataset, th second row displays the results of MIRFlickr dataset, and the third row list the results of NUS-WIDE-100k dataset.
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Fig. 5. Cross-mod l retrieval result obt ined by our proposed MTFH with varying hash length settings, and the best results are highlighted in bold.
modality as a correspo ding data item from another modality. For
the unpaired multi-modal data discussed in S cti ns 1 and 2, we
further evaluate our propos d MTFH method ( .e., MTFH rnd) on
both single-label unpaired (SL-U) and multi-label un a r d (ML-
U) retrieval scenario. That is, multi-m dal data from different
modalities may not have e-to-one correspondence, e.g., 100
images and 90 text documents share the same seman ic tag
“flower”. Remarkably, most of the existing cross-modal retrieval
algorithms developed for paired multi-modal collections re ot
applic ble to handle this unpaired scenario.
For SL-U, each data point is associated with a single label, but
there does not exist one-to-one correspondence between the data
of the two modalities. In this case, the Wiki dataset is selected
for evaluation. Similarly, we keep the text modality unchanged
and randomly select 90% of images as ‘unpair-1’ and vice verse
as ‘unpair-2’. Accordingly, we follow the processing in [7] and
compare the proposed MTFH with CCA [8], IMH [6] and GSePH
[7]. The unpaired cross-modal retrieval performances are shown in
Table 2, it can be clearly observed that the CCA, IMH and GSePH
methods have delivered relatively lower mAP scores in different
hash lengths. In contrast to this, our proposed MTFH method
significantly outperforms all these baseline methods. Comparing
DRAFT 11
TABLE 2
Retrieval results of unpaired multi-modal data collections and the hash
lengths are equalized with heterogeneous modalties.
Method
Wiki (I→T/T→I) MIRFlickr (I→T/T→I)
unpair-1 unpair-2 unpair-1 unpair-2
CCA [8] 0.176/0.156 0.178/0.154 0.581/0.579 0.581/0.579
IMH [6] 0.176/0.156 0.178/0.154 0.581/0.579 0.581/0.579
GSePH [7]
16 0.257/0.453 0.268/0.422 0.651/0.631 0.653/0.645
32 0.273/0.477 0.279/0.438 0.648/0.633 0.658/0.635
64 0.283/0.483 0.298/0.456 0.665/0.665 0.675/0.663
128 0.288/0.490 0.292/0.466 0.676/0.670 0.681/0.668
MTFH
16 0.329/0.711 0.316/0.727 0.733/0.759 0.754/0.808
32 0.342/0.727 0.343/0.736 0.757/0.811 0.757/0.819
64 0.355/0.734 0.330/0.749 0.761/0.820 0.759/0.827
128 0.340/0.707 0.365/0.742 0.765/0.832 0.767/0.824
with the paired scenario, it should be noted that the mAP values
obtained by GSePH decrease in both unpaired tasks, especially
on T→I. Comparatively speaking, our proposed MTFH delivers
almost the similar retrieval performances with paired scenario.
This shows that our method is more stable and flexible to handle
both paired and unpaired scenarios.
For ML-U, each data point is associated with multiple labels
but there does not exist one-to-one correspondence between the
data of the two modalities. In this case, the MIRFlickr dataset is
selected for evaluation. Similarly, we follow the same organizing
way as SL-U to generate unpaired data from MIRFlickr dataset.
As shown in Table 2, it can be found that CCA, IMH and GSePH
methods have degraded their retrieval performance in unpaired
data collections. In contrast, our proposed MTFH has achieved
very competitive performance and significantly outperforms these
three baselines. Compared with paired multi-modal collections,
the mAP values obtained by GSePH drop slightly on both unpaired
tasks, which are all less than 0.69. Remarkably, our proposed
MTFH has achieved the competitive retrieval performance with
the paired scenario and the corresponding mAP values are higher
than 0.73. That is, our proposed MTFH can not only handle
multi-label unpaired collections, but also produce relatively stable
retrieval performance on different retrieval tasks.
4.6 Results of Single-modal Retrieval
Existing cross-modal hashing methods often learn unified hash
codes to characterize the paired multi-modal data. As shown
in Fig. 6, if the unified hash codes are stored in the database
to represent the heterogeneous data, these approaches naturally
yield the same retrieval performance in both single-modal and
cross-modal retrieval tasks. In contrast to this, the hash codes of
heterogeneous modalities derived from our proposed MTFH may
be different, and these learned modality-specific hash codes can
also be utilized for single-modal retrieval. Further, we evaluate
our learned hash codes on single-modal retrieval tasks, i.e., image-
to-image (I→I) and text-to-text (T→T). Specifically, the random
(rnd) sampling scheme is selected in kernel logistic regression.
Note that, the single-modal hashing retrieval baselines are not se-
lected for comparison, for reason that these single-modal learning
frameworks are totally different from the cross-modal learning
counterparts [14]. Therefore, we just validate the effectiveness of
the learned hash codes to perform single-modal retrieval.
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Fig. 6. The difference of single-modal retrieval between traditional uni-
fied hash codes and our modality-specific hash codes.
TABLE 3
Results of single-modal retrieval on paired multi-modal data.
Datasets
I→I T→T
I-32 I-64 I-128 I-32 I-64 I-128
Wiki
T-32 0.363 0.362 0.378 0.738 0.744 0.734
T-64 0.355 0.363 0.376 0.739 0.748 0.749
T-128 0.366 0.383 0.373 0.736 0.746 0.740
MIRFlickr
T-32 0.748 0.759 0.763 0.823 0.816 0.811
T-64 0.754 0.760 0.763 0.819 0.820 0.823
T-128 0.759 0.761 0.768 0.827 0.832 0.830
NUS-100k
T-32 0.662 0.673 0.679 0.797 0.780 0.782
T-64 0.666 0.675 0.690 0.793 0.805 0.796
T-128 0.665 0.678 0.683 0.809 0.795 0.795
Table 3 shows the single-modal retrieval results on different
datasets. It can be observed that our derived hash codes of
equal lengths have always achieved a better single-modal retrieval
performance than those generated from the unified codes (e.g.,
CMFH [21], SePH [24] and GSePH [7], as displayed in Table 1).
That is, the hash codes learned jointly by our MTFH can improve
the single-modal retrieval performance to some degree. Mean-
while, our proposed MTFH framework is able to jointly learn the
modality-specific hash codes with different hash length settings.
As a result, some derived hash codes with varying length settings
can boost the retrieval performance in comparison with the equal
hash length encoding scenario. For instance, the learned multi-
modal hash codes, e.g., T-64&I-128, yield the best I→I retrieval
performance on the NUS-WIDE-100k dataset, which is consistent
with the cross-modal retrieval result (I→T), as shown in Fig. 5.
That is, the hash codes derived from the couple lengths, i.e.,
T-64&I-128, are more semantically meaningful for both single-
modal and cross-modal retrieval tasks. The experimental results
have shown its flexibility and scalability in various retrieval tasks.
4.7 Results of CNN Visual Features
With the development of convolutional neural network (CNN), the
visual features obtained from the pretrained or fine-tuned CNN
models have been demonstrated to be effective for cross-modal
retrieval [43], and the improved performance can be achieved
based on classic cross-modal retrieval methods, such as CCA [8]
and three-view CCA [44]. Accordingly, we further evaluate our
proposed MTFH approach on Wiki, Pascal Sentence [45] and
Pascal VOC 2007 [46] multi-modal datasets, and their CNN visual
features are publicly shared by the authors of [43]. Specifically,
the off-the-shelf fine-tuned CNN visual features, i.e., FT-fc7, are
selected for evaluation, and the processing details of selected CNN
image features and text features can be found in work [43]. Com-
paring with the hand-crafted visual features, the dimensionality of
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CNN feature is large, i.e., 4096 dimension. Therefore, we set the
hash length from 32 to 128 and equalize the hash length of two
modalities for evaluation. Similarly, CCA [8], three view CCA
(T-V CCA) [44] and deep Semantic Matching (deep-SM) [43] are
selected as comparison baselines.
TABLE 4
Results of cross-modal retrieval on CNN visual features.
Method
Wiki Pascal Sentence Pascal VOC 2007
I→T/T→I I→T/T→I I→T/T→I
CCA [8] 0.272/0.287 0.307/0.372 0.635/0.643
T-V CCA [44] 0.311/0.316 0.338/0.438 0.689/0.714
Deep-SM [43] 0.398/0.354 0.446/0.478 0.823/0.776
MTFH
32 0.544/0.723 0.506/0.738 0.749/0.883
64 0.500/0.798 0.594/0.779 0.788/0.941
128 0.523/0.809 0.604/0.787 0.805/0.961
Based on the fine-tuned CNN visual features, the correspond-
ing cross-modal retrieval performances are displayed in Table 4. It
can be found that the proposed MTFH achieves the best cross-
modal retrieval performances in different hash length settings,
and significantly outperforms the state-of-the-art baselines. For
instance, the Wiki dataset is a very popular data set for cross-
modal retrieval evaluation, and the CNN visual features can further
improve the performance of cross-modal retrieval under different
hash length settings. For I→T and T→I tasks on the Wiki dataset,
the mAP values obtained by our proposed approach are higher than
0.5 and 0.8 when the hash length is set at 128. Meanwhile, for the
pascal sentence dataset, the cross-modal retrieval performances
respectively reach up to 0.604 and 0.787, which significantly
outperform the state-of-the-art methods with a large margin of
more than 10%. Remarkably, for T→I task tested on the Pascal
VOC 2007 dataset, the mAP score obtained by our proposed
MTFH reaches up to 0.961, which significantly improves the state-
of-the-art performance with a large margin of more than 15%.
Although the hash codes of heterogeneous modalities are
jointly derived from the supervised affinity matrix, the kernel lo-
gistic regression associated with learned hash functions is capable
of projecting the CNN visual features to compact hash codes.
As a result, these fine-tuned CNN visual features have signif-
icantly improved the retrieval performances on different cross-
modal retrieval tasks. That is, our proposed two-stage learning
framework is applicable to various kinds of sample features and
the experimental results have demonstrated its efficiency.
4.8 Effects of Discrete Optimization
Within our proposed framework, we address an efficient discrete
optimization algorithm to jointly learn the modality-specific hash
codes without relaxation. Sine the relaxation scheme may ac-
cumulate large quantization error as the code length increases,
DCH [30] utilizes a discrete cyclic coordinate decent (DCC) ap-
proach that has been originally developed in [38] to approximate
the unified hash codes. As discussed in [30], [39], DCC learns
and updates each hash bit in a cyclic order, which is evidently an
approximate solution to discrete hashing and may fall into a local
minimum. To alleviate this problem, we improve DCC and utilize
the ensemble RCD to derive the hash codes more reliably.
Further, we compare DCC with our ensemble RCD (E-RCD)
in solving the same objective function, i.e., Eq. (2). Specifically,
we take the paired Wiki dataset for testing, and learn the hash
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Abstract—In this paper, we present an incremental weighted
appearance learning approach with regional particle filtering
scheme to efficient lip region tracking. First, we incrementally
learn a subspace representation through adaptively updating the
time-varying mean and eigenbasis by considering the temporal
and spatial weights, featuring on reliably modeling the lip region
appearance. Next, we propose an improved prediction scheme,
namely regional particle filtering, for motion estimation. This
strategy associated with the affine motion parameters not only
has a strong ability to track the lip region precisely with well-
estimated scale size and rotation direction, but also reduces the
computational load and alleviates the occurrence of tracking
drift simultaneously. Furthermore, the affinely warped image
patches corresponding to the rank-2-optimal states are employed
to incrementally update the weighted lip appearance model
in three CIELAB color channels synchronously, which can be
utilized to model the rapid lip appearance changes adaptively
and sequentially. The experiments conducted on six challenging
sequences have shown that the proposed approach performs
favorably compared to the state-of-the-art methods.
Index Terms—Lip region tracking, weighted lip appearance
model, regional particle filtering, rank-2-optimal states
I. INTRODUCTION
THE visual appearance of lip region-of-interest (ROI) invideos has been demonstrated to encode significantly
valuable information that can be utilized in a wide range of
applications such as lipreading [?], [?], visual speaker identi-
fication [?], [?], audio-visual speech recognition (AVSR) [?],
facial expression analysis [?], and so forth. For instance,
the static and dynamic information within t e sequ tial lip
regions can be ef ecti ely utilized for speaker verification [?].
Among these applications, one of the key issues is to track
the interested lip regions so that the precise lip-appearance
based characteristics can be obtained [?]. Thus far, to the best
of our knowledge, it is still a challenge topic to achieve the
robust lip region tracking due to the large variations caused
by the intra-p rsonal appearance changes, background clutters,
uncontrollable illumination condition, unpredicted lip motion
together with head movements, and so forth.
In the past decade, different kinds of object tracking algo-
rithms have been developed to mark the desired targets [?].
In general, these methods are useful for tracking objects with
relatively stable appearance, but which, unfortunately, always
fail to track the interested lip regions associated with the
The authors are with the D p rtment of Computer Science, Hong Kong
Baptist University, Hong Kong SAR, China. Yiu-ming Cheung is the corre-
sponding author. E-mail: ymc@comp.hkbu.edu.hk
drastic head movements during the speaking process. The main
challenge within these approaches can be attributed to the
difficulty in building a robust appearance model for handling
the rapid lip appearance changes or having the capacity of
being adapted to them. Alternatively, with two-frame motion
estimation, the appearance model is just implicitly obtained
from the most recently observed frame. This strategy has an
advantage of adapting rapidly to the appearance changes, but
which may lead to a tracking drift problem frequently. That
is, the tracked position has been significantly deviated from
the ground truth. Under the circumstances, a few specific
techniques aiming at locating the mouth region via the facial
structure or the color difference between the lip and its sur-
rounding skin pixels, have been proposed to realize lip region
tracking. Nevertheless, most of the existing approaches always
limit their utilizations in indoor situation with controllable
illuminations and often ignore the estimation of the scale
variation and rotation of the tracked lip regions synchronously.
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Fig. 1. The mouth center detection obtained by CGB method [?]. The top
figures: Yanglan sequence; The bottom figures: Louiskoo sequence.
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Fig. 2. The regional particle filtering method: (a) The computed particles
within a defined circular region; (b) Particle resampling via SIR algorithm;
(c) The selected particles within a defined circular region for state estimation.
II. OVERVIEW OF RELATED WORKS
This section will concentrate on reviewing the related works
regarding the lip region only. In the literature, various kinds
Fig. 7. he cross-modal retrieval results obtained by different optimiza-
tion schemes and tested on Wiki dataset in ten runs.
TABLE 5
Comparisons of discrete optimization performances on Wiki dataset.
Task (bits)
average mAP max-min value standard deviation
DCC/E-RCD DCC/E-RCD DCC/E-RCD
I→T 32 0.3379/0.3555 0.0526/0.0248 0.0163/0.0066
128 0.3342/0.3418 0.0420/0.0227 0.0143/0.0068
T→I 32 0.7141/0.7171 0.0557/0.0274 0.0163/0.0073
128 0.7284/0.7372 0.0741/0.0271 0.0218/0.0071
codes of 32 bits and 128 bits for evaluation. Note that, the similar
results can be also found in MIRFlickr and NUS-WIDE-100k
datasets. As the solutions of both DCC and E-RCD depend on
the initial values of model parameters, we select to run ten times
for both optimizations and record their mAP values in each trial.
Fig. 7 shows the changes of the corresponding mAP values
of DCC and E-RCD with different trials, and Table 5 shows their
statistical properties. It can be seen that the DCC optimizations can
produce satisfactory performance in both retrieval tasks (I→T and
T→I). For instance, the average mAP values derived from 128 bits
and computed from ten trials reach up to 3342 and 0.7284, respec-
tively evaluated on I→T and T→I tasks. Nevertheless, DCC has
yielded a very small mAP value especially for a trial performed
on T→I task, as shown in Fig. 7. Meanwhile, DCC optimization
has induced a larger fluctuation on different trials. Accordingly,
the mAP values corresponding to the maximum-minimum (Max-
Min) difference and standard deviation are a bit large. The main
reason lies that DCC optimization is still an approximate solution
and may fall into a local minimum during the learning process,
which may therefore produce unstable retrieval performance. In
contrast to this, our proposed ensemble RCD not only can yield
very competitive performance in various retrieval performance,
but also could achieve a relatively stable retrieval result. As shown
in Table 5, the average mAP values derived from ten trials do not
change significantly and the values of max-min difference and
standard deviation are always lower than the results generated
by the DCC optimization. The experimental results consistently
validate the advantage of the proposed E-RCD scheme in discrete
optimization, thereby the MTFH learning framework is able to
produce more effective and stable hash codes.
4.9 Parameter Sensitivity Analysis
Within the proposed framework, there are three parameters in-
volved in the learning process, i.e., α, λ and β. Specifically, α
balances two learning items in Eq. (1). A larger α may emphasize
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Fig. 2. The regional particle filtering method: (a) The computed particles
within a defined circular region; (b) Particle resampling via SIR algorithm;
(c) The selected particles within a defined circular region for state estimation.
frame as well as the information provided by the tracker so
that the interested lip regions can be successfully detected.
Occasionally, this method may select a bit large region that
contains some irrelevant pixels of the surrounding part as the
desired lip region. The KBT method has found to be lack of
a competent appearance model, which often fails to handle
the rapid lip appearance changes. As a result, the tracking
performance obtained by such a method would be inaccurate
especially for the lip regions that share the similar statistics
with the skin pixels nearby. Although the CGB, TLD and
KBT methods are able to mark the interested lip regions
roughly in most cases, they are not designed to determine the
rotations of the tracked lip regions simultaneously. The IVT
method associated with the affine motion parameters is able
to handle the scale variation and rotation problem, but which,
unfortunately, may lose the track and fail to get the correct
result especially under complex lighting conditions. The main
reasons are two-fold: 1) A bit large batch size may lead to
a gradual corruption of the appearance model when dealing
with rapid appearance changes; 2) The appearance learning in
grey-scale space may not capture the sufficient characteristic
to differentiate the lip pixels and its surrounding skin.
Comparatively speaking, the proposed approach need not
detect the face at each tracking frame. The experimental results
have shown the satisfactory performance with a higher track-
ing accuracy. Meanwhile, the scale variations and rotations of
the tracked lip regions can be well estimated. Remarkably, the
tracking drift does not occur within the proposed approach.
The main reason lies that the proposed weighted appearance
learning approach has a strong ability to determine the in-
terested lip region reliably, which can make a more adaption
to the rapid lip appearance changes sequentially. Further, the
utilization of the color information can significantly improve
the robustness of tracking performance over purely gray-
scale based methods. Moreover, the proposed regional particle
filtering strategy has two additional merits: 1) Some invalid
particles with almost no contributions are neglected so that
the computational load is reduced; 2) The distant particles are
not taken for state estimation so that the occurrence of tracking
drift is decreased.
IV. CONCLUSION
In this paper, we have proposed an incremental weighted
appearance learning approach with regional particle filtering
scheme to efficient lip region tracking. Within the proposed
approach, the subspace representation through adaptively up-
dating the time-varying mean and eigenbasis by considering
the temporal and spatial weights is addressed to incrementally
learn a weighted lip appearance model, which can be utilized
to model the rapid lip appearance changes adaptively and
sequentially. Within the CIELAB color space, the prediction
scheme utilizing the regional particle filtering associated with
affine motion parameters not only has a strong ability to pre-
cisely track the interested lip region with well-estimated scale
size and rotation, but also aims to reduce the computational
load and alleviate the occurrence of tracking drift as well. The
experimental results have shown that the proposed approach
outperforms the state-of-the-art competing methods.
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Fig. 8. The retrieval influence of β on paired multi-modal collections.
more on hash code learning (q1 length) of modality X, and
conversely (q2 length) of Y. Since our work aims to achieve
cross-modal retrieval, it is natural to set α=0.5 for balancing
two modalities. As indicated in [36], λ is insensitive to the
least square optimization, and it is set to 0.1 in most cases. β
controls the learning influence, and we report the performance
of changing β while fixing α and λ. That is, several different
values, β={0.0001, 0.001, 0.01, 0.1, 1}, are further tested on
three paired benchmark datasets. The cross-modal retr eval perfor-
mances tested with different β valu and obtained by MTFH rnd
are shown in Fig. 8, it can be found that the different settings of β
just induce a minor fluctuation on short hash codes (i.e., 16 bits),
and yield very stable retrieval performance with other long hash
codes. Therefore, β is also insensitive to the cross-modal retrieval
performance in most cases.
5 CONCLUSION
This paper ha proposed a generalized nd flexible MTFH frame-
work for efficient cross-modal retrieval. The proposed framework
not only preserves the semantic similarity between the multi-
modal data points, but also seamlessly works in multiple settings,
including single label, multi-label, paired, unpaired, equal and
varying hash length encoding scenarios. With the scalability of
matrix tri-factorization, the proposed approach exploits an efficient
objective function to jointly learn the compact modality-specific
hash codes with different lengths, while imulta eously exploiting
tw semantic correlation matric s to correlate the semantic con-
sistency between two modalities and ensure the heterogeneous
data comparable. Meanwhile, an efficient discrete optimization
algorithm has been developed for MTFH without relaxation such
that the final hash codes are more effective to preserve the
semantic structure of multi-modal data. As a result, the derived
hash codes are more semantically meaningful than those gener-
ated by traditi al matrix hashing methods. To the best of our
knowledge, this work is the first attempt to learn varying ash
codes of different lengths for cross-modal retrieval. The extensive
experiments on various retrieval tasks have verified its outstanding
performance. Our future work will be focused on exploiting the
optimum hash length with respect to each data modality to carry
out the cross-modal retrieval task.
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