Nonautonomous forces appear in many applications. They could be periodic, quasiperiodic and almost periodic in time; or they could take the form of a sample path of a random forcing driven by a stochastic process, which is without any periodicity in time. In this paper, we study the chaotic behaviour of differential equations driven by a general nonautonomous forcing without assuming any periodicity in time, aiming at applications to systems driven by a bounded random force. As a direct application, we prove that, for the Duffing equation driven by a bounded stationary stochastic process induced by a Brownian motion, chaotic dynamics exist almost surely. We also obtain various chaotic behaviour that are exclusively associated with equations driven by nonautonomous forcing without any periodicity in time. It has turned out that, unlike the systems driven by a periodic or almost periodic forcing, the transversal intersections of the stable and unstable manifolds are neither necessary nor sufficient for chaotic dynamics to exist. Finally, we apply all our results to the Duffing equation.
Introduction
Nonautonomous forces appear in many applications. They could be periodic, quasiperiodic and almost periodic in time; or they could take the form of a sample path of a random forcing driven by a stochastic process, which is without any periodicity in time. In this paper, we study the chaotic behaviour of differential equations driven by a general nonautonomous forcing without assuming any periodicity in time, aiming at applications to systems driven by a bounded random force. To simplify our presentation, we study nonautonomous ordinary differential equations in R 2 . The higher dimensional problem will be addressed in an upcoming paper.
Description of results.
Let (x, y) ∈ R 2 be the phase variables and t be the time. We start with an unforced system dx dt = −αx + f (x, y), dy dt = βy + g(x, y), (1.1)
where α > β are positive constants, f (x, y) and g(x, y) are the higher order terms. We assume that equation (1.1) has a homoclinic orbit to the dissipative saddle (x, y) = (0, 0). The precise conditions will be given in the next section. Let U ⊂ R 2 be an open neighbourhood of the unperturbed homoclinic loop of equation (1.1). To the right-hand side of equation (1.1) we add a time-dependent forcing to form a nonautonomous equation dx dt = −αx + f (x, y) + µP (x, y, t) , dy dt = βy + g(x, y) + µQ (x, y, t) , (1.2) where µ is a small parameter representing the magnitude of the forcing, P (x, y, t) and Q(x, y, t) are higher order terms at (x, y) = (0.0). In this paper we assume that, on U × R, P (x, y, t) and Q (x, y, t) are uniformly bounded and they are smooth in (x, y) but are only continuous in t. In applications, a nonautonomous forcing can be a sample path of a random forcing of the form
P (x, y, t) = F (x, y, ξ t (ω)), Q(x, y, t) = G(x, y, ξ t (ω)),
where ξ t (ω) is a R n -valued stochastic process over a probability space ( , F, P) , and F and G are uniformly bounded nonlinear functions on U × R n . We study the dynamical behaviour of equation (1.2) through the Poincaré return map R induced by equation (1.2) around the unforced homoclinic solution in the extended phase space. We introduce a characteristic function W(t) given by (2.4). This function is a natural extension of the classical Melnikov function. It is a function of time that measures the separations of the unstable manifold W u and the stable manifold W s of (0, 0). We also extend the geometric approach of using vertical strips and horizontal strips, due to Smale, to describe chaotic dynamics of equation (1.2) (see section 2.4). Denote
W(t).
With the assumptions on the nonresonance of α and β and the uniform boundedness of the forcing functions, which we will introduce in detail in section 2, we prove the following.
Theorem A.
Assume that m ± < 0 < M ± . Then there exists a µ 0 > 0 such that for all 0 < µ < µ 0 , the solutions of equation (1.2) 
admit chaotic behaviour in the form of a full horseshoe of infinitely many branches for the return map R.
The full horseshoe here implies that for each positive integer k 2, there exists an invariant set of solutions on which the dynamics are semi-conjugate to the full shift of k symbols. The chaotic behaviour we obtained for the solutions of equation (1.2) can also be described as follows. For any given p 0 = (x 0 , y 0 ) that is located sufficiently close to the unforced homoclinic loop, the dynamics of the solutions through p 0 depend sensitively on the time it is initiated at p 0 . First, there exist infinitely many pairs t 0 and t ∞ of initial times, arbitrarily close to each other, such that the solution for the initial time t 0 is attracted to the solution (x, y) = (0, 0) so it never completes one loop around the homoclinic solution. The solution initiated from t ∞ , on the other hand, does go around the homoclinic loop infinitely many times in a rather steady pace. Second, in between t 0 and t ∞ , the behaviour of solutions are arbitrary in the sense that they assume all imaginable manners in going around the homoclinic loop in phase space. This is to say that, at any moment a solution could decide to slow down, taking, say, roughly twice, three times or any number of times of the time it took for the previous round in completing the next round. It could also decide to accelerate in similar fashion. Third, arbitrarily close to each of these initial times, there are also solutions that decide, at any imaginable moment, to leave the neighbourhood of the unperturbed homoclinic loop by following the other unstable branch of (0, 0).
The dynamics of the solutions of equation (1.2) also depend sensitively on initial phase position. This is to say that, for a fixed initial time t 0 , there exists infinitely many pairs p 0 and p ∞ in phase space (x, y) around the homoclinic loop, arbitrarily close to each other, such that the dynamics of the solutions in between p 0 and p ∞ initiated at time t 0 are similar to the ones described above with p 0 in the place of t 0 and p ∞ in the place of t ∞ . We apply theorem A to a Duffing equation driven by a random forcing. Let ( , F, P) be the classic Wiener probability space, where = C 0 (R, R) = ω(t) : ω(·) : R → R is continuous and ω(0) = 0 has the open compact topology so that is a Polish space, F is its Borel σ -algebra and P is the Wiener measure. The Brownian motion takes the form B t (ω) = ω(t). We consider the Wiener shift θ t on the probability space ( , F, P), which is given by
θ t ω(·) = ω(t + ·) − ω(t).
( 1.3)
It is well known that P is an ergodic invariant measure for θ t . For a small > 0, let G(θ t ω) denote
G(θ t ω) = 1 (ω(t + ) − ω(t))
which is a stationary stochastic process with a normal distribution. We can also view G(θ t ω) as a discrete version of the white noise. Note that G(θ t ω) is unbounded almost surely. In order to apply theorem A to the Duffing equation, we truncate the value of |G(θ t ω)| by a given M 0 −2 . The resulted stochastic process, which we denote as G(θ t ω), is a truncated discrete version of the white noise. We now study a Duffing equation driven by the bounded stationary stochastic process G(θ t ω) in the form of
(1.4)
In the unforced case of µ = 0, we know that for every small λ > 0 there exists a γ λ for γ so that the unperturbed equation has a homoclinic solution, which we denote as λ . Let γ = γ λ in equation (1.4). We have the following.
Theorem B.
There exists a µ 0 > 0 sufficiently small and a θ t -invariant subset˜ ⊂ of full Wiener measure such that for all 0 < µ < µ 0 and all ω ∈˜ , the random Poincaré return map R induced by equation (1.4) around the homoclinic loop λ admits a horseshoe of infinitely many branches.
The chaotic behaviour we have here is a sample-wise property. Theorem B simply states equation (1.4) driven by a bounded random force has a horseshoe almost surely. The almost sure property is due to the ergodicity of the Wiener shift and the Birkhoff ergodic theorem.
Furthermore, we obtain, through the Poincaré return map derived from the forced equation ( ± is from non-periodic forcing. Associated with this new freedom of choices is a set of new dynamical behaviour that are not permitted in the equations driven by a periodic or almost periodic forcing.
We will see that for a general nonautonomous forcing, unlike a periodic or an almost periodic forcing, the transversal intersections of the stable and unstable manifolds are neither necessary nor sufficient for chaotic dynamics to exist. In some cases, the stable and unstable manifolds intersect but there exists no complicated dynamical behaviour. In some other cases, a horseshoe exists even when the stable and the unstable manifolds are pulled apart completely by the non-periodic forcing. There are also cases in between, where we obtain only half of a horseshoe.
The rest of the results of this paper can be summarized as follows. For comparison, theorem A is included as item (i). Relation to existing literature. The study of complicated dynamics of ordinary differential equations under a periodic forcing has long and rich history that dates back to Poincaré and Birkhoff. The complicated behaviour induced by the presence of homoclinic intersections of the stable and unstable manifolds of a saddle fixed point was first observed by Poincaré [P] , described by Birkhoff [B] , proved by Smale [Sm1, Sm2] in a geometry form, and was systematically studied by Alekseev [A] with applications to Sitnikov's three body problem [Sit] . Since then, the study of chaotic behaviour has flourished and the literature on this subject is vast, see for example, [Le, M, Shi3, Shi5, AS, Ho, HM, CH, GH, Pa1, BP, SSTC1, SSTC2, BL, G, WO, WOk] and the references therein. There has also been substantial literature on extending the Birkhoff-Smale theorem to quasiperiodically and almost periodically forced differential equations, see [Sch, Pa2, St1, St2, PS, MS, Ya, Shi1, Wi] . For works on chaos on non-smooth ordinary differential equations, see [ARHO, BF1, BF2, F] . There are two basic approaches to obtain a horseshoe for the periodically forced differential equations. The first is a combination of the Melnikov function and the Birkhoff-Smale theorem, see, for example, [GH] . In this case, the Melnikov function is used to detect a homoclinic point in the time-period solution map. The second approach was introduced by Palmer [Pa1, Pa2] and it is based on analytic shadowing. This approach does not rely on Smale's geometric construction. It consists of three steps: (a) to prove, using analytic shadowing, that if there is a countable collection of homoclinic solutions for the perturbed equation satisfying exponential dichotomy, then there is a collection of solutions corresponding to full Bernoulli shift using these homoclinic solutions as generating symbols; (b) to prove that for the perturbed equation, a homoclinic solution satisfies exponential dichotomy if and only if it corresponds to a transversal homoclinic point of the time-period map; (c) to use the Melnikov function to verify the existence of transversal homoclinic points.
Theorem C. For each of the items (i)-(v) below, there is a respective
The extension of the first approach to quasiperiodically forced equations can be found in [Wi] , which is based on an observation that goes back to Shilnikov [Shi1] : if the saddle point is replaced by a normally hyperbolic tori, and the stable and the unstable manifolds of this tori intersect transversally, then Smale's geometric construction of a horseshoe remains valid but each of the point of the horseshoe is replaced by a tori. Palmer's approach is also extended to almost periodically forced equations [Pa2, PS, Sch, MS] . This extension again focuses on using the homoclinic solutions satisfying exponential dichotomy as generating symbols to create solutions of full Bernoulli shift by analytic shadowing. Lerman and Shilnikov [LS] studied the complicated dynamics for differential equations under time-dependent perturbations. Their approach is similar to Palmer's. They assume that there is a sequence of homoclinic solutions satisfying the exponential dichotomy and a certain uniform properties hold. Then, they constructed solutions corresponding to full Bernoulli shift using these solutions as generating symbols. The result they obtained is a version corresponding to the part (a) in Palmer's approach. Palmer's approach was also extended by Gundlach [Gun] to the random difference equations. Based on this approach, he established a random version of the Birkhoff-Smale theorem. However, it is very difficult to verify the assumptions of [LS, Gun] when considering a given equation, such as the examples presented in theorem B and in section 4 of this paper.
The theory developed in this paper follows the first approach, which is more geometric in flavour. Instead of zooming into the neighbourhood of a collection of homoclinic solutions, as did Palmer's approach, we zoom out, deriving a return map in the extended phase space that catches dynamical activities of all solutions that stay in the neighbourhood of the unforced homoclinic loop. For non-periodic equations, the return maps are no longer defined on compact surfaces and there is no recurrent orbit. Nevertheless, chaotic behaviour can been established for these return maps.
The study of the Poincaré return map around a homoclinic orbit for autonomous differential equations goes back to Shilnikov. In [Shi1, Shi2, Shi3, Shi4, Shi5] , Shilnikov developed an approach to estimate the return map through which the chaotic behaviour was obtained. This method was extensively used and extended by others to study the homoclinic bifurcation of autonomous equations, see [Deng1, Deng2, DS] . In [AS] , Afraimovich and Shilnikov showed that this return map can also be used to study periodically perturbed equations if the form of the return map is known. A long standing problem is to estimate the Ponicaré return map for equations driven by a time dependent forcing. Recently, the rigorous estimation of the return maps for the periodic forced equation was carried out in [WO, WOk] , where rich and complicated dynamics were also obtained.
The rest of this paper is organized as follows. In section 2 we introduce in detail the assumptions, the definitions and the dynamical objects needed, leading to a precise presentation of theorems A and C. In section 3 we study equations driven by a random forcing using theorem A. Theorem B is proved in section 3. In section 4 we apply all theorems stated in section 2 to a Duffing equation driven by non-periodic forces. In section 5 we estimate the Poincaré return map R and get its leading terms. In section 6 we prove the theorems stated in sections 2 using the estimates of R obtained in section 5. Two technical propositions used in section 5 are proved in the appendices.
Statement of theorems

Equations of study
Let (x, y) ∈ R 2 be the phase variables and t be the time. We start with an autonomous system 
A sufficient condition for (H1)(i) is that α and β are rationally independent. (H1)(ii) assumes that the saddle point (0, 0) is dissipative. We also assume that the positive x-side of the local stable manifold and the positive y-side of the local unstable manifolds of (0, 0) are included as a part of a homoclinic solution, which we denote as
To the right-hand side of equation (2.1) we add a time-dependent forcing to form a nonautonomous equation where µ is a small parameter representing the magnitude of the forcing. Let U be an open neighbourhood in the (x, y)-plane that contains the closure of , and U = U × R. We also assume the following.
(H2) the nonautonomous forcing satisfies (i) the forcing P (x, y, t), Q(x, y, t) are C N in the phase variables (x, y) and the C N -norm of P , Q in (x, y) are uniformly bounded by a constant that is independent of µ on U for all t; (ii) P (x, y, t) and Q(x, y, t) are high order terms at (x, y)
Return maps in the extended phase space
We study equation (2.2) on U = U × R in the extended phase space (x, y, t) through the iterations of a return map we now introduce. A small neighbourhood U in the space of (x, y) is constructed by taking the union of a small neighbourhood B ε (a ball at (0, 0) with radius ε) of (0, 0) and a small neighbourhood D around outside of B 1 4 ε . See figure 1. In the extended phase space (x, y, t) we denote
where σ ± ∈ B ε ∩ D are the two segments depicted in figure 1, both perpendicular to the homoclinic solution . Let N : + → − be the map induced by the solutions on B ε and M :
− → + be the map induced by the solutions on D. The return map R : − → − is obtained by composing N and M. This is to say that R = N • M.
Objects of study
We introduce a characteristic function, which we call the Melnikov function for equation (2.2), as follows: let (u(t), v(t)) be the unit tangent vector of at (t), and let
The quantity E(t) measures the rate of expansion of the solutions of equation (2.1) in the direction normal to at (t). The Melnikov function W(t) for equation (2.2) is defined as Observe that E(t) → β as t → +∞ and E(t) → −α as t → −∞. With the assumption that P and Q are uniformly bounded on U, W(t) is uniformly bounded for all t. Also observe that, as a normally hyperbolic set, the line (x, y) = (0, 0) in the extended phase space has a two-dimensional unstable manifold which we denote by W u and a two-dimensional stable manifold which we denote by W s . Let
We start with homoclinic intersections.
Theorem 2.1.
For case (a), the return map R : − → − is only partially defined on − (see figure 2(a)); for case (b), R is well defined on − (figure 2(b)); and for case (c), solutions initiated from − all leave and there is no direct return to − (figure 2(c)). We study the geometrical and dynamical structure of solutions that stay inside of U in phase space (x, y) for all time. Among the three scenarios of theorem 2.1, there is obviously nothing interesting about (c). So we will only consider scenarios (a) and (b). Let W be the subsect of − on which the return map R is defined (for scenarios (b), W = − ). Let
The solutions initiated in are all solutions that stay forever in U in forward times and the solutions initiated in are all solutions that stays forever in U in both forward and backward times. Our ultimate objective is to understand the geometrical and dynamical structure of for the return map R derived from equation (2.2).
Description of chaotic behaviour
To study chaos dynamics for equations driven by a nonautonomous forcing, we start with the periodically perturbed case, for which the return map R is reduced to an annulus map that resembles the Hénon maps and the dissipative standard maps, to which many established theories can be applied. For the corresponding equations, assumes a variety of complicated structures ranging from horseshoes to strange attractors with SRB measures, see [WO, WOk] . However, if the forcing functions are not periodic in time, then the return maps R do not admit similar reductions and they are not those studied in the standard dynamical systems theory: these return maps are defined on non-compact surfaces and their orbits are all wandering. We start from defining horseshoes for these maps. First some geometric terms. We call the direction of t in − the horizontal direction and the direction of σ − (transversal to the homoclinic solution in the original phase space) the vertical direction. In − , a vertical curve is a non-self-intersecting, continuous curve that connects the two horizontal boundaries of − . We call a region that is bounded by two non-intersecting vertical curves a vertical strip, which we denote as V . The two defining vertical curves for a given vertical strip V are the vertical boundaries of V . We call a nonself-intersecting continuous curve connecting the two vertical boundaries of V a fully extended horizontal curve in V . Let V 1 , V 2 be two non-intersecting vertical strips. We say that R(V 1 ) crosses V 2 horizontally if for every fully extended horizontal curve h of V 1 , there is a subsegment h of h so that R(h) is a fully extended horizontal curve in V 2 .
Definition 2.1 (Topological horseshoe). Let
R : W → − , W ⊂ − ,
be continuous. We say that R admits a topological horseshoe of k-branches, k < ∞, if there exists a bi-infinite sequence of non-intersecting vertical strips
This definition is a natural extension of the topological horseshoe introduced previously [Mo, MM, BW, S, CM, CKM, KY] (see figure 3) . The existence of a topological horseshoe of k-branches of definition 2.1 implies the existence of an invariant set of solutions on which the dynamics are semi-conjugate to the full shift of k symbols. To see this, we prove the following two claims. First, we label all the vertical strips using addresses 1 to k cyclically. Let
be an arbitrary symbolic sequence where s i ∈ {1, . . . , k} for all i ∈ Z. We have Claim 1. For any given sequence of k symbols s, and any vertical strip V of address s 0 , there exists a point p ∈ V , such that the orbit of p is such that R n (p) is in a vertical strip with address s n for all n ∈ Z.
Proof. For a given symbolic sequence s . . . s −1 , s 0 ; s 1 , . . ., let V be a vertical strip of address
is in a vertical strip of address s n for all n 0. We observe that + (s) is a non-empty set. In fact, for any given curve h in V that is horizontally crossing, ∩ + (s) is non-empty. This follows directly from definition 2.1(1).
For the negative direction of time, we define a sequence of vertical strips V s n , n −1 by inductively picking V s n−1 such that R(V s n−1 ) horizontally cross V s n . The existence of V s n−1 is ensured by definition 2.1(2) for all n < 0. Now for any given n < 0, take a curve that is horizontally crossing V s n . By definition there will be a subsegment n , so that R i ( n ) ∈ V s n+i for all 0 < i −n. Furthermore, we can make R −n ( n ) cross V s 0 horizontally. Denote a point of intersection of R −n ( n ) with + (s) by p n , and let p be an accumulation point of {p n }, n < 0. p is then a point in V satisfies what is claimed. Let S be the space of k symbols and s ∈ S. We take a collection of k consecutive vertical strips, which we denote as V 1 , . . . V k , according to their respective addresses. For any given s ∈ S, we obtain a point in V = ∪ 1 i k V i , which we denote as p(s). Let
We now define h : → S by letting
where σ : S → S is the shift operator.
Claim 2. h is a semi-conjugation of R on to the shift operation σ on S.
Proof. h is continuous because R is continuous. It is surjective from claim 1.
This proves that h is a semi-conjugation of R on and σ on S.
Remark. We offer the following additional remarks on the dynamics of topological horseshoe as defined in definition 2.1. P (x, y, t), Q(x, y, t) are time periodic of period T . Then − is reduced to an annulus by a quotient in the t direction by {nT }, which we denote as A. Smale's horseshoe on A for R is properly defined if there exist two vertical strips in A such that their respective images under R horizontally cross both vertical strips. The correspondence of the classical Birkhoff-Melnikov-Smale ensures that, under the assumption that m < 0 < M, R admits a Smale horseshoe on A, from which it follows that there exists a subset of A, the dynamics of which are surjectively projected to a full shift of two symbols.
(i) (For time-periodic perturbation). Assume that
To view this classical horseshoe in the light of the original physical variables, in particularly, in the direction of time in the extended phase space, let us reverse the process of quotient in the t-direction. Then A gets back to become − , and the two vertical strips in A become infinitely many vertical strips in − . These vertical strips are periodically spaced in the t-direction and the geometric conditions for Smale's horseshoe are exactly (1) and (2) in definition 2.1. To demonstrate the symbolic dynamics, one labels all the vertical strips alternatively using the symbols one and two. The solutions are allowed to jump from a given address to any one of the two addresses at the next return to − . For P (x, y, t) , Q(x, y, t) that are not time periodic, quotient in the t-direction is not allowed so we start with the geometric picture presented in the second paragraph in (i) above. This is to say that we start with an infinitely sequence of vertical strips in − . The only difference is that this time the vertical strips are not necessarily spaced periodically in the t direction.
Observe that the topological horseshoe of definition 2.1 and the geometrical and dynamical structures accompanied are identical in the periodic and non-periodic cases. The only difference is that, in periodic case, all vertical strips of the same address are mapped identically to each other through a quotient in the t direction. This is not an essential character as far as the geometry and the dynamics of the corresponding solutions are concerned, and it is the one removed for the non-periodic equations.
(ii) (Chaotic behaviour of solutions). The geometric structure of the classical Smale horseshoe and the ones now defined by definition 2.1, as well as the accompanied symbolic dynamics, are technical ways in describing a certain chaotic behaviour of the solutions of given differential equations. We have described the actual dynamical behaviour reflected in these constructions in the paragraph following theorem A in section 1 for k = ∞. The chaotic behaviour represented by a horseshoe of k-branches for k < ∞ is similar but slightly less dramatic. Instead of the infinitely many independent choices on the length of time in going around the homcolinic loop, we are now given k independent choices. This intrinsic dynamical description of chaotic behaviour, as it has turned out, is the same for the solutions of classical horseshoe of BirkhoffMelnikov-Smale and the ones from definition 2.1.
We are ready to state theorem A in precise terms. Let W(t) be the Melnikov function in (2.3). Denote
Theorem 2.2. Assume that
Then there exists a µ 0 > 0 sufficiently small so that for all 0 < µ < µ 0 , the return map
R for equation (2.2) admits a topological horseshoe of infinitely many branches, meaning that for every integer k > 1, there exists a collection of solutions, the dynamics of which is semi-conjugate to the full shift of k symbols.
Since we are aiming applications to equations forced by sample paths driven by stochastic processes, for which the forcing is usually not differentiable with respect to time, all our theorems (including theorem 2.2) are formulated without the assumption that the Melnikov function is differentiable. The condition of theorem 2.2 implies the existence of infinitely many intersections of the stable and unstable manifold that are topologically transversal, which is consistent with the assumptions in traditional extensions of the classical BirkhoffMelnikov-Smale for periodically perturbed equations. If one assumes that the forcing function is differentiable in t, then one could replace the assumption of topological transversality of theorem 2.2 by the assumption that there are infinitely many zeros of W(t), at which the magnitude of the derivatives are uniformly bounded from below by a constant c 0 . This assumption is readily to be verified in the analysis of a given set of equations (see the example of section 4). One could then define invariant cones and carry out the corresponding symbolic dynamics in a way that is completely parallel to the classical Birkhoff-Melnikov-Smale theory.
We remark that, for theorem 2.2 to hold, there is no need to impose restrictions on the spacing of the zeros of W(t) in the t direction. This is because R is singular at the intersections of stable and unstable manifold, creating infinite expansions in the t-direction that will allow the images of horizontal curves to cross gaps of arbitrarily length (see the proof of theorem 2.2). Restrictions on the spacing of zeros, however, are required in the case where the stable and unstable manifolds do not intersect. See definition 2.4 and theorem 2.5.
Finally, we note that when the theorems of this paper are applied to the periodically perturbed equations, it is necessary to rule out the case that the quotient in the time direction results only one vertical strip (the case where the crossing number is one in the terminology of [KY] ). This is easily ruled out because the domain of R must have two vertical boundaries on − in one period (see [WOk] and the proof of theorem 2.2).
Other dynamical scenarios
In this paragraph we present in precise terms the rest of scenarios listed in theorem 
Then W u ∩ W s is not empty by theorem 2.1(a). In this case, however, the return map R is only defined on a subset of − on which |t| is bounded, and is an empty set. As a matter of fact, either M − < 0 or M + < 0 would cause to be empty. To obtain non-trivial dynamics, we now assume
Excluding the case m − , m + < 0 covered by theorem 2.2, there are three remaining possibilities:
We now consider these cases separately. 
Then, there exists a µ 0 > 0 sufficiently small so that for all 0 < µ < µ 0 , the return map R in the extended phase space admits a half horseshoe of infinitely many branches of definition 2.2.
In this case, we also have a half horseshoe but we need a slightly different definition for it. Instead of the vertical strips {V n }, n from −∞ to +∞ in previous definitions, we now assume that n is from −∞ to 0, with V 0 = {(t, z) ∈ − :∈ [t 0 , +∞)}.
In particular, R is well defined on V 0 . The new definition is as follows. 
We have the following.
Theorem 2.4. Assume
Then, there exists a µ 0 > 0 sufficiently small so that for all 0 < µ < µ 0 , the return map R admits a half horseshoe of infinitely many branches of definition 2.3.
Complicated dynamical structures, in principle, are caused by expansions imposed by the solutions of equation (2.2) in the extended phase space. So far in the above, the expansions responsible for chaos are created by persistent intersections of W u and W s . This property is now ruled out by m + , m − > 0. In this case the structure of could also be complicated. We need a technical phrase before precisely stating our next theorem. We know that there exists a sequence a n → +∞ so that W(a n ) → M + . 
Chaotic behaviour driven by random forcing
In this section we study chaotic dynamics of differential equations driven by a stationary stochastic process by applying theorem 2.2.
Chaos in equations perturbed by a stationary stochastic process
Let equation (2.1) be the same as before. Let θ t be a measurable P-measure preserving flow on the probability space ( , F, P):
The probability measure P is assumed to be ergodic and invariant with respect to the flow θ t . A typical example is the Wiener shift which models the evolution of the white noise [Ar] .
To the right-hand side of equation (2.1) we add a random forcing to have
where µ is a small parameter representing the magnitude of the forcing. We assume the following.
Assumption on the random forcing functions. The functions P (x, y, ω), Q(x, y, ω) are C N in (x, y) ∈ U , measurable in ω ∈ and satisfy
(ii) for each (x, y) ∈ U and almost every ω ∈ , P (x, y, θ t ω), Q(x, y, θ t ω) as functions of t are continuous, and there exists M 0 < ∞, independent of µ and ω, so that
The random forcing we have here is a stationary stochastic process that is called a real noise [Ar] and is degenerated at (x, y) = (0, 0).
We define the random Melnikov variable W(ω) for ω ∈ by letting
Observe that W(ω) is well defined because E(t) → β as t → +∞ and E(t) → −α as t → −∞. We have Proof. Using theorem 2.2, it suffices to verify that there exists a µ 0 > 0 so that, for all 0 < µ < µ 0 and almost all ω ∈ ,
where for almost all ω ∈ , i = 1, 2. Let˜ be the full measure set in satisfying (3.4), and let ω ∈˜ . From (3.4), it follows that there exists a sequence t n → +∞ so that 1 (θ t n ω) = 0, which implies
Therefore we obtain lim sup
Similarly we also obtain
This verifies (3.3).
The chaotic behaviour we obtain here is a sample-wise property. The theorem states the randomly forced equation (3.1) has a horseshoe almost surely. Let
be the expectation and the variance of the random variable W(ω). The next proposition provides a way to verify the conditions of theorem 3.1 and its proof is straightforward. 
Two examples
In this subsection we apply theorem 3.1 first to a Duffing equation driven by a quasiperiodic forcing, then to a Duffing equation driven by a bounded stationary stochastic process given by the increment of a Brownian motion. We start with the autonomous Duffing equation
where λ > 0 and γ are parameters. By letting p = dq/dt, we may write equation (3.5) as a system of first order equations in terms of p and q. We first borrow a result on (3.5) from [HR] . 
(1 + e 2t ) 2 , is a homoclinic solution of equation (3.5) 
Then −α, β are the two eigenvalues of the linearized part at (0, 0). Since −α + β = −λ < 0, (0, 0) is a dissipative saddle provided that λ > 0. We fix λ throughout of this section and assume that λ is such that α and β are rationally independent. Let γ λ be as in proposition 3.2. Let ( , F, P, θ t ) be the metric dynamical system introduced in section 3.1. Let G : → R be a measurable function. Assume that, for almost every ω ∈ , G(θ t ω) as a function of t is continuous, and there exists K 0 < ∞ so that |G(θ t ω)| < K 0 almost surely. We add µq 2 G(θ t ω) to the right of equation (3.5) to obtain a randomly forced Duffing equation
We first rewrite equation (3.7) as dq dt = p, dp dt (λ + √ λ 2 + 4) is as in (3.6). In reverse we have
(3.10)
The new equations in (x, y) are
where β = α −1 is again as in (3.6), and
(3.12)
Let λ be the homoclinic solution of equation (3.5) from proposition 3.
In the coordinate (x, y), let us write λ (t) = (a λ (t), b λ (t)). Let (u λ (t), v λ (t)) be the unit tangent vector of λ at λ (t), and
E λ (t) = v 2 λ (t)(−α + ∂ x f (a λ (t), b λ (t))) + u 2
λ (t)(β + ∂ y g(a λ (t), b λ (t))) − u λ (t)v λ (t)(∂ y f (a λ (t), b λ (t)) + ∂ x g(a λ (t), b λ (t))).
(3.13)
Then the random Melnikov function for equation (3.8) is (3.14) in which C λ (t) = C(a λ (t), b λ (t)) and D λ (t) is similar. Denote
We write W(ω) as
We consider two examples.
Example 1 (Quasiperiodic forcing). Let T n = R n /Z n be the n-torus, F be the Boreal σ -algebra on T n , and P be the Haar measure. Then, (T n , F, P) is a probability space. We fix λ = (λ 1 , . . . , λ n ) ∈ R n and assume that λ 1 , . . . , λ n are rationally independent. Consider the measurable flow θ t : T n × R → T n given by
The Haar measure P is an ergodic invariant measure for θ t .
. . , x n ) : R n → R be a continuous function and assume that G(x 1 , . . . , x n ) is periodic of period one in x i , i = 1, . . . , n. Then, G induces a continuous function on T n , which we denote as G : T n → R. We assume in addition that the mean of G is zero, i.e.
Note that F (s) decays exponentially as t → ±∞. The Fourier coefficient f m is well defined. Clearly, g m is well defined since G is a continuous function. 
Proof. First we verify the assumptions (H) in section 2: (H)(ii) follows from (3.6) and (H)(i)
is from the assumption that λ is such that −α and β are rationally independent. We also verify the assumptions (i) and (ii) for the forcing functions in section 3.1: (i) is straightforward from (3.15) and (ii) holds due to the periodicity and the continuity of G(X). To apply theorem 3.1 we observe that
We verify the assumptions of theorem 3.1 using proposition 3.1. For the expectation E(W(ω)) we have
Here we used (3.16) to obtain the last equality. To compute the variance V(W(ω)) we start with
F (s)F (t)G(ω + θ s)G(ω + θt) dsdt dω.
We expand G(ω) in terms of Fourier series, then use the orthogonality of triangular functions to obtain
Under the assumption that there exists an m ∈ Z n such that f m · g m = 0, we have V(W(ω)) > 0. Therefore, by proposition 3.1, the assumptions of theorem 3.1 hold. Note that our claim is for all ω ∈ T n instead of for almost all ω ∈ T n . This is because all orbits of θ t are typical as far as the ergodicity of θ t is concerned.
Remark. The condition f m · g m = 0 for an m ∈ Z n is rather weak. It requires that the periodic forcing function G(X) does not miss all Fourier spectrum of F (s). For a given G(X), this condition is explicitly verifiable. One can first compute the integrals for λ = 0, then pass the conclusion to λ > 0 using the continuity of the integrals with respect to λ.
Example 2 (Randomly forced Duffing equation).
Let ( , F, P) be the classic Wiener probability space, where
continuous and ω(0) = 0 has the open compact topology so that is a Polish space, F is its Borel σ -algebra and P is the Wiener measure. The Brownian motion takes the form B t (ω) = ω(t). We consider the Wiener shift θ t on the probability space ( , F, P), which is given by θ t ω(·) = ω(t + ·) − ω(t).
(3.17) It is well known that P is an ergodic invariant measure for θ t .
Let M 0 > 0 be sufficiently large and > 0 be small. Both M 0 and are fixed below. Let G : R → R be a continuous function defined by
Let φ(θ t ω) denote the stationary stochastic process given by the increment of a Brownian motion φ(θ t ω) = ω(t + ) − ω(t). We consider the stationary stochastic process given by G(θ t ω) = G(φ(θ t ω)). We have
We can view G(θ t ω) as a truncated discrete version of the white noise. Proof. We again verify the assumptions of theorem 3.1 through proposition 3.1. For E(W) we have
We now compute V(W). Let (s, t) ∈ R 2 be fixed and denote
We have
F (s)F (t)G(θ t ω)G(θ s ω) ds dt dP
= (s,t)∈R 2
F (s)F (t) G(θ t ω)G(θ s ω) dP ds dt
where
F (s)F (t)
We write
and do the same for ω(s + )ω(t + ), ω(s)ω(t + ) and ω(t)ω(s + ).
F (s)F (t) (ω(s + ) − ω(t + ))
2 ) dP ds dt
F (s)F (t) (ω(s) − ω(t))
F (s)F (t) (ω(t + ) − ω(s))
F (s)F (t) (ω(t) − ω(s + ))
= (I ) + (I I ) + (I I I ) + (I V ).
By the way the Wiener measure is defined, we have Similarly, (II) = (I), and
We now estimate V 2 (W). By definition
where (s,t) X 1 X 2 dP ds dt.
F (s)F (t)
\
For (A),
It follows that |(A)| → 0 as M 0 → ∞. We also have for (B) ,
Again, |B| → 0 as M 0 → ∞. We have proved that V(W) > 0 for M 0 sufficiently large.
Proposition 3.4 is theorem B in section 1.
Applications to Duffing's equations
In this section, we apply theorems 2.1-2.5 to the Duffing equation driven by a nonautonomous forcing without any time periodicity. We consider a class of C N function
where c 1 , c 2 are two real numbers. We assume that the C N -norm of c 1 ,c 2 is uniformly bounded by a constant, which we denote as c 1 ,c 2 . We add an external forcing µq 2 η − ,η + (t) sin ωt to equation (3.5) and perturb its damping by µ τ − ,τ + (t)q 2 to obtain a non-periodic equation 
To put the linear part of equation (4.3) in a canonical form, we again introduce new variables (x, y) using (3.9) and (3.10). The new equations for (x, y) are
where β = α −1 is again as in (3.6), and f (x, y), g(x, y), C(x, y), D(x, y) are the same as in (3.12) and
Observe that the functions f, g, A, B, C, D are of order at least two at (x, y) = (0, 0). Again, let (a λ (t), b λ (t)) be the homoclinic solution and E λ (t) be as in (3.13). Then the Melnikov function for equation (4.4) is
6) in which A λ (t) = A(a λ (t), b λ (t)). The quantities B λ (t), C λ (t), D λ (t) are similar. Denote
Recall that m ± = lim inf t→±∞ W(t), M ± = lim sup t→±∞ W(t). We have the following.
Proposition 4.1. Let R > 0 be fixed and assume ω ∈ (0, R). Then there exists λ 0 sufficiently small, depending on R, such that for all λ ∈ (0, λ 0 ),
Proof. Item (a) follows from a straightforward computation in the case of λ = 0 and the fact that J, J c , J s are continuous in λ. For items (b) and (c) we start from lim t→+∞ τ − ,τ + (t) = τ + . For a given ε > 0, there exists t 0 sufficiently large so that
for all t t 0 . Write
As t → +∞, −t + t 0 → −∞, and the first integral goes to zero. For the second integral we observe that, for all s
Hence the value of the second integral is Kε-close to the value of the integral in which we replace τ − ,τ + (s + t) in the same integral by τ + . Since ε > 0 is arbitrary, we conclude that
Similarly, we have
We write W 2 (t) as
Similarly,
Combining (4.9) and (4.10) we obtain lim inf
Items (b) and (c) follow directly from (4.8), (4.9) and (4.11).
We also have the following estimates on m = inf t∈R W(t) and M = sup t∈R W(t).
Proposition 4.2. Let W(t) be as in (4.5). We have
Proof. By definition
from which the estimates on m and M directly follow.
Applications of theorem 2.1. To apply theorem 2.1(a) it suffices to have
By proposition 4.1(b), this is
(4.13)
We deduce from (4.13) sufficient conditions for scenario (a) in three particular cases. Note that if c = c 1 = c 2 , then c 1 ,c 2 (t) = c is a constant.
Case (i). η
(4.14)
For this equation to have homoclinic solutions, it suffice to have
from (4.13). For equation (4.14), however, W 2 (t) = 0. Hence m
The Melnikov function does not oscillate as t → ±∞. No complicated dynamics are expected.
Case (ii). τ
In this case the sufficient condition for theorem 2.1(a) derived from (4.13) is η ± = 0. Equation (4.2) becomes
Case (iii). τ − = τ + := ρ, and we assume η − = η + = 1. In this case equation (4.2) becomes 16) and the sufficient condition for theorem 2.1(a) deduced from (4.13) is
For the assumptions of theorem 2.1(b) and (c) we use estimates in proposition 4.2. We obtain a sufficient condition for theorem 2.1(b) as
and a sufficient condition for theorem 2.1(c) as
From these general inequalities, various conditions for equations (4.14), (4.15) and (4.16) are deduced accordingly. We skip the details.
Poincaré return maps in the extended phase space
In this section, we estimate the Poincaré return map in the extended phase space and give its leading terms. In section 5.1 we introduce a coordinate change that linearizes equation (2.2) in B ε . In section 5.2 we derive a normal form for equation (2.2) around the entire length of the homoclinic loop out of B 1 4 ε 2 . Poincaré sections ± are introduced in precise terms in section 5.3. We then compute the return maps R : − → − based on the equations derived in sections 5.1 and 5.2.
Local linearization
We consider a time-dependent transformation 
where B ε is a small neighbourhood of (X, Y ) = (0, 0) and µ 0 is a positive constant. Moreover, the C r -norms of P, Q,P,Q as functions of X, Y are all uniformly bounded by a constant K that is independent of both ε and µ on (X, Y ) ∈ B ε for all t ∈ R.
Proposition 5.1 is proved in appendix A.
A standard form around homoclinic loop
In this subsection we derive a standard form for equation (2.2) around the homoclinic loop of equation (2.1) outside of B 1 4 ε 2 . Two small scales. Two small quantities µ ε 1 represent two small scales of different magnitude. Let ε be the size of a small neighbourhood of (x, y) = (0, 0) that makes the linearization of section 5.1 valid. Associated with ε is the small neighbourhood
and L + and −L − , the respective times the homoclinic solution (t) enters B 1 2 ε in the positive and the negative directions of time. The quantities L + and L − are related, both are completely determined by ε and (t). The parameter µ( ε) controls the magnitude of the nonautonomous perturbation.
Notation. The letter K is used throughout to generically represent constants that are independent of µ. The precise value of K is allowed to change from line to line. In occasions, a specific constant is used in different places. There are also times we need to distinguish two K in the same line. We will then use subscripts to denote them as K 0 , K 1 , . . .. We will also make distinctions between constants that are dependent of ε and those do not by making such dependence explicit. A constant that depends on ε is written as K(ε). A constant written as K is independent of ε.
For the homoclinic solution (t) = (a(t), b(t)) we regard t not as time, but as a parameter that parametrizes the curve in the (x, y)-space. We replace t by s to write this homoclinic loop as (s) = (a(s), b(s) ). We have
By definition,
We now introduce new variables (s, z) such that
This is to say that
We derive the equations for (2.2) in new variables (s, z) defined through (5.4). Differentiating (5.4) we obtain
P (s, z, t) = P (a(s) + zv(s), b(s) − zu(s), t), Q(s, z, t) = Q(a(s) + zv(s), b(s) − zu(s), t).
Using equation (2.2), we obtain from equation (5.5) the new equations for s, z as
We rewrite these equations as
Also in the rest of this section we let K 0 (ε) be a given constant independent of µ and regard equation (5.6) as been defined on
The C N -norms of w 1 (s, z, t) and w 2 (s, z) with respect to s, z and the C 0 -norm of w 1 (s, z, t) with with respect to t are bounded above by a constant K(ε).
Finally we re-scale the variable z by letting
We arrive at the following equations
where (s, Z, t) is defined on
Here we assume that µ is sufficiently small so that
Again, the C N -norms ofw 1 ,w 2 in s, Z and the C 0 -norm in t are uniformly bounded by a constant K(ε) on D. Equation (5.8) is the one we need. Note that
Poincaré sections
±
We define ± inside of B ε ∩ D by letting
K 1 (ε) will be precisely defined momentarily. Let q ∈ + or − . We can also use (s, Z, t)-coordinate to represent q, for which the defining equations for ± are not as direct. To compute the return maps, we need to first address two issues that are technical in nature. First, we need to derive the defining equations on ± for (s, Z, t). Second, we need to be able to change coordinates from (X, Y, t) to (s, Z, t) and vice versa on ± . We start with some preparations in notation.
Notation. The intended formula for the return maps would inevitably contain terms that are explicit and terms that are implicit. Implicit terms are usually 'error' terms, and the usefulness of a derived formula would depend completely on how well the error terms are controlled.
We aim at C r -control on all error terms with respect to phase variables and C 0 -control with respect to time t. The derivations of the return maps involve a composition of maps and multiple coordinate changes. To facilitate our presentation, from this point on we adopt specific conventions for indicating controls on magnitude. For a given constant, we write O(1), O(ε) or O(µ) to indicate that the magnitude of the constant is bounded by K, Kε or K(ε)µ, respectively. For a function of a set V of variables on a specific domain, we write (µ) to indicate that the C r -norm of the function on the specified domain with respect to the phase variables in V and the C 0 -norm with respect to t (if t is in V ) are bounded by K, Kε or K(ε)µ, respectively. We chose to specify the domain in the surrounding text rather than explicitly involving it in the notation. For example, O Z,t (µ) represents a function of Z, t, the C r -norm of which with respect to Z and the C 0 -norm of which with respect to t are bounded above by K(ε)µ.
In what follows we let 
Proposition 5.2 is proved in appendix B.
The map
We also write
Note that for P L we integrate from s = −L − to s = L + , while for P + L the integration starts from s = 0. First we have the following.
Proof. By the definition of L ± we have
We also have
Lemma 5.1 follows directly from these estimates.
For q = (s − , Z, t 0 ) ∈ − , the value of s − is uniquely determined by that of (Z, t 0 ) through proposition 5.2(b)(i). So we can use (Z, t 0 ) for q. Let (s(t) , Z(t)) be the solution of equation (5.8) 
Proof. We rewrite equation (5.8) as
on D where
From the second item of (5.12) we obtain
from which the claim ont follows. Substituting it into the first item of (5.12) we obtain
from which it follows that
where P L is as in (5.10) and
We caution that, since P (x, y, t), Q(x, y, t) are only continuous in t, we need an argument here to allow us to drop the O(µ) terms inside of the t-argument, and regard the resulted error term as O(µ). To make this argument we let
and write the integral as
Here we used the fact that P , Q are C N in (x, y) to push the O(µ) terms in the (x, y)-argument out of the integral. Now let
We also used proposition 5.2 to replace s − by −L − and s(t) by L + . Also observe that
This proved the line forẐ. Let 
Proof. Let T be the time it takes for the solution of the linear equation of proposition 5.1 from (ε, Y, t) ∈ + to get to (X, ε,t) ∈ − . We havẽ
from which (5.15) follows.
We are now ready to compute the return map R = N • M : − → − . We use (X, t) to represent a point on − and denote (X,t) = R(X, t).
and W L (t) and P L , P + L are as in (5.9) and (5.10).
Proof. Using proposition 5.4 and proposition 5.2(b)(ii), we havê
LetŶ be the Y-coordinate for (Ẑ,t), we have from proposition 5.2(a)(ii),
where F(X, t) is as in (5.17). We then obtain (5.16) using (5.15).
Dynamics of the Poincaré return maps
In section 5 we estimated the Poincaré return map R : − → − and gave explicitly its leading terms in proposition 5.5. The proofs of theorems 2.1-2.5 will be based exclusively on the forms given in this proposition. Before moving on to these proofs, let us take a pause to make the return map appear more transparent. Let (t, X) ∈ − , and (t 1 , X 1 ) = R(t, X). We have from proposition 5.5
and
We note that, instead of W(t + L − ), we write W(t) in (6.3) and (6.5). This is achieved by a simple change of variable from t → t − L − . Nothing else is affected. We have
We can think R as a 2D family of maps unfolded from the 1D maps
Since k µ, the first derivative of F(t, X, µ) with respect to X is approximately k and the unfolding from f (t) to R in the X-direction is determined mainly by the linear term kX. Note that when ε is sufficiently small, E(t, µ) is a C 0 -small perturbation to W(t). In what follows we also write F(t, X, µ) as F(t, X) and E(t, µ) as E(t).
Proof of theorem 2.1
(a) Assume m < 0 < M. We make ε sufficiently small so that
It then follows that there exist values of t so that
where F(t, X, µ) is as in (6.3). Observe that local unstable manifold of (X, Y ) = (0, 0) is defined by X = 0 and the local stable manifold is defined by Y = 0. Let (t(t, X),Ŷ(t, X)) = M(t, X). For t satisfying (6.7), we havê
We again make ε sufficiently small so that sup t∈R |E(t)| m.
Then for any given (t, 0) ∈ − , the Y-coordinates of R n (t, 0) will be positive for all n 1 according to (6.1) for R. This rules out the possibility for such orbit to be part of W s . (c) If M < 0, then all solutions starting from the line X = 0 on − will hit + with a negative Y-coordinate. Such solutions will hit Y = −ε then get out of U ε . These solutions, together with the surface defined by Y = −ε and X = 0, form a 2D surface in the extended phase space that prevents the possibility of any of these solutions to intersect W s in the future.
Proof of theorem 2.2
Assume that ε is sufficiently small so that 
We also assume that
for all k ∈ Z. We let − = {(t, X) : 0 X 1} and denote
First we prove that there exists a non-self intersecting, continuous curve ξ k inside of D k , connecting X = 0 and X = 1 and satisfying
This claim holds because (a) the set of points inside of D k satisfying F = 0 is the intersection of D k with the pre-image of M of the stable manifold Y = 0 in + , therefore can consists of at most finitely many non-self intersecting continuous curves; (b) these curve segments can only end at either X = 0 or X = 1 because F(a k , X) > 0, F(b k , X) < 0 for 0 X 1 and (c) if none of these continuous segments connecting X = 1 and X = 0, then we could find a continuous path in D k connecting t = a k and t = b k , on which F = 0, but this is not possible because the values of F at the end of this path has opposite sign.
We further argue that there must be a ξ k as in the above so that F assumes opposite sign on different sides of ξ k . This is because if F for ξ k constructed in last paragraph assumes the same sign on both side, then it can be used as a vertical boundary together with either t k = a k or t k = b k to define a new D k . Then a new ξ k is constructed. This process must end.
We define V k as the vertical strip bounded by ξ k and a slight shift of ξ k to the positive side of F. The vertical strips {V k } +∞ k=−∞ now serve as the bi-infinite sequence of vertical strips of definition 2.1. For definition 2.1 to fulfil, it suffices to observe that
Proof of theorem 2.3 and 2.4
First we prove theorem 2.3. With the assumption that m + < 0 < M + , we assume the same sequences a k , b k → +∞ in the proof of theorem 2.2 but only for k > 0. The vertical strips V k for k > 0 are defined the same as in the proof of theorem 2.2. To construct V k for k < 0 in definition 2.2, we first define two monotonically decreasing sequence b k , a k → −∞ as k → −∞ inductively so that
and we assume that
Note that we can start with a b 0 sufficiently negative so that
for all t ∈ (−∞, b 0 ), 0 X 1, and we make the image of t = b 0 under R to be on the right side of V 1 by letting µ small. We then take a 0 sufficiently negative than b 0 so that the image of t = a 0 is on the left side of V 1 . Finally, for k < 0, we let
The vertical strips {V k } +∞ k=−∞ now serve as the bi-infinite sequence of vertical strips of definition 2.2.
To prove theorem 2.4 we use the same V k constructed in the proof of theorem 2.2 for k < 0. We take V 0 = {(t, X ∈ − , t > a 0 } where a 0 is such that F(t, X) > 0 on V 0 .
Proof of theorem 2.5
Again, let ε be sufficiently small so that
Let {a n } n 0 , {b n } n 0 , a n , b n → +∞ be monotone sequences such that lim n→+∞ W(a n ) = M + , lim n→+∞ W(b n ) = m + . We can assume without loss of generality that b n < a n < b n+1 for all n > 0, and further that a n+1 − a n , 
We can also assume that W(a n ) >M, W(b n ) <m for all n 0. To construct V n for n > 0, first we denote D n = {(t, X) ∈ − , b n < t < a n }, and claim that there exists a non-self intersecting continuous curve ξ n in D n that connects X = 0 and X = 1, such that
(6.8) on ξ k . To prove this claim we follow the same argument as in the proof of theorem 2.2, using again the fact that the solutions of (6.8) is the pre-image of M of the horizontal line Y = (1 + O(ε))P + Lm in + . Let the vertical strip defined by ξ n and t = a n be V n . For definition 2.2(i), it suffices for us to have, for n < 0, t 1 (ξ n , δ) − t 1 (a n , δ) > 2kL + .
where (ξ n , δ) is a point on ξ n . From (6.1) t 1 (ξ n , δ) − t 1 (a n , δ) = ξ n − a n + β −1 (lnM − ln The vertical strips V n for n 0 are constructed the same as in the proof of theorem 2.3. Again by making µ sufficiently small, we can make a in (6.1) large enough so that R(V 0 ) horizontally cross some V n , n > 0. . (A.4) This implies that ψ(ω)x := x + F (ω, x) is a C N diffeomorphism on R d . ψ(ω) generates a C N nonautonomous dynamical system φ (n, ω, x) . We note that each sequence x n satisfies x n = φ(n, ω, x 0 ) if and only if x n satisfies x n+1 = x n + F (n + ω, x n ). (A.5) For the time discrete nonautonomous dynamical system generated by ϕ(ω, x), using theorem 4.12 from [LL] with a mild modification, we have the following theorem of linearization.
Theorem A.1. Assume hypotheses (A) and (B) The statement holding for all ω instead almost surely is due to the fact that A is a constant matrix. The continuity instead of measurability in ω follows from the fact that the stable and unstable manifolds and invariant foliations are continuous in ω.
Letting H (x, ω) = 
Expansions for b(s), u(s) and v(s) are similar. We have 
Proof. It suffices for us to drop all terms that are O Z,t (µ 2 ) in equation (B.6 ) to solve for ξ . From lemma B.1 we conclude that all terms in ξ, z of degree higher than one are O Z,t (µ 2 ). With these terms all dropped, (B.6) becomes (1), (B.9) from which the estimates of lemma B.2 on + follows.
Recall that X = µ −1 X, Y = µ −1 Y .
Lemma B.3. On + we have Y = (1 + O(ε))Z + O t (1) + O Z,t (µ).
Proof. We have (B.10) where the first equality follows from using (B.5), (B.8 ) and lemma B.1; the second equality from using lemma B.2. To obtain the third equality we use u(L
Lemma B.1 is proposition 5.2(a)(i) and lemma B.3 is proposition 5.2(a)(ii). Proposition 5.2(b) follows from parallel computations.
