ABSTRACT. We aim to showcase the wide applicability and power of the big pieces and suppression methods in the theory of local T b theorems. The setting is new: we consider conical square functions with cones x ∈ R n \ E : |x − y| < 2 dist(x, E) , y ∈ E, defined on general closed subsets E ⊂ R n supporting a non-homogeneous measure µ. We obtain boundedness criteria in this generality in terms of weak type testing of measures on regular balls B ⊂ E, which are doubling and of small boundary. Due to the general set E we use metric space methods. Therefore, we also demonstrate the recent techniques from the metric space point of view, and show that they yield the most general known local T b theorems even with assumptions formulated using balls rather than the abstract dyadic metric cubes.
INTRODUCTION
Square functions are important objects in harmonic analysis and in the theory of PDEs. For example, think of the characterisation of classical Hardy spaces in terms of vertical and conical square function estimates for Littlewood-Paley operators [19] , or the characterisation of the uniformly rectifiable sets in terms of square function estimates of the double gradient of the single layer potential associated with the Laplace operator [6] . We also consider them important from the framework point of view: they aid in developing novel techniques that work for singular integrals. In this paper we are interested in a new setup, but also in analysing the very latest methods of proof and characterisations of the boundedness of square functions (or singular integrals) in the context of non-homogeneous analysis.
For us characterisations of boundedness means various types of sophisticated T b theorems -mainly of local and also of the so called big pieces type. The latter big pieces type is not equally well-known, but has featured prominently in many recent important articles, for example in connection with the breakthroughs related to the rectifiability of the harmonic measure [5] . Such a big pieces T b was first proved by Nazarov, Treil and Volberg [17] (for Cauchy integral type operators) in connection with Vitushkin's conjecture. Their point is roughly the following: the assumptions are much weaker than in the usual T b theorems, but so are the conclusions in that one only gets the boundedness of the given operator on some big piece. These theorems have lately become more and more important, and there is also a highly useful connection between them and the local T b theorems, as observed by us in [15] . For a relatively detailed account of the entangled history of the local T b theorems we refer to [15] .
Lowering the integrability of the appearing test functions is the key problem in local T b theorems, see e.g. [1] , [3] , [4] , [8] , [11] , [14] , [15] . Related to this and other issues, we developed in [15] a new method to prove local T b theorems via the big pieces and good lambda methods. Let us explain the main steps of our method later. What it allows, however, is weak type (1, 1) testing conditions and improving known results -both doubling and non-doubling -in other ways. The method is important regarding Calderón-Zygmund operators too, see [14] for the best known integrability exponents related to Hofmann's problem. A major technical convenience of the method is that the difficult core T b argument can be carried out in the big pieces T b part, and is hence of L 2 nature even if the original test functions are not.
In this paper we give the full technical execution of our method in the novel setting of conical square functions defined on general closed subsets E ⊂ R n supporting a non-homogeneous measure µ. This is the first time non-homogeneous analysis is being carried out in this particular context. It is an interesting setting with new difficulties of its own, but also provides us an opportunity to show a full breakdown of the required components in a very general, essentially metric in nature, setting. The setup includes two measures: one on E and one on the complement R n \ E. Related Ahlfors-David regular theory has been developed in e.g. [9] by Hofmann, Mitrea, Mitrea and Morris and in [7] by one of us and A. Herran. Our methods are completely different, not only because of the non-homogeneous setting, but also because we prove more advanced local T b theorems using the latest methods of [15] . In this paper the measure µ living on E can be non-doubling, but the measure used to integrate over the complement R n \ E is just an appropriately weighted Lebesgue measure. For the exact setting see Section 1.1.
Let us still highlight an additional benefit of our method that surfaces from this paper. It is the following technical aspect related especially to the metric space theory of local T b theorems. With the most general possible local T b theorems (particularly with Calderón-Zygmund operators, general integrability exponents or non-homogeneous measures) the passage between having the test functions b Q on some (completely abstract) metric dyadic cubes Q or having the test functions b B on metric balls B does not appear to be straightforward, see e.g. the paper by Auscher-Routin [3] . The reasons are technical: the operator testing condition does not always seem to be trivial to transfer (from balls to cubes) with general L p integrability exponents. This is because the Hardy inequality might not be available due to some irregular underlying metric measure space, or even if it is, it is not useful with certain exponent (which is called the super-dual case, see e.g. [3] ). Even the accretivity condition is a problem with non-homogeneous measures. But the old proofs seem to require the existence of b Q on dyadic cubes (this is required to build some dyadic martingales). For these reasons some of these theorems have been previously formulated involving these rather abstract cubes even in the statements. A point we like to make is that these new methods are flexible enough in that we can easily state and prove our extremely general local T b having the existence of the test functions b B only on very regular balls B.
1.1. The setting. Let E be a closed subset of R n and S : R n \ E × E → C be a kernel, which, for some fixed α, β ∈ (0, 1], m > 0, and K 1 , K 2 > 0, satisfies the size estimate (1.1)
|S(x, y)| ≤ K 1 1 |x − y| m+α , for all (x, y) ∈ R n \ E × E, and the y-Hölder estimate . If µ is a non-negative finite measure with support in E, or if µ is a measure of order m in E (see definition below), we define the integral operator T µ on p∈ [1,∞] L p (µ) by T µ f (x) :=ˆE S(x, z)f (z) dµ(z), x ∈ R n \ E.
Note that the integral is absolutely convergent. Let σ be a measure in R n \E given by σ(A) :=ˆA dm n (x) d(x, E) n , where A ⊂ R n \ E is any Lebesgue measurable set. Here d(x, E) stands for the distance of the point x to E and m n is the Lebesgue measure in R n . For a point y ∈ E, we denote the cone Γ(y) at y by Γ(y) := x ∈ R n \ E : |x − y| < 2d(x, E) .
We can now define the conical square function C µ on p∈ [1,∞] L p (µ) by setting
Note that we will also use square functions with other measures than µ. If M(E) is the set of complex measures with support in E, then for ν ∈ M(E), x ∈ R n \ E and y ∈ E we define We will need to use various truncated versions of the square function. For any t > 0 and y ∈ E define the truncated cones Γ t (y) := {x ∈ Γ(y) : d(x, E) > t} and Γ t (y) := {x ∈ Γ(y) : d(x, E) ≤ t}.
If 0 < s < t we set Γ t s (y) := Γ s (y) ∩ Γ t (y). The corresponding truncated square functions, defined with integration over the truncated cones only, are denoted for instance by C t or C t µ,s , depending on the situation. As an example we have
Before going any further, let us introduce some notation which is necessary for the statement of our main theorem.
Notation and key definitions.
An open ball in R n with center x ∈ R n and radius r > 0 is denoted by B(x, r), while an open ball in E with center y ∈ E and radius r > 0 is defined as B E (y, r) := B(y, r) ∩ E. Often, when there is no danger of confusion, we may drop the subscript E. We writeB(x, r) andB E (y, r) for the corresponding closed balls and r(B) for the radius of the ball B. If we talk about a ball without specifying whether it is open or closed, then it should be understood that it can be either one.
For two constants A, B ≥ 0 the notation A B means that there exists an absolute constant C > 0 such that A ≤ CB. We write A α,β,... B to indicate the dependence of the constant C on α, β, etc. Two sided estimates A B A are abbreviated as A ∼ B.
If ν ∈ M(E), then |ν| denotes its total variation. We say that a measure µ is of order m in E if µ is non-negative, spt µ ⊂ E and (1.3) µ(B(y, r)) r m holds for all y ∈ E and r > 0. If µ is a non-negative Borel measure or a complex Borel measure in R n and F ⊂ R n is a Borel set, then µ⌊F is a measure defined by µ⌊F (G) = µ(F ∩ G), where G is any Borel set.
Let a, b ≥ 1, κ > 0 and suppose µ is a non-negative Borel measure in R n . A ball B(x 0 , r) is said to be (a, b)-doubling (with respect to µ) if (1.4) µ(B(x 0 , ar)) ≤ bµ(B(x 0 , r)).
The ball B(x 0 , r) is said to have κ-small boundary if for all s ∈ [0, 1] there holds that
We say that a ball B E (y, r) is (a, b)-doubling or that it has κ-small boundary if B(y, r) has the corresponding property. These concepts are defined similarly with closed balls just by replacing the open balls in (1.4) and (1.5) with closed balls (the left hand side of (1.5) stays the same).
1.3. Statement of the main theorem and further discussion. We will next formulate our main local T b theorem for C µ . First, for experts and non-experts alike let us try to identify the main points:
• A testing measure ν B is given on each regular (i.e. doubling and of small boundary) surface ball B ⊂ E.
• The testing measure (or somewhat less generally the testing function) ν B is required to be supported on B and accretive (normalised to the condition ν B (B) = µ(B)). What is important is that it need not satisfy strong estimates, only the L 1 type condition |ν B |(B) ≤ C 1 µ(B) and some rather weak quantified absolute continuity assumption (assumption 4) below). For example, the latter technical condition is automatically satisfied by Hölder's inequality should the measure be a function ν B = b B dµ satisfying a slightly stronger L 1+ǫ type condition. That is why it does not appear in more classical formulations.
• The testing condition on the operator side is completely decoupled from the regularity assumption on ν B . We only require the weak type estimate sup λ>0 λ s µ {y ∈ B : C r(B) ν B (y) > λ} ≤ C 2 |ν B |(B) for some s > 0 (e.g. s = 1). In fact, we may only require this estimate outside some small enough exceptional set U B ⊂ B.
• Using weak type testing is also in line with keeping the condition necessary for the boundedness: L 2 boundedness implies such a condition with s = 1 using the boundedness of C from the set of finite measures to L 1,∞ (µ).
1.6. Theorem. Suppose µ is a measure of order m in E. Let b, κ > 0 be big enough constants depending only on the dimension n, and let ε 0 ∈ (0, 1) and C 1 > 0 be given constants. Assume that for every (10, b)-doubling closed ball B in E with a κ-small boundary (with respect to µ) there exists a complex measure ν B ∈ M(E) with the following properties:
Furthermore, assume that we are given constants s, C 2 > 0, and in every ball B as above a set
Under these assumptions the square function C µ is bounded in L p (µ) for every p ∈ (1, ∞) with norm depending on p and the preceding constants.
1.7.
Remark. When diam(E) < ∞ one can restrict the testing surface balls to have radius r ∈ (0, diam(E)]. But then one needs to interpret E to be one of the balls so that ν E exists.
Such a theorem was obtained in [15] for vertical square functions in the upper half space R n+1 + and in [14] for maximal truncations of Calderón-Zygmund operators. Although the method is the same, to prove Theorem 1.6 in this generality, one has to overcome non-trivial issues stemming from the geometrically complicated environment on which our objects are defined.
It is not completely evident which measure σ one should or could use on the complement R n \ E to define the integration over the cones Γ(y) ⊂ R n \ E, y ∈ E. In [13] we used σ = µ × dt/t m+1 with conical square functions in the upper halfspace R k+1 + and with a measure µ of order m supported in R k (this is essentially the setting n = k + 1 and E = R k × {0}). A key requirement is that σ ought to be a measure on R n \ E that assigns a bounded measure to Whitney regions associated with E (like the measure σ = µ × dt/t . For some parts of the theory there is another important aspect in play: we also need to be able to exploit the fact that nearby cones have some geometric cancellation and then see this appropriately on the σ measure side (this also works with σ = µ × dt/t m+1 in the upper halfspace because of the appropriate Lebesgue part). For this latter reason we use just the Lebesgue measure weighted with d(x, E) −n here i.e. for us σ = d(x, E) −n dm n like defined above. As is apparent from the upper half-space situation, in some scenarios multiple other natural choices also work. Further investigation on this issue could be appropriate -but for us the main thing was to remove regularity assumptions on µ. Compare also to [9] where two different ADR measures are used.
1.4.
Outline of the method and proof. The key steps of our method are as follows:
(1) The non-homogeneous good lambda method by Tolsa [20] . This can simply be thought of as a highly flexible way to glue some local results in to the desired global result. It says that it is enough to find in every (10, b)-doubling closed ball B in E with a κ-small boundary a subset G B ⊂ B with µ(G B ) µ(B), where
is bounded with a constant C that is independent of B, that is, the inequality
holds for all λ > 0 and ν ∈ M(E). We give a proof in our context in Section 5. (2) Prove a big pieces global T b: Theorem 6.1. This is interesting on its own right but is also the key step in proving the required local result needed to apply the non-homogeneous good lambda method. The theorem says that given a closed ball B, a finite measure µ with support in B and a function b ∈ L ∞ (µ), then under certain very weak assumptions one finds a subset G ⊂ B with µ(G) µ(B) so that the square function C µ is bounded in L 2 (µ⌊G B ). The proof relies on the idea of suppression -an amazing technique of Nazarov-Treil-Volberg designed to cook up an operator that behaves significantly better than the original one but also agrees with the original one on a large enough set. In this paper we show how to suppress these conical square functions. (3) The third step is to prove that the assumptions of the non-homogeneous good lambda method hold in our situation. This is Proposition 3.1. So we take an arbitrary closed (10, b)-doubling ball B in E with a κ-small boundary. Then, by assumption, we have the test measure ν B . By writing the polar decomposition ν B = b|ν B |, where |b(y)| = 1 for all y ∈ B, we have
Next, we want to use the big pieces global T b theorem with the measure |ν B | and the bounded function b. Using stopping times we can do this, and we get a set G B where
. This will be done in such a way that |ν B |⌊G B = ϕµ⌊G B for some function ϕ ∼ 1, whence we can come back to the measure µ and derive the desired result that C µ is bounded in L 2 (µ⌊G B ). A weak (1, 1) argument is required to conclude that the assumptions of the good lambda theorem hold.
We also need various preliminaries (Section 2). Some geometric considerations related to cones are presented in Section 4. Certain technical details are also given in the Appendixes. We use metric dyadic cubes and their randomisation purely as a technical tool (the cubes do not appear in the statement of the main theorem). This is needed for the T b argument in the big pieces T b theorem. The randomisation originates from the paper by Hytönen-Martikainen [10] but we use the latest version from Auscher-Hytönen [2] with some further modifications.
PRELIMINARIES
We begin by collecting here some notation and basic estimates that will be used in the later sections. We shall use maximal functions on the set E. Let µ be a non-negative locally finite Borel measure in E. The centred Hardy-Littlewood maximal operator is defined for any non-negative locally finite Borel measure ν with support in E by
, y ∈ E, and the radial one by 
where the implicit constant is independent of r and y.
The proof of Lemma 2.1 is a standard calculation dividing the integration area as
The next lemma is a simple geometric observation:
2.2. Lemma. Let y, z ∈ E and x ∈ Γ(y). Then
Proof. If |y − z| ≥ 2|x − y|, then |x − z| ≥ |y − z| − |x − y| ∼ |y − z| + |x − y|.
On the other hand if |y − z| < 2|x − y|, then
2.3. Lemma. For every y ∈ E and t > s > 0 there holds that
Proof. Fix some y ∈ E and t > s > 0. If x ∈ Γ t s (y), then we have |x − y| < 2d(x, E) ≤ 2t. Also, x satisfies d(x, E) ≥ s. From these we directly get that
From Lemma 2.3 we get the following two lemmas:
2.4. Lemma. Let s, t > 0. Then for every y ∈ E and r > 0 there holds that
Proof. Fix some y ∈ E and r > 0. Then
Proof. Fix some numbers 0 < s < t and p ∈ (1, ∞), and suppose f ∈ L p (µ). If y ∈ E and x ∈ Γ(y), then Lemmas 2.1 and 2.2 give
Combining this with Lemma 2.3 yields 
Random dyadic cubes.
In the big piece global T b theorem and in the Whitney decomposition related to the good lambda method we shall use systems of dyadic cubes in E. Even though we are in R n , the existence of these is a metric space argument, because there is no direct way of building dyadic systems in arbitrary closed subsets of R n . The specific construction we use is from [2] , and we elaborate here on how we use it.
Let x ∈ E be a fixed point. The construction of dyadic cubes begins by choosing a set of reference dyadic points. Write δ = 1 1000
. Set X 0 to be any maximal 1-separated subset of E so that x ∈ X 0 . Let K ∈ Z, K ≥ 0, and assume that the sets X k and X −k have been chosen for k ∈ {0, . . . , K}. Define X K+1 to be any maximal δ
K+1
-separated subset of E such that X K ⊂ X K+1 , and X −K−1 to be any maximal δ
-separated subset of X −K so that x ∈ X −K−1 . Continue this way to get the collections X k for k ∈ Z. Then X := k X k is the set of reference dyadic points. A point in X is denoted by x k α , where k indicates that x k α ∈ X k , and α indexes the different points in X k . This is precisely as in [2] , except that here we require that x ∈ X k for every k. The role of this fixed point will be explained below.
The rest of the construction we take directly as in [2] . We have a probablity space Ω = ({0, . . . , L} × {1, . . . , M}) Z , where the numbers L and M are related to the properties of E as a geometrically doubling space. That E is geometrically doubling means that there exists a constant N such that every ball B in E with radius r contains at most N points whose distances from each other are at least r/2. The set Ω is equipped with the natural σ-algebra and the probability measure P so that the coordinate mappings
where k ∈ Z, are independent and uniformly distributed over the finite set {0, . . . , L} × {1, . . . , M}.
With every ω ∈ Ω there is associated a set {z
. To be precise, in [2] certain open and closed dyadic cubes are constructed, and from these we form our cubes using finite unions and intersections as is done in [10] , Theorem 4.4.
We list a few relevant properties of the dyadic systems and introduce some notation that will be used later. Let ω ∈ Ω.
• Every dyadic cube Q k α (ω) is a measurable subset of E such that
We call the point z k α (ω) the center of Q k α (ω), and we set ℓ(Q k α (ω)) := δ k to be the "sidelength" of Q k α (ω). Also, the original reference points satisfy
• The cubes in a given generation are pairwise disjoint and cover the whole set E, that is,
• The dyadic cubes are nested in the sense that for any two cubes Q k α (ω) and Q l β (ω) one of the following holds:
• In the rest of the paper we usually write Q in place of Q k α (ω). Nevertheless, one should keep in mind that this is only a short hand, and there is always the specified generation k such that Q ∈ D k (ω). This is important because it may happen that Q
In the summations over dyadic cubes below, we are always summing over pairs
• Let B be a ball in E with center y ∈ E and radius r. Construct the random dyadic systems D(ω) in E with the initial requirement that y ∈ k∈Z X k . For any k ∈ Z there exists α(k) so that y = x k α(k) . Specify k 0 ∈ Z by the condition r <
We shall also use a variant of the notion of good dyadic cubes introduced first by Nazarov, Treil, and Volberg [18] , and then used in the metric space setting for instance in [10] . Let again B be some ball in E. Using the center of B as the fixed reference dyadic point construct the dyadic systems
Otherwise R is said to be D B (ω)-bad. Note that the systems D 0 and D(w) depend on the ball B, but later when we use these systems it should be clear what the ball is. Also, with our definition, every cube
A key property of these good and bad cubes is that under a random choice of ω ∈ Ω a cube R ∈ D 0 has a small probability of being D B (ω)-bad. The version of this fact that we will use is formulated in the following lemma. For every k, l ∈ Z, k ≤ l, define
We equip Ω l k again with the natural probability measure with which the coordinates ω(m), k ≤ m ≤ l, are independent and uniformly distributed over {0, . . . , L} × {1, . . . , M}. Note that this is a finite probability space.
2.11.
Lemma. There exist two constants C = C(L, M) > 0 and η ∈ (0, 1] so that the following holds. Fix some big enough (depending on γ) goodness parameter r. Suppose B ⊂ E is a ball in E and let D 0 = D(ω 0 ) and D B (ω) ⊂ D(ω) be the dyadic lattices related to this ball as described above. Assume k 0 ∈ Z is such that ℓ(Q B (ω)) = δ k 0 for some, and hence for every, ω ∈ Ω. Let k 1 ∈ Z be any number such that
The point in the reduction to these finite spaces Ω
is a certain technical problem related to measurability in the big piece global T b theorem. If one replaces Ω
with Ω in (2.12), then the inequality would follow from [10] , Theorem 10.2. In a similar way as in [10] Inequality (2.12) is also essentially proved in [2] , Theorem 2.11. In Appendix A we sketch the proof of Lemma 2.11 just by repeating arguments in [2] and noticing that it is enough to use Ω k 1 k 0 instead of the whole Ω.
PROOF OF THE MAIN THEOREM
Assuming the non-homogeneous good lambda method (Theorem 5.7) and the big pieces global T b theorem (Theorem 6.1), we give the proof of our main theorem, Theorem 1.6, here. The following proposition is the main ingredient: 3.1. Proposition. Let C 1 , C 2 ≥ 1 and ε 0 ∈ (0, 1) be given constants. Let B be a closed ball with radius r in E. Suppose µ is a measure of order m in E and that there exists a complex measure
Assume further that there exists some s > 0 and a Borel set
.
Then there exists a set
holds for all f ∈ L 2 (µ) with {y ∈ E : f (y) = 0} ⊂ G.
Proof. We may assume that µ(E \ B) = 0, because once we prove this with such measures then in the general case we may apply it with µ⌊B. Let y ∈ B. Then
where we used a similar estimate as in the proof of Lemma 2.4 in the second step. Hence sup
and this combined with the weak type assumption b) shows that
holds for some constant C ′ 2 . Let b be a function such that |b(y)| = 1 for all y ∈ B and ν = b|ν|. Note that
The idea is to use the big piece global T b theorem 6.1 with the measure |ν| and the bounded function b. Hence we have to verify the corresponding assumptions listed in the statement of Theorem 6.1. Also, to come back to the measure µ, we will show that |ν| and µ are comparable in a big piece of B.
To begin, recall the dyadic lattices D B (ω) related to the ball B. Fix some random parameter ω ∈ Ω and let A ω be the collection of the maximal dyadic cubes
where η ∈ (0, 1) is a small number to be specified. Set T ω := R∈Aω R. First estimateˆQ
Using this we get
, which can be written as
If η = η(C 1 ) is chosen suitably, then
Next, define H 0 := {y ∈ E : M m ν(y) > p 0 }, where p 0 > 0 will be fixed. For every y ∈ H 0 set r(y) := sup r > 0 :
|ν| B(y, r) r m > p 0 .
If y ∈ H 0 and z ∈ B(y, r(y)), then
Hence, if we define
we see that
Because of the weak (1, 1) boundedness of the maximal function and the assumption (3), we have
. Now we prove the comparability of the measures µ and |ν| in a subset of B. Define F 1 to be the set of maximal cubes R ∈ D B (ω) such that
and F 2 to be the set of maximal cubes R ∈ D B (ω) such that
As an immediate consequence of the definition of F 1 we get
Also, it holds that
and accordingly
by assumption (4) again. Hence the set
From this we can conclude (using a dyadic variant of Lemma 2.13 of [16] ) that for all Borel sets A ⊂ R n there holds that
In particular, we have that |ν|⌊(B \ H 2 ) ≪ µ⌊(B \ H 2 ). Radon-Nikodym theorem gives us a Borel function ϕ ≥ 0 so that
Now we have constructed all the necessary sets. Define
Furthermore, the weak type condition (3.2) and Equation (3.4) give
. Since the assumptions of the big piece global T b theorem 6.1 are verified, we may apply it to give a set G ⊂ B \ H with
Note that it must be that µ(G) > ε 0 µ(B), because otherwise (3.5) would be contradicted by the assumption (4) .
Suppose now f ∈ L 2 (µ) with {y ∈ E : f (y) = 0} ⊂ G and define the function g := f /ϕ, which is understood to be zero in {y ∈ E : f (y) = 0}. Remember that |ν|⌊(B \ H 2 ) = ϕµ⌊(B \ H 2 ) and ϕ ∼ 1 for |ν|-and µ-a.e. y ∈ B \ H. Then
This concludes the proof.
With this proposition we can easily prove the main theorem:
Proof of Theorem 1.6. Let B be a closed (10, b)-doubling ball in E with a κ-small boundary. Then there exists by assumption a measure ν B related to the ball B as in Proposition 3.1. Thus, an application of that proposition gives a set
holds for all f ∈ L 2 (µ) with {y ∈ E : f (y) = 0} ⊂ G B . Since this happens in every closed (10, b)-doubling ball with a κ-small boundary, the good lambda theorem 5.7 and Remark 5.8 following it imply that C µ is bounded in L p (µ) for every p ∈ (1, ∞).
A GEOMETRIC PROBLEM RELATED TO CONES
Before going to the good lambda method and the big pieces global T b theorem, we consider a certain geometric problem related to cones. Namely, we want to estimate the σ-measure of two truncated cones that are close to each other. Compared to the upper half-space case, the difficulty here is that a cone defined with respect to a general set E does not have such a simple form. This estimate will be needed to have certain continuity for a truncated square function.
Lemma. Let t ≥ 10.
Then for all r > 0 and y, y ′ ∈ E with |y − y ′ | < r it holds that
where
Proof. Let x ∈ Γ tr (y) \ Γ tr (y ′ ). The crucial observation is that then
so x is at a quite specific distance to E. Hence there existsỹ x ∈ E so that
and for allỹ ∈ E there holds that
For everyỹ ∈ E define the sets (4.4)Bỹ := x ∈ R n : |x −ỹ| ≤ |x − y| 2 (B indicates that it will turn out to be a closed ball) and
The above considerations show that
Since every Gỹ is open, there is a countable collection {y i } i∈Ĩ ⊂ E so that i∈Ĩ G y i = ỹ∈E Gỹ. Then, we can find a finite subcollection I ⊂Ĩ so that
We can clearly assume that y i = y j , for all i, j ∈ I, i = j. For every k ∈ {0, 1, 2, . . . } let I k ⊂ I be the set of those indices i such that
Now we fix some k for the rest of the proof and show that
where m n is the n-dimensional Lebesgue measure. Using this we may infer from (4.6) that
which proves the lemma.
B y i is a ball. Let i ∈ I k . First we'll show thatB y i is a closed ball. We write a general point x ∈ R n with coordinates as x = (x(1), . . . , x(n)). The condition |x − y i | ≤ |x−y| 2
can be written as
and further as
From here we see that
The centers of the ballsB y i andB y j are different if i = j. Consider still the fixed i ∈ I k . By definition there exists a point x ∈ G y i ∩ Γ . Re-index the balls {B y i } i∈I k asB 1 =B(x 1 , r 1 ), . . . ,B K =B(x K , r K ) for some K ∈ N, and write correspondingly G 1 , . . . , G K . Then, set
and for every i ∈ {2, . . . , K} define
The sets A i are pairwise disjoint and
With the sets A i we still define
In other words, V i is the set of points that are on a segment whose one end is x i and the other is on A i .
The sets V i are pairwise disjoint. We claim that
where i, j ∈ {1, . . . , K} and i = j. Assume first |x − a j | > |x − a i | and notice that by (4.11),
which is a contradiction because a i is supposed to be on the boundary. The case |x − a i | > |x − a j | is handled similarly. Thus, we can only have that
Without loss of generality assume that (4.13)
Suppose first λ i = 0. Then
which is a contradiction. Indeed, we have a j ∈ B(x i , |x i − a i |) because a j is a boundary point, and a i = a j since the sets A i are pairwise disjoint. Suppose then λ i = 0, which implies that x = x i . This combined with (4.11), (4.12) and (4.13) implies that λ j = 0, since
This gives x j = x = x i . This is again a contradiction because x i = x j (as noted after (4.8)). Thus we have shown that
Proof of (4.7). Let x ∈ K j=1 G j \ K j=1B j , and suppose i ∈ {1, . . . , K} and a ∈ A i are such that (4.14)
Then, because a minimizes the distance of x to the ballB(x i , r i ), x has to be on the same line with a and x i . Otherwise there would be a point x ′ ∈B i with |x − x ′ | < |x − a|, which contradicts (4.14). From the definitions (4.4) and (4.5) of the setsB i and G i it follows that |x − a| ≤ r. Thus (4.15)
Using the mean value theorem and the fact that r i ∼ 2 k tr we have
and thus m n (V i ) ∼ 2 k t · m n (F i ). Remember that the sets V i ⊂B i are pairwise disjoint and thatB i ⊂ B(y, C2 k tr) for every i ∈ {1, . . . , K}, as stated in (4.10). Now we can estimate
which in view of (4.15) completes the proof of (4.7). The proof of Lemma 4.1 is complete.
THE NON-HOMOGENEOUS GOOD LAMBDA METHOD
In this section we prove the non-homogeneous good lambda method of Tolsa [20] in our setting. For this, we shall need the geometric considerations from Section 4.
In the proof of the good lambda inequality we shall use the following Whitney type argument, Lemma 5.2, which allows the use of regular balls only. This is a version of Lemma 2.23 in [20] adapted to our situation, with some additional arguments from [14] related to small boundaries and the usage of balls.
First, we record the following fact from [17] (see also [20] and [21] ).
5.1. Lemma. Let µ be a Radon measure in R n and let κ be a big enough constant depending only on the dimension n. Suppose B(x, r) is a ball (open or closed) 
≥ 10000. Then there exist a constant D 0 = D 0 (ρ, n) and a finite collection of closed balls {B i } i∈I in E with the following properties:
• For every i ∈ I there exist at most D 0 indices j ∈ I so that
• For every i ∈ I it holds that
• The balls B i are (a, b)-doubling and have κ-small boundary.
Proof. Let D be any dyadic lattice in E as described in Section 2. Consider the maximal dyadic cubes Q ∈ D such that
That Q is a maximal cube such that (5.3) holds means that there does not exist a cube R ∈ D satisfying (5.3) so that R ⊃ Q and ℓ(R) > ℓ(Q). Let {Q i } i∈K ⊂ D be the collection of these maximal cubes. Then U = i∈K Q i and the cubes in
where C(ρ) := (12 + ρ)δ −1
. Hence, it holds for all i ∈ K that
Next we prove the existence of the constant D 0 . Suppose i, j ∈ K so that
Thus, because of (5.4), we see that there exists k 0 ∈ Z depending on ρ such that
ℓ(Q i )) and let K i be the set of those indices j such
, then because the cubes Q i , i ∈ K, are pairwise disjoint, we have
Equations (5.5) and (5.6) combined imply that the number of indices in K i is bounded by a constant D 0 that depends only on ρ and n.
. Now we start forming the collection we are after. Suppose i ∈ K and consider the ballB E (c Q i , 6ℓ(Q i )). Let B i :=B E (c Q i , r i ) be a ball with a κ-small boundary and radius r i ∈ [6ℓ(Q i ), 1.2 · 6ℓ(Q i )] given by Lemma 5.1.
, for every i ∈ I there exist at most D 0 indices j ∈ I so that
Let S ⊂ K be the set of indices such that the balls B i are (a, b)-doubling with respect to µ. Then, since 1.
So, if b is big enough, then
and choosing a sufficiently big finite subcolletion S 1 ⊂ S, we get
Finally, using the 3r-covering theorem, choose a subcollection I ⊂ S 1 so that the balls B i , i ∈ I, are pairwise disjoint and
The collection {B i } i∈I satisfies all the desired properties.
Theorem. Let µ be a measure of order m in E.
Let also b, κ > 0 be big enough constants depending only on n, and assume θ ∈ (0, 1). Suppose for each closed (10, b)-doubling ball B in E with a κ-small boundary there exists a subset G B ⊂ B with
is bounded with a uniform constant independent of B. Then C µ is bounded in L p (µ) for all p ∈ (1, ∞) with a constant depending on p and the preceding constants.
Remark. In Theorem 5.7 the assumption that
is bounded, because the latter implies the former using standard reasoning. This is proved in Appendix B.
Proof of Theorem 5.7. Fix an exponent
as s → 0 and t → ∞, it is enough to bound the operators C t µ,s uniformly for s ∈ (0, 1) and t > 1.
Note that every C t µ,s is a priori bounded in L p (µ) by Lemma 2.5. Hence, it suffices to prove that
f L p (µ) holds uniformly for bounded and boundedly supported functions f . From now on such a function f is fixed.
Note that the mapping y → C t µ,s f (y), y ∈ E, is continuous, and hence the sets {C t µ,s f > λ} are open in E for every λ > 0. Indeed, if y, y ′ ∈ E, then
When |y − y ′ | is so small that 10|y − y ′ | < s, then from (4.2) it follows that
which converges to zero as y ′ → y. The main thing to prove in the good lambda method is the good lambda inequality (5.10). It says that for every ε > 0 there exists δ > 0 such that the following holds. If λ > 0, then
That C t µ,s is bounded follows from this inequality and the boundedness of M µ in a standard manner.
Fix λ, ε > 0 and let δ > 0 be some number to be specified during the proof. We would like to begin the proof of (5.10) by applying the Whitney type lemma 5.2 to the relatively open set {C t µ,s f > λ} =: Ω λ , and for this reason we need that
Hence in this case {C t µ,s f > λ} E holds. And actually we see that Ω λ is always a bounded set.
The case diam(E) < ∞. Suppose diam(E) < ∞, whence µ(E) < ∞, and assume also Ω λ = E. To have something to prove in (5.10), we may suppose that the left hand side there is non-zero. Then there exists y 0 ∈ E such that M µ f (y 0 ) ≤ δλ. By assumption (by the same interpretation as in Remark 1.7) there exists a set
We have shown that if diam E < ∞, then Inequality (5.10) holds for those λ such that Ω λ = E.
. So in any case we may assume that Ω λ E. As we noted above Ω λ is a bounded set, and thus µ(Ω λ ) is finite. Apply Lemma 5. . Let {B i } i∈I be the resulting set of balls in E, and let r i be the radius of B i .
Since the balls B i are closed, (10, b)-doubling and have a κ-small boundary, there exists for every i a set G i ⊂ B i as in the assumptions. Hence
It remains to consider the last sum above.
Step I. Fix some i ∈ I. Suppose y ∈ G i is such that C t µ,s f (y) > (1 + ε)λ and M µ f (y) ≤ δλ. First we will show that then
this follows from showing that
Assume for the moment that s ≤ 20C 2 r i ≤ t. For x ∈ Γ(y) we have by Lemma (2.2) that
where in the second step we used a similar estimate as in the proof of Lemma 2.4. Because of the Whitney properties of the balls B i there exists a point
where further
We continue with estimating the difference in (5.14). Suppose x ∈ Γ 20C 2 r i (y ′ ).
This gives
by Lemma 2.1. Since the same estimate holds for all x ∈ Γ(y), we have
where we used Lemma 4.1 to estimate the measure of the symmetric difference of the cones. Now we take care of the last term in (5.15). Note that
holds for every x ∈ R n \ E. Hence
Combining the above estimates with (5.14), we have shown that there exists an absolute constant C such that
is small enough, then this gives (5.12).
The cases 20C 2 r i > t and 20C 2 r i < s need only parts of the above estimates. Indeed, if 20C 2 r i > t, then as in (5.13) we have
which is clearly less than (1 + ε 2 )λ for small δ. If on the other hand 20C 2 r i < s, then with the same estimates as above we get
and this again is less than (1 + ε 2 )λ for small δ. Hence (5.12) holds in any case.
Step II. Fix again some i ∈ I and consider the term
Step I and the weak (1, 1) 
Step III. Finally we can finish the estimate (5.11). Recall that the balls 5B i , i ∈ I, have bounded overlap. With
Step II we have
Combining this with Equation (5.11), we see that again if δ(ε) is small enough, then
This concludes the proof. Furthermore, we assume that there exists a Borel set H, an exponent s > 0 and constants δ 0 ∈ (0, 1) and C 0 , C 1 > 0 so that the following conditions hold:
Under these assumptions there exists a set
Before the proof we recall the b-adapted martingales. Suppose we are in the setup of Theorem 6.1 and let ω ∈ Ω. A cube Q ∈ D B (ω) is said to be (ω-) transit if Q ⊂ T ω ∪ H. Denote the collection of transit cubes by D tr B (ω). If g is locally µ-integrable and Q ∈ D B (ω) we denote the average of g over Q by
Here all the averages are defined with respect to the measure µ.
With these the L 2 (µ)-norm of f can be estimated as
and the function f can be represented as
where convergence takes place unconditionally in Now we move on to the proof of Theorem 6.1.
Proof of Theorem 6.1. Let us first give an overview of the argument. The proof is based on the idea of suppression. First, we suppress the square function and denote it byC µ , so thatC µ b ∈ L ∞ (µ) andC µ f (y) = C µ f (y) for every f ∈ L 2 (µ) and y in a set G with µ(G) µ(B). Moreover, this set G will be in a suitable (probabilistic) way outside of the sets T ω ∪ H, in the complement of which µ is of order m and b is accretive. The nice properties of the set G combined with C µ b ∈ L ∞ (µ) allow us to run a T b argument and show that
SinceC µ f = C µ f in G, we find the set we were after. Next we present the details of the proof and divide the argument into a few steps.
Suppression. Let λ 0 > 0 be a big enough number to be specified later, and consider the set S 0 := {y ∈ B : C µ b(y) > λ 0 }. For every y ∈ B define the numbers t(y) := sup{t > 0 : C µ,t b(y) > λ 0 } and r(y) := sup{r > 0 : µ(B(y, r)) ≥ 11 m C 0 r m }, with the convention that supremum over the empty set is zero. Since
as t → ∞, it is clear that t(y) is finite for every y ∈ B. Notice also that r(y) is finite because µ is finite. Suppose y ∈ S 0 is such that t(y) ≥ r(y). By definition we have 
1.
Consider again some y ∈ S 0 such that t(y) ≥ r(y), and let
by Equation (6.5). Thus
by Lemma 4.1. Hence we have shown that if λ 0 is large enough, then (6.6) B E (y, 10t(y)) ⊂ {y ∈ E : C µ b(y) > λ 0 /4} holds for all y ∈ S 0 with t(y) ≥ r(y).
Suppose then y ∈ B and r(y) > 0, and let y ′ ∈ B E (y, 10r(y)). Then it holds that
which shows that B E (y, 10r(y)) ⊂ H. Now we define the suppression. Let y ∈ S 0 . If t(y) ≥ r(y), we define A y := {x ∈ Γ(y) : d(x, E) < 2t(y)}, and if t(y) < r(y), we define
Since every A y is open, we see that A is open and hence a Borel measurable subset of R n \ E. The suppressed kernelS is defined as
. This is clearly a square function kernel satisfying the same size and y-Hölder conditions, and with it we define the corresponding operatorsT µ andC µ . From the definition it follows that
Next we verify the relevant properties of the suppressed operator. To this end, define the exceptional set S := y∈S 0 B E y, 10 max(t(y), r(y)) .
Because B E (y, 10r(y)) ⊂ H for every y such that r(y) > 0, it holds that
by Equation (6.6) . This implies by the weak type assumption (3) in Theorem 6.1 that
if λ 0 is again big enough. We now fix a λ 0 that satisfies all the above properties, whence
We claim that
Indeed, it is clear from (6.7) thatC
Thus, by the definition of S 0 we havẽ
by the definitions of A y and t(y).
We shall now prove that for every f we have
This follows from showing that Γ(y) ∩ A = ∅ for every y ∈ B \ S. To get a contradiction, suppose there exist y ∈ B \ S and x ∈ Γ(y) ∩ A. Thus, there is
which is a contradiction because y ∈ B E (y ′ , 10t(y ′ )). Similarly we arrive at a contradiction in the case t(y ′ ) < r(y ′ ). Hence we have shown that (6.10) holds. We remark here that (6.9) and (6.10) are still valid if we replaceC µ byC The set G. Fix two numbers k, l ∈ Z, k < l, and write s = δ l , t = δ k . Assume l is so big that s := δ l < ℓ(Q B (ω)) for every ω ∈ Ω. We consider the truncated square function C t µ,s and prove the required estimate (6.2) for this truncated operator with a bound that is independent on s and t. This will then finish the proof. Now that the parameter s is fixed, we also we fix the probability space Ω l log δ ℓ(Q B (ω)) =: Ω (see Section 2).
For every y ∈ B define p 0 (y) := P {ω ∈ Ω : y ∈ B \ (H ∪ T ω ∪ S)} . The set G that we are after is defined as G := {y ∈ B : p 0 (y) > τ } with some τ > 0 that will be specified soon. In other words, the set G consists of those points in B that have quantitatively big probability of being outside the sets H ∪ T ω ∪ S.
Note that since the probability space Ω consists of only finitely many points, there is no problem with measurability when defining p 0 and G.
To estimate from below the measure of G, note that by Fubini and (6.8),
On the other hand,ˆB
Therefore, since p 0 (y) ≤ 1 for all y ∈ B, we have that
If we set τ :=
we infer that 11) where in the last line we just denoted the integral over Ω by E ω . Moreover, since G ⊂ B \ S, it holds that
for all f ∈ L 2 (µ). For the rest of the proof we fix a function f ∈ L 2 (µ) and show that
Let ω ∈ Ω and note that Q B (ω) must be a transit cube because
where we used the fact thatC µ b ∈ L ∞ (µ). Thus, when we represent the function f with martingale differences below, we may suppose that´f dµ = 0.
A probabilistic reduction. Here we make a certain probabilistic argument that corresponds to the reduction into good Whitney regions in [12] . Let ω ∈ Ω. Using (6.11) we have
(6.12)
Consider some big enough goodness parameter r as in Lemma 2.11, and recall the bound δ γrη for the probability of badness. The sum over the dyadic cubes R in (6.12) may be divided into D B (ω)-good and -bad cubes. The corresponding term with bad cubes only satisfies
Hence, letting the goodness parameter r to be big enough, we get
(6.13)
A T b-argument. Fix some random parameter ω ∈ Ω. Now that ω is fixed, we denote by D tr 0 the collection of ω-transit cubes in D 0 . By (6.13) it is enough prove (6.14)
where we noticed that d(x, E) ∼ ℓ(R) for every x ∈ Γ ℓ(R) ℓ(R)δ (y). Let us abbreviate
-good}, whence we may replace the sum over the cubes R in (6.14) with the sum over R ∈ D ′ . Using martingale differences we split the function f as f = Q∈D tr B (ω) ∆ Q f . Then the estimate (6.14) is split into four pieces according to the relative positions of the cubes Q and R. For R ∈ D ′ define the following collections:
Next, we record with proof a few preliminary (and completely standard) estimates related to these collections. For these, recall the coefficients A s Q,R from Lemma 6.4.
Lemma. If R ∈ D
′ and Q ∈ D 1 (R), then for y ∈ R and x ∈ Γ ℓ(R) δℓ(R) (y) we have
Proof. Note that in this case it holds that
Since ∆ Q f has integral zero, we can estimate
Proof. First do the direct estimate
, and accordingly
On the other hand if
where we took into account that γ(m+α) = α 2
. Combining these estimates proves the claim.
The proof of the next lemma is just a direct application of the kernel size estimate.
′ and Q ∈ D 3 (R), then for any y ∈ E and x ∈ Γ ℓ(R) δℓ(R) (y) there holds that
Using the four collections the left hand side of (6.14) satisfies LHS(6.14) ≤ 4 i=1 Λ i , where
Since σ Γ ℓ(R) δℓ(R) (y) 1 for every y ∈ E and R ∈ D ′ , from the lemmas above it is seen that
where we applied Lemma 6.4 and Equation (6.3) in the last step. It only remains to estimate
, and in particular R ⊂ Q. We denote this unique cube
Note that D 4 (R) can be non-empty only for those R ∈ D ′ such that ℓ(R) < δ r ℓ(Q B (ω)), and that in this case we have (using the fact that R is good)
and Q ∈ D 4 (R), then Q = Q(R, k) for some k > r. For notational convenience, we denote Q R = Q(R, k − 1) (which exists since k − 1 ≥ r). In other words, Q R is the unique child Q ′ ∈ ch(Q) that still contains R.
Proof. Because R is good it holds that
and so (since ℓ(Q R ) ∼ ℓ(Q) + ℓ(R) and d(Q, R) = 0) we have
Using Lemma 6.19 we see that
where Lemma 6.4 was applied in the last step. Therefore, it remains to bound (6.20)
Fix for the moment some R ∈ D ′ and Q ∈ D 4 (R). Recall that the cube Q R is transit. Hence we can write
Let y ∈ R and x ∈ Γ ℓ(R) δℓ(R) (y), and look at the term B Q,R T µ (b1 E\Q R )(x) . For every z ∈ E \ Q R we have
where the fact that R is good was used. Hence
where the last estimate follows from the usual calculations as in (6.5), but it is important to use the facts that R is transit, y ∈ R and ℓ(R)
A combination of these estimates gives
Applying (6.21) we havê
by (6.18), we can continue with Jensen's inequality as
Combining this with (6.20) we see that the last term to be estimated is (6.23)
So far we have used only the properties of the kernel S, but in this part we finally apply the fact thatC
because the cubes Q(R, k), k ≥ r, are transit and f Q B (ω) = 0.
Using (6.24) we have
The last remaining thing is to verify the dyadic Carleson condition for the numbers a Q . Luckily, this is straightforward because of our strong testing condition
Because the Carleson condition holds, we have
This was the last piece in the T b argument and concludes the proof of Theorem 6.1.
APPENDIX A. A SKETCH OF THE PROOF OF LEMMA 2.11
Here we sketch the proof of Lemma 2.11 following the arguments in [2] , Theorem 2.11. The constants M and L in the statement of Lemma A.1 are related to properties of E as a geometrically doubling space, and are used in the construction of random dyadic cubes. Assume k 0 ∈ Z is such that ℓ(Q B (ω)) = δ k 0 for some, and hence for every, ω ∈ Ω. Let k 1 ∈ Z be any number such that k 1 ≥ k 0 + r. With the fixed ω 0 define the probability space Ω
equipped with the natural probability measure such that the coordinates m → ω(m), k 0 ≤ m ≤ k 1 , are independent and uniformly distributed over {0, . . . , L} × {1, . . . , M}.
Then, for every cube
Before the proof define for ε > 0 the ε-boundary ∂ ε Q of a cube Q ∈ D(ω) by
In particular, we have
If this happens for all l such that k 0 ≤ l ≤ m−r, then the cube R is D B (ω)-good. We have shown that (A.3)
Next we fix some l ∈ {k 0 , . . . , m − r} and estimate the corresponding term in the right hand side of (A.3). Following the argument in [2] , if ω(p) has a certain value for some p ≥ l such that δ p ≥ 49δ mγ δ
This part of the argument is short, but to state it we would need to introduce more of the construction of the random dyadic cubes. We refer the reader to [2] .
amounts to (A.5) l ≤ p ≤ log δ 49 + mγ + l(1 − γ). Note that in particular every such p satisfies k 0 ≤ p ≤ k 1 . For (A.5) to make sense we demand r to be so big that rγ > 2, say, whence
Denote by ⌊log δ 49 + (m − l)γ⌋ the smallest integer less than or equal to log δ 49 + (m − l)γ. For every p ∈ Z the variable ω(p) has the probability τ :
of getting a given value. Hence, by (A.4), we have
Combining this with (A.3) we get
and we can rewrite the bound as
This gives the required conclusion because log δ (1 − τ ) ∈ (0, 1).
We verify here that if µ is a measure of order m in E and C µ is bounded in
The proof of this follows the standard steps using the Calderón-Zygmund decomposition, but we check the details because of our unusual setup.
First we record a few lemmas, and begin with the non-homogeneous Calderón-Zygmund decomposition whose proof can be found for example in [20] . We say that a collection {B i } i of balls in R n has bounded overlap if there exists a constant C such that Here C 1 is a constant depending on m and n, and c is an absolute constant.
The next two simple lemmas can also be found for example in [20] . is bounded with a constant depending on the kernel parameters, the dimension n and the L 2 (µ) norm of C µ .
Proof. Let ν ∈ M(E) and λ > 0. We want to show that µ {y ∈ E : Cν(y) > λ} 1 λ |ν|(E).
We may assume that λ > 2 n+1 |ν|(E) µ(E)
, since otherwise we have nothing to prove. Suppose first that ν is compactly supported. We apply Lemma B.1 with λ to the measures ν and µ to get a function f and an almost disjoint collection {B i } of closed balls with centers in E such that (B.2), (B.3) and (B.4) hold. For each i, let R i 4B i be the smallest (8, 8 m+1 )-doubling closed ball concentric with B i , which exists by Lemma B.9. We apply Lemma B.1 with the balls R i to get a collection {ϕ i } of functions such that (B.5), (B.6), (B.7) and (B.8) hold.
Using the balls B i and the functions ϕ i we can write the measure ν as Write g = f + i ϕ i and b = i b i = i (w i ν − ϕ i µ). Then we have (B.12) µ {y ∈ E : Cν(y) > λ} ≤ µ {y ∈ E : C µ g > λ 2 } + µ {y ∈ E : Cb > λ 2 } .
The L 2 (µ)-boundedness of C µ and the fact that f + i ϕ i L ∞ (µ) λ by (B.7) give µ {y ∈ E : C µ g > λ 2
Using Equations (B.4), (B.5), (B.8) and the bounded overlapping property of {B i } we get
Next, we consider the second term on the right hand side of (B.12). Note that
Hence we need to show that
First estimate as
We will prove that (B.13)ˆE
\2B i
Cb i dµ |ν|(B i ) holds for every i, which then concludes the proof because i |ν|(B i ) |ν|(R n ). Fix some i, and recall the ball R i related to the ball B i . We begin the proof of (B.13) by writinĝ It remains to consider the term II. Since b i = w i ν − ϕ i µ we have
The L 2 (µ)-boundedness of C µ gives
, where we used the fact that R i is (8, 8 m+1 )-doubling and the properties (B.5) and (B.8) of the function ϕ i .
Finally, we consider the term II 1 . Suppose y ∈ 8R i \ 2B i and x ∈ Γ(y). Then, by Lemma 2. where we used Lemma B.10 to estimate the integral over R i \ 2B i . This finishes the proof (B.13), and hence also the proof Theorem B.11 in the case when ν is compactly supported.
Suppose then ν is not compactly supported but µ is compactly supported. Suppose M > 0 is such that spt µ ⊂ B(0, M/2). Writeν := ν⌊(E \ B(0, M)). Then for any y ∈ spt µ and x ∈ Γ(y) we have Hence, if M is big enough, we get µ {y ∈ E : Cν(y) > λ} ≤ µ {y ∈ E : C ν⌊B(0, M) (y) > λ 2 }
where the second inequality holds because ν⌊B(0, M) is compactly supported. Suppose finally that neither ν nor µ is compactly supported. Then for every M > 0 it holds that µ⌊B(0, M) {y ∈ E : Cν(y) > λ} 1 λ |ν|(R n ), because µ⌊B(0, M) is compactly supported. Letting M tend to infinity concludes the proof.
