We present GLinClosure, a graded extension of the well-known LinClosure algorithm. GLinClosure can be used to compute degrees of semantic entailment from sets of fuzzy attribute implications. It can also be used together with graded extension of Ganter's NextClosure algorithm to compute non-redundant bases of data tables with fuzzy attributes. We present foundations, the algorithm, analysis of its complexity, implementation details, and illustrative examples.
Introduction
Fuzzy logic is a formal framework for dealing with a particular type of imprecision called vagueness. A key idea of fuzzy logic is a graded approach to truth in which we allow for truth degrees other than 0 (falsity) and 1 (full truth). This enables us to consider truth of propositions to various degrees, e.g., proposition "Peter is old" can be assigned a degree 0.8, indicating that "Peter is old" is almost (fully) true. One way of looking at the proposition "Peter is old" being true to degree 0.8 is that it expresses a graded attribute "being old to degree 0.8" of the object "Peter". When dealing with multiple graded attributes, we often need to determine their dependencies. In [2, 5] we have introduced fuzzy attribute implications as particular dependencies between graded attributes in data sets representing objects and their graded attributes (so-called data tables with fuzzy attributes). A fuzzy attribute implication can be seen as a rule of the form "A ⇒ B", saying "for each object from the data set: if the object has all graded attributes from A, then it has all graded attributes from B". We have proposed several ways to compute, given an input data set represented by a data tables with fuzzy attributes, a minimal set of dependencies describing all dependencies which are valid (true) in the table, see [7] for a survey.
In this paper we focus on computational aspects of one of the algorithms proposed so far. Namely, we show how to compute fixed points of certain fuzzy closure operators that appear in algorithms from [2, 11] . We introduce an extended version of the LinClosure algorithm which is well known from database systems [23] . Compared to the original LinClosure, our extended algorithm, called a Graded LinClosure (shortly, a GLinClosure) is more versatile (this is discussed in Section 3) while having the same asymptotic time complexity as LinClosure. This is an important feature since it is often the case that fuzzy logic extensions of classical algorithms proposed in the literature are of significantly higher time complexity than their classical counterparts. Since there is a close relationship between dependencies in data tables with fuzzy attributes and data tables over domains with similarity relations [8, 9] , one can also use GLinClosure for computing functional dependencies in data tables over domains with similarity relations. The latter naturally appear in an extension of Codd's relational model which takes into account similarities on domains, see [8, 9] .
Preliminaries and Motivation
In this section we present preliminaries of fuzzy logic, basic notions of fuzzy attribute implications, and several new concepts which will be used in further sections. More details can be found in [1, 17, 19, 22, 24] and [2, 5, 7] . In Section 2.2 we also present motivations for developing LinClosure in fuzzy setting.
Fuzzy Logic and Fuzzy Set Theory
Since fuzzy logic and fuzzy sets are developed using general structures of truth degrees, we first introduce structures of truth degrees which are used in our approach. Our basic structures of truth degrees will be so-called complete residuated lattices with hedges, see [1, 17, 19, 20, 24] . A complete residuated lattice with hedge is an algebra L = L, ∧, ∨, ⊗, →, * , 0, 1 such that (i) L, ∧, ∨, 0, 1 is a complete lattice with 0 and 1 being the least and greatest element of L, respectively;
(ii) L, ⊗, 1 is a commutative monoid (i.e., ⊗ is commutative, associative, and for each a ∈ L we have a ⊗ 1 = 1 ⊗ a = a);
(iii) ⊗ and → satisfy so-called adjointness property:
for each a, b, c ∈ L; (iv) hedge * is a unary operation * : L → L satisfying, for each a, b ∈ L,
Each a ∈ L is called a truth degree. ⊗ and → are (truth functions of) "fuzzy conjunction" and "fuzzy implication". Hedge * is a (truth function of) logical connective "very true" and properties of hedges have natural interpretations [19, 20] .
A common choice of L is a structure with L = [0, 1] (real unit interval), ∧ and ∨ being minimum and maximum, ⊗ being a left-continuous t-norm with the corresponding →. Three most important pairs of adjoint operations on [0, 1] are:
Complete residuated lattices include also finite structures of truth degrees. For instance, one can put L = {a 0 = 0, a 1 , . . . , a n = 1} ⊆ [0, 1] (a 0 < · · · < a n ) with ⊗ given by a k ⊗ a l = a max(k+l−n,0) and the corresponding → given by a k → a l = a min(n−k+l,n) . Such an L is called a finite Lukasiewicz chain. Another possibility is a finite Gödel chain which consists of L and restrictions of Gödel operations on [0, 1] to L. A special case of a complete residuated lattice with hedge is the two-element Boolean algebra {0, 1}, ∧, ∨, ⊗, →, * , 0, 1 , denoted by 2 (structure of truth degrees of classical logic). Two boundary cases of hedges are
(ii) so-called globalization [26] :
Moreover, for each L we consider a derived truth function defined by
For * being globalization, we have the following assertion:
Lemma 1 Let * be globalization, i.e. let * be defined by (6) . Then
Remark 1 Note that the derived truth function can be seen as a particular subtraction of truth degrees because a ⊗ ((a → b) * → 0) can be described as a degree to which "a is true and it is not (very) true that b is greater than a". The meaning of as a type of subtraction is apparent especially in case of globalization, see (8) . Due to (8) , the result of a b is 0 if b is greater than a. We will comment on the purpose of later on.
Until otherwise mentioned, we assume that L denotes a complete residuated lattice (with hedge * ) which serves as a structure of truth degrees. Using L, we define the following notions. An L-set (a fuzzy set) A in universe U is a mapping A : U → L, A(u) being interpreted as "the degree to which u belongs to A". If U is a finite universe U = {u 1 , . . . , u n } then an L-set A in U can be denoted by 
The operations with L-sets are defined componentwise. For instance, the union of
. Due to Lemma 1, for * being globalization, we get
Remark 2 Fuzzy set A B can be interpreted as follows. A degree (A B)(u) to which u ∈ U belongs to A B is a truth degree to which "u belongs to A and u does not belong to B at least to which it belongs to A". Think of A as of a fuzzy set assigning to each u ∈ U a threshold degree A(u). Then if B(u) exceeds the threshold given by A(u), element u will not be present in the resulting fuzzy set A B (it means that (A B)(u) = 0), i.e. "u will be removed". If B(u) does not exceed the threshold, we have (A B)(u) = A(u), i.e. "u will be preserved". The situation is depicted in Fig. 1 which shows fuzzy set A (solid line), fuzzy set B (dotted line) and A B (bold line).
for each u ∈ U . Binary L-relations (binary fuzzy relations) between U and V can be thought of as [1, 17, 22] . A fuzzy closure operator with hedge * (shortly, a fuzzy closure operator) [ 
Fuzzy Attribute Implications
Let Y denote a finite set of attributes. Each L-set M ∈ L Y of attributes can be seen as a set of graded attributes because M prescribes, for each attribute
Y are fuzzy sets of attributes. Fuzzy attribute implications (FAIs) represent particular data dependencies. The intuitive meaning we wish to give to A ⇒ B is: "if it is (very) true that an object has all (graded) attributes from A, then it has also all (graded) attributes from B".
with S(· · ·) defined by (12) . The degree ||A ⇒ B|| M can be understood as follows: if M (semantic component) represents presence of attributes of some object, i.e. M (y) is truth degree to which "the object has the attribute y ∈ Y ", then ||A ⇒ B|| M is the truth degree to which "if the object has all attributes from A, then it has all attributes from B", which corresponds to the desired interpretation of A ⇒ B. Note also that the hedge * present in (16) serves as a modifier of interpretation of A ⇒ B and plays an important technical role. If * is globalization, i.e. if * is defined by (6) , then ||A ⇒ B|| M = 1 (i.e., A ⇒ B is fully true in M ) iff we have:
More information about the role of hedges can be found in [2, 5, 7] . See also [25] for a related approach to attribute implications in fuzzy setting. Let T be a set of fuzzy attribute implications.
The set of all models of T will be denoted by Mod(T ), i.e.
A degree ||A ⇒ B|| T to which A ⇒ B semantically follows from T is defined by
Described verbally, ||A ⇒ B|| T is defined to be the degree to which "A ⇒ B is true in each model of T ". Hence, degrees ||· · ·|| T defined by (19) represent degrees of semantic entailment from T . Let us note that degrees ||· · ·|| T can also be fully described via the (syntactic) concept of a provability degree, see [7, 12] . The set Mod(T ) of all models of T form a particular fuzzy closure system in Y , see [11] for details. Thus, for each L-set M ∈ L Y we can consider its closure in Mod(T ) which is then the least model of T containing M . The closure operator associated with Mod(T ) can be described as follows. First, for any set T of FAIs and
Note that if * is globalization, (20) simplifies as follows:
Using (20) , for each n ∈ N 0 we define a fuzzy set M T n ∈ L Y of attributes by
Finally, we define an operator
The following assertion shows the importance of cl T .
Theorem 1 (see [11] ) Let L be a finite residuated lattice with hedge, T be a set of fuzzy attribute implications. Then
Remark 3 Note that Theorem 1 (iii) says that degrees of semantic entailment from sets of fuzzy attribute implications can be expressed as subsethood degrees of consequents of FAIs into least models generated by antecedents of FAIs. Hence, a single model of T suffices to express the degree ||A ⇒ B|| T , cf. definition (19) . In other words, an efficient procedure for computing of closures cl T (· · ·) would give us an efficient procedure to compute degrees of semantic entailment.
Another area in which a closure operator similar to (23) appears is the computation of non-redundant bases of data tables with fuzzy attributes. A data table with fuzzy attributes is a triplet X, Y, I where X is a set of objects, Y is a finite set of attributes (the same as above), and I ∈ L X×Y is a binary L-relation between X and Y assigning to each object x ∈ X and each attribute y ∈ Y a degree I(x, y) to which "object x has attribute y". X, Y, I can be thought of as a table with rows and columns corresponding to objects x ∈ X and attributes y ∈ Y , respectively, and table entries containing degrees I(x, y). A row of a table X, Y, I corresponding to an object x ∈ X can be seen as a set I x of graded attributes (a fuzzy set of attributes) to which an attribute y ∈ Y belongs to a degree
By definition, ||A ⇒ B|| X,Y,I is a degree to which "A ⇒ B is true in each row of table X, Y, I ", i.e. a truth degree of "for each object x ∈ X: if it is (very) true that x has all attributes from A, then x has all attributes from B".
if, for each A ⇒ B, a degree to which T entails A ⇒ B coincides with a degree to which A ⇒ B is true in X, Y, I . If T is complete and no proper subset of T is complete, then T is called a non-redundant basis of X, Y, I
. Note that both the notions of a complete set and a non-redundant basis refer to a given data table with fuzzy attributes. In order to describe particular non-redundant bases of data tables with fuzzy attributes we need to recall basic notions of formal concept analysis of data tables with fuzzy attributes [4, 7] . Given a data table X,
Operators ↓ , ↑ form so-called Galois connection with hedge, see [4] . The set of all fixed points of ↓ , ↑ (so-called fuzzy concepts) hierarchically ordered by a subconceptsuperconcept relation is called a fuzzy concept lattice with hedge, see [4, 7] . A crucial role in determining a non-redundant basis of a given X, Y, I is played by an operator which is a modification of cl T , see (23) . The modified operator can be
If * is globalization, (27) is equivalent to
We can now define an operator cl T * in much the same way as cl T :
For cl T * defined by (29), we have the following (ii) a set of FAIs defined by {P ⇒ P ↓↑ | P = cl T * (P ) and
Remark 4 From Theorem 2 it follows that for * being globalization a non-redundant basis of X, Y, I is determined by particular fixed points of cl T * , namely, by fuzzy sets P ∈ L Y of attributes such that P = cl T * (P ) and P = P ↓↑ . The basis given by Theorem 2 is also a minimal one, i.e. each set of fuzzy attribute implications which is complete in X, Y, I has at least the same number of FAIs as the basis given by Theorem 2, see [5] . Notice that we have not specified the set T of fuzzy attribute implications which is used by cl T * . A detailed description of that set is outside the scope of our paper, see [2, 5, 7] . An approach for general hedges has been presented in [6, 10] . Let us just mention that T is computationally tractable. Fuzzy sets of attributes satisfying P = cl T * (P ) and P = P ↓↑ will occasionally be referred to as pseudo-intents or pseudo-closed fuzzy set of attributes. This is for the sake of consistency with [2, 5, 7] , cf. also [14, 15, 16, 18] .
Graded LinClosure
Throughout this section, we assume that L is a finite linearly ordered residuated lattice with globalization, see (6) . Structure L represents a finite linear scale of truth degrees.
Problem Setting Given a fuzzy set M ∈ L
Y of attributes we wish to compute its closures cl T (M ) and cl T * (M ) defined by (23) and (30), respectively. First, note that cl T and cl T * differ only in non-strict/strict fuzzy set inclusions "⊆" and "⊂" used in (21) and (28). A direct method (naive algorithm) to compute cl T (M ) and cl T * (M ), which is given by the definitions of cl T and cl T * , leads to an algorithm similar to Closure which is known from database systems [23] . In more detail:
for a given M , we iterate through all FAIs in T and for each A ⇒ B ∈ T we test if A ⊆ M (A ⊂ M ); if so, we add B to M (i.e., we set M := M ∪ B) and repeat the process until M cannot be enlarged; the resulting M is the closure under cl T (cl T * ) of the original fuzzy set M . Clearly, this procedure is sound. Let n be the number of attributes in Y and p be the number of FAIs in T . In the worst case, we have to make p 2 iterations in order to compute the closure because in each loop through all FAIs in T there can be only one A ⇒ B such that A ⊆ M (A ⊂ M ) and B ⊆ M (i.e., only one FAI from T causes M to be enlarged). Moreover, for each A ⇒ B we need n steps to check the non-strict/strict subsethood A ⊆ M (A ⊂ M ). To sum up, the complexity of this algorithm is O(np 2 ), where n is the number of attributes and p is the number of FAIs from T (cf. [23] ).
In this section we present an improved version of the algorithm, so-called GLinClosure (Graded LinClosure), which computes cl T (M ) and cl T * (M ) with complexity O(n), where n is the size of the input. GLinClosure uses each FAI from T only once and allows us to check the non-strict/strict inclusions A ⊆ M (A ⊂ M ) which appear in (21) and (28) In what follows we present a detailed description of the algorithm and analysis of its complexity.
Input and Output of the Algorithm The input for GLinClosure consists of a set T of fuzzy attribute implications over Y , a fuzzy set M ∈ L Y of attributes, and a flag PCLOSED ∈ {false, true}. The meaning of PCLOSED is the following. If PCLOSED is set to true, the output of GLinClosure is cl T * (M ) (the least fixed point of cl T * which contains M ); if PCLOSED is set to false, the output of GLinClosure is cl T (M ) (the least fixed point of cl T , i.e. the least model of T , which contains M ).
Representation of Graded Attributes During the computation, we represent fuzzy sets (L-sets) of attributes in Y by ordinary sets of tuples y, a , where y ∈ Y and a ∈ L. Namely, a fuzzy set { a 1 /y 1 , a 2 /y 2 , . . . , a n /y n } (a 1 = 0, . . . , a n = 0) will be represented by an ordinary set { y 1 , a 1 , y 2 , a 2 , . . . , y n , a n }. We will use both notations A(y) = a and y, a ∈ A. Whenever we consider y, a , we assume a = 0. From the implementational point of view, we may represent fuzzy sets of attributes 1 , a 1 , y 2 , a 2 , . . . , y n , a n ) instead of { y 1 , a 1 , y 2 , a 2 , . . . , y n , a n }.
Quick Test of Subsethood
We avoid repeated testing of inclusions in (21) and (28) analogously as in the original LinClosure. For each fuzzy attribute implication A ⇒ B from T we keep a record of the number of attributes due to which A is not contained in the constructed closure. If this number reaches zero, we get that A ⊆ M and we can process A ⇒ B, see (21) . The counter suffices to check non-strict subsethood which is needed to compute fixed points of cl T . In order to check strict subsethood which is needed to compute cl T * (M )
, and thus card(M ) = y,a ∈M a.
B(y)) is true for each y ∈ Y . From it follows that card(A) ≤ card(B). If in addition A ⊂ B then there exists y ∈ Y such that A(y) < B(y). Due to monotony and injectivity of f L , for such a y ∈ Y we have f L (A(y)) < f L (B(y)). This immediately gives card(A) < card(B). Conversely, suppose we have card(A) < card(B). Since A ⊆ B, there must be y ∈ Y with A(y) < B(y) otherwise we would have card(A) = card(B). This means A ⊂ B. 2
Remark 5 Note that checking strict inclusion in fuzzy setting is more difficult that in the ordinary case where one can decide it simply by comparing numbers of elements in both sets. In fuzzy setting, we can have fuzzy sets which have the same number of elements belonging to the sets (to a non-zero degree) but the sets may not be equal. For instance, if L = [0, 1], then A = { 0.7 /y, 0.5 /z} and B = { 0.9 /y, 0.5 /z} both contain two elements (to a non-zero degree), i.e. |A| = |B| = 2 (see preliminaries). Hence, the values of |· · ·| alone are not sufficient to decide A ⊂ B provided that A ⊆ B. This is why we have introduced "cardinalities" by (31).
Data Structures Used During the Computation:
NEWDEP is a fuzzy set of attributes which is the closure being constructed; CARDND is the cardinality of NEWDEP given by (31); Remark 6 Note that NEWDEP , UPDATE , COUNT , and LIST play a similar role as in LinClosure, cf. [23] .
COUNT [A ⇒ B] is a nonnegative integer indicating the number of attributes from A such that A(y) > NEWDEP (y), COUNT [A ⇒ B] = 0 means that A is a subset of NEWDEP ;

CARD[A ⇒ B] is a number indicating cardinality of A, it is used to decide if
Description of the Algorithm and Complexity Analysis
The algorithm is depicted in Fig. 2 . Let us mention that the algorithm has two basic parts:
(i) initialization of data structures (lines 1-16), and (ii) main computation (lines 17-38).
Denote by k the number of truth degrees, i.e. k = |L|. Denote by n the length of the input which is the sum of attributes which belong to left-hand sides of FAIs to non-zero degrees, i.e.:
The initialization can be done with time complexity O(n). Of course, the initialization depends on data structures we choose for representing LIST , SKIP , DEGREE , COUNT , and CARD.
Clearly, the values of COUNT [A ⇒ B] and CARD[A ⇒ B]
can be computed in |A| steps. The addition of a FAI to LIST [y] can be done in a constant time. Structures DEGREE and SKIP can be represented by twodimensional tables or by a vector of lists indexed by truth degrees which appear in ascendant manner. The latter representation will allow us to maintain O(n) during the computation. In next section we propose an efficient structure encompassing the information from LIST , SKIP , DEGREE , COUNT , and CARD whose initialization takes O(kn) steps. Since k (number of truth degrees) is a multiplicative constant (size of L is fixed and does not depend on the length of the input), the initialization is linearly dependent on the length of the input, i.e. it is indeed in O(n). Also note that the number of pairwise distinct truth degrees that appear in left-hand sides of FAIs is usually much smaller then the size of the input data.
In the second part (computation), each graded attribute y, a is considered at most once for update. This is ensured in a similar way as in the ordinary case, [23] . For each fuzzy attribute implication, the value of COUNT reaches zero at most once. Then, the computation which follows (lines 24-27 or lines 32-35) is linearly dependent on the size of the left-hand side of the processed fuzzy attribute implication. This again depends on the representation of fuzzy sets and operations with fuzzy sets. If we represent fuzzy sets by a list of pairs of the form y, a where y ∈ Y and a ∈ L which is moreover sorted by the attributes (in some fixed order), we can perform all necessary operations in linear time proportional to the size of the fuzzy set. Thus, using analogous arguments as in case of the original LinClosure [23] , we get that GLinClosure works with asymptotic time complexity O(n). Note that lines 28-37 are not present in the ordinary LinClosure. This is because if we intend to compute fixed points of cl T * , a graded attribute can be scheduled for updating (added to UPDATE ) only if we know that the left-hand side of FAI is strictly contained in NEWDEP . This is checked at line 36. The loop starting at line 29 checks whether there are some graded attributes waiting for update. The position of the loop in the program ensures that it is processed only after NEWDEP has been enlarged (see lines [24] [25] [26] [27] . Thus, setting PCLOSED to true really leads to computing fixed points of cl T * . The condition at line 20 can be checked efficiently if we have an efficient representation of SKIP and DEGREE . That is, given an attribute y ∈ Y and a truth degree a ∈ L we need to obtain all FAIs such that y belongs to their left-hand sides at most to degree a. This can be easily done if for each y ∈ Y we have a list of FAIs ordered by truth degrees in an ascendant manner (see the discussion above related to initialization). A data representation of SKIP and DEGREE will be shown in next section.
Remark 7 If L (our structure of truth degrees) is a two-element Boolean algebra, i.e. if L = {0, 1}, GLinClosure with PCLOSED set to false produces the same results as LinClosure [23] (the only difference is that our algorithm allows also for FAIs of the form {} ⇒ B whereas the original LinClosure does not). From this point of view, GLinClosure is a generalization of LinClosure. GLinClosure is more versatile (even in the ordinary case): GLinClosure can be used to compute pseudo-intents (and thus a non-redundant basis of data tables with fuzzy attributes) which cannot be done with the original LinClosure (without additional modifications).
Implementation Details, Examples, and Remarks
As mentioned before, the efficiency of an implementation of GLinClosure is closely connected with data structures. The information contained in LIST , SKIP , DEGREE , COUNT , and CARD can be stored in a single efficient data structure. This structure, called a T -structure, is a particular attribute-indexed vector of lists of pointers to structures carrying values from COUNT and CARD. We illustrate the construction of a T -structure by an example. Consider a set T of FAIs which 
Since ϕ 1 is of the form {} ⇒ B, its right-hand side is added to NEWDEP and the implication itself is not contained in LIST and other structures. The other formulas, i.e. ϕ 2 , . . . , ϕ 6 , are used to build a new T -structure which is depicted in Fig. 3 . The T -structure can be seen as consisting of two main parts. First, a set of records encompassing information about the FAIs, COUNT , and CARD. As one can see, a T -structure can be constructed by a sequential updating of the structure with time complexity O(kn), where n is the size of the input (each graded attribute is considered once) and k is the number of truth degrees (this is an overhead needed to keep y-lists sorted). In the following examples, we will use a convenient notation for writing T -structures which correspond in an obvious way with graphs of the from of The corresponding T -structure is depicted in Fig. 4 . As a further step of the computation, an update of e, 0.2 is performed and then the T -record 0, 0.4, Right after the update of c, 0.6 , d, 0.5 , and e, 0.5 , the algorithm will process the T -record of ϕ 4 . After that, we have the following situation:
Then, a, 0.8 is updated. Notice that this update has no effect because the Tstructure no longer contains attributes of the form a, x waiting for update (the 
Example 2
In this example we demonstrate the role of the WAITLIST . Let T be a set of FAIs which consists of
Moreover, we consider M = { 0.2 , b, 1 ) . The process continues with updating b, 0.2 (no effect) and b, 1 . Here again, we are in a situation where CARD[ψ 4 ] = 1.9 = CARDND, i.e. {d} is added to the WAITLIST , only this time, the computation ends because UPDATE is empty, i.e. {d} will not be added to NEWDEP . Thus, the resulting value being returned is { Example 3 For illustration, we present a non-redundant (and minimal) basis which is computed by our algorithm in combination with extension of Ganter's NextClosure algorithm, see [2, 5, 14, 15, 16] . Our structure of truth degrees will be a linearly ordered residuated lattice L with globalization such that L = {0, 0.1, 0.2, . . . , 0.9, 1}. Input data is represented by data table in Table 1 . Objects (rows of data table) are selected countries and the attributes are "high GDP", "low GDP", "high unemployment", and "low unemployment". Fig. 6 . Recall that the basis is a set T of FAIs such that all FAIs which are true in the table are exactly the FAIs which are entailed from the basis. Also note that models of the basis correspond to formal concepts (particular conceptual clusters) which can be found in the data tables. Namely, fuzzy sets of attributes which fall under concepts (so-called intents) are exactly the models of the basis. The hierarchy of concepts found in Table 1 (and thus, the hierarchy of models of the basis) is depicted in Fig. 7 . More details on model-theoretical properties of FAIs can be found in [5, 11] .
Remark 8 Compared to the naive way to compute fixed points of operators cl T and cl T * , which has been discussed in the beginning of Section 3, GLinClosure is considerably faster. Preliminary tests of efficiency were presented in [21] . The algorithm was used in conjunction with graded extension of Ganter's NextClosure algorithm to compute bases of data tables populated with entries generated according to selected distributions. The tests have shown that the increase of performance over Closure (the naive algorithm) is especially remarkable if we work with dense data tables, i.e. data tables with small number of entries containing 0. For illustration, the graph in Fig. 8 shows performance of GLinClosure for data tables with 15 attributes. The time is measured in seconds (logarithmic scale). The graph shows that on dense data sets with 15 attributes, GLinClosure is approximately ten times faster. The efficiency of GLinClosure and related algorithms will be the subject of further study.
Conclusions
We have shown an extended version of the LinClosure algorithm, so-called Graded LinClosure (GLinClosure). Our algorithm can be used in case of graded as well as binary attributes. Even for binary attributes, GLinClosure is more versatile than the original LinClosure (it can be used to compute systems of pseudo-intents) but it has the same asymptotic complexity O(n). Future research will focus on further algorithms for formal concept analysis of data with fuzzy attributes.
