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1. Introduction
Least square regression problem has a long history in machine learning and statistics. In the machine learning termi-
nology, this problem can be stated as follows: Let X be a metric space (usually a subset of Rn) and Y ⊂ R. Assume x ∈ X
and y ∈ Y are random variables and the functional dependence between them is coded in a joint probability measure ρ on
X × Y . Here x is called the input variable and y the output (or response) variable. The objective is the regression function
fρ(x) = E(y|x) =
∫
Y
y dρ(y|x),
where ρ(y|x) is the conditional distribution of y given x. It describes how the output variable depends on the input variable.
In practice ρ is usually not known and hence fρ is not directly computable. Instead, a set of samples z = {(xi, yi)}mi=1 are
drawn according to ρ and fρ should be learned from this set of samples.
In this paper, we study the regularized least square regression algorithm which, given a Mercer kernel K , learns an
empirical regressor by
fz,γ = arg min
f ∈HK
{
1
m
m∑
i=1
(
f (xi) − yi
)2 + γ ‖ f ‖2K
}
, (1)
where HK is the reproducing kernel Hilbert space (RKHS) associated to the kernel K (for deﬁnitions and properties see [1]),
‖ · ‖K denotes the RKHS norm, and γ > 0 is a regularization parameter. The resurgence of the kernel methods and the
study of learning theory from an approximation point of view [5] have motivated a lot of research on this RKHS based
regularization scheme [7,13,14,16,19]. Asymptotic analysis is important to prove the consistency and understand eﬃciency
of learning algorithms. In the literature a variety of asymptotic error bounds have been derived, for instance, the capacity
dependent ones (e.g. [19,20] and references therein) and the capacity independent ones (e.g. [3,14,16,21]). In this note we
will focus on the capacity independent error bounds and learning rates.
Several different approaches can lead to capacity independent error bounds. When the samples are drawn independently
and identically distributed (i.i.d.), the stability of learning algorithms with respect to change one or leave one out per-
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H. Sun, Q. Wu / Appl. Comput. Harmon. Anal. 26 (2009) 416–421 417turbations is closely related to their generalization performance. This has motivated the consistency analysis via stability
analysis [3]. A more rigorous leave one out analysis was later provided in [21] and improved the result in [3]. Stability
method and leave one out analysis are powerful in the study of kernel based regularization algorithms including (1) and
support vector machines [17,21]. However, it seems they strongly depend on the independence between the samples. It is
not known whether they can be extended to algorithms with dependent samples.
The integral operator technique was introduced in [14] to analyze the performance of (1). It takes full use of the fact that
the solution of (1) has an explicit expression. A main advantage of this method is that its application is not restricted to the
analysis of (1) with i.i.d. samples but can be extended to the case of dependent samples [16]. Notice however the integral
operator technique does not provide optimal learning rates. When the samples are i.i.d., under the assumption that the
approximation error (see Section 3 for the deﬁnition) decays in order of O (γ β), β ∈ (0, 12 ], the analysis in [14] by integral
operator method gives learning rate O (m−β/2) for ‖ fz,γ − fρ‖L2ρX . It is improved to O (m
−2β/(3+2β)) in [16]. There is a gap
between this rate and the rate O (m−β/(1+2β)) given by leave one out analysis in [21]. This observation motivates us to study
the possibility to reﬁne the analysis by integral operator technique and improve the learning rate.
In recent years the learning with dependent samples starts to attract attentions [10,15,20]. Several different settings
have been studied, e.g., the samples from a strong mixing sequence [10,18,20] and samples sampling from Markov chain
distributions generated by dynamic operators [15]. To our best knowledge, the integral operator technique is by far the most
successful method to analyze the algorithm (1) with dependent samples. Reﬁned analysis is necessary to improve the result
for this setting.
This note is arranged as follows. In Section 2 we will show that the norm of the difference of the square roots of two
positive operators is bounded by the square root of the norm of the difference operator. It is our ﬁrst main contribution and
plays the key role in our reﬁned analysis. In Section 3 a sharper sample error bound for the algorithm (1) is obtained by
means of integral operator technique which leads to faster learning rates than those given in [14,16]. When the samples are
from a strongly mixing sequence the improvement is substantial. This is our second main contribution.
2. Square root of positive operators
Let H be a Hilbert space. An operator T is said to be selfadjoint if T ∗ = T where T ∗ is its adjoint. It is positive, i.e. T  0,
if 〈T f , f 〉 0 for all f ∈ H. A selfadjoint positive operator T has a unique square root that is also selfadjoint positive and is
denoted by T
1
2 . The main result of this section is the following theorem.
Theorem 2.1. If S and T are bounded selfadjoint positive operators, then for any α ∈ [0,1], there is∥∥Sα − T α∥∥ ‖S − T‖α.
Theorem 2.1 will play a key role in our analysis in next section. Moreover, it has potential use in other research areas
and is of independent interest.
To prove Theorem 2.1, we need several lemmas. The ﬁrst one is the well-known theorem about operator monotone
functions. It was ﬁrst proved by K. Lowner in 1934 [9]. A succinct proof can be found in [11].
Lemma 2.2. If S and T are bounded selfadjoint operators and 0 S  T then Sα  T α for each α in the interval [0,1].
We also need the following simple lemma.
Lemma 2.3. Let I be the identity operator. If a selfadjoint operator T satisﬁes λI+ T  0 and λI− T  0 for some λ 0, then ‖T‖ λ.
Now we can prove Theorem 2.1.
Proof of Theorem 2.1. Denote λ = ‖S − T‖. It is apparent that
S = S − T + T  λI + T .
Since S and T are bounded, by Lemma 2.2, we have
Sα  (λI + T )α  λα I + T α,
where the second inequality holds by the well-known inequality (a + b)α  aα + bα for a,b  0 and 0  α  1, and the
theory of Functional Calculus (see e.g. [6]). Similarly we also have T α  λα I + Sα. Then the conclusion follows from
Lemma 2.3. 
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Let ρX denote the marginal distribution of ρ on X . Throughout this section we assume fρ ∈ L2ρX (X) and |y| M almost
surely for some constant M > 0. Our aim is to estimate ‖ fz,γ − fρ‖L2ρX . As usual we use the fact
‖ fz,γ − fρ‖L2ρX  ‖ fz,γ − fγ ‖L2ρX + ‖ fγ − fρ‖L2ρX (2)
where
fγ = arg min
f ∈HK
(
E
(
y − f (x))2 + γ ‖ f ‖2K ).
The ﬁrst term on the right-hand side of (2) is sample error and the second term is approximation error. The approximation
error can be estimated by knowledge from approximation theory. It has been well studied in the literature (e.g. [5,12]).
We focus on the estimation of the sample error in the following. Denote by x the set of inputs {x1, . . . , xm}. Deﬁne
the sampling operator Sx :HK → Rm as Sx( f ) = ( f (x1), . . . , f (xm)) ∈ Rm . Then its adjoint is STx c =
∑m
i=1 ci Kxi for c =
(c1, . . . , cm) ∈ Rm . It is proved in [13,14] that
fz,γ =
(
1
m
STx Sx + γ I
)−1 1
m
STx y.
For fγ , we have the representation
fγ = (LK + γ I)−1LK fρ,
where LK is deﬁned as the operator on L2ρX
LK f (x) =
∫
X
K (x,u) f (u)dρX (u).
Then we have [14, Theorem 1]
fz,γ − fγ =
(
1
m
STx Sx + γ I
)−1
 (3)
and
 = 1
m
m∑
i=1
(
yi − fγ (xi)
)
Kxi − LK ( fρ − fγ ).
The main result of this section is the following new sample error bound that is better than those obtained in [14,16].
Theorem 3.1.We have
E‖ fz,γ − fγ ‖L2ρX 
(
γ −1/2 + γ −1
(
E
∥∥∥∥LK − 1m STx Sx
∥∥∥∥
2)1/4)√
E‖‖2K .
Proof. We use the fact [14]
‖ fz,γ − fγ ‖L2ρX =
∥∥L1/2K ( fz,γ − fγ )∥∥K 
∥∥∥∥L1/2K
(
1
m
STx Sx + γ I
)−1∥∥∥∥‖‖K .
Using Theorem 2.1 we have∥∥∥∥L1/2K
(
1
m
STx Sx + γ I
)−1∥∥∥∥
∥∥∥∥
(
L1/2K −
(
1
m
STx Sx
)1/2)( 1
m
STx Sx + γ I
)−1∥∥∥∥+
∥∥∥∥
(
1
m
STx Sx
)1/2( 1
m
STx Sx + γ I
)−1∥∥∥∥
 γ −1
∥∥∥∥LK − 1m STx Sx
∥∥∥∥
1/2
+ γ −1/2.
In the last inequality we used the fact a1/2(a + γ )−1  γ −1/2 for a > 0 and the theory of Functional Calculus (see e.g. [6]).
Then the conclusion follows from applying Schwartz inequality. 
Asymptotic error bound and learning rate analysis are immediate by Theorem 3.1 and the bounds for E‖LK − 1m STx Sx‖2
and E‖‖2K which have been well studied in the literature (see e.g. [13,16]). Next we will explain why Theorem 3.1 can be
used to improve existing generalization bounds for the regularized kernel regression algorithm (1).
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When the samples are independent, it is proved in [14,16] that both E‖‖2K and E‖LK − 1m STx Sx‖2 decay in order
O (1/m). So we have the following learning rate.
Corollary 3.2. Assume that the samples are independent and ‖ fγ − fρ‖ρX = O (γ β) with β ∈ (0, 12 ]. We have
‖ fz,γ − fρ‖ρX = O
((
1
m
) 3β
4(1+β))
by taking γ =m−3/(4+4β).
Recall that the result in [16] provides the rate O (m−2β/(3+2β)). Clearly the rate in Corollary 3.2 is better for β < 1/2.
Note that this rate is still a little worse than that given by leave one out analysis. Therefore, the reﬁned analysis in this case
is only of mathematical interest while it does not provide better result.
Remark 3.3. Since the study of the approximation error is not the focus of this paper, we directly assume its decay rate in
Corollary 3.2 and in the sequel. By the discussion in [12], it is in fact equivalent to the assumption L−βK fρ ∈ L2ρX (X) which
has been used in [13,16] and can be characterized by interpolation spaces.
3.2. Algorithm with dependent samples
Most data are not really independent but close to be independent. This has resulted in many studies on the analysis of
algorithms under various assumptions measuring the dependence; see e.g. [10,15,16,20]. Here we follow [16] and consider
a class of strongly mixing sequences.
For two σ -ﬁelds J and D, deﬁne the α-coeﬃcient as
α(J ,D) = sup
A∈J ,B∈D
∣∣P (A ∩ B) − P (A)P (B)∣∣.
Given a sequence of random samples {zi}∞i=1, denote by Mba the σ -ﬁeld generated by random variables za, za+1, . . . , zb . The
random sequence zi , i  1, is said to satisfy a strongly mixing condition (or α-mixing condition) if
αi = sup
k1
α
(Mk1,M∞k+i)→ 0, as i → ∞.
Intuitively strongly mixing condition states that the dependence between the later collected data and the earlier data
becomes weaker and weaker as the time in between increases. This phenomenon is very ubiquitous, for example, in me-
teorology, economics, and system biology. Theoretically, many random processes have been proved to satisfy the strongly
mixing condition, for example, the stationary Markov process which is uniformly pure non-deterministic, the stationary
Gaussian sequence with a continuous spectral density that is bounded away from 0, certain ARMA processes, and some
aperiodic, Harris-recurrent Markov processes; see [2,10] and the references therein.
Under the assumption of strongly mixing conditions, it is proved in [16] that
E
∥∥∥∥LK − 1m STx Sx
∥∥∥∥
2
 Cm−1
(
1+
m−1∑
i=1
αi
)
.
If ‖ fγ − fρ‖ = O (γ β) with β ∈ (0,1/2], then
E‖‖2K  Cm−1γ (2β−1)δ/(2+δ)
(
1+
m−1∑
i=1
α
δ
2+δ
i
)
(4)
for any 0< δ ∞.
In order to do rate analysis, we need the decay rate of the strongly mixing coeﬃcient αi . Here we consider two cases:
the geometrically decay and exponentially decay. Both cases are common. An interesting example for geometrically decaying
strongly mixing process is the GARCH (generalized autoregressive conditionally heteroscedastic) process that plays a central
role in modeling ﬁnancial time series [4,8]. Some ARMA processes and the aperiodic Harris-recurrent Markov processes are
typical examples for the exponentially decaying strongly mixing processes.
For strongly mixing processes with geometrically decaying coeﬃcients we can obtain the following learning rate.
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αi = O (i−t) with t > 1. Assume also that the approximation error decays in order O (γ β) with β ∈ (0,1/2]. Then
‖ fz,γ − fρ‖L2ρX = O
((
1
m
) 3tβ
4(1+β)t+2(1−2β)
logm
)
by taking γ =m− 3t4(β+1)t+2(1−2β) .
Proof. Taking δ = 2t−1 in (4) and using the fact
m−1∑
i=1
α
δ
2+δ
i =
m−1∑
i=1
O
(
i−1
)= O (logm),
we obtain
E‖ fz,γ − fρ‖L2ρX = O
(
γ β +
(
1√
mγ
+ 1
m
3
4 γ
)
γ
(2β−1)δ
2(2+δ) logm
)
.
Then the conclusion follows by direction computation. 
Under the same conditions as in Corollary 3.4 the rate given in [16] is
O
((
1
m
) 2tβ
(3+2β)t+(1−2β)
logm
)
.
The result in Corollary 3.4 is better for β  1/2.
For strongly mixing processes with exponentially decaying coeﬃcients we have the following learning rate.
Corollary 3.5. Let the sampling sequence satisﬁes the strongly mixing conditions with the mixing coeﬃcients satisfying an exponential
decay, i.e., there are a,b, c > 0 so that αi  ae−ci
b
. Assume also that the approximation error decays in order O (γ β)with β ∈ (0,1/2].
Then
‖ fz,γ − fρ‖L2ρX = O
((
1
m
) 3β
4(1+β)
(logm)
1
2b
)
by taking γ =m− 34β+4 .
Proof. Take δ = 2logm−1 in (4). It is proved in [16] that mδ/(2+δ) = e and
∑m−1
i=1 α
δ
2+δ
i = O ((logm)1/b). By Theorem 3.1, we
have
E‖ fz,γ − fρ‖L2ρX = O
(
γ β +
(
1√
mγ
+ 1
m
3
4 γ
)
(logm)
1
2b
)
. (5)
Balancing the three terms in (5), we obtain the desired rate in Corollary 3.5. 
Recall the rate given for the exponentially decaying strongly mixing sequence in [16] is O (m−
2β
2β+3 (logm)
1
2b ) which is
worse since 2β2β+3 <
3β
4(1+β) when 0< β  1/2.
Notice that the integral operator technique is by far the only method applicable for the capacity independent error
analysis for the regularized kernel regression algorithm (1) with dependent samples. Our reﬁned analysis improves the
known results and is of great interest in this case.
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