Let Π d n+m−1 denote the set of polynomials in d variables of total degree less than or equal to n + m − 1 with real coefficients and let P(x), x = (x 1 , . . . , x d ), be a given homogeneous polynomial of degree n + m in d variables with real coefficients. We look for a polynomial p * ∈ Π d n+m−1 such that P − p * has least max norm on the unit ball and the unit sphere in dimension d, d ≥ 2, and call P − p * a min-max polynomial. For every n, m ∈ N, we derive min-max polynomials for P of the form P(x) = P n (x )x m d , with x = (x 1 , . . . , x d−1 ), where P n (x ) is the product of homogeneous harmonic polynomials in two variables. In particular, for every m ∈ N, min-max polynomials for the monomials x 1 . . . x d−1 x m d are obtained. Furthermore, we give min-max polynomials for the case where P n (x ) = x n T n ( a , x / x ), a = (a 1 , . . . , a d−1 ) ∈ R d−1 , a = 1, and T n denotes the Chebyshev polynomial of the first kind.
Introduction
Let N , d ∈ N 0 , d ≥ 2, and let Π d N denote the space of polynomials in d variables of total degree less than or equal to N with real coefficients, i.e., For a given homogeneous polynomial of degree N ,
with a l ∈ R fixed, we look for a solution p * of the following problem:
where K denotes the region B d , S d−1 , w is a weight function on K and (P − p * )w K := max x∈K |(P(x) − p * (x))w(x)|.
We call P − p * a min-max polynomial on K with respect to the weight function w, or simply a min-max polynomial on K when w(x) = 1, and (P − p * )w K the minimum deviation on K . While for the unit disc, i.e., for d = 2, for a wide class of homogeneous polynomials of degree N , min-max polynomials are known for every N ∈ N (see [6, 8] ), for the ball and the sphere in dimension d, d ≥ 3, only correspondingly modified Chebyshev polynomials are known to be min-max polynomials for every N ∈ N, as T 2N ( x ) and T N ( a, x ), where a = (a 1 , . . . , a d ) ∈ R d , a = 1, belonging to the class of radial and ridge polynomials, respectively. As usual, T k denotes the Chebyshev polynomial of the first kind, defined by T k (y) := cos k arccos y, k ∈ N, y ∈ [−1, 1]. Otherwise min-max polynomials are known only for some special polynomials of fixed small degree, such as x 2 1 x 2 2 · · · x 2 d in dimension d = 3, 4, 5 (see [13] ), x 4 1 x 4 2 x 4 3 in dimension d = 3 (see [13] ), 
Main result
Notation. We denote by q m (s; w) = q m (s; w(s)) := s m + · · · , m ∈ N, the monic min-max polynomial on [0, 1] with respect to the weight function w, i.e., 
and let
denote the minimum deviation. For m = 0, let E m−1 (s m ; w(s)) := 1.
In the following the product of so-called real homogeneous harmonic polynomials in two variables of degree n, P n (x 1 , x 2 ), n ∈ N, that is, polynomials of the form
where α, β ∈ R, will play an important role. The basis polynomials for the first few degrees are: 1;
For the definition of the homogeneous harmonic polynomials and their importance for Fourier analysis in higher dimensions, see e.g. [4, Chapter 9] .
(a) The polynomial
where e(x) ∈ Π d |n|+2m−1 , is a min-max polynomial on B d and S d−1 . The minimum deviation is
(b) The polynomial
where e(x) ∈ Π d |n|+2m , is a min-max polynomial on B d and S d−1 . The minimum deviation is
Remark 2.2. We note here that if the polynomial P(x) defined by (1) depends only on
and similarly for S d−1 and S k−1 . Furthermore, if P(x 1 , . . . ,
is a min-max polynomial on B k (respectively S k−1 ), and conversely, if P(x 1 , . . . , 
be homogeneous harmonic polynomials given by (5) . Furthermore, let
where e(x) ∈ Π d |n|+2m+1 , is a min-max polynomial on B d and S d−1 . The minimum deviation is To state our next result, let us recall (see for example [10, p. 3] ) that
t n−2k y n−2k , for all n ∈ N, y ∈ R, where
where e(x) ∈ Π d n+2m−1 , is a min-max polynomial on B d and
where e(x) ∈ Π d n+2m , is a min-max polynomial on B d and S d−1 . The minimum deviation is
Remark 2.7. We recall that Bernstein [5, p. 225] has shown that for ρ 1 , ρ 2 ≥ 0,
where, as usual, a n ∼ b n if 1 − ε n ≤ a n b n ≤ 1 + ε n with ε n → 0, and thus the minimum deviation in Theorems 2.1, 2.4 and 2.6 can be given asymptotically explicitly. The min-max polynomials q m (s; s ρ 1 (1 − s) ρ 2 ) are known so far for the following few cases only:
By projection (see Proposition 3.1), the min-max polynomials on S d−1 from Theorem 2.1 give min-max polynomials on B d−1 .
Corollary 2.8. Let the assumptions of Theorem 2.1 be satisfied. Then:
,
where e(x ) ∈ Π 
where e(x 1 , x 2 , x 3 ) ∈ Π 3 2m+1 is a min-max polynomial on B 3 and S 2 . The very special case α = 0, m = 1 can be found in Reimer [9, p. 178,336] . Finally, we mention that as a special case of Corollary 2.8 we even obtain a new class of min-max polynomials on the disc D := B 2 .
Corollary 2.10. Let n ∈ N, m ∈ N 0 , and let P n (x 1 , x 2 ) be a real homogeneous harmonic polynomial of degree n given by (5).
where e(x 1 , x 2 ) ∈ Π 2 2m+n−1 , is a min-max polynomial on D. The minimum deviation is
where e(x 1 , x 2 ) ∈ Π 2 2m+n−1 , is a min-max polynomial on D with respect to the weight
Corollary 2.10(a) could be also derived with the help of Theorem 4.1 from [6] .
Proofs
The proofs of our main results are based on the characterization of min-max polynomials in terms of the notion of extremal signature due to Rivlin and Shapiro [11, Theorem 2] . We give below the definition of the extremal signature restricted to the setting of our approximation problem.
A real-valued function σ on K has finite support S = {x (1) , . . . , x (r ) }, where
A signature σ is a function with finite support S whose values at the points x (k) ∈ S are +1 or −1. A signature σ with finite support S = {x (1) , . . . , x (r )
} is an extremal signature with respect
For some examples of extremal signatures in several dimensions see [7, 12] . First we prove a connection between the min-max polynomials on S d−1 when the homogeneous polynomial P(x) given by (1) is even in x d , that is,
or odd in x d , i.e.,
and the min-max polynomials on B d−1 for the homogeneous polynomial
and for the homogeneous polynomial
respectively, with respect to the weight function 1 − x 2 . Proof. (a) We note first that for any polynomial P(x) even in x d ,
|P(x)|, and therefore
whereP(x ) := P(x , 1 − x 2 ), and hence also for Q andQ. Assume first that Q, even in x d , is a min-max polynomial on N to be such that P(x , 1 − x 2 ) =P(x ). Clearly, P must be of the form P(x) = P(x) + p(x), where P is given by (20) and p ∈ Π d N −1 , even in x d , and hence of the form of a min-max polynomial on S d−1 . Since Q is min-max on S d−1 , with the help of (24), it follows that
and thus the first part of (a) is proved.
For the second part, assumeQ is min-max on B d−1 and prove that for any P ∈ Π d N such that P(x) = P(x) + p(x), where P is given by (20) and p ∈ Π d N −1 , P S d−1 ≥ Q S d−1 , which implies that Q is min-max on S d−1 . We can assume P is even in x d ; otherwise we can take the polynomial 1/2(P(x , x d ) + P(x , −x d )). HenceP(x ) := P(x , 1 − x 2 ) is of the form P(x ) =P(x ) +p(x ), whereP is given by (22) andp ∈ Π d−1 N −1 , that is, the form of a min-max polynomial on B d−1 . With the help of (24) and the fact thatQ is min-max on B d−1 , we deduce that
The proof of statement (b) is based on the fact that, for a polynomial P(x) odd in x d ,
whereP
The proof runs then along the same lines as that of (a).
Proof of Theorem 2.1. (a) Let Q(x) denote the polynomial given by (7) . We show first that Q has no extreme points in the interior of B d by checking the solutions of the system
Ifx is one of its solutions, then by the first two equations,
(x 1 ,x 2 ) = 0 implies by Euler's formula for homogeneous polynomials,
that P n 1 (x 1 ,x 2 ) = 0. Therefore, ifx is an extreme point of Q(x) in the interior of B d , then 
To determine the maximum modulus of the polynomial
P n k (y 2k−1 , y 2k ) on S d−2 , as well as its extreme points, we use the Lagrange multiplier rule. If (y 1 , . . . , y d−1 ) is such an extreme point, then (y 2k−1 , y 2k ) = (0, 0), k = 1, . . . , (d − 1)/2; otherwise the polynomial would be zero. Without loss of generality, assume y 1 , y 3 , . . . , y d−2 = 0. By straightforward calculation, the extreme points are among the solutions of the system
For any k = 1, 2, . . . , (d − 1)/2, by the first equation in (29) and by Euler's formula (26) for P n k (y 2k−1 , y 2k ), we obtain that
Using the relations (30), by the second equation in (29) for any k = 1, 2, . . . , (d − 1)/2, as well as the fact that the point (y 1 , . . . , y d−1 ) is on the sphere S d−2 , we reduce the system (29) to the following:
The solutions of this system are easy to find using the definition (5) of a homogeneous harmonic polynomial. They are (y
and ϕ k ∈ [0, 2π ) is uniquely defined by cos
where M n is defined by (6) . Therefore,
holds for all (y 1 , . . . ,
On the other hand, the transformation 1 − r 2 = s (recall also (4)) yields
for all r ∈ [0, 1]. Furthermore, by the Alternation Theorem there exist at least m + 1 alternation points r i ∈ (0, 1], i = 1, . . . , m + 1, such that
Combining (28), (34) and (35), it follows that
for all r ∈ [0, 1] and (y 1 , . . . , y d−1 ) ∈ S d−2 , and the maximum modulus is attained at the points
4 , . . . , r i y
, r i y 1 , r i y
, r i y
The assertion (a) follows if we are able to prove that the points (37) with sign 
The points (37) are precisely the common roots of the polynomials p 1 , . . . , p d−1 . This can be easily seen since if (x 1 , . . . , x d−1 ) is such a common root, then from the condition that it is root of p 1 , . . . , p (d−1)/2 , its components must be of the form
, for some j k ∈ {0, 1, . . . , n k − 1} and some constant c k , and the constants are then all determined from the condition that (x 1 , . . . ,
By checking the sign of the Jacobian at the points (37), the above assertion concerning the extremal signature follows by Shapiro's Theorem [12, Theorem 2] , and (a) is thus proved.
As regards (b), after showing as in the proof of (a) that the polynomial given by (9) attains its maximum modulus on the boundary of B d , using Proposition 3.1(b), the problem is reduced to a weighted approximation problem on B d−1 . The proof runs then along the same lines as that of (a). 
For all y ∈ S d−2 , by the Schwarz inequality and the assumption a = 1, it holds that | a , y | ≤ 1, and therefore
Furthermore, the maximum modulus is attained at all the points y situated on the intersection of the n + 1 parallel hyperplanes a 1 x 1 + · · · + a d−1 x d−1 = cos νπ n , ν = 0, 1, . . . , n, with S d−2 . Intersecting this set further with any two-dimensional hyperplane containing the line passing through (0, . . . , 0) and (a 1 , . . . , a d−1 ), we obtain exactly 2n points. We consider here the twodimensional hyperplane described by the set of d − 3 equations
Hence, T n ( a , y ) attains its maximum modulus at the solutions of the n+1 systems of equations
where ν = 0, 1, . . . , n. By straightforward calculation, we obtain that the solutions of the n + 1 systems are (y k 1 , . . . ,
. . , n − 1, where
where a 2 d−1 = 1, as remarked at the beginning of the proof. Thus we have, for k = 0, 1, . . . , n−1,
On the other hand, using the transformation 1 − r 2 = s (recall also (4)), it follows that 
We show next that the points (46) with the signs given by (47) form the support of an extremal signature with respect to Π Checking the sign of the Jacobian at these points, by Shapiro's Theorem [12, Theorem 2] , the assertion about the extremal signature follows and (a) is thus proved.
The proof of part (b) is similar to that of (a), except that in this case Proposition 3.1(b) is used instead.
Proof of Corollary 2.8. The statement of the corollary follows immediately by Theorem 2.1 and Proposition 3.1.
Proof of Corollary 2.9. The statement follows by Theorem 2.1(a) with n = 2, taking into consideration representation (5) of a homogeneous harmonic polynomial and the fact that the approximation problem on [0, 1] with respect to weight function w(s) = 1 − s can be rewritten as an approximation problem on [−1, 1] with respect to the weight function w(t) = 1 − t 2 , for which the min-max polynomial can be written down explicitly; see the explanation before the statement of the corollary.
Proof of Corollary 2.10. The statement of the corollary is precisely that of Corollary 2.8 with d = 3.
