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Abstract
This project aims to design and implement a solution for a complex mobile manipulation task
using PAL Robotics’ robot TIAGo. The goal is to use the platform as an assistive robot, making
it capable of picking a desired object from a certain location and moving it to another. More
precisely the task in which the project will focus will be to pick a certain soda can from a table
with several of them on it and pour its contents into a glass placed on another table for the user
to have his/her drink. For that, all the perception, interaction, planning and mobile capabilities
of the robotic platform will be exploited in order to develop a suitable and complete solution.
The solution generated is modular so it can be launched as a whole process to complete the
entire challenge but also as independentmodules to solve different tasks. This makes it possible
to easily integrate them to other processes in order to complete other similar tasks, making the
packages more versatile and adaptable.
The work has been divided between two master thesis projects. The first one focuses on devel-
oping the packages in charge of navigation and arm manipulation, which is reflected on this
memory. The second one, carried out by Miller Stiven Espinosa Muñoz, covers the perception
and task management blocks.
For the navigation part a solution has been implemented to map the environment and define
all the necessary poses to complete the manipulation process. The method developed links the
information of the map with visual marks placed on the tables of the scenario. In this way
the poses are defined with respect to these marks and linked to the map automatically. For
navigation itself the ROS 2D Navigation stack has been exploited to control the base and move it
successfully.
For the arm manipulation two different techniques, aside of the ones already built in the robot,
have been implemented. A technique based on generating trajectories using the geometric plan-
ner RRTConnect has been developed for the movements involved in picking the cans from the
table using the interface of The Kautham Project, a software for robot motion planning. Another
imitationmethod has been developed using the learning framework ofDynamicMovement Prim-
itives to perform the movements involved in serving the soda drink. Both methods have been
implemented into a single package with functions capable of performing the trajectories by in-
terfacing the services already built in the robot.
All the solutions developed have been proven to work properly to achieve the goal established.
The robot has been capable of mapping and navigating the room successfully while correctly
defining all the required poses around the tables to complete the task demanded. The arm
manipulation capabilities have been exploited to perform all the necessary movements to pick
and serve the soda cans.
The solution presents some flaws in terms of reliability and robustness mainly due to errors in
sensing the position of the cans and in localizing the robot in themap. Future work is suggested
in order to solve these problems and improve the performace of the system.
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1 Introduction
Robotics is one of the engineering areas that has been growingmore andmore in the past years.
Everyday the news and social media have new articles presenting new amazing systems that
can performmore complicated tasks. In the past, robotswere almost only present in industry fo-
cusing in working on big repetitive manufacturing chains and in the military world. They were
strictly separated from workers and doomed to do the same operations over and over. Lately,
it has been more common to see robots away from industrial environments, like in hospitals,
hotels, in the sky or even in our homes.
For this reason Service Robotics is one of the fields in robot engineering that has been gaining a
more important role last years. With the appearance of home robots that conquered successfully
the market and became very well spread among society like Roomba, companies all over the
glove have started to invest more money and efforts into generating new robotics products. In
the last decade, the number of investigations around it and therefore the number of applications
has increased year after yearmaking it amain topic in laboratories and in the leadR&D research
companies of the field.
Service robots, as described by the International Organization for Standardization, are those
robotic solutions “that perform useful tasks for humans or equipment excluding industrial au-
tomation applications” [2]. For that reason, this kind of robots must be capable of performing
tasks based on the current state of its environment, being capable of sensing it and deciding au-
tonomously. To achieve such an autonomous behaviour this kind of robotsmust combine theory
and techniques coming from a wide range of different fields in order to perform a certain task
which might be perceived as quite simple by a human being. Knowledge and techniques from
fields like computer vision, machine learning, artificial intelligence, task planning and many
others must be combined successfully to solve correctly the task. All of them must be studied
and exploited in order to provide the robotic platform with all the tools necessary to complete
its assignment.
This project will focus on completing a service task, in particular its goal will be to use a mo-
bile manipulator to serve a drink to a client. The robot selected is TIAGo, the collaborative
mobile manipulator developed by the Barcelona company PAL Robotics. According to the de-
scription of the robot in the company’s web page the TIAGo robot “makes it immensely easy for
developers to create their own applications and is open to customization and expansion. Fully
ROS-enabled 1, it integrates manipulation, perception, navigation and HRI skills to suit multi-
ple scenarios”[4]. Being a fully ROS enabled robot and all the different features that it integrates
out of the boxmake this robot a very good option to try to complete a task of such characteristics
Nowadays there are several examples of robots designed specifically to complete the task of
serving food and drinks to customers in bars and restaurants. Videos [5] and [6] depict a cou-
ple of examples of these kind of robots. For now these robots do not have many cognitive ca-
pabilities as they are mainly “transporting” robots which carry the orders of the customers in
a tray from the kitchen to the table. Therefore their main capabilities are focused on navigation
through crowded environments. They focus on being robust avoiding collisions and reaching
1ROS: Robotics Operating System.[3]
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the final goal correctly but they do not exploit other functions like moving objects using any
kind of actuator or perception abilities to recognize the order they have to offer to each cus-
tomer. They interaction with the users is very reduced.
In a broadway the goal of this project is the same as the ones presented previously but the steps
are a little more complicated as the main idea is not only to transport the orders of the client
from the kitchen to the table but to let TIAGo have more decision power. The process consists
in letting the user select a can from a bunch of them placed on top of a table by making TIAGo
detect and identify them using its perception capabilities. When the user has chosen its drink,
the robot must look for the best approach to pick it and execute the most suitable movement
to grasp the can. Afterwards, the robot must navigate towards a serving table where an empty
plastic cup as been placed. Then it should pour the contents of the can into the cup for the user
to enjoy his or her drink. This process must be repeated every time a customer asks for a new
drink.
1.1 Motivation
The main motivation behind this project came by having the opportunity of participating in a
challenge on the 2018 IEE/RSJ International Conference on Intelligent Robots and Systems (IROS), as
amember of the robotics lab team of the Institute of Industrial and Control Engineering (IOC-UPC).
The challenge proposed was to use the PAL Robotics robot, TIAGo, to manipulate and serve cans
of soda as demanded by users, in a way, implementing a "waiter" robot [7].
Figure 1: Image of the hackathon competition at the IROS 2019
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For the completion of this project, a team of doctoral and master studies students developed
different solutions together to tackle all the tasks involved in the process and worked against
the clock during a couple of months to implement a suitable solution for the challenge. As part
of this team I had a chance of following the development of the project closely, learning about
all the different parts implemented and being responsible of some of them. Due to the time
lack and other technical problems faced during the hackathon it was not possible to complete
a fully operational solution for the proposed day and the project stood half completed after the
challenge passed.
Then, after somemonths,mypartnerMiller Espinosa and I got a proposition from JanRosell, the
professor leading this project, to couple up and work together in order to finish all the different
sides of the project that were left to do. Themotivation of this final thesis work was to complete,
document and put together all the necessary blocks to finish the project.
The aim of the project was to test and prove that a robotic manipulator platform, specifically
the TIAGo robot, could be used to complete such a mobile manipulation task. To test that, using
already developed packages and new solutions, the hackathon challenge could be completed
and a solution could be found to make the robot serve drinks to users as proposed. The tools
generated could be afterwards used in other projects and tasks as packages to interface TIAGo.
For IOC it would be also very interesting to use this project as a demo presentation of themobile
manipulation capabilities developed by students in the laboratory of the institute.
1.2 Objectives
Specifically, the project aims to design and implement a solution for a complex mobile manip-
ulation task using PAL Robotics’ robot TIAGo. The goal is to use TIAGo as an assistive robot,
making it capable of picking a desired object from a certain location and moving it to another.
More precisely the task in which the project will focus will be to pick a certain soda can from a
table with several of them on it and serve its contents into a glass for the user to have his/her
drink. For that, all the perception, interaction, planning and mobile capabilities of the robotic
platform will be exploited in order to develop a suitable and complete solution.
Additionally, the solution generatedmust be as modular a possible. Themethod has to be capa-
ble of being launched as a whole process to complete the entire challenge but also as separated
modules that can be tested independently. This would make it possible to easily integrate them
to other processes in order to complete other similar tasks, making the packages more versatile
and adaptable.
It is important to remark that the aim of the project is to take advantage of the tools already
built in the robot and other open source packages to implement a successful solution. It is not
its aim to develop new integral solutions to do tasks that have already been solved successfully
by the developing community. For that during the whole report several tools and packages will
be introduced and explained and the main body of the report will focus on trying to explain
how these tools have been adapted to work on this project.
As previouslymentioned the project has been carried out by two students. This particularmem-
orywill focus specifically on developing and enhancing the navigation and object manipulation
tools of the system. This modules must be adapted and enhanced to successfully complete the
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serving process marked as general goal of the project. For that it will be necessary to design
and exploit the mapping and mobile capabilities of the robotic base to navigate different en-
vironments autonomously, as well as developing trajectory planning and movement execution
solutions for the robotic arm to perform all the necessary manipulations to interact with the
cans and the rest of the objects in the scenario.
A list of the four main objectives of this particular project is presented next:
• To exploit and successfully use themapping and locating tools of the robotic platform and
other ROS packages to generate a robust and easy process to map the environment. This
process must include a definition of all the necessary poses to perceive the can positions,
pick and serve them. This process must be as simple and as replicable as possible to be
easily launched and completed every time a new environment is presented to the robot.
• To create a simple and versatile interface to command the controllers of the mobile base
of the robot to move TIAGo around the scenario. It is necessary to generate a method that
assures enough precision and security to perform the rest of the tasks robustly.
• To successfully develop methods to perform all the different movements involved in the
project. It is necessary that these methods can correctly perform the can grasping move-
ments, the serving gestures and the rest of the movements necessaries to complete the
serving task.
• To develop methods of trajectory generation that can be used to obtain proper trajectories
to perform all the movements in the process. These trajectories must fit a certain set of
constrains and must be generalizable to complete the task successfully independently of
the environment configuration.
Aside from these main technical goals, another relevant objective is to generate a clear and un-
derstandable code that can be used as base for other projects which have the aim of enhancing
the current solution or working in different problems with similar tools. It will also be de-
manded to have a proper documentation of the code and the methods implemented to make
them as easily reusable as possible.
1.3 Scope of the project and methodology
The scope of this project is to combine and correctly use different tools provided by the robot
manufacturer or other open source third parties in order to successfully complete the task pro-
posed. It is not within its scope to develop new innovative techniques and solutions but to
combine and adapt already existing tools to fulfill the objectives established.
The methodology followed to face this project was to first structure it into 4 blocks. They are
introduced next.
• First one is in charge of navigation and path planning of the mobile base. It will gather
all the implementation necessary to successfully map the environment and navigate it to
complete the serving process.
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• Second block focuses into the manipulation of the cans using the 7 DOF robotic arm. It
will be in charge of performing the picking and serving motions involved in the process.
• Third one consists in exploiting the perception capabilities of the platform. Using the RGB
and Depth information of the camera placed in the head of TIAGo the robot will have to
detect the position of the cans and other elements in the scenario to interact with them.
• Finally the last block is the manager of all the rest of the tasks. This block will cover the
planning of the process and the coordination between all the tasks in order to serve the
drinks successfully. It will also include a human robot interface to make it easier for the
users to communicate with and understand TIAGo along the process.
Each one of the two student involved in the project will focus in two of these four sections. As
mentioned, this project will focus on the first two blocks concerning navigation and manipula-
tion and this report will be covering and explaining them.
It is relevant to remark that the first blockwas already developed as part of the hackathonproject
under my responsibility. For the competition day a solution was already implemented which
was capable of performing mapping and navigation successfully. In this project some enhance-
ments have been introduced in order to eliminate some of the flaws of the method developed
for the challenge but the base of the package is the same one.
On the other hand, the second block regarding manipulation has been completely redesigned
and developed for this current project. The arm motions regarding picking cans from the table
have been faced using a simple and more robust motion planning solution based on geometric
methods and a new set of imitation learning techniques have been introduced to perform the
motions related with serving the drinks. The original four fingered hand used in the hackathon
has been replaced by the default two fingers gripper of TIAGo in this project.
Once structured the workload, the methodology planned and the work plan followed was the
one presented next.
1. Firstly, the solutions and packages developed for the hackathon had to be analyzed and
assessed. The rest of tools provided by the manufacturer as well as other open source
solutions that could be useful in the project were explored and tested.
2. Next stepwas to decide how each one of the blocks described before was going to be faced
and which would be the frameworks and tools used to work on each one of them.
3. Then, each team member had to work on completing its assigned parts. The results on
each block for this first implementation step were tested on simulation to prove its perfor-
mance and functionality.
4. After that, all the packages developed had to be merged again into one single project
that would contain the final solution. The main goal of this step was that all the different
packages had to end up correctly integrated in away that the taskmanager could interface
and use them and they could communicate all the necessary information between them.
5. The final step followed was to test the solution in the real robot with a real scenario in the
IOC robotics lab.
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1.4 State of the art
In this part of the report a small asses on the state of the art for navigation and manipulation
will be presented.
1.4.1 Navigation and path planning.
Autonomous navigation mainly aims to answer three questions; “Where am I?”, “Where am I
going?” and finally “How do I get there?”. In order to solve those set of questions it is necessary
that the robot integrates a set of capabilities that combined can lead to the proper answer. Tradi-
tionally the problem of mapping and localization has been tackled using three main strategies.
• Building amodel of the environment (Map) and then localizing the robot in it. This kind of
approaches require a first manual or at least assisted navigation of the platform through
the environment in order to collect enough information to build a suitable model of it.
Processing properly all of this information is how the map is computed. Once it is ready,
the robot can navigate the scenario and by comparing the readings of its sensors with the
information of the map it can determine its position autonomously and localize itself.
• Concurrent mapping and localization in the environment. These techniques do both pro-
cesses described in the previous group at the same time. They use the information of the
sensors to built the map while they work on localizing itself in it. The SLAM algorithms
fit within this group of methods.
• Finally there is a group ofmapless navigation techniques. In thesemethods the robot nav-
igates the environment by simply analyzing the last captured information of its sensors. It
might use visual memories of the images of a camera or recorded sequences of data from
any kind of depth sensor but it will not pretend to build amodel of the scenario. This kind
of navigation methods are labeled as reactive behavior methods.
Simultaneous Localization and Mapping (SLAM) is one of the most studied and implemented
techniques in mobile robotics nowadays. The SLAM problem basically states the next question,
is it possible for a mobile robot to be introduced into a unknown environment and expect that
it can build a consistent map of this area while being capable of determining its position on
the map? The solution to this question implies to develop a method that makes a robot truly
autonomous when navigating unknown environments. During the last years several solutions
have been developed both from the theoretical point of view and the practical one, leading it to
be one of the most important navigation techniques for robots nowadays.
So the aim of all the SLAM algorithm variants is to estimate the pose of the robot and the map
of the environment at the same time. The main problem is that the map is needed for a proper
localization and to generate a correct map it is necessary to have the robot localized in the en-
vironment. In a way the problem is a chicken-or-egg problem. Most of the solutions use a
probabilistic approach to tackle this problem. The idea is to provide a statistical probability
estimation of the position of the robot and the map key features. While the robot is moving this
information is updated until the probability of a certain position and of a certain distribution
of features around the robot is fixed meaning the map is built and the robot is localized.
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The list of implementations of all the variants of this algorithm is almost endless. It has been
tested in indoor and outdoor robots with different sensors and sensing capabilities, even in
aerial or sub-aquatic robotic platforms. The two key solutions to the problem are the extended
Kalman Filter approach (EKF-SLAM) and the implementation using RaoBlackwellised particle
filters (FastSLAM). More information of the SLAM problem and the key methods can be found
in these papers, [8] and [9].
1.4.2 Manipulation.
Manipulation using robotic arms has been one of the big topics in the robotic industry from
almost the beginning of robotics. The classical approach to face this problemwas to try to work
using the direct and inverse kinematics of the robot to describe the movements that need to be
executed. These classical approaches focuses on obtaining a closed solution of the kinematic
joint values to reach a certain point in the working space. Then a set of points is dispersed in
the trajectory of the robot and by following them the task is completed. This approach is very
simple and works perfectly fine for repetitive industrial tasks. When the robot must perform
the same task a huge amount of times with no modifications this is a perfect method to use.
If the movement that wants to be performed needs to be generalized to other situations then
this approach is no longer valid and it is necessary to generate a suitable trajectory for each
execution. This is where motion planners appear as a very useful tool. These planners work on
the configuration space of the robot, which is a specification of the positions of all robot points
relative to a fixed coordinate system. These positions are specified depending on the degrees
of freedom of the robot manipulator. Using this C-space a lot of different planners have been
developed to sample it and search for suitable trajectories to go from one point to another. There
are different types of planners like the geometric planners which sample the physical space
around the robot or control-based planners which use state propagation by randomizing the
possible actions that can be taken from a certain configuration. All of these methods present
advantages and disadvantages depending on the characteristics of the problem and therefore
choosing which one is going to be used is a very important step when designing the process.
These motion planners can be used to perform a huge range of movements and they are one of
the most exploited techniques in robotic manipulation tasks[10].
Finally, in the last decade techniques based on machine learning and reinforcement learning
have becamemore popular as the computational capacity of robots has increased[11][12]. These
methods use artificial intelligence techniques to compute the path and trajectories that each
of the joints of the arm must follow to perform a certain task. In general these methods are
very good for problems in which the behaviour of the manipulator is restricted by some firm
constrains but the profile of the trajectory followed is not so strict itself and in fact it is not
known a priory. Using reinforcement techniques the robot can learn to complete the task by
following a reward-punishment strategy. The robot repeats the task several times. Each time
the task is executed a punctuation is given to the strategy to help the robot asses the movement
performed. If the constrains were respected and the movement had a set of characteristics,
the strategy followed gets a good reward and if not a low one. There are different methods and
approached to increase the learning outcome of the robots at each iteration and selecting among
them depends a lot on the problem that is being faced.
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1.5 TIAGo robot description
A little description of the robot will be provided in order to have a better picture of the different
characteristics and features that it has.
From the hardware point of view, the robot incorporates several different elements of interest
for this project. They are described next from top to bottom. The first element is a mobile head
with a RGB-D camera inside it. The head can be moved using twomotors on its base to perform
tilt and pan rotations. These movements can be used to focus the camera view range to different
regions without moving the robot. This increases the visual range of the perception area of the
camera.
Just below the head, on the base of the neck, the robot incorporates as a stereo microphone for
interaction and a speaker that can be used to reproduce different sounds.
Going down to the torso of the robot, the most important element is the 7 degrees of freedom
arm mounted on its chest. The first joint can be used to rotate the shoulder over the ground
plane as and inverted 7DOF industrial arm. In particular, this robot has changed its mechanical
limits to present a left-handed configuration instead of the standard right-handed one. The end-
effector base incorporates a force/torque sensor to check the payload on the end of the arm. The
final tool mounted to the arm is a two claw gripper as the one in Figure 2.
Following from top to bottom, a prismatic joints is found on top of the mobile base. This link
can be extended and retracted to change the height of the robot by lifting or lowering the torso.
Finally, below this link, the mobile base is mounted.
This is a differential drive mobile base that gathers all the necessary elements for navigation.
It incorporates a belt of LEDs that can be managed to perform different light patterns, a laser
range-finder sensor and two rear sonar sensors to successfully navigate the base.
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Figure 2: TIAGo robot description including its most relevant characteristics.
From the software point of view, TIAGo uses as operating system the 64-bits version of Ubuntu,
RT Preempt real-time framework. The robot uses ROS as a robotics middleware between the soft-
ware layer and the Ubuntu OS. A robotics middleware is a communication layer between the
software solutions developed by the user and the different drives of the OS used to control the
robot. In particular ROS is an open source layer that provides standard operating system ser-
vices such as hardware abstraction, low-level device control, implementation of commonly used
functionalities, message-passing between processes and package management.
Over this ROS layer, the robot includes a lot of different tools and features that are very useful
to developers. There are different packages already installed in the robot, like for example the
moveit or Acapela voice recognition packages, that can be helpful for so many different tasks,
from controlling the base to recognizing human faces using the camera images. During the
report the more relevant for this project will be introduced and detailed.
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2 Navigation: Mapping and path planning
Navigation is one of the main four blocks in which this project was divided. It gathers all the
solutions implemented in order to achieve a successfully navigation of the differential steering
base of the robot around its surroundings. Its major parts are the mapping process, the path
planning algorithm and the motion client, which is in charge of controlling the wheels to move
the robot to the desired goals.
This chapter explains all the different tools exploited to complete such block as well as the so-
lution designed for the particular process. It is structured in three main sections. The first one
explains the navigation functionalities provided by the robotic platform itself, including all the
mapping tools provided byPALRobotics. The second one presents someproblems that appeared
when trying to use these tools in the project and the strategy designed to solve them. Finally,
the last one describes the implementation of such approach and the final solution implemented
to navigate with TIAGo.
2.1 Navigation functionalities in the TIAGo robot
2.1.1 ROS 2D navigation stack
PAL based the autonomous navigation functionalities ofTIAGo in theROS2Dnavigation stack[13].
This package is one of the most commonly used to implement mapping and autonomous navi-
gation solutions in robots running on ROS. As it is described in their web page “The Navigation
Stack is fairly simple on a conceptual level. It takes in information from odometry and sensor
streams and outputs velocity commands to send to a mobile base”. This navigation software is
essentially composed of several differentROS nodes, services and topics that are able to perform
SLAM. Using the information stored on the map and the data of its surroundings provided by
different sensors, this package is capable of computing a suitable path to lead the robot to a
certain goal position without hitting any obstacle.
A good way to understand how this package has been implemented in TIAGo is to see it as a
black box. Its inputs are the two main sensor data streams of the robotic base, the readings of
the two rear sonar sensors, mainly used in obstacle avoidance, andmore importantly the sensor
data of the LIDAR radar on its base. Additionally to these two messages another input topic is
required, the goal position and orientation where the robot must navigate to. The software also
offers the possibility of using the information of the depth camera placed in the head of TIAGo
to have a better knowledge of the 3D obstacles around the robot. This can improve obstacle
avoidance by taking into consideration the whole shape of obstacles and not only the informa-
tion of its bases obtained by the laser sensor. The outputs of this "black-box" are the velocity
commands to the wheels of the base in order to move the robot.
The architecture of this package is summarized in the diagram presented in Figure 3 provided
in the documentation of themanufacturer. As it can be observed, themain interfaces that can be
used to communicate with it are three different ROS actions services (move_base, /poi_navigation
_server/go_to_poi and /pal_waypoint/navigate), a topic (/move_base_simple/goal) and a service (/nav-
igation_sm).
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Figure 3: TIAGo navigation package.
These different interfaces give the user the chance of commanding different goals to the mobile
base controller. These goals are always referenced to the map frame, which is always placed in
the initial position where the robot starts creating the map of the environment. This map can
be obtained using several different packages and tools. PAL Robotics offers an already adapted
version for their robots of the two most commonly used packages for mapping, gmapping and
karto. Both of them use the information of the sensors to build a map of the room in the form
of an occupancy grid image. They classify all the points of the grid in three categories, free,
occupied and unknown. Using this information and the position of each one of the cells with
respect to the map origin the robot can plan a suitable path to reach any of the free cells of the
map.
2.1.2 SLAM using gmapping
For this project it was decided to use gmapping instead of karto. The reason behind this choice is
simply that the selected package seamed be the onewithmore available documentation and the
one that the PAL had used for all his demos and tests. It was also the default package installed
in the robot. After some testing, it seemed to be very well integrated with very clear services
running it and a very good performance when building the map properly. This package, as
explained in the web page, is based on and external C++ library called GMapping [14].
The package generates a single node named slam_gmapping. This node is the one that is per-
forming SLAM continuously. It needs to be subscribed to the laser information, published in
the topic scan, as previously mentioned, and also to the tf transformations tree of the scene.
This second information is necessary to perform the localization part of SLAM, as the relation
between the map and robot will always be described as a transformation between the frame
map and the robot base frame. Essentially the node takes in the laser scan information (sen-
sor_msgs/LaserScan) and builds a 2D occupancy grid map (nav_msgs/OccupancyGrid). For this
package, this is a matrix that represents the probability of occupancy of each cell of the map
using a value from 0 to 100, if there is no information on a particular cell it is labeled as -1. In
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practice the objects are marked as 100 and the free space as 0, being very rare to find cells with
a different probability in the limits between objects and free space. Figure 4 shows examples of
the mapping procedure.
Figure 4: Examples of the mapping procedure.
PAL offers a really interesting service to work with the information of the map. This service is
named pal_navigation_sm and it can be used to switch between "Mapping" and "Localization"
modes. This is an interesting tool that allows stopping to use the data harvested by the sensors
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to change the map information and only use that data to localize correctly the robot on it. The
idea is that when the map seems to be accurate enough you change it to "Localization" mode to
move easily without modifying the info of the map. For static maps that don’t change during
the execution, like in this project, this is a very good approach to follow. If the map is dynamic
and there are moving obstacles in it, it is necessary to leave the SLAM node running to modify
the map online.
2.1.3 Localization
Localization is achieved by working with the amcl package. This package is described by its cre-
ators as "a probabilistic localization system for a robot moving in 2D. It implements the adap-
tive (or KLD-sampling) Monte Carlo localization approach (as described by Dieter Fox in [15]),
which uses a particle filter to track the pose of a robot against a known map. The package is a
little more complex than some of the ones described previously because it needs to subscribe to
a bunch of different topics and services.
In essence it implements a particular approach of the Monte Carlo localization particle filter
(MLC from now on). MCL generates a cloud of particles which represent the possible states
of the robot distribution. Each particle represents a possible pose and orientation of the robot
on the map. At the beginning the distribution of these particles is spread all around the map
as there is no information of which particles are defining the real pose of the robot more accu-
rately. Once the robot starts moving the particles also start to move in order to predict the new
position of themobile base using the information of the odometry and the turns that the wheels
have performed. If this new position leads to an area of the map where there are obstacles or
there is no information about its occupancy, they are discarded. The rest of the poses keep on
moving with the robot until they all converge to the real position of the robotic base. Once this
convergence is achieved the robot is localized properly on the map in the middle point of the
surviving particles.
Figure 5 shows snapshots of this process in Rviz, the 3D visualization tool for ROS.
(a) AMCL particles dispersed around the robot. (b) AMCL particles converging over the robot.
Figure 5: Examples of the localization procedure.
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2.1.4 Path planning with TIAGo
On another hand, the path planning capabilities of TIAGo are divided into two planners, one
global planner and a local planner. The global planner uses the ROS navigation package named
global_planner. This planner assumes the robot to be a circular base, which is very accurate for
the TIAGo base shape, and operates on a costmap to find the minimum cost plan from a start
point to an end point on the map grid. The algorithm is based on the article "High-Speed Navi-
gationUsing theGlobalWindowApproach"[16] and it proposes a generalization of the dynamic
window approach algorithm that combines bothmotion planning and real-time obstacle avoid-
ance to generate a very robust path planning solution. Figure [6] shows snapshots of different
path computed in Rviz.
Figure 6: Path computed to reach different goals using the default path planners.
The local path planner on the robot on the other hand is a custom local planner implemented by
PAL. In the documentation and software packages provided by the manufacturer, it is referred
to as pal_local_planner and not much information on how it operates is provided. Analyzing the
node that it generates it can be assumed that it uses a similar approach as the standard global
planner in the ROS navigation planner.
2.1.5 Tuning parameters
Finally, using the dynamic_reconfigure, which is a package that provides an interface to change
node parameters at any time without having to restart the node, it is possible to change a lot
of different parameters of the SLAM algorithm in order to modify its performace according to
each process needs. For example, the error in the x and y position accepted for the robot to
success in reaching a goal can be reduced to have more precision, or the size of the base of the
robot can bemodified in order to make the path computed by the package pass further or closer
to the obstacles, adding a safety zone around the base of the robot.
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2.2 Design method
As it can be appreciated in the previous subsection, all the navigation capabilities are designed
and integrated to be used having amap of the environment. This can be a very suitable solution
for many applications. The relevant interesting points where the robot must navigate to and the
areas of the map that must be avoided are fully contained in the data that describes the map.
PAL provides a tool embedded in Rviz that can be used to work with such information. Figure 7
shows the interface of this tool. Using it, it is possible to declare POIs (Points of interest) and
then use the action interface service /poi_navigation_server/go_to_poi to move the robot to each
one of these positions. This powerful tool has one very important counterpoint, the information
is totally embedded on themap so if themap changes the informationmust be introduced again
manually for the new map. Therefore it can only be used in static maps.
Figure 7: PAL map editing tool.
As previously mentioned, one of the goals is to be able to run the process in different places.
The experiments depicted in this project were all performed in the lab, but it was also desired to
perform the process in the IROS arena, while competing, and in many other scenarios in which
it could be interesting to perform the test to show the manipulation capabilities developed. The
whole serving process requires ofmore than 12 different positions thatmight change depending
on the distribution of themap. Thismeans that for every new test room the position fromwhich
the robot captures the image of the cans on the table or the position in which the robot must
stand to properly serve the drink into the plastic cup might differ a lot. Depending on the
distribution of objects in the room and how the tables are moved, the positions might be totally
different.
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Using the POIs approach, or any other approach that might incur in marking these set of posi-
tions on the map data, might not be really efficient as it would mean to mark them every time a
new map is taken. If a new scenario is contemplated the points would have to be recomputed
and tested to see if they are suitable for a successful completion of the different actions, testing
if the pose for serving or picking are close enough to the tables and allow proper movements of
the arm. Even if the same room is scanned again small movement of objects or other elements
could become a problem for navigating to certain goals.
This is not the only problem that using this kind of map based approaches might present. The
tools provided by the company to edit the map are graphical editors. This means that the pre-
cision when defining poses is very low and open to the precision of the person defining the
points. Between maps the distance between poses might vary a lot making some of them not
suitable to complete the tasks and therefore become a huge focus of uncertainty.
All these problems were detected and faced when starting to design the navigation module.
Several experiments, that are more detailed in chapter 4, were performed to test the navigation
capabilities of the robot and to try to find the best way to define the navigation poses neces-
sary. It was concluded that it was necessary to find a way of generating all the positions not
depending on the map but on other references. Then the map info would only be necessary for
path planning and obstacle avoidance, capabilities that are very well solved by the robot inter-
nal packages, but the relevant navigation poses on the map should be selected using another
method and reference them with respect to map frame using some approach that can be easily
modified and readapted if there are changes in the scenario.
Having this goal in mind, it was decided that the best way to tackle the problem should be to
use the perception capabilities of TIAGo to define the poses. It seems clear that there are two
elements that must be present in all the possible scenarios, the picking table where the cans
are displayed and the serving table where the drink is served. These elements in the extreme
case might take different sizes and position but they must always be on the map. Using the
visual perception capabilities of the robot there are several different ways to detect the position
of these tables with respect to the map frame. So the goal should be to reference all the different
poses not to the map but to these two tables. This would make it very easy to modify the map,
since it would only be necessary to redetect the tables and the tree of transformations will move
to the new position ensuring that all the new positions are valid to successfully perform all the
tasks involved.
So to sum up, the method chosen will be divided into two parts. The obtention of the map, the
regular occupancy grid file that will be used for obstacle avoidance and for path planning pur-
poses, and a pose transformation tree that will reference all the important poses for navigation
with respect to the picking and the serving tables. These objects will be detected and linked
with the map frame using the visual perception capabilities of the robot.
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2.3 Implementation
The final software solution implemented is detailed in this last section of the chapter. Each of
the methods and programs developed to complete all the processes explained in the previous
subsection will be described pointing out their most important characteristics.
The package can be divided into two main separated blocks. The first one gathers the mapping
procedure followed in order to obtain a proper map of the environment. It also includes all the
nodes and topics created to define all the necessary navigation poses. The second one is the
action client in charge of interfacing the mobile capabilities of the robotic base. This element is
the software program used to exploit the built-in navigation capabilities of the robot described
before.
2.3.1 Map generation and navigation poses definition
The mapping and pose generation process starts by creating the occupancy grid map of the
environment of the robot. To obtain it, the gmapping package installed in the robot has been
exploited using all its features described before. This map is necessary for the navigation pack-
age, including the path planning algorithms, to successfully move through the room avoiding
any collision. The map is generated by resetting the information of the SLAM node. Then the
robot must be moved manually using either the remote controller or manual action goals (us-
ing the RViz interface) around the map until a proper image of the surroundings of the robot is
obtained. The SLAM node can keep running after the map is good enough but to simplify the
problem it was decided to stop the map building once its information was sufficiently descrip-
tive of the working area. This can be done as the space in which the robot moves is static and
has no changes while the process is performed.
After that, the poses necessary for all the navigation process must be defined. These positions
are all the navigation goals around both tables necessary to successfully observe the position of
the cans in the picking table, pick them and serve them. The next diagram depicts all of them
in order to have a better idea of its distribution in the space.
As explained before, to generate all these poses it is necessary to detect the position of the two
tables with respect to the map frame. This detection must be done using the visual capabilities
of the robot. The perception node developed for the can detection could had been enhanced in
order to detect the tables. That would have been a way of detecting the table and describing the
positions. As the work on that block was really complex it was decided to simplify the process
and have a more robust solution as an initial approach. For that it was decided to use ArUco
markers to do the detection of the tables.
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Figure 8: Scheme of the poses necessary for navigation.
These markers are widely used to obtain the position of objects in robotics. The OpenCV web
page describes them as "a synthetic squaremarker composed by awide black border and a inner
binary matrix which determines its identifier (id). The black border facilitates its fast detection
in the image and the binary codification allows its identification and the application of error
detection and correction techniques". The aruco_ros package provided by ROS official web page
makes it very easy to work with them. It is only necessary to adapt the arguments of the ArUco
detection node to define the proper ID, size, and all the rest of parameters and a transformation
of themarkerwith respect to the camera detecting it is added to the tf tree automatically. A new
topic is also generated which publishes the position of the marker with respect to a previously
defined frame, for example the map, everytime the camera is capturing a marker.
After experimenting with them and the robot, it was observed that their detection might not
be as precise as desired. In fact the transformation obtained was accurate enough to position
the marker, but the main problem was the orientation obtained. This rotation value was very
uncertain and it changed depending on many factors such as illumination, the angle of the
camera with respect to the marker plane, etc. This issue could become a major problem when
trying to position all the transformations necessary with respect to the table frame using the
markers as reference. These small deviations in rotation could mean that the positions defined
around the tables could end up to far away from it or to close to its corners generating important
problems for navigation.
To be more descriptive, if a position is defined one meter away of the center of each side of the
table, if the orientation of the ArUco frame was a little bit rotated with respect to the perpen-
dicular axis to the ground, the points in the short sides of the table could end up closer to the
legs of the table instead than in the central position of their laterals. This would make it very
complex to pick cans in certain locations of the table.
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To solve this problem it was decided to use two markers for each table instead of one. Both
markers would be placed in the same "plane" of the table. Knowing that they must be perpen-
dicular or parallel to the ground, depending on if they are mounted on top of the table or on its
sides, it is possible to compute correctly the orientation of the frame on each table by making
the Y axis of one of them point the center point of the other. Then the frame will always have its
Z-Y plane on the top or lateral surface of the table making it very simple to reference everything
around the table assuring a proper orientation. Figure 9 shows this setup for both tables and
the frame positioning on them.
(a) Picking table. (b) Serving table.
Figure 9: Setup of the ArUcomarkers on the picking and serving tables
Different nodes and topics had to be developed to successfully make this connection between
the map, the perception capabilities and the publication of the proper poses. The structure of
the whole solution is schematized in Figure 10.
Figure 10: Structure of the method implemented to the define the navigation poses.
The boxes in the diagram represent the different nodes launched and the arrows linking them
the communication messages between them. As summarized in the scheme, the different ele-
ments can be grouped into four levels:
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1. The first level is the one exploiting the computer vision capabilities of the robot. It is
composed of two nodes generated using the aruco_ros package. Each one of them is in
charge of detecting the position of the two markers placed on each table. The picking
node will be detecting the position with respect to the RGB camera of the markers with ID
10 and 30 (the ones attached to the picking table) and the serving node will be detecting
the ones with IDs 20 and 40 (attached to the serving table). Everytime one of them is
detected its position is published in a topic. So the output of this level will be a set of four
topics each one of them describing the position of the ArUco markers with respect to the
camera.
2. The second block is a just a simple connection between the first level and the third one. As
it is seen in the scheme, its input is the same as its output. This might seem like a useless
level in this moment but afterwards the importance of this link will be detailed.
3. The third level receives the position of the four markers and generates a frame for both
tables. It is composed of two separated nodes. The first one, as described before, uses
the position of both markers on each table to correct the orientation of them by using the
information of the plane were they are detected. The second one receives this corrected
positions and, having the measures of the table and knowing the relative position of each
marker on it, generates a frame in the middle of the surface of both tables. These frames
are named picking_table for the table exposing the cans and serving_table for the table that
supports the plastic cup. Both transformations are generated with respect to the map
frame referencing both tables correctly no matter the origin of the map.
4. Finally, the last level is in charge of publishing all the navigation poses defined in Figure 8.
All these positions are published using a default tf_publisher node from the basic transfor-
mation package provided by ROS and referenced to the table frames.
This structure provides a suitable approach to successfully reference all the poses with respect
to the tables each time one is detected. A big problem was noticed when testing this method
though, if the ArUco markers were detected while the camera was still moving the position
obtained had a huge error.
This occurred due to the computational time required to process the images captured by the
robot and compute the position of themarker using them. Between the imagewas captured and
the position was published the position of the camera with respect to the image had changed
due to the fact that the robot was moving. But the transformation published assumed that it
did not change, so it was published in an erroneous localization. This was a serious problem as
the nodes were constantly running and therefore it was no way of avoiding detecting a marker
while the robot was moving.
For that reason the second level described before was designed. This level is conformed of two
functions that connect the information received from the first level with the rest of them only
when it is desired and for the time it is desired. In other words, the position of the tables and all
the referenced positions to it will only change whenever these functions are called. Then this
process can be controlled in order to only close the loop while the robot is not moving and the
position obtained form the aruco_ros package are correct.
Using this structure it is possible to simple, quickly and correctly define all the navigation poses
and also do it online while the robot is running.
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2.3.2 Navigation Client
After the map has been created and the poses are being published correctly, it is very simple to
use any of the different interfaces presented on Figure 3 to navigate the robot through the room.
After some discussion, it was decided to use the SimpleActionClient to interface theMoveBaseAc-
tion server built in the robot. This service receives as an input a geometric pose referenced with
respect to the map frame then it generates the suitable velocity orders to command the wheel
controllers to move the robot to reach the specified pose. This element is embedded inside the
navigation package described in the first subsection of this chapter and uses the path planning
tools introduced there.
This client gets as and input the name of the position, described in Figure 8 that the base must
move to. It also receives a value for X, Y and yaw angle error tolerance. This is the maximum
error that can exist between the position of the base in X, Y and rotation around Z and the
position and orientation of the goal sent to the navigation package in order to assume that the
goal has been reached successfully.
These tolerances are specified in the client everytime a goal is sent and not in a generic manner
to improve the efficiency of the process. For goals that do not require a lot of precision, the
tolerance is set to high values so that whenever the robot is close enough to the mark it will
assume it is correctly located and will continue with the rest of the tasks. For those positions
that require a very specific pose of the robot, like picking and serving cans, the tolerance is
lowered, making it more laborious for the base to reach the position but assuring that the task
performed will be carried out successfully. In conclusion, the idea is to find the best trade-off
between precision in reaching the position commanded and time spent maneuvering to do so.
If the tolerance is to high the pose reached will be too distant from the commanded one and it
could generate a lot of problems for the rest of processes but if, on the other hand, the tolerance
is too low then the robot might spend a lot of time in creating a suitable path and correcting the
errors, leading to longmovements thatmight even not finish successfullymaking the navigation
very inefficient.
As and output the client returns a boolean answer to let the manager know if the destination
has been reached successfully or not. Then the manager can act to command again the base to
move to the goal pose or start any other process to solve the problem. The code of the client is
presented next to have a better idea of the implementation followed.
Listing 1: Client to command navigation goals.
1 bool Robot : : navigate ( const std : : s t r i ng &t a r g e t _ t f ,
2 double xy_goal_to lerance , double yaw_goal_tolerance ) {
3 system ( std : : s t r i ng ( " rosrun dynamic_reconfigure dynparam se t
4 move_base/PalLocalPlanner xy_goa l_ to lerance "
5 + std : : t o _ s t r i ng ( xy_goa l_ to lerance ) ) . c _ s t r ( ) ) ;
6 system ( std : : s t r i ng ( " rosrun dynamic_reconfigure dynparam se t
7 move_base/PalLocalPlanner yaw_goal_tolerance "
8 + std : : t o _ s t r i ng ( yaw_goal_tolerance ) ) . c _ s t r ( ) ) ;
9
10 // Cancel a l l previous goals .
11 baseCl ient . cance lAl lGoals ( ) ;
12 ros : : Duration ( 0 . 1 ) . s leep ( ) ;
13
14 t f 2 _ r o s : : Buf fer t f Bu f f e r ;
pàg. 28 Memory
15 t f 2 _ r o s : : TransformListener t f L i s t e n e r ( t f Bu f f e r ) ;
16
17 // Creat ing a l l the TransformStamped va r i ab l e s .
18 geometry_msgs : : TransformStamped t s ;
19
20 // Lis ten ing to the Transformation from map to t a rg e t frame
21 t ry {
22 t s = t f Bu f f e r . lookupTransform ( "map" , t a r g e t _ t f , ros : : Time ( 0 ) , ros : : Duration ( 3 . 0 ) ) ;
23 } catch ( t f 2 : : TransformException &ex ) {
24 ROS_WARN( "%s " , ex . what ( ) ) ;
25 }
26
27 // Assing goal to the MoveBaseGoal message
28 geometry_msgs : : PoseStamped desiredGoal ;
29 desiredGoal . header . frame_id = "map" ;
30 desiredGoal . pose . pos i t i on . x = t s . transform . t r an s l a t i on . x ;
31 desiredGoal . pose . pos i t i on . y = t s . transform . t r an s l a t i on . y ;
32 desiredGoal . pose . pos i t i on . z = t s . transform . t r an s l a t i on . z ;
33 desiredGoal . pose . o r i en t a t i on . x = t s . transform . ro t a t i on . x ;
34 desiredGoal . pose . o r i en t a t i on . y = t s . transform . ro t a t i on . y ;
35 desiredGoal . pose . o r i en t a t i on . z = t s . transform . ro t a t i on . z ;
36 desiredGoal . pose . o r i en t a t i on .w = t s . transform . ro t a t i on .w;
37
38 // Assing goal to the MoveBaseGoal message
39 move_base_msgs : : MoveBaseGoal goal ;
40 goal . ta rge t_pose = desiredGoal ;
41
42 // Sending goal
43 ROS_INFO( " Sending goal l o ca t i on . . . " ) ;
44 baseCl ient . sendGoal ( goal ) ;
45
46 // Check i f the goal has been reached suc ce s fu l l y or not
47 i f ( baseCl ient . g e t S t a t e ( ) == a c t i o n l i b : : S impleCl ientGoalSta te : : SUCCEEDED) {
48 ROS_INFO( "You have reached the des t ina t i on " ) ;
49 re turn true ;
50 } e l s e {
51 ROS_INFO( "The robot f a i l e d to reach the des t ina t i on " ) ;
52 re turn f a l s e ;
53 }
54 }
The process followed is very simple. First the client communicates with the dynamic_reconfigure
package to change the XY tolerance and the Yaw tolerance. The values set for these tolerances
vary depending on the trade-off described before. Then all the previous goals sent to the server
are canceled to prevent possible conflicts and complications. These cancellations are also done
to let the task manager modify the goal even if the robot has not reach the previous destina-
tion yet. After that, it subscribes to the tree of transformation of the environment and searches
the transformation between the desired goal and the map frame. This goal is translated into a
geometry pose message, which is the format required by the move base client to accept a goal,
and it is sent to the service. Then the client waits for the result of this petition. Once the service
finishes, it informs the client of the final output of the query. The client informs of this result
the task manager to keep on with the next necessary tasks.
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3 Arm interface: Gesture performance
This section describes and details the solutions implemented in order to successfully grasp the
cans, move them around the environment and serve the drinks correctly into the plastic cup.
In general, it explains the methods developed to interact with the 7 DOF robotic arm of TIAGo
and its torso joint to manipulate the objects while performing the whole process.
This chapter is structured in three sections. The first one presents a discussion of the different
possibilities that could be exploited to complete the objective and a justification of the approach
selected. The next section introduces and briefly explains the theory behind the different meth-
ods followed finally to have a deeper insight of the packages used to complete the task. The
final section describes the solution developed, detailing the different nodes and services used
and its communication structures.
3.1 Proposed approach
The whole task involves performing a lot of different arm movements. Some of them are way
more complex than others and imply defining trajectories and waypoints to complete them.
Therefore it is necessary to use more complex planning and movement executing tools to per-
form them. For this reason it was decided to classify them into different types in order to try to
use the best technique for each set of movements. The classification resulted into three classes
that are described next.
• The first ones are those movements in which the only relevant restriction is to set the
robotic arm into a certain final position. This position can be either described as a certain
joint configuration or a geometric pose of the end-effector of the robot with respect to
its base link. The important thing is to reach that exact joint configuration at the end
of the execution but the trajectory followed as well as the relative movements between
joints is not relevant. Collision avoidance, except for self-collision, is not a problem as
these movements will be performed in a free open space (no obstacles around the robot).
Examples of these gestures could be to place the arm in an specificway in order to navigate
with or without a can grasped, to unfold the arm to approximate the picking table after
the client has selected its drink or to fold back the arm once the can has been dropped to
the yellow bin. They are labeled from now on as "simple goal movements".
• Another type of movements are those in which the trajectory followed to reach the final
position is very important. In these movements it is important that the trajectory followed
respects a certain set of constrains. The main one is to avoid colliding with the object
surrounding the robot aswell aswith the robot itself. Examples of thesemovements are all
the ones performedwhen picking the can from the central table of themap. It is important
to correctly grasp the can selected by the user while avoiding collisions with the rest of
the cans and the table itself. It is not necessary that the movement has a very specific
trajectory profile but only that the can is pickedwithout complications. These movements
are labeled as "planned movements".
• Finally the last set of movements are those in which the gesture involved in performing
the action is very important. For this kind of arm interactions it is also important to reach
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the final position while avoiding collisions as before, but the trajectory followed should
have a certain shape. Essentially the idea is to imitate a certain movement in order to
generalize the action to different goals. This kind of imitation techniques usually involve
methods coming from the robot learning field. In the process implemented in this project,
the movement which seems perfect for this kind of imitation is the one involving serving
the soda drink to the client. To successfully pour the liquid inside the plastic glass it is
interesting to define a trajectory profile that imitates how a human would serve a soda
glass and generalize them to all the possible scenarios. These movements are labeled as
"imitation movements".
After this introduction, the approach followed to implement each type ofmovements is detailed.
3.1.1 Simple goal movements
TIAGo robot has different already built in Action-lib services to move its different articulated
parts to a certain position. There is one main service to interact with all the different motion
groups: one to control the two joints of the head, another to raise or lower the torso joint, one to
close and open the default gripper mounted on the robot and finally one to control the 7 DOF
robotic arm. It also exist a combined group that includes the torso and the arm to performmore
complex movements and increase the working area of the robot. This seems the perfect move
group to interface when performing simple goal movements.
To interact with these services it is necessary to provide them with the goal desired for each
joint using a control_msgs::FollowJointTrajectoryGoalmessage type. The benefit of using this kind
of services is that the state of the joints controlled ismonitored constantly and themovement can
be stopped or reset at any point. This is the best choice to perform the first kind of movements.
(a) Pre-grasping configuration. (b) Navigation without can configuration.
Figure 11: Examples of configurations reached using simple goal movements.
The process is very simple. The client must feed the Action-lib service with the desired final
configuration of the arm. Then this service will compute a trajectory for each one of the joints
that brings the arm from the current position to the desired one. The movement followed by
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each joint is determined by the service itself by interpolating the movement of each joint and
trying to make the whole trajectory as smooth as possible. This service also involves a self-
collision procedure to generate trajectories only in the free space around the robot. So finally
the trajectory followedwill only depend on the initial and final configuration defined. Figure 11
shows some captions of these movements.
This approach has mainly been integrated in the solution as an auxiliary set of movements to
place the arm in a specific configuration before performingmore complex actions. For example,
folding the arm in a suitable way to let the robot navigate correctly or unfolding it over the table
before planing a picking trajectory.
3.1.2 Planning movements to pick the cans
Thesemovements are quite more complex to complete than the simple goal ones. As previously
mentioned, these gestures are in charge in this project of picking the cans placed on the central
table. There exist a lot of possibilities to perform these movements but one very robust solution
would be to use a path planning algorithm to generate a collision free trajectory and the execute
it to grasp the can. After discussing the best approach to implement it and testing different
solutions it was decided to use a geometric planner to do this task. Using this tool would allow
to assure that the executed paths present no collision and the can is grasped correctly.
The process proposed is very simple. The planner must have a virtual scenario of the environ-
ment in front of it, including the table and position of the different cans on it. Then the planner
should have to compute a suitable path to fit the can between the gripper claws without hitting
any obstacle. This plan performed on this virtual scenariomust be passed to the arm interaction
services on the robot in order to move the robot until that position. Then the gripper must be
closed and the robot can move towards the serving position to pour the drink to the clients.
The goal configuration is depicted in Figure 12. It can be observed that the grasping must be
performed from the lateral of the can and pointing the hole on its top towards the inner claw of
the gripper. This is necessary in order to assure that the serving motion performed afterwards
will be successful.
(a) Arm configuration. (b) Can picking close up.
Figure 12: Example of the goal configuration designed to grasp cans.
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IOC Robotics laboratory has a very useful tool that incorporates many of theOMPL planners as
well as a set of other planners developed in the institute and that can be easily deployed to work
as a ROS service. This tool is The Kautham Project and in the next section it is described more
thoroughly. The idea is very simple. A problem is created that defines the relative position
of all the objects and the robot. This is the virtual scenario mentioned previously that will be
used to sample the free space. Then a certain planner is selected and an initial configuration for
the robotic arm and a goal configuration, where the can must be grasped, are provided to the
service. Then Kautham computes a suitable path using the planner selected and it returns the
path that must be followed to be executed. In a broad way this is the process that one of these
movements must follow.
It was decided to use a geometric planner as they seem to be themost suitable for this particular
environment. There are not many objects and the space is restricted to the 7 DOF of the robotic
arm. This makes it simpler to work using a geometrical planer as the different points in space
can be quickly sampled and checked for collisions using the Inverse Kinematics of the robot.
Several tests were conducted in order to check which planner would be better in order to com-
plete the task., they are described in chapter 4. After discussingwhich could be the best planner
possible it was decided to use the RTT Connect planner. This planner seems to be the most suit-
able for high dimensional spaces. It works very efficiently in spaces that are not very crowed by
obstacles andwhen an incremental behaviour to compute the path is not really a constrain in or-
der to find a suitable trajectory. It presents a faster path computation that the classical approach
but is much less complex than other methods like RRT*, which really present a very uncertain
behavior in configuration spaces of 7DOF manipulators as they struggle to find a path without
spending too much time to do so.
3.1.3 Imitating a serving movement
Imitation refers to, at least it is understands as this through this project, the ability of creating
a new movement based on the information of a previous one. This process must be capable of
generalizing the primitive movement to generate new ones with different initial configurations
and goals but respecting as much as possible the trajectory profile of the original movement.
Essentially, the approach to imitation is to create a solution that uses recorded gestures as input
and extracts the main information about them. Then, this information is used to create new
movements under new initial and final states to suit several different situations, generalizing
the movement that was recorded.
As mentioned, generating these new trajectories solves a generalization problem. The serving
movements, which use imitation, require this generalization ability as the final goal depends
on the position of the plastic cup on the map with respect to the base of the robot. There are a
lot of sources of uncertainty that modify the relative position of these two elements everytime a
drink is requested. All the small navigation errors, perception errors and the hand positioning
of the glass require of a robust solution to avoid wetting the serving table.
Of course, it could be possible to tune themethods used previously tomake these servingmove-
ments. Moving the arm to reach the glass and then turning it to pour the drink couldwork under
certain situations. But therewill be a lot of potential problems. Themain one is that therewould
be no control over the behaviour of the joints in the trajectory followed, so the soda can could be
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flipped and twisted around before reaching the glass spreading the drink all over the place. As
the trajectory is computed either by the movement service, in the first case, or by the planner in
the second one, there is no control over the movements of the joints and their orientation while
following the trajectory. The planner approach could be modified to take these restrictions into
consideration to compute the path. Some kinematic constrains could be defined in the problem
in order to avoid spilling the content of the can all over the room. But this would generate a
much more complex problem to be solved that could become very inefficient in terms of time
required to compute the path. A side form that, the grasped can might be served properly at
the end of the path, but the movement might be too artificial and strange. It would not seem
like a waiter serving a drink but a robot making a mess on trying to do so.
So for all these reasons, the best approach seems to use an imitation procedure to generate a
suitable trajectory that avoids collisions and also ensures that the can will stay perpendicular
to the table to avoid pouring soda all over the room. This method requires as before of two
different parts, one that computes the trajectory using the imitation framework and a second
one that is capable of commanding the arm controller to perform it correctly.
The trajectory generation must be then tackled using an imitation technique. The learning
frameworkused to perform imitation isDynamicMovement Primitives and its theoretical frame-
work is detailed in the next subsection. As previously indicated the process consist on recording
a gesture suitable for serving and then generalizing it to be able to perform it in all possible sce-
narios.
3.2 Theoretical framework
In this section the main theory behind the trajectory generation approaches proposed previ-
ously for the planned and imitated movements is described. It is divided in to two parts, the
first one in which a small theoretical introduction into the RRTConnect geometry planner and
the The Kautham Project environment is presented and a second one inwhich the learning frame-
work used to imitate the serving movements, Dynamic Movement Primitives, is explained.
3.2.1 Motion planner
3.2.1.1 RRT Connect
RRT Connect is a modified version of the RRT algorithm. The RRT planning algorithm con-
structs a tree using random sampling of the configuration space of the robot. The tree starts at
the initial configuration, qinit. This initial configurations is one of the parameters that must be
specified as data of the problem. The tree expands sample by sample towards the goal state,
qgoal, which in this case is the configuration goal where the can will be grasped, also a problem
parameter.
To expand the tree, the algorithm randomly generates new configurations which lie in the free
space around the robot. This new random sample, lets call it qrandom, has to be connected to the
tree to keep on with its growth. The whole bunch of samples of the tree is searched in order to
find the nearest sample to qrandom. To asses if this new sample can be connected it is necessary
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to assure that there exist a free collision path between qnear and qrandom and that their distance
is fewer than a distance threshold established as a parameter of the planner. If this is fulfilled
the sample is added to the tree and if not this new point is discarded. This is repeated until
qinit and qgoal are connected by a set of samples and edges connecting pair of them. This set of
trajectories will be the path returned by the planner.
To try to grow the tree in the proper direction in space to meet the goal configuration, the ran-
dom generation is biased to focus on the growth of the tree towards qgoal. Once the tree is
completed a suitable path avoiding collision with the all the obstacles is obtained.
Figure 13: Example of RTT Connect [1]
The main enhancement of RRT Connect on top of the classical approach is based on two ideas,
using a new connect function to increase the chances of including a sample to the tree and the
idea of growing the tree not only from qinit but also from qgoal.
The new heuristic connect function is a new way of connecting the sample to the tree. Instead
of attempting the connection by simply checking one time if the distance to the closest sample is
lower that a defined threshold this new function iterates the connection attempt while increas-
ing the threshold. If no collision is found the connection distance is increased until the sample
is connected to the tree. This really helps in increasing the velocity of growth of the tree.
The second idea consists on running the sampling and connecting process not only from the
initial configuration to the goal but also viceversa, from the goal to the initial configuration. As
before this method is very useful in increasing the growth time of the tree and also in overcom-
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ing complex obstacles. Figure 13 shows an example of the evolution of a RRT Connect planner
trying to find a suitable navigation path for a 2D robotic base.
As already mentioned before, this methods is very suitable for high-dimensional configuration
spaces. The paper "RRT-connect: An efficient approach to single-query path planning"[1] , that
introduces this method, describes the improvements that using this planner for 7 DOF arms
presents in from of other classicalmethods. The implementation used on this project that comes
from theOpenMotion Planning Library (OMPL)[17] library is describedmore thoughtfully in the
the next reference [18].
3.2.1.2 The Kautham Project
The Kautham Project is a software tool developed in the Institute of Industrial and Control Engi-
neering (IOC-UPC) which purpose is to easy the task of teaching and researching robot motion
planning. This tool is fit to tackle planning problems using a wide range of different robots.
The software is suited to simulate and compute plans for mobile bases, kinematic chain robots,
free-flying robots, mobile manipulators and also multi-robot scenarios. The main core of the
planners is provided by the OMPL. This library includes all the basic geometry and control
planners and allows using them in a very simple and friendly way.
Figure 14: Kautham graphical user interface.
Kautham planning capabilities can be exploited from different interfaces. This project uses the
pàg. 36 Memory
graphical user interface, kautham_gui, that can be seen in Figure 14, to simulate the movements
and test its viability. But the important interface for the completion of the project is the ROS
service. This service can be queried to solve a certain problem using a very simple client. This
allows computing plans for different movements using the robot in a very simple manner. In
the next section, in which the implementation of the solution is described, more details of the
functioning of this tool are presented to have a better understanding of it.
3.2.2 Imitation
The main technique onto which the imitation movements have been implemented is the Dy-
namic Movement Primitives (DMPs)[19]. This framework implements a set of differential equa-
tions that allow describing any movement trajectory. In fact, complex movements have long
been thought to be composed of sets of primitive actions that are executed together. DMPs is
a mathematical formalization of these primitives movements using dynamical systems theory.
The basic idea is that these dynamical systems with well specified, stable behaviour is attached
with another term that makes it follow some interesting trajectory.
The starting point of a DMP formulation is a point attractor dynamical equation:
y¨ = αy(βy(g − y)− y˙)
where y is the arm state, defined in either Cartesian or joint variables, g is the goal configuration
and α and β are gain terms. Indeed, by analyzing the expression of the system it is possible
to assume that the equation implements a PD controller to move the system towards the goal
configuration. With only this expression the system will go to the final position without caring
about the trajectory followed. To govern such trajectory a forcing term is added to the equation:
y¨ = αy(βy(g − y)− y˙) + f
How to define a nonlinear f function such that the desired trajectory is implemented is a non-
trivial problem. The key to solve such issue is to add another nonlinear system. This systemwill
be used to define the forcing function f over time, giving the problem a well defined structure
that can be solved in a straight-forward way and that easily generalizes. The introduced system
is called the canonical dynamical system, is denoted as x, and has very simple dynamics:
x˙ = −αxx
The forcing function f is defined using this new system:
f(x, g) =
∑N
i=1 ψiωi∑N
i=1 ψi
x(g − yo)
where yo is the initial configuration of the system, ωi the weight factor for each basis function
denoted as ψi. These basis functions are defined by:
ψi = exp(−hi(x− ci)2)
where ci is their center or mean and hi their variance.
So concluding, the forcing term is a wide set of Gaussian functions that are triggered as the
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canonical system converges to the goal configuration. Theirweighted summation is normalized,
and then multiplied by the x(g − y0) term, which is both a ’diminishing’ and ’spatial scaling’
term.
’Diminishing’ consists of, when incorporating the canonical term x in the equation, guaran-
teeing that the forcing term f will converge to zero while time passes. This will let the point
attractor term be the one to act at the end of the movement assuring that the final configuration
will be the one desired.
’Spatial scaling’ on the other hand is used, once the system is set to follow a desired trajectory,
to be able to move the final position closer or farther and get the scaled version of the movement
to still achieve the goal.
At last, it is necessary to introduce some new variable capable of assuring ’temporal scaling’.
This characteristic will allow the system to follow the same trajectory at different speeds, de-
pending on the factor τ . If this value is 1 the time will be as the original trajectory. Smaller
values will make the system slower while greater will make it faster.
y¨ = τ(αy(βy(g − y)− y˙) + f)
x˙ = τ(−αxx)
Once this system is totally defined it is obvious that the only thing left to do is to design the
trajectory that will characterize the movement must be implemented. To do so, as it can be
deducted from previous explanations, it is necessary to determine the forcing term. Knowing
the desired trajectory, yd = [yd(t0), ..., yd(tn)], the next equation can be used to compute the
forcing term:
fd = y¨d − αy(βy(g − y)− y˙)
It is known, by definition, that the forcing term is comprised of a summation of basis func-
tions which are triggered eventually. So to define the shape of such term it is necessary to tune
the weights of the basis functions to achieve the desired trajectory. This can be done using
an optimization technique like locally weighted regression (LWR). The objective function to be
minimized is: ∑
t ψi(t)(fd(t)− ωi(x(t)(g − y0)))2
The solution to such optimization problem is the one used to compute the weights of all the
basis functions that will generate the points of the trajectory that must be followed.
The only step left to perform is to gather the trajectory of all the different joints of the robot and
execute it in order to perform the picking movement.
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3.3 Implementation
Before describing all the solutions it is interesting to point out some features and tools that are
common in all of them. The functions now explained appear in all the implementations and
have been very important for the completion of the task.
First of all it is important to mention that all the solutions have been developed working on the
configuration space of the torso-arm move group. This space is conformed of 8 joints, the torso
link and the 7 joints of the arm.
Another important remark is that although all the arm moving services and the planning tools
worked on this complex configuration space, most of the poses extracted from the sensing ca-
pabilities of the robot, that were the input goals for most of the methods, were obtained as
geometric poses with respect to different frames. For example the position of the cans was
determined with respect to the picking table frame while the position of the plastic cup was
determined with respect to the map frame. For that reason it was necessary to generate a set
of functions that could operate with the transformation tree of the different links of the TIAGo
to determine the poses from the proper reference frame. All these functions are used in all the
implementations in order to properly reference the poses at each moment.
For the same reason just mentioned in the last paragraph, it was necessary to develop a method
to compute the inverse kinematics of the arm and the torso when obtaining geometric poses
with respect to the base of the robot. This function has been based in a library developed by
another member of the IOC research group, Nestor García Hidalgo. He generated a method
to recursively compute a solution by setting the value of two redundant joints, the third and
forth joints of the robotic arm. This function returned a solution if there was a possible con-
figuration with the specific values of those redundant joints to reach the specified pose and if
not it returned an empty vector. For this project a wrapper to this solution was created to call
it iteratively while varying the values of the redundant joints pseudo-randomly around a seed
value. The value of these seeds was determined experimentally while testing which seemed the
best values for the redundant joints to cover more positions over the grasping area.
Finally it is very important to introduce a tool used to execute the trajectories computed for both
imitation and motion planning. PAL provides a very useful tool named play_motion. This ele-
ment is used to play prerecorded motions on ros_control compliant robots via a simple actionlib
interface. Any robot that implements control via joint_trajectory_controller can be put into mo-
tion with this package. Essentially it allows to store the plans as gesture files and then have
a huge library of movements that can be played whenever it is desired. This will be the tool
used when it is necessary to perform the complex movements that need specific trajectories like
picking the cans form the central table or serving drinks.
In a more practical sense, the points are not computed an sent one after the other to the actionlib
interface, which will be very inefficient, but they are stored in a .yaml file. Each point is com-
posed of the configuration of all the joints involved in the movement and the time in which
that position must be reached. The package reads the file and computes the best control actions
possible to move the arm following the desired trajectory as close as possible and as smoothly
as possible. This is the perfect tool to execute trajectories using the TIAGo robot.
An example of this file is presented next to clarify its shape.
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Listing 2: Play motion sample file.
1 play_motion :
2 motions :
3 demo_serving :
4 j o i n t s : [ ’ t o r s o _ l i f t _ j o i n t ’ , ’ arm_1_joint ’ , ’ arm_2_joint ’ , ’ arm_3_joint ’ ,
5 ’ arm_4_joint ’ , ’ arm_5_joint ’ , ’ arm_6_joint ’ , ’ arm_7_joint ’ ]
6 points :
7 − pos i t i ons : [ 0 . 2 8 , 2 . 2 0 , −1.03 , 0 . 9 2 , 2 . 0 0 , −0.52 , 1 . 0 1 , −1.51]
8 t ime_from_star t : 0 . 0
9 − pos i t i ons : [ 0 . 2 8 , 2 . 2 6 , −0.90 , 1 . 6 6 , 2 . 0 5 , −0.52 , 1 . 0 1 , −2.07]
10 t ime_from_star t : 1 . 0
11 − pos i t i ons : [ 0 . 2 8 , 2 . 2 0 , −0.13 , 1 . 9 0 , 1 . 6 1 , −1.09 , 0 . 9 1 , −2.07]
12 t ime_from_star t : 2 . 0
13 − pos i t i ons : [ 0 . 2 8 , 1 . 9 6 , 0 . 0 4 , 1 . 8 9 , 0 . 8 0 , −1.09 , 0 . 9 1 , −2.04]
14 t ime_from_star t : 3 . 0
15 − pos i t i ons : [ 0 . 2 8 , 1 . 9 4 , 0 . 0 2 , 1 . 7 7 , 0 . 3 6 , −1.20 , 0 . 8 2 , −2.04]
16 t ime_from_star t : 4 . 0
17 − pos i t i ons : [ 0 . 2 8 , 1 . 9 3 , −0.05 , 1 . 7 2 , 0 . 3 6 , −1.35 , 1 . 0 6 , −1.62]
18 t ime_from_star t : 5 . 0
19 − pos i t i ons : [ 0 . 2 8 , 1 . 9 3 , −0.05 , 1 . 7 2 , 0 . 3 6 , −1.35 , 1 . 0 6 , −0.22]
20 t ime_from_star t : 6 . 0
21 − pos i t i ons : [ 0 . 2 8 , 1 . 9 3 , 0 . 0 0 , 1 . 7 1 , 0 . 3 7 , −1.34 , 1 . 0 6 , 0 . 0 0 ]
22 t ime_from_star t : 6 . 5
23 − pos i t i ons : [ 0 . 2 8 , 1 . 9 3 , 0 . 0 5 , 1 . 7 1 , 0 . 3 7 , −1.34 , 1 . 0 6 , 0 . 2 1 ]
24 t ime_from_star t : 7 . 0
3.3.1 Simple goal client implementation
The solution for commanding the arm to simple configurations, not caring about the trajectory
followed, is entirely based in anAction-lib client. This interface needs as an input the final config-
uration of the eight joints. As described before the service can inform of the status of the action
and confirm if the movement succeeded or not. This client has been developed in a way that
can easily inform the manager of the status of the movement so it can decide if the task can go
on or if it must be blocked. Figure 15 describes the process followed by the client implemented
to successfully interface the arm.
Figure 15: Diagram of the Action-lib client process.
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3.3.2 Kautham planning implementation
Kautham software has been integrated in this project as a ROS service. This service requires of
different files and information in order to generate a path. All this information is passed to the
service as always using a client and the response of it is also harvested by this element. The idea
is to generate a query, a petition of path, to the service while passing all the relevant information
of the planning problem to it. The information necessary is detailed mainly in a xml file that
will be referred to from now on as the problem file.
The problem file is the one in charge of defining the scenario for the planner. This file includes
all the obstacles with their physical properties as well as a model of the robot. It also describes
the relative position of all the obstacles and the robot with respect to a problem frame. For this
particular implementation the torso link of the robot was decided to be the world frame of the
problem. This was done to reduce the number of problems necessaries to solve queries from
both four sides of the table. Using this frame, it is only necessary to develop a problem that
describes the topology of obstacles when grasping a can from the lateral of the table or from the
frontal part (long and short edges of the top plank respectively).
An example of one of these files is included next to get a better idea of its structure.
Listing 3: Problem file.
1 <?xml vers ion=" 1 . 0 " ?>
2 <Problem name="OMPL_RRTCONNECT_TIAGO_ARM">
3 <Robot robot=" robots/ t i ago/tiagoarmwithGripper . urdf " s c a l e=" 1 . 0 ">
4 <Home TH=" 1 . 0 " WZ=" 0 . 0 " WY=" 0 . 0 " WX=" 0 . 0 " Z=" −0.15 " Y=" 0 .014 " X=" 0 .15 " />
5 </Robot>
6 <Obstacle obs t a c l e=" obs t a c l e s/ode−ob j e c t s/tab le_ long . urdf " s c a l e=" 1 . 0 ">
7 <Home TH=" −0.075 " WZ=" 0 .99 " WY=" 0 . 0 " WX=" 0 . 0 " Z=" −0.47 " Y=" 0 .18 " X=" 1 .028 " />
8 </Obstacle>
9
10 <Obstacle obs t a c l e=" obs t a c l e s/ode−ob j e c t s/cy l inder2 . urdf " s c a l e=" 1 . 0 ">
11 <Home TH=" 1 . 0 " WZ=" 0 . 0 " WY=" 0 . 0 " WX=" 0 . 0 " Z=" −0.39 " Y=" 0 .043 " X=" 0.9415549635887146 " />
12 </Obstacle>
13
14 <Controls robot=" con t ro l s/t iago_gr ipper . cn t r " />
15 <Planner>
16 <Parameters>
17 <Name>omplRRTConnect</Name>
18 <Parameter name="Cspace Drawn">0</Parameter>
19 <Parameter name=" Incremental (0/1) ">0</Parameter>
20 <Parameter name="Max Planning Time ">50</Parameter>
21 <Parameter name=" Path Drawn (0/1) ">1</Parameter>
22 <Parameter name="Range ">0.01999999955</Parameter>
23 <Parameter name=" Simpl i fy Solut ion ">2</Parameter>
24 <Parameter name=" Speed Factor ">1</Parameter>
25 </Parameters>
26 <Queries>
27 <Query>
28 < I n i t dim=" 7 ">0 .951504 0 .684053 0 .577234 0 .378268 0 .0441808 0 .797038 0 .238229</ I n i t >
29 <Goal dim=" 7 ">0 .873495 0 .457607 0 .582576 0 .514121 0 .0519406 0 .716368 0 .260805</Goal>
30 </Query>
31 </Queries>
32 </Planner>
33 </Problem>
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The torso of the robot is the world frame from which all the different positions in the problem
file are described so the positions labeled as Home in the previous file refers to this frame. To
hard code this information in the problem file for simulation might be a good idea, as it is only
necessary to test how paths are obtained, but for the implementation in TIAGo it can involve a
lot of problems. Due to navigation errors and other inaccuracies on sensing the map, it could
be possible to launch the planner from situations different from the ones described in this file.
This might generate a path that is nor correct for grasping the can nor collision free, risking the
robot safety. It is like computing the trajectory to be followed in a virtual scenario that does not
describe the real scenario.
For that it was necessary to exploit two additional services of the Kautham ROS node. These
services allow to reposition the obstacles in the planning scenario and the robot with respect
to the world frame while the problem is opened. So, the implementation followed is to use the
client to set the real position of all the elements before launching a query. Doing so it is assured
that the real scenario matches the planning scenario and so that the path obtained will be a
proper collision free path to grasp the can.
The problem file also provides the service with two important description files. The robot file
and the control file.
The robot file determines the geometry of the robot. It is the URDF file which describes the
whole kinematic and dynamic properties of all the system. It sets the kinematic chain of the
arm and it provides the information to compute the direct and inverse kinematics. This file is
provided by the manufacturer and needs to be adapted to include the end-effector tool used, in
this case the standard gripper. In this case it was decided to use just the robotic arm links. This
simplifies the problem a lot as Kautham has many less links to worry about and therefore the
method becomes more quick in competing a path and therefore efficient. The arm is positioned
with respect to the torso link by reading the transformation between links and using the service
just mentioned to properly correct the height and orientation of the arm.
Finally the control file describes the degrees of freedom of the robot that must be moved to
generate the plan. It is possible to decide which ones must remain blocked and which must
and which must be moved to set the path. In this case it was decided to block the torso and the
gripper claws in order to diminish the size of the C-space and decrease the time necessary to
compute a path.
The control file for this problem includes the next information.
Listing 4: Control file.
1 <?xml vers ion=" 1 " encoding="UTF−8" ?>
2 <ControlSet>
3 <Of f se t>
4 <DOF name=" t i ago/arm_1_link " value=" 0 .500 "/>
5 <DOF name=" t i ago/arm_2_link " value=" 0 .500 "/>
6 <DOF name=" t i ago/arm_3_link " value=" 0 .500 " />
7 <DOF name=" t i ago/arm_4_link " value=" 0 .500 " />
8 <DOF name=" t i ago/arm_5_link " value=" 0 .500 "/>
9 <DOF name=" t i ago/arm_6_link " value=" 0 .500 "/>
10 <DOF name=" t i ago/arm_7_link " value=" 0 .500 "/>
11 <DOF name=" t i ago/gr ippe r_ r i gh t _ f i nge r_ l i nk " value=" 1 .000 "/>
12 <DOF name=" t i ago/g r i ppe r _ l e f t _ f i ng e r _ l i nk " value=" 1 .000 "/>
13 </Of f se t>
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14 <Control name=" arm_1_link " eigValue=" 1 ">
15 <DOF name=" t i ago/arm_1_link " value=" 1 "/>
16 </Control>
17 <Control name=" arm_2_link " eigValue=" 1 ">
18 <DOF name=" t i ago/arm_2_link " value=" 1 "/>
19 </Control>
20 <Control name=" arm_3_link " eigValue=" 1 ">
21 <DOF name=" t i ago/arm_3_link " value=" 1 "/>
22 </Control>
23 <Control name=" arm_4_link " eigValue=" 1 ">
24 <DOF name=" t i ago/arm_4_link " value=" 1 "/>
25 </Control>
26 <Control name=" arm_5_link " eigValue=" 1 ">
27 <DOF name=" t i ago/arm_5_link " value=" 1 "/>
28 </Control>
29 <Control name=" arm_6_link " eigValue=" 1 ">
30 <DOF name=" t i ago/arm_6_link " value=" 1 "/>
31 </Control>
32 <Control name=" arm_7_link " eigValue=" 1 ">
33 <DOF name=" t i ago/arm_7_link " value=" 1 "/>
34 </Control>
35 </ControlSet>
Another important input for the planning server, that must be defined by the client, is the initial
position and goal position. These values are the initial configuration of the arm when starting
the movement and the final configuration where the can will be grasped. The values of each
one of the joints are not the values published by the robot but a scaled proportion of them from
0 to 1. This means that if a joint starts at 0.5 units and ends at 2.2 units, if the minimum joint
value is -2.5 and the maximum is 2.5, the values that must be passed to the service are 0.6 and
0.94. In other words each value represents a percentage inside the bounds defined by the robot
configuration file.
Having all these different elements clearly defined and a client that can pass all the described
information to the node, the Kautham service will be capable of trying to compute a suitable
path. The servicewill internally start towork in computing a path that suits all the requirements
determined. If a path is found, it will be returned to the client in the form of a matrix with a
size of number of joints against number of points in the trajectory. If no solution is found then
this matrix will be an empty element.
If a suitable path is obtained thiswill be translated into a yamlfile, with the same shape as the one
presented at the beginning of this section, to generate a suitable movement for the play_motion
package. Then the movement can be performed by exploiting the package in a very simple
manner.
Figure 16 illustrates the whole process.
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Figure 16: Diagram of the Kautham path service process
3.3.3 Imitation method
The next tool is the one developed in order to command the arm to perform those movements
that require imitation gestures. As described before the solution is based in DMPs theoretical
framework. The packages used to implement this tool are described afterwards but first it is
important to introduce the steps of the method to understand its structure and functioning
manner. All the process can be divided into three main parts, the data acquisition process, the
DMPs generation and the execution of the movement.
The data acquisition is performed, as mentioned previously, by recording the movement that
will be used as trajectory primitive. This recordingmust be done in the joint configuration space.
The important thing is to record the movement by saving the joint_states topic, which publishes
the position of all the joints of the arm and the torso, into a Rosbag file. This .bag file is the one
used afterward as input for the DMP generation process. The movement can be executed by
setting the gravity compensation mode of the arm and then moving the arm as desired or it
can be defined as a trajectory vector and then played. This method does not differentiated the
origin of the movement, it only cares about the .bag recorded.
The next step is the DMP generation. To do so a ROS package implemented by Scott Niekum
named dmp has been used [20]. This package implements the DMP framework explained on the
paper Learning andGeneralization ofMotor Skills by Learning from demonstration by Peter Pastor [21].
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This package provides three main services that are very helpful in order to compute a new
movement using the DMP approach.
1. learn_dmp_from_demo: Using as input the trajectory recorded and the parameters of the
DMP it returns the weights of the learned multidimensional DMP.
2. set_active_dmp: This server sets the previously computedDMP to the state of active, letting
it be ready to compute new gestures based on such DMP.
3. get_dmp_plan: Using the currently active DMP, this function uses as input the initial con-
figuration and goal state desired to generate a the new movement.
So basically the method implemented records a gesture and calls the three services just pre-
sented sequentially to compute the new movement. The only thing necessary is to input the
different initial and final configurations, as well as the parameters of the DMP. The initial con-
figuration is obtained by simply reading the state of the arm before launching the service. The
goal configuration on the other hand is computed using the position of the plastic cup and the
inverse kinematics method presented at the beginning of this chapter.
Finally the last part necessary to complete the execution of the tests is to perform the new com-
putedmovement, to check how it is behaving. Again, once the plan is computed, it is parsed into
the proper format for the play_motion package to process it. Then the movement is published as
a dynamic parameter for the play_motion action service to understand it and, as before, a client
is used to perform the movement.
All this process has been built inside a service name /moveArm. This service has as input the ini-
tial configuration of the robot, the final goal of the robot and the name of the recordedmovement
that must be used to generate the trajectory. It returns a Boolean answer for the task manager
to know the result of the action and act in consequence. Figure 17 shows the whole process:
Figure 17: Diagram of the DMP service process.
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4 Experiments and Results
In this chapter, the experiments performed in order to test the different algorithms implemented
aswell as the ones proposed to test thewholewaiter process solution are presented anddetailed.
The results obtained from these tests are included to analyze the behaviour and performace of
the solutions developed when solving each of the different tasks previously discussed.
It is interesting to remark that for the particular packages developed in this project there are not
many quantifiable indicators or indices of the performance of the solutions. The only evaluation
suitable for the implementation of the methods proposed is a qualitative appreciation of the
results obtained. Therefore the section will focus mainly on explaining the results obtained and
how they shaped the final solution.
As many of the experiments consist in performing movements and navigating the base to dif-
ferent goals, using just images to evaluate themmight not be enough. For that, in the appendix
A at the end of the report, there is a link to a code repository page that, aside from all the code
used in these tests, includes several videos of the different experiments mentioned during this
chapter.
4.1 Navigation and mapping experiments
4.1.1 Mapping
The first experiments performed to check the navigation package were attempts to build a
propermap of the laboratory. Themain decision that had to be takenwas if themapping process
would be done using only the information coming from the laser range sensor or the readings
obtained from the depth camera would also be used to generate a map. Different tests were
performed in order to obtain maps using both methods and then the robot was set to navigate
using the information in each of them. Figure 18 shows some images of the mapping process
as well as a sample map obtained using the described procedure. The blue lines in the images
represent the readings of the laser range sensor while the pink ones (only visible on sub-figure
b) represent the readings of the RGB-D camera.
The results obtained after comparing all themaps generated andmoving the robot around them
were that, for the particular scenario used in this task, using the visual capabilities of the robot
has not any relevance in path planning or obstacle avoidance. This occurs due to the fact that the
only relevant obstacles for the robot in the working space are the two tables. The shape of these
tables is the same scanning the base or the top of them, this means that there is no improve-
ment on the map obtained by adding this extra 3D information or at least the new information
does not provide much of an advantage to improve path planning or obstacle avoidance when
navigating.
After checking this, it was then proved that generating themapusing the depth informationwas
more time consuming as the information of the camera took more time to be processed. This
resulted in the fact that for a proper map building it was necessary to slow down the scanning
process. This increased drastically the time spent building a map. For all these reasons, it was
decided to just use the information of the laser range sensor for mapping purposes.
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(a) Mapping without RGB-D data. (b) Mapping using RGB-D data.
(c) Example of a map captured during the experiments.
Figure 18: Mapping experiments.
4.1.2 Navigation
Navigationwas tested using all the different possible command interfaces that themanufacturer
provides (Figure 3 presents and scheme of all of them). While testing them, it was observed
that there was not a major difference between using one or another, in fact they are all different
ways of interacting with the samemove base service running on TIAGo. The solution presented
before in the implementation description, using the move_base Action-lib Service, was selected
for its easy and suitable client that fitted perfectly in the development followed.
The most relevant navigation tests came when trying to asses the tolerance problem already
mentioned in the implementation section. To test which were the best values to ensure a func-
tional navigation the next experiment was performed. The robot was commanded to move to
the same position several times and a mark was done in the floor in the place where the front
part of the base had stopped. After analyzing the marks it was observed that there was quite
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a big dispersion between them. All the samples were scattered inside a circle of more or less 7
cm of radius. This could become a big problem when moving to picking positions and other
sensible poses as it would increase the probabilities of not computing a suitable grasping or
serving configuration for the arm. The tests indicated that the default tolerance values were not
fit to complete the navigation desired so they had to be adapted.
Figure 19: Navigation experiments: Testing path planning and obstacle avoidance capabilities.
To do so, this experiment was repeated changing the tolerance parameter for X and Y position
errors and yaw orientation error. The goal was to find the values that provided the best trade-off
between time spent in reaching the goal position, if tolerance is to low the maneuvers to reach
the position take forever, and precision.
Finally the results obtained were that the bound for errors in position could not be smaller than
±2.5 cm and in the orientation angle of ±0.025 rad. These values were the lowest values to
assure the best precision possible without making the maneuvers to reach the final position last
too much and slow down the whole process.
Figure 19 shows some examples of the robot reaching different goals. In the web page previ-
ously mentioned there are some videos that illustrate better the navigation skills of the robotic
platform.
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4.1.3 Pose definitions
The main test done in order to define the different positions around the tables was to check the
precision with which the ArUco markers were detected. The experiment performed consisted
on placing a tag in a known position with respect to the map frame. Then the robot was used
to detect such position from several different angles.
The size of the markers used for these experiments and for the project in general is of 8 cm.
The detection range is always between 50 and 150 cm. The parameters of the ArUco detection
package have been tuned to work in these ranges to assure a proper localization of the markers.
The results from these experiments depicted that the position of the marker was almost always
the same, therewas notmuch error in X, Y andZ coordinates. The error between different detec-
tionwas never higher than 2 cmwhichwasmore than acceptable for these navigation purposes.
On the other hand, as previously mentioned, the rotation was much more erroneous. Depend-
ing on the angle from which the robot was detecting the tag, it seemed to present rotations
higher than 10 degrees on pitch, roll and yaw angles. This might not be very critic when defin-
ing other poses but in this case due to the geometry of the positions that depended on these tags,
the picking and serving positions could end so far from the table that the robotic arm would
not be able to reach the cans.
From this result it was decided to implement the two tag method that is explained in the im-
plementation. The solution generated using two tags per table successfully solved the problem.
Figure 20 shows the set of navigation poses defined around each of the tables using thismethod.
(a) Picking table. (b) Serving table.
Figure 20: Definition of the navigation poses on the map.
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4.1.4 Move base path planning
As mentioned previously, the path planning solutions for navigation already built-in the robot
seemed to work perfectly fine and to be the most optimal ones to navigate the platform. Some
experiments were performed by comparing paths obtained using the Kautham path planning
service and the ones obtained using the default planners of the navigation stack of ROS to test
if this assumption was correct.
The planners from Kautham selected to be tested against the default ones were the control-based
planners RRT and SST. In contrast to the geometric-based planners, the control-based planners
find the path solution using state propagation rather than an interpolation. Geometric motion
planners sample the free configuration space around the robot in order to generate a trajectory
of poses connecting the initial and the final goal positions. This approach has a main drawback,
it does not consider the kinematic constrains of the robot when building the tree of samples.
Depending on the methods used to sample and connect the points, it can not be assured that
the trajectory obtained in the geometrical spacewill respect the kinematic constrains of the robot
that must follow the path.
For this reason control-based planners are very suitable for systems under differential con-
strains, like is the case of the differential steering base of TIAGo. They assure that if a path is
found connecting the initial configuration and the goal one, the robot will be capable of follow-
ing it as it will respect all its kinematic constrains. This is the reason why from all the possible
planners implemented inKautham, these control-based plannerswere the selected ones for these
tests.
Using the same process described for the path planning used to generate trajectories to pick
the cans, the service was exploited to generate trajectories to move the base from one place to
another. Figure 21 shows the different paths obtained in some of these tests.
The initial configuration fromwhich the pathmust start is the one represented by the axis drawn
under the TIAGo simulation. The goal configuration has the same orientation as the initial one
and it is placed at the end of the trajectories represented with the blue and green lines.
The paths obtained usingKautham seemmuchmessier than the ones obtained using PAL’s plan-
ner. This is because in the plans obtained using the default planners the robot starts by rotating
over its Z axis to orientate itself towards the final position and then it moves towards the goal
following the straightest line possible. This generates very direct and smooth trajectories that
the robot can follow easily without having to perform many complex maneuvers or turns. On
the other hand, the paths obtained using Kautham are not so smooth because of the random
sampling performed on all the possible control actions that the robot can take from its current
state. This random sampling generates a trajectory that is not an smooth straight line, as ob-
tained before by first orientating the base towards the goal and then moving forward, but a
sequence of turns and displacements that finally lead the robot to the final position.
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(a) Comparison between RRT (green path) and
PAL’s planner (blue path).
(b) Comparison between SST (green path) and
PAL’s planner (blue path).
(c) Comparison between RRT,(green path) and
PAL’s planner(blue path).
(d) Comparison between SST (green path) and
PAL’s planner (blue path) with an obstacle.
Figure 21: Testing path planning algorithms for the move base service.
Having in mind that the planners of PAL come already preinstalled in the robot and that they
seem to create smoother and more easy to follow plans, it was decided to exploit the already
built-in path planning algorithms for the navigation part.
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4.2 Arm manipulation experiments
4.2.1 Path planning using RRTConnect
The first experiments performed in order to test the motion planned movements were per-
formed on a simulated environment using the Kautham graphical user interface. They consisted
in using the same problem files that would be used in the project and test them by checking the
path obtained for different initial and goal configurations. Figure 22 shows some examples of
these tests, depicting the initial and final configuration of the arm as well as the path computed
by the planner. Test 1 in the Figure stands for experiments done with the problem file that de-
scribes the grasping from the long sides of the table and test 2 using the files that place the robot
in the shorter sides.
(a) Initial position for problem test 1. (b) Goal position for problem test 1.
(c) Initial position for problem test 2. (d) Goal position for problem test 2.
Figure 22: Path planned movements tested on Kautham GUI.
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The results of these experiments were very positive. They showed that the planner could find
very proper solutions in a short computational time, always in less than 30 seconds (was the pa-
rameter set to be the max planning time possible). This indicated that the file could be success-
fully used to tackle the real picking movements. It also proved that the problem file described
well the scenario that the robot would face when trying to compute a path and was capable of
computing a suitable one to grasp the cans.
The next experiments performed consisted on using the same planner file to compute the tra-
jectory to move the arm to grasp a certain can. In this case all the steps presented in the imple-
mentation explanation had to be followed to assure that the problem file represented correctly
the real environment in front of the robot. Figure 23 shows some examples of these tests. In the
web page mentioned before there are videos of the grasping movements to have a better idea
of the performance.
The results obtained were not as positive as in the simulated case. Although the planner was
always capable of finding a path towards the final configuration in all the experiments, the path
obtained passed too close to the can quite often, moving it and even dropping it away from
the table. The main causant of this problem were the errors obtained when perceiving the real
position of the can. These errors are transferred to the Kautham planning space and the path is
computed with this erroneous placement of objects. As the can fits very narrowly the gripper,
the last points of the trajectory are very close to the gripper and therefore small errors lead to
collisions.
To solve this problem it was decided to increase the length of the can in the Kautham environ-
ment. This promotes the computation of plans that try to fit the can coming straight to it from
the sides and not from its top. This avoids collisionswith the top of the canwhen approaching it
as that zone is not longer available for the planner. Combining this idea with the definition of a
pregrasping point some centimeters behind the can, the times when a correct grasping without
collisions was performed increased considerably. Using these enhancements the experiments
were more successful but the errors in perception are still a problem to be solved to assure a
robust solution.
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(a) Initial position for test 1. (b) Initial position for test 2.
(c) Waypoint position for test 1. (d) Waypoint position for test 2.
(e) Waypoint position for test 1. (f) Waypoint position for test 2.
Figure 23: Real grasping tests using RTTConnect path planner.
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4.2.2 DMP experiments:
The DMP experiments were also performed first in simulation and afterwards using the real
robot.
(a) Simulation waving. (b) Simulation weighting.
Figure 24: Images of the simulated tests using DMP movements.
Mobile manipulation with the TIAGo robot: navigation and planning pàg. 55
For the simulation test, the set of movements provided by PAL Robotics as demos were used
as primitives movements. The experiment consisted in learning by recording the execution of
one of these predefined movements and then changing the initial and final points to see how
the gesture was imitated. Figure 24 shows these tests and videos in the web page show the
behaviour obtained.
Then real tests were performed to check the functionality pursued in the process.
Figure 25: Images of the serving tests performed with TIAGo using DMPs.
The first ideawas to generate a primitivemovement bymoving the arm in gravity compensation
and then execute it from different initial and final positions and check the performance of the
movement. The problemwas that recording the movement using the gravity compensation did
not allow changing the position of the last links which really complicate the serving transition.
Also the vibrations that moving the arm generated were magnified when creating the DMP
path and the movement was not so smooth. For that the final tests were performed using as
primitive movement a trajectory designed using the play_motion package.
In the test performed using gravity compensation and uploaded in the web page, the serving
action was performed from three different initial positions and three different goals. Figure 25
is a frame of the video with all these tests.
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Figure 26 shows some captures of the test performed using as a primitive movement the trajec-
tory designed using play_motion. Analyzing the videos it can be appreciated how the behaviours
is much better using this primitive movement.
Figure 26: Experiments performed in the final scenario suing DMPs.
The results obtained are very positive as they prove that themethod developed can successfully
be used to serve drinks. Themovements generated using the imitation procedure can generalize
the serving movement to a lot of different final poses. The videos show how the drinks are
correctly poured inside the plastic cup so, it seems fair to say that the method has been proven
to be a suitable approach to serve the drinks.
The precision with which the drinks are served inside the cup depends mainly on the compu-
tation of the final configuration by the inverse kinematics library. If this configuration is correct
the majority of the liquid will be poured inside the cup as the final point of the trajectory gen-
erated by the DMP service is always the exact final position determined as goal configuration.
This trajectory can diminish the precision with which the drinks is served inside the plastic cup
though if the primitive movement is not properly defined. The primitive gesture must be gen-
erated in a way that the final rotation of the wrist to serve the drink occurs only when the final
configuration is reached. If not when the DMP computes the new trajectory the rotation might
start too early due to the interpolation of the joint configurations and the liquid can be spilled
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over the table. While performing the experiments this primitive movement was perfected in
order to obtain the best performace possible.
4.3 General process experiments
Once all the different blocks in which the project was structured were proven to work correctly
to fulfill their parts, different tests in order to complete the full waiter process were planned.
The idea was to test how all the modules worked together and check how efficient and robust
the method was.
The first step was to try to complete the most simple waiter process possible and test if the
solution worked and what was its performance. This scenario was a very simple test with just
one can in the picking table andwith a full knowledge a priory of the position of the glass in the
serving table. Videos of the different tests performed are included in theweb page to appreciate
how the solution works and how it responded to these experiments.
After this first simple test, the plan was to keep on increasing complexity in order to try to find
the black spots of the method to be able to design strategies to solve them. For time lack reasons
and other complications explained in the conclusion chapter, the complexity of the tests could
not be increased much and the videos presented show scenarios not too complex.
The results of these tests are very different and there are many problems that came out when
performing them. The reasons behind these problems as well as more discussions on how to
tackle them are included in chapter 8.
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5 User manual
There are different steps that the user interfacing the program must execute in order to repro-
duce the entire system procedure. This section will explain all the required actions that must
be performed just before executing the program and its setup, afterwards the interactions that
the user must do with TIAGo in order to get a drink given will be detailed step by step.
5.1 Required actions before execution the entire system process
These are the steps that should be followed in order to get all the requirements before using
TIAGo as waiter.
5.1.1 Environment setup
5.1.1.1 Picking or Sensing table
The picking or sensing table is the table used to put on the drinks that are going to be detected
and grabbed by the robot.
Physical characteristics: This table must fulfill some requirements to make easier the drinks
detection.
• The table should be black in order to avoid light brightness and affect negatively to the
image processing algorithm.
• For the same reason, the table should stay on non brightness floor.
• Its height should be according to the height capabilities of TIAGo, specially, taking into
account torso joint limits.
Position
The table should be in some position with wide space, in order to ease the collision-free navi-
gation of TIAGo.
Drinks location
Drink cans should be allocated on the table inside a limited zone to avoid confusion between
the top of the cans and the background.
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5.1.1.2 Serving table
The serving table is the location where the user has its glass. The user will use this glass to
drink, so it will be the glass where TIAGo must serve the drink chosen by the user.
Location
The serving table should be in a location a bit away from the other table with a wide space to al-
lowTIAGomovewithout problems its arm. It can bemodified by changing the parameters.launch
file.
Serving glass
The serving glass should be wide enough, approximately 8 cm of diameter in the tops side,
in order to have more error margin to serve the drinks. The position of the glass is set in the
transformation tree of the system.
Recycle bin
There is a recycle binwhereTIAGo is going to throw the drink’s can. The position of the bin is de-
termined by the tree of transformations. It can be modified by changing the parameters.launch
file.
5.1.2 Connection to TIAGo
In order to connect to TIAGo it is necessary to turn in on and execute the following commands
at each terminal window:
1 source /ros/path/setup . bash
2 export ROS_MASTER_URI=http :// t i ago i o c :11311
3 export ROS_IP= ip of computer used
4 cd working_space
5 source devel/setup . bash
As an example, these are the commands that are needed to be executed in aquaris computer in
IOC lab.
1 source /srv/robo t i ca/ros/ i n s t a l l _ i s o l a t e d/setup . bash
2 export ROS_MASTER_URI=http :// t i ago i o c :11311
3 export ROS_IP=147 . 83 . 37 . 19
4 cd catkin_ws
5 source devel/setup . bash
It is necessary to execute these commands to successfully connect the ROS master service run-
ning in the robot with the working environment on the computer.
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5.1.3 Map building
In addition, it is necessary to build the environment map where TIAGo is going to navigate. If
this map is not built, it is not possible for TIAGo to know where it is.
On the other hand, in order to have good transformations of the important points, and improve
the TIAGo ’s location, it is important to have two ArUcos at each table to locate better where is
the robot in reference to the tables.
In order to build the map it is necessary to execute following steps:
1. Call Rviz and start mapping process executing the following commands:
1 roslaunch hackaton_nav rv iz . launch
2 ro s s e rv i c e c a l l /pal_navigation_sm " input : ’MAP’ "
2. Move the robot around till you like the map:
1 ro s s e rv i c e c a l l /pal_navigation_sm " input : ’LOC’ "
* If it doesn’t work probably is because the " and ’ have changed format in the terminal
rewrite them.
3. Launch the following command:
1 roslaunch hackaton_nav hackaton_master . launch
4. Place the robot in a way that it detects both ArUco frames in sensing table and then run
the command:
1 rosrun hackaton_nav connect_picking
5. Check in Rviz that the positions spawned around both tables are correct as described in
the memory.
6. Place the robot in a way that it detects both ArUco frames in serving table and then run
the command:
1 rosrun hackaton_nav connect_serving
7. Finally, save the aruco positions. This way it is possible to close and relaunch hacka-
ton_master.launch without losing ArUco references. To do that it is necessary to run the
following command:
1 roslaunch hackaton_nav save_aruco_points . launch
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5.2 How to reproduce the project
After setting up all the previous requirements, it will be possible to launch the entire program.
5.2.0.1 Launch program
In order to launch the program it is necessary to execute the following commands in different
windows. Remember to execute the commands shown in section 5.1.2 in order to connect to
TIAGo.
• roslaunch dmp dmp.launch
• rosrun dmp_package dmp_service.py
• roslaunch tiago_manager task_manager.launch
• rqt_image_view for image interface
5.2.0.2 Program procedure
The program is going to execute the following steps. The bold steps are the ones in which the
user must interact.
1. Ask user for a drink.
(a) Image interface: at the beginning of the programadefault image is shown in rqt_image_view
window published in topic tiago_sensing/image.
(b) TIAGo asks to the user if he/she wants a drink.
(c) Theusermust say yes or nousing the terminalwhere the tiago_manager task_manager.launch
was launched.
2. TIAGo goes to sensing table.
(a) A base movement is performed.
(b) TIAGo is prepared to detect cans.
3. Can choice.
(a) TIAGo detects drink cans.
(b) Show the resulting image after applying an image processing. In this image all the
cans are labeled with a number.
(c) The user must select, using the terminal, the number that indicates the drink that
he/she wants.
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4. TIAGo goes to serving table.
(a) TIAGo grabs the chosen drink.
(b) TIAGo moves to the serving table.
(c) TIAGo serves the drink in a glass in serving table.
(d) Throws the can to a recycle bin next to the serving table.
(e) User enjoys the drink.
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6 Costs
The economic cost of the project has been structured into three main parts. The first one is the
depreciation relatedwith the project of the robotics equipment and computers of the laboratory.
The second one are the costs of the working hours of the students involved in the project as
well as the supervisors that were consulted during its completion. Finally, an estimation of
the electrical energy consumed during the tests and the development of the solution is also
included.
The robotics equipment used to develop the projects consist only of TIAGo as none other robots
or extra sensors or equipment was necessary. A robot of these characteristics has usually an
estimated useful life of 8 years. Considering a use of TIAGo of 6 hours a day, 5 days a week, 48
weeks a year, this generates a useful life of the robot of 11520 hours. The two computers of the
lab used to develop the project have, on the other hand, an estimated useful life of 5 years. This
means that using them an average time of 10 hours a day gives an estimated useful life of 1200
hours. Depreciation can be then calculated from the total price of the robot and the computers,
the knowledge of their useful life and the total time that they have been used.
The project has been completed from February to Junewith and average of 4 hours per day. This
generates an approximate total time of 400 hours invested in development and testing. The two
computers of the lab have been running constantly for almost all of these time so a percentage
of 95%will be estimated for them, which means a total of 380 hours of use. TIAGo on the other
hand has been working less and mainly in the final part of the project when the different tests
have been performed, therefore a ratio of 60% will be considered for its working hours. This
generates a total of 240 hours using the robot for this project.
The working hours of both students can be estimated of 400 hours employed in the lab to com-
plete project plus 20 hours more spent in writing this report and completing other documenta-
tion tasks. This is a total of 420 hours spent by each student. As ETSEIB recommends, the salary
for the students will be considered of 8 €/h. Supervision and meeting hours with the director
of the project and other members of the staff of the laboratory will be considered of 50 hours in
total with an average cost of 30 €/h.
Finally, the electrical cost can be summarized by only considering the energy consumed by the
computers and the robot during their working hours. The rest of electrical elements of the room
are not considered as there is much more people working on the lab and light consumption
would remain the same regardless of the project analyzed in this memory. With an average
electrical cost in 2019 of 0.15 €/kWh, the consumption of both computers can be estimated to
be of about 0.40 kWh. TIAGo, on the other hand, has an electrical consumption of 0.72 kWh.
Next table presents all the costs described and analyzed. The total cost of the project finally is
of 9964.75 €.
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Cost factor
Fixed
cost
[€]
Life
expectancy
[h]
Variable
cost
[€/h]
Time
referred to
the project
[h]
Cost
related to
the project
[€]
TIAGo
Depreciation 50000 11520 4.34 380 1649.31
Electric
consumption - - 0,11 380 41.04
Lab
Computers
Depreciation 2000 12000 0.17 240 40
Electric
consumption - - 0,06 240 14.4
Students - - 8 840 6720
Supervisors - - 30 50 1500
TOTAL COST 9964.75
Table 1: Calculation of the final cost of the project. (Variable costs of TIAGo and lab computers
have been computed dividing their fixed cost by their life expectancy in hours. Variable costs of
electric consumption of each systems have been computed multiplying the power consumption
of each machine by the average price of electricity described before).
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7 Environmental and social impact
When developing new ideas and solutions in all the fields of engineering it is always very inter-
esting to take some time and reflect on the impact of that idea in the environment and in society.
In this chapter a small discussion around these topics will be conducted.
7.1 Environmental impact
Robotics research can have a very deep impact in ecology and energy industries. In the par-
ticular field of this project, service robotics, the impact is much lower. In fact, using this kind
of mobile manipulators in many different business could incur in an increment on energy con-
sumption by these establishments. Of course this energy could be gathered using clean sources
making the whole process clean and reducing the environmental impact of these solutions.
But by just analyzing the project and the solutions that might come from it and be developed
around it, it doesn’t seem very relevant to think that it might have any environmental impact.
The relevance of this project from the environmental impact point of view is almost null.
7.2 Social impact
On the other hand, this kind of service robots will have a very huge impact at a socioeconomic
level. The perfecting of these machines and their implantation on the service sector will have a
huge impact in the working market and society in general. This kind of robots will be working
in professional area likes, medicine, professional cleaning, construction and many a others but
they will also reach our homes with domestic uses like vacuum cleaning, entertaining, etc.
For this reasons mobile manipulators will have a deep social impact in the short term future.
First of all they will change our daily basis activities freeing up time and changing how we
structure our daytime. If daily tasks like cleaning, preparing our food and other common activ-
ities are performed by robots instead of us, the impact in our way of life can be very deep. For
this reason it will be important to change some cultural prejudgments to integrate robots in our
home life in a comfortable way that does not derive into mental and social problems.
On the other hand, the most important impact will occur in the job market. The massification of
this kind of robots can be very dramatic if it is not performed in a controlled way. With robots
completing tasks that are nowadays performed by humans, many jobs that are currently very
common will disappear. In fact manual and service jobs that are associated with low prepara-
tion workers but also other important and very complex professions like surgeons, will change
drastically andmight become completely obsolete. On the other side, the appearance of all these
new robots will create a new set of job position that will require different abilities and therefore
education must change before the next generations are not prepared enough for the changes
coming.
In summary, this project might be a very tiny step for the development of service robotics, and
thus, it might contribute to all these change processmaking it an important thing to reflect about
all these possible futures and which role must robotic engineers play in it.
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8 Conclusions
In this final section some discussion on the results obtained for the specific blocks covered in
this memory as well as for the whole process itself are presented.
8.1 Specific conclusions
8.1.1 Navigation
The navigation package has been proven to be a good solution for this particular process. The
maps obtained have been precise and have ensured a proper navigation around different envi-
ronments.
Focusingmore on themapping and pose generation process, thewhole systemhas been iterated
and simplified until only three necessary steps are needed to generate a map and to define all
the navigation positions. This process can be completed very quickly depending on the size
of the map and replicated easily following the instructions in the User Manual. Therefore, the
objectives of having an easily to use mapping methodology to be able to quickly change the
environment and run the test have been achieved successfully. Simply detecting the markers
whenever the robot is well localized on the map enables a precise re-localization of the poses
around the tables. Because of all these reasons it seems fair to affirm that the objectives set for
this mapping process were properly achieved.
Aside from the initial objectives themethod developed can also recompute the navigation poses
online, if the ArUcos are detected and the reconnecting function described in the implementa-
tion part is launched. This is a very promising new functionality that could be used to enhance
the robustness of the whole method.
Despite these new possibilities, the mapping process still requires of a manual scanning of the
room which is nor automatic nor autonomous currently. For that it would be interesting to
enhance the method to fulfill such objectives.
The navigation package has proven to be very robust. Although no newmethodswere deployed
for this part, the existing oneswhere exploited successfully and the poseswere reached properly
within the tolerances established. The navigation package successfully managed to move the
robot to all the navigation positions without collisions or other incidents during all the different
tests.
In conclusion, the package developed for navigation has been proven to be a good tool to exploit
the navigation capabilities of the robot and successfully move the robot around the working
zone while performing the waiter process.
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8.1.2 Arm manipulation
In the manipulation block the conclusions that might be extracted from the results obtained are
not so clear. The tools developed work successfully to complete the tasks but they are very sen-
sitive to errors and other possible changes on the goal positions. If the perception or navigation
errors result to be too high they can lead the robot to fail in grasping a can that is clearly in his
grasping range or in serving the drink outside of the plastic cup. Even more, if the positions of
the cans in the table are too messy or there are too many cans, the methods developed could
fail in computing a path and therefore fail in grasping the desired can.
Starting with the movements performed using a motion planner as a trajectory generator, it is
fair to affirm that they are very reliable in obstacle avoidance and obtaining a suitable path to
grasp the cans when these cans are placed in comfortable positions. If there are too many cans
that act as obstacles for the path to be computed, it becomes very difficult for the planner to find
suitable solutions and the computational time to obtain a path increases notoriously. Thismeans
that this solution is good for certain simple environments but more complete solutions should
be developed in order to try to find a robust method that works in more complex scenarios.
The movements generated using the DMP framework for serving the drinks to the users have
been proven to be very robust. DMPs have been shown to be a very powerful tool to imitate
movements and to generate a library of movements to do the task of serving. As all the tests
performed prove, the recordedmovements can be easily generalized to new goals andmodified
to fit different situations with different relative positions between the robot and the plastic cup
where the drinks must be poured.
One very interesting point of this method is that more than one primitive can be saved to per-
form the action. Then, having this library of primitives allows choosing the best one for each
environment or actionwithout having tomodify thewhole process. This generates a very versa-
tile set of gestures that can be easily used and implemented. It is also very interesting to analyze
the fact that generating this primitive using different methods also modifies the behaviour of
the final movement and its trajectory profile. As seen in the videos, using the gravity compensa-
tionmode generates movements less accurate than using a previously defined trajectory. This is
interesting in order to define new recording processes and try to obtain the best library possible
of gestures.
There is a major drawback in this method that must be overcomed in order to consider it as
completely ready to be deployed. This problem comes from the computation of the inverse
kinematics of the final serving position. The final configuration obtained by the IK library must
be similar to the one used to generate the primitive movement. Similar refers to close in terms
of joint rotation not in the terms of Cartesian final position, as this would mean to loose all the
generalization benefits that this method presents. The problem comes when the final config-
uration obtained include a full turn in some joints with respect to the configuration used to
generate the primitive movements. These turns compensate the rotation of each other and the
final orientation of the end-effector is the one desired but the configuration is very different
from the primitive one. When the DMPs packages is applied, the trajectory obtained will have
to perform very complex and long turns to reach such a final configuration. This would result
in spilling the drink all over the room instead of serving it into the plastic cup.
A function has been develop to test the similarity between configurations and assure that these
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uncontrolled movements are not performed. The problem that this function presents is that
if only one solution is found by the IK library and it does not fulfill this similarity constrain,
the serving movement is not completed having to launch a recovery behaviour to try to correct
the problem and obtain a suitable final configuration. This diminishes the robustness of the
method.
In conclusion, all the solutions developed have been able to fulfill the objectives stated previ-
ously. Cans can be picked, drinks can be served and the arm can be controlled and interacted
during the whole process successfully. But on the counter part, all the solutions are very sen-
sitive to errors in the positioning of the elements that must be manipulated that can derive in
failing on completing the process. Working on dimishing those errors and making the solu-
tions more robust against them would exponentially increase the applicability and trust of the
solutions developed.
8.2 General conclusions
Before starting to analyze the whole waiter process it would be interesting to mention that the
robotic platform suffered an accident that kept it out of work for almost two weeks in the last
month of the project. This was a very important complication as most of the experimental and
testing tasks were planned to be performed on this last month. Due to this, the time for testing
and experimenting was reduced by a half so some of the tests had to be canceled and others
could not be performed as desired. This also generated that some solutions designed after
performing some of the tests could not be retested again before finishing this memory.
All the individual parts have been proven to work successfully and the task manager can cor-
rectly connect them in order to perform the whole waiter process. The solution developed can
complete the entire serving process while sensing, picking and serving the cans as demanded
by the users. The results obtained show that in simple scenarios, the method works correctly
and allows the robot to be fully autonomous to serve drinks to the users. The task manager
block, which gets its most importance in these final tests, has proven to correctly combine the
different blocks and generate a sequence of actions to complete the task. The objective of com-
pleting the hackathon challenge by integrating the solutions completed for it and developing
new ones has been achieved.
The solution has been structured in different packages that can be launched and tested sepa-
rately, presenting independent tools to solve each one of the tasks included in each block. Aside
from this, the implementation in a Behavioral Tree of themanaging package has provided amod-
ular structure to modify the process easily using a graphical GUI. For all these reasons it can be
affirmed that the objective of generating a modular solution that can be afterwards reused for
other projects has been achieved too.
Despite these positive achievements, the method is not as robust as expected and still presents
some critical flaws. The system is very sensitive to errors in perception and navigation that
make the picking and serving trajectory generation algorithms fail in finding suitable plans to
perform the movements. These errors get magnified when the inverse kinematics computation
functions use these erroneous positions to compute the final configurations for grasping and
serving. The arm manipulation package is the more sensitive to these errors and also the most
critical to assure a correct completion of the waiter process.
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On the other hand, the computation of the inverse kinematics itself is also a problem as seen
in the specific conclusions for arm manipulations. As the number of solutions provided by the
library is limited and depends on the value of the redundant joints, the configurations obtained
to grasp a can might be very far away from the ones obtained to serve it afterwards generating
a lot of problems in the trajectories that lead to an execution failure. This mismatch between
picking and serving configurations also diminishes the robustness of the method as it reduces
the number of scenarios in which these problems would not appear.
The complexity of the scene presented to the robot is still too relevant to assure a successful
completion of the process. Although the sensing capabilities are ready to perceive picking tables
very crowded with cans, the path planning capabilities are very limited and the cans placed in
very complicated regions as well as the presence of too many cans can lead to the impossibility
of finding a path to pick the desired one which leads to failing in completing the process.
Summing up, the whole methods has been proven to be suitable to perform the waiter task
assigned and all the blocks and methods generated have been integrated and combined suc-
cessfully to generate a proper solution. The problem is the robustness of the methods as all the
errors previously detailed can make the whole process fail. The next step should be to enhance
the solution in order to make it more robust against all these errors and uncertainties but the
base method generated is proven to be a good foundation to keep on developing the solution.
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9 Future work
This last chapter presents different possible improvements that could be applied to eachmodule
for future enhancements.
9.1 Navigation
The method implemented for mapping is now used only in static maps. The robot scans the
room and generates a map that is saved and navigated afterwards. Then by detecting the tables
it can set all the different relevant poses in the environment. If small changes on these poses
occur the robot can recompute their position and correct them. For big changes ormodifications
of the map itself the method may not work as desired correcting them. Some test were done by
keeping the SLAM node running and trying to re-detect the ArUco tags. This would provide
and autonomous remapping of the space that could be very interesting.
The future work would be to enhance these methods in order to allow this autonomous ex-
ploration of the environment and detection of the tables to make the mapping process fully
autonomous. It would also be very interesting to work on a managing Behavioral tree that au-
tonomously generates the map without no need of user control of the robot. Different explo-
ration techniques could be tested in order to find the most suitable one and implement it at the
beginning of the process to make all the process fully autonomous.
9.2 ArmManipulations
For the arm manipulations interactions there are two main future work lines in our opinion.
The first one would be to improve the efficacy of the planner base movements by using more
complex planners. An example could be to use a planner that can get the information of all the
cans in the table and decide which cans can be moved sideways in order to find a better picking
path for the goal can. This planner would allow having more cans in the picking table and it
would also increase the ratio of cans that could be grasped from each side of the table.
Secondly the imitationmovements could be also upgraded. The idea in thesemovementswould
be to use information from the perception capabilities of the robot to asses if the trajectory fol-
lowed by the robot could incur in any collision or any other dangerous trajectories. Then by
using reinforcement learning techniques it could be possible to modify the points of the trajec-
tory to avoid them and improve the gesture. A project using this possibility has already been
started but there is not still a robust solution to be used.
9.3 General process
The future work should focus on diminishing the errors that make the system unreliable and on
trying to find the best way to increase its robustness. The best idea would be to try to generate
functions and methods that check the viability of the positions detected by the perception tools
and if they are too erroneous find a support strategy to correct them.
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Appendices
A Code Repository
All the software packages developed have been uploaded into the IOC robotics lab repository.
The link is presented next.
https://gitioc.upc.edu/xavier.garcia/TIAGO_waiter
The repository includes a README file explaining the structure of all the packages and a sum-
mary of the user guide in order to run the methods developed.
A link to a Wiki page with all the videos of the experiments is included next as mentioned in
chapter 4.
https://gitioc.upc.edu/xavier.garcia/TIAGO_waiter/wikis/home
