Purpose: Intensity-Modulated Proton Therapy (IMPT) is the state-of-the-art method of delivering proton radiotherapy. Previous research has been mainly focused on optimization of scanning spots with manually selected beam angles. Due to the computational complexity, the potential benefit of simultaneously optimizing beam orientations and spot pattern could not be realized. In this study, we developed a novel integrated beam orientation optimization (BOO) and scanning-spot optimization algorithm for intensity-modulated proton therapy (IMPT). Methods: A brain chordoma and three unilateral head-and-neck patients with a maximal target size of 112.49 cm 3 were included in this study. A total number of 1162 noncoplanar candidate beams evenly distributed across 4p steradians were included in the optimization. For each candidate beam, the pencil-beam doses of all scanning spots covering the PTV and a margin were calculated. The beam angle selection and spot intensity optimization problem was formulated to include three terms: a dose fidelity term to penalize the deviation of PTV and OAR doses from ideal dose distribution; an L1-norm sparsity term to reduce the number of active spots and improve delivery efficiency; a group sparsity term to control the number of active beams between 2 and 4. For the group sparsity term, convex L2,1-norm and nonconvex L2,1/2-norm were tested. For the dose fidelity term, both quadratic function and linearized equivalent uniform dose (LEUD) cost function were implemented. The optimization problem was solved using the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA). The IMPT BOO method was tested on three head-and-neck patients and one skull base chordoma patient. The results were compared with IMPT plans created using column generation selected beams or manually selected beams. Results: The L2,1-norm plan selected spatially aggregated beams, indicating potential degeneracy using this norm. L2,1/2-norm was able to select spatially separated beams and achieve smaller deviation from the ideal dose. In the L2,1/2-norm plans, the [mean dose, maximum dose] of OAR were reduced by an average of [2.38%, 4.24%] and[2.32%, 3.76%] of the prescription dose for the quadratic and LEUD cost function, respectively, compared with the IMPT plan using manual beam selection while maintaining the same PTV coverage. The L2,1/2 group sparsity plans were dosimetrically superior to the column generation plans as well. Besides beam orientation selection, spot sparsification was observed. Generally, with the quadratic cost function, 30%~60% spots in the selected beams remained active. With the LEUD cost function, the percentages of active spots were in the range of 35%~85%.The BOO-IMPT run time was approximately 20 min. Conclusion: This work shows the first IMPT approach integrating noncoplanar BOO and scanningspot optimization in a single mathematical framework. This method is computationally efficient, dosimetrically superior and produces delivery-friendly IMPT plans.
INTRODUCTION
Intensity-Modulated Proton Therapy (IMPT) is an advanced planning technique that fully takes advantage of the freedom of placing the characteristic proton Bragg peaks, 1 which are referred to as spots in IMPT planning, in the 3D space. With spot scanning technique, 2 the energy and intensity of the Bragg peaks of well-defined narrow pencil beams can be modulated to generate a sophisticated dose distribution for tumor coverage and normal tissue sparing. 3, 4 There are several variations of IMPT, including 2D modulation, distal edge tracking, 2.5D modulation, and 3D modulation. 3 Among them, multifield optimization (MFO)-IMPT 3 utilizing all available degrees of freedom has the greatest versatility for normal organ sparing. This study focuses on MFO-IMPT, which will be simply termed IMPT in the rest of paper.
A typical treatment planning process of IMPT involves three steps: first, a number of proton beams are manually selected by the dosimetrist. For complicated cases, multiple trials are needed to decide the number and orientations of beams; second, proton pencil-beam dose calculation is performed for these beams; finally, inverse planning is carried out to obtain the intensity map and final dose distribution. 4 Because of the unique proton beam physics, the need to further reduce body dose, the limited beam time, and to relieve the patient-specific QA efforts, 2~4 proton fields are typically utilized in an IMPT session, 4, 5 in contrast to the larger number of beams and arcs used in Intensity-Modulated Photon Therapy (referred to as IMXT). Because of the small beam number, each beam of the IMPT plan heavily influences the final quality. The importance of beam orientation was highlighted in several studies. [6] [7] [8] However, due to the vast search space, it is essentially impossible for a human operator to test all combinations and find the optimal set of beams. Therefore, there arises a need for beam orientation optimization (BOO) for IMPT.
For IMXT, BOO is viewed as a combinatorial problem, which by its nature is mathematically intractable for realistic BOO problems. The challenge is greater with the additional depth dimension in IMPT optimization. While methods for IMXT BOO have been developed using heuristic and stochastic algorithms to overcome the mathematical challenge, [9] [10] [11] [12] [13] [14] [15] the BOO problem is rarely touched in IMPT. To our knowledge, the only work that attempts to explicitly attack the IMPT BOO problem was by Cao et al., 16 in which the coplanar BOO problem was treated as a combinatorial problem. To reduce the problem size, starting from a set of initial beams, a local search was performed to identify beams that improve dosimetric quality and robustness. This method is clearly limited in its ability of performing a global search in a large solution space. Noncoplanar space is commonly used in proton therapy because of the modern robotic patient positioning device typically installed in a proton treatment room.
In this paper, we present a novel framework to efficiently integrate BOO and scanning-spot optimization that allows a global search in all feasible beams. The problem is formulated to include a dose fidelity term and hierarchical sparsity penalty terms, which reduce the number of active spots using an L1-norm sparsity term, and control the number of active beams using a group sparsity term. Group sparsity, also known as structured sparsity, was originally used in optimizing x-ray beam orientations and showed the potential of reducing the number of beams yet maintaining dense beamlets. 17 In this work, different regularization and dose fidelity terms are introduced as well as a solver that is capable of handling a larger problem than the original IMXT BOO problem owing to the additional depth dimension.
MATERIALS AND METHODS
The group sparsity-based integrated BOO and scanning-spot optimization problem is formulated under two different dose fidelity terms, with either convex or nonconvex group sparsity term. The details are described as follows.
2.A. Problem formulation
The simultaneous beam orientation and scanning-spot intensity optimization problem is formulated under the following general framework:
where the optimization variable x is a vector of the intensities of all scanning spots. A is the dose-calculation matrix that transforms the spot intensities x to dose. A single column of matrix A contains the vectorized doses delivered to the voxels in the patient from one unit intensity spot; and A includes columns of all the candidate spots from all candidate beams. B is the set including all candidate beams, x b is a vector of spot intensities for the candidate beam b (so x is the concatenation of the vectors x b ), and a b is the regularization parameter for beam b. C Ax ð Þ is a dose fidelity term, to penalize dose deviation from prescriptions, kxk 1 provides sparsity regularization on the scanning spots, to reduce the number of active spots and improve delivery efficiency, and g is the weighting parameter for spot sparsity.
is the group sparsity term to control the number of active beams to between 2 and 4. The L2,p-norm (0\p 1) encourages most candidate beams to be zero, resulting in a small number of beams being selected. A common choice for the exponent for the group sparsity term is p ¼ 1, which makes the objective function convex. However, in the BOO problem, the adjacent block columns of the dose-calculation matrix (corresponding to adjacent candidate beams) can be correlated in homogeneous areas. Subsequently, the group restricted isometry property may not be well satisfied and the L2,1-norm may lead to a degenerate solution, i.e., aggregated beams. To avoid degeneracy, the nonconvex group sparsity with p ¼ 1=2 is also explored in this study.
We choose the weighting parameter a b on the individual beam b to be:
where A b PTV is the dose-calculation matrix of planning target volume (PTV) for beam b, n b is the number of candidate spots in beam b, and c is a regularization parameter. The term kA b PTV 1k 2 in the numerator is used to ensure that beams penetrating different depths in the patient are unbiasedly weighted. Without this term, the group sparsity has a tendency toward only selecting beams passing through less tissue. The denominator n b prevents the group sparsity penalty from having a bias against the beams with more spots. By this weighting method, we are able to tune a single parameter c to control the number of active beams in the solution to problem (1) .
In this work, PTV is designated to be the target volume for dose optimization. Although the concept of PTV originally from x-ray therapy is not exactly applicable in IMPT to maintain tumor coverage, 18, 19 without losing generality, the term PTV here is used to indicate the target volume without additional implication of plan robustness.
2.B. Dose fidelity
The function C can take different forms based on the dosimetric goals and whether a compatible solver exists. Two different choices of C are implemented and compared in this work.
The first is the quadratic loss function, which is a common choice for dose fidelity. The overall cost is written as:
where l s is the prescription dose to sth PTV and m r is the prescribed maximal allowed dose to rth OAR. The OAR penalty terms utilize the one-sided quadratic functionkz þ k 2 2 , where z þ ¼ max z; 0 ð Þ. This component-wise maximum allows us to consider only the voxels with doses larger than m r in the rth OAR. m r can also be set to 0 to penalize any nonzero dose in an OAR. The weights w s and w r are the structure-specific weighting parameters to emphasize the different importance of different structures.
The quadratic penalty is mathematically desirable for being convex and differentiable. It heavily penalizes the dose volumes that exceed the constraint. However, in radiation therapy, more controls on the dose volume behavior are often desirable. For serial organs, such as the spinal cord, hot spots need to be avoided. However, for parallel structures, such as the parotid glands, the mean dose can be more important than the maximum dose. Therefore, the second type of function C we use is a linear combination of structure mean dose and maximum dose penalty, which is referred as the linearized equivalent uniform dose (LEUD) 20 cost function in this work.
The LEUD penalty function is formulated as:
where N s is the number of voxels in sth PTV, and the weighting factor c r 2 0; 1 ½ balances the mean dose and maximum dose for different organs. The penalty on PTV is a voxel-normalized L2-norm. The L2-norm is chosen because it has better PTV coverage than the L1-norm (which is mean A s x À l s j j ð Þ ), and is consistent with the OAR cost with regard to the order (quadratic term is in the order of 2, while mean dose is linear). Because the L1-norm on OARs (mean dose) is not as sensitive to outliers, it allows for hot spots in parallel OARs. Therefore, in order to eliminate any dose higher than the upper bound dose q, an upper bound constraint I q Ax ð Þ is added to the objective function. I q z ð Þ is defined as:
2.C. Accelerated proximal gradient method
Equation (1) is difficult to solve using conventional gradient-based methods because of the nondifferentiable group sparsity term. Other methods such as the interior point method are not able to handle the problem due to the large A matrix size. The alternating direction method of multipliers (ADMM) method used in the previous study 17 required longer computation time when solving a much smaller problem (72 candidate beams with two-dimensional beamlets). In this study, an accelerated proximal gradient method known as Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) 21 is adopted to minimize the proposed objective function. FISTA is a fast algorithm that has an optimal convergence rate of O 1=k
Þamong first-order optimization methods. 21 To solve an optimization problem using FISTA, the problem needs to be formulated in the form:
where f is a smooth convex function, which is continuously differentiable with Lipschitz continuous gradient (rf ); g is a function which is possibly nonsmooth, but has a proximal operator that can be evaluated efficiently. The proximal operator with step size t > 0 for function g is defined by:
Once the optimization problem is formulated as in Eq. (6) and the conditions for f x ð Þ and g x ð Þ are satisfied, FISTA is relatively straightforward to implement as it only involves elementary matrix-vector arithmetic operations and inexpensive proximal operator evaluations. FISTA with line search is used in this work, which follows the steps shown in Table I .
2.D. Solving the BOO problem with FISTA
In the group sparsity-based BOO problem, the objective function can be rewritten in the following format:
where I ! 0 x ð Þ is an indicator function, defined as:
For the quadratic fidelity formulation, the gradient of f is given by:
For the LEUD fidelity formulation, the L2-norm on PTV, max dose of OAR and upper bound indicator function are not differentiable. In order to solve this problem, Moreau-Yosida regularization is used to smooth the nondifferentiable function. Moreau-Yosida regularization for function f with parameter l [ 0 is given by:
f ðlÞ x ð Þ is a convex and differentiable approximation to f x ð Þ, and its gradient can be calculated as:
Therefore, the problem of calculating the gradient of the function f ðlÞ is transformed into calculating the proximal operator of function f . The gradient of the LEUD penalty after Moreau-Yosida smoothing is:
where l 1 , l 2 and l 3 are positive Moreau-Yosida regularization parameters for the L2-norm, L1 -norm, and indicator function, respectively. N r is the number of voxels in rth OAR. B is the L1 unit ball and P is the projection operator. See Appendix A for a detailed derivation. Note that applying Moreau-Yosida smoothing to the group sparsity term would be unacceptable because in order to turn off beams, the beam intensities need to be exactly zero.
After obtaining the gradient of the function f , the next step is to derive a formula for the proximal operator of the function g. In the BOO problem, g x ð Þ is a separable sum:
It follows from the separable sum rule for proximal operators that the problem evaluating the proximal operator of g x ð Þ reduces to independently evaluating the proximal operators of the functions g b x b ð Þ. To simplify notation, we derive an expression for the proximal operator of the function
Evaluating the proximal operator of h requires solving the optimization problem:
Due to the non-negativity constraint, we have that kxk 1 ¼ hx; 1i, which implies that:
Since the second term does not depend on x, the problem (15) is reduced to
which is equivalent to evaluating the proximal operator of the function kxk
, with a step size ta. Accordingly, the proximal operator of function h is: 
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There is a known form of proximal operator for both L2,1-norm and L2,1/2-norm 22 :
By deriving the gradient of function f and proximal operator of function g, the BOO problem is then readily solved using FISTA.
2.E. Evaluations
Four cases, which included three unilateral head-and-neck (H&N) patients and one skull base chordoma (CHDM) patient with simultaneous-integrated boost (SIB), were evaluated in this study. We chose these cases with relatively smaller tumors to reduce the size of dose matrix that can be fit into a personal computer with 64 GB memory. The candidate beams included 1162 noncoplanar beams that were evenly distributed across the 4p steradians with 6°separation. For each candidate beam, the doses of all scanning spots covering the PTV and a 2.5 mm margin were calculated using matRad, 23 ,24 a MATLAB-based 3D treatment planning toolkit. The dose-calculation resolution was 2.5 mm with a cut-off of 5 9 10 À5 of the maximal dose. The prescriptions, PTVs, and number of scanning spots are shown in Table II . The magnitude of the optimization problem can be estimated based on the product of the spot number per beam and the total number of candidate beams (1162). The average number of beamlets per beam needed in IMXT for the same patient is also given in Table II as a comparison of the BOO problem size in IMPT and in IMXT. The IMXT multileaf collimator resolution is 5 mm.
A greedy BOO approach, column generation, 25, 26 was also applied for each patient, as a comparison for our group sparsity method. The detail of column generation algorithm is provided in Appendix B. The dose fidelity term used in column generation method is LEUD cost.
The BOO plans were evaluated against plans with manually selected beams. The manual beam orientations were selected to avoid OARs as much as possible. In total, seven plans were generated for each patient: three plans with quadratic dose fidelity: manual plan (Quad-MAN), L2,1/2-group sparsity (Quad-L2,1/2-GS) and L2,1-group sparsity(Quad-L2,1-GS); and four plans with LEUD dose fidelity: manual plan (LEUD-MAN), L2,1/2-group sparsity(LEUD-L2,1/2-GS), and L2,1-group sparsity (LEUD-L2,1-GS), and column generation (LEUD-CG). All H&N plans were normalized, so that 100% of the prescription dose covers 95% of the PTV volume. The CHDM plan with a simultaneous boost volume was normalized to have 100% of the 63 Gy prescription dose covering 95% of the PTV6300 volume.
For evaluation, PTV homogeneity, D95, D98, D99, maximum dose, and mean dose were evaluated. PTV homogeneity is defined as D95/D5. The maximum dose is defined as the dose to 2% of the structure volume, D2, following the recommendation by IRCU-83. 27 The mean and maximum doses for OARs were also evaluated.
As an example to preliminarily illustrate the effect of beam orientation on the robustness, a robustness analysis was performed to the CHDM plans to compare the robustness between MAN plans and L2,1/2-GS plans. Nine scenarios were incorporated to evaluate the plan robustness, including one nominal scenario (no uncertainties) and eight worst-case scenarios, which consisted of (a) setup uncertainties, by shifting the isocenter of the CT image of AE3 mm along anteroposterior, superoinferior, and lateral directions; (b) range uncertainties, by scaling the CT number by AE3%.
RESULTS
The matRad-based dose calculation for all 1162 candidate beams using an i7 6-core CPU and Matlab parallel computing toolbox took 30 min to 1 hr depending on the size of the tumor. The dose matrix size ranged from 20 to 70 MB per beam based on target size. The group sparsity-based BOO process took 2-7 min and 3-20 min for the quadratic and LEUD cost to complete, respectively. Three beams for each H&N case and four beams for the CHDM case were selected. Table III shows the beam arrangement for each patient and each plan. The couch and gantry angles follow IEC 61217 coordinate conventions. Figure 1 shows the beam arrangement of each plan for the CHDM patient. The beams selected by using the L2,1/2-GS term were spatially well separated. In comparison, the L2,1-GS term resulted in aggregated beams with both quadratic and LEUD cost terms, indicating a potential degeneracy issue with this group sparsity term. And the CG method tended to choose beams with short pathlengths to target. Interestingly, the beam orientations optimized by L2,1/2-GS were similar to the actual angles selected by an experienced dosimetrist in this CHDM case.
Besides beam orientation selection, spot sparsification was achieved. Table IV shows the percentage of active scanning spots. Generally, with the quadratic cost function, 30% 60% spots in the selected beams remained active. With the LEUD cost function, the percentages of active spots were within 35%~85%. Figure 2 shows the DVHs comparison between GS plans and MAN plan for each patient. Tables V and VI show The limitation of using L2,1-norm can be observed from the final value of dose fidelity cost. Figure 3 compares the convergence between L2,1/2-norm and L2,1-norm group sparsity for the H&N#3 case. For the quadratic and LEUD cost functions, the L2,1/2-norm group sparsity method converged after about 800 iterations and 1800 iterations, respectively. In contrast, with an L2,1-norm group sparsity term, the problem quickly converged within 30 iterations and 80 iterations under the quadratic and LEUD cost functions, respectively. However, the converged dose fidelity function values using the L2,1-norm are substantially greater than the corresponding values of using the L2,1/2-norm (~10 5 for L2,1 vs.~10 2 for L2,1/2), showing a larger deviation from the prescription dose using L2,1-norm in this case.
The DVHs comparison between L2,1/2-GS plans and CG plans is shown in Fig. 4 . In all H&N cases, the CG method produced plans with similar PTV coverage as L2,1/2-GS method, but the OAR dosimetry was inferior to the group sparsity algorithm. In the CHDM case, the CG plan performed comparably with the L2,1/2-GS plan with regard to PTV and OAR dose. The CG methods reduced the mean dose to brainstem by 9.8 Gy over L2,1/2-GS plan by forcing all beams entering from the anterior direction, increasing the risk of exposing the eyes to high dose with slight positioning error.
A robustness analysis for CHDM patient is shown in Fig. 5 .The solid lines in each plot are the DVHs for the nominal case, and the bands bound the worst-case distributions. The narrower the bands are, the less sensitive the plan is to uncertainties. 19 The spread of the target DVHs at 95% coverage under given uncertainties is also measured. and [92.7%~102.2%, 92.3%~101.6%] of the prescription dose for MAN and L2,1/2-GS plan, respectively. The target sensitivity to uncertainties between MAN plans and BOO plans is comparable, and the MAN plans have greater uncertainties in left optic nerve, while Quad L2,1/2-GS plan introduces larger uncertainties to left cochlea.
DISCUSSION
This work introduces a group sparsity-based IMPT optimization method that simultaneously selects beams and optimizes the scanning-spot intensity. In addition to the superior dosimetry compared with plans using manually selected beams, the planning method using optimized beams reduces the dependence on the individual operators who select beams based on experience and intuition.
Compared to the earlier coplanar x-ray optimization study using group sparsity, 17 the current work expands its scope in several ways. This is a new application to the IMPT problem, which is intrinsically a higher dimensional optimization problem than IMXT due to the additional modulation in the depth direction. The number of candidate beams in this study is an order of magnitude larger than in the original IMXT BOO study that used only 72 candidate beams. The optimization solver used in the original study was based on ADMM and is not well suited to the current much larger IMPT BOO problem, because the linear systems that ADMM requires to be solved at each iteration would be intractably large. Therefore, we developed an approach based on FISTA, which requires only matrix-vector multiplications involving the dose-calculation matrix. To enable the use of FISTA, we derived several key proximal operators. FISTA has been shown to have an optimal convergence rate of O 1=k 2 ð Þ among first-order methods, 21 and the numerical results demonstrate that FISTA is able to solve the largescale optimization problem in a clinically acceptable time. Although standard convergence results for FISTA assume that both f and g are convex, 21 we have found that FISTA converged to a good solution even in the case of using the nonconvex L2,1/2-norm group sparsity penalty.
In this study, two different group sparsity terms, L2,1 and L2,1/2 norms, were compared for the IMPT BOO problem. Although the L2,1-norm is convex and offers certain computational advantages, it leads to suboptimal dosimetry and tends to converge to a worse fidelity value when compared against the nonconvex L2,1/2-norm group sparsity term. Therefore, in this case, the ability to avoid degeneracy and select spatially separate beams appears to be dosimetrically advantageous. This finding shows that while the group sparsity method is well suited to solve the BOO problem, the selection of the sparsity function is a subtle point that can make a critical difference.
The group sparsity beam orientation optimization method was tested on two different dose fidelity functions: quadratic and LEUD terms. Compared to the quadratic dose fidelity term, the LEUD cost function with a combination of mean and maximum dose constraints is easier to tune to achieve desired DVHs. This is reflected in the process of creating plans for the four cases in this study: the quadratic L2,1/2-GS method took on average 9-10 rounds of parameter tuning and the LEUD method took 4-5 rounds. The advantage of quadratic dose fidelity function is that while the structure parameters need to be tuned, the group sparsity regularization weighting parameter remains constant for a specific number of beams. In comparison, with LEUD dose fidelity, the group sparsity regularization weight is sensitive to the structure weighting parameter changes, requiring additional adjustment to maintain the desired number of beams. Quadratic dose fidelity also resulted in on average more sparse scanning spots. The group sparsity BOO method was also compared against the greedy column generation BOO algorithm. The results show the GS method produces comparable or superior plans over CG. Specifically, the CG method tends to select aggregated beams with short pathlengths to the target such as the anterior beams in the CHDM case. The result indicates degeneracy that did not present in the IMXT BOO solution possibly due to the substantial difference in The results show that nonconvex L2,1/2-GS method creates more dosimetrically desirable plans. However, robustness is another important consideration in proton planning. In this manuscript, we provide a general and mathematically tractable framework for beam orientation optimization without explicitly considering robustness. The framework will allow us to more quantitatively describe the robustness by adding a regularization term. In a straightforward fashion, the uncertainties can be included as the stopping power (or density for further simplification) variation. Penalizing this term will push the beams toward more homogeneous paths. More sophisticated regularization terms can be constructed as dosimetric endpoints for a given shift or range uncertainty. That being said, the robustness and new regularization terms deserve a separate study. Without complicating the current manuscript too much, we performed a simple robustness analysis on one of the tested patients by simulating shifts and range uncertainties and the results showed no substantial difference between BOO plans and plans using manually selected beams.
The dose matrix size is determined by the target, which is limited to be approximately 110 cm 3 to fit the calculation into a desktop with 64GB memory. For more general IMPT cases with larger tumor targets, either workstations with substantially larger memory, or methods to intelligently reduce the dose matrix size without impacting plan quality are needed. These methods include (a) nonuniform sampling resolution with a higher resolution in the target and nearby organs, and lower resolution in the volumes that are considered less critical and faraway from the target, (b) clustering of the proton pencil-beam dose matrices, and (c) using heuristics to reduce the number of candidate beams. We will investigate these directions for more general integrated BOO and scanningspot optimization problems. 
CONCLUSIONS
This work shows the first IMPT planning approach that integrates noncoplanar beam orientation and scanning-spot optimization in a single mathematical framework, which was further formulated to have a computationally efficient solution despite its large problem size. This method resulted in dosimetrically competitive plans compared with the manual planning method for a brain and three unilateral head-andneck cases and is less operator-dependent.
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