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It is known that the Eulerian and Lagrangian structures of fluid flow can be drastically
different; for example, ideal fluid flow can have a trivial (static) Eulerian structure,
while displaying chaotic streamlines. Here we show that ideal flow with limited spatial
smoothness (an initial vorticity that is just a little better than continuous), nevertheless
has time-analytic Lagrangian trajectories before the initial limited smoothness is lost.
For proving such results we use a little-known Lagrangian formulation of ideal fluid
flow derived by Cauchy in 1815 in a manuscript submitted for a prize of the French
Academy. This formulation leads to simple recurrence relations among the time-Taylor
coefficients of the Lagrangian map from initial to current fluid particle positions; the
coefficients can then be bounded using elementary methods. We first consider various
classes of incompressible fluid flow, governed by the Euler equations, and then turn to
highly compressible flow governed by the Euler–Poisson equations, a case of cosmological
relevance. The recurrence relation associated to the Lagrangian formulation of these
incompressible and the compressible problems are so closely related that the proofs of
time-analyticity are basically identical.
1. Introduction
G.I. Taylor (1938) in a paper on the spectrum of turbulence observed that “If the
velocity of the air stream which carries the eddies is very much greater than the turbulent
velocity, one may assume that the sequence of changes in u [the velocity] at the fixed
point are simply due to the passage of an unchanging pattern of turbulent motion over
the point, ...” This Taylor hypothesis is used by experimentalists working with wind
tunnels to obtain approximate information about the spatial structure of turbulent flow
from the temporal variation at the fixed location of a probe.
Taylor’s argument has also implications for the spatio-temporal smoothness in Eule-
rian coordinates: near a space-time location of non-vanishing velocity U the temporal
regularity cannot be better than the spatial regularity along the direction of U , as can
be seen, at least heuristically, by performing a Galilean transformation with velocity U .
For example, if the spatial variation of the velocity is roughly as the cubic root of the
distance (Ho¨lder continuity of exponent 1/3), then so can be expected for the tempo-
ral variation. Recently obtained weak (distributional) solutions of the three-dimensional
(3D) incompressible Euler equations give precisely the same spatial and temporal regu-
larity in Eulerian coordinates (Buckmaster et al. 2013), and the bounds for the material
derivative ∂t + (v · ∇) are better than the bounds for the spatial and time derivatives
(Isett 2014). In Lagrangian coordinates, where we are following fluid particles, the sit-
uation is very different. As we shall see, with sufficiently regular initial conditions, the
Lagrangian temporal smoothness vastly exceeds the spatial smoothness.
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It is well known that some major mathematical questions remain open for 3D incom-
pressible flow, be it viscous (Navier–Stokes) or ideal/inviscid (Euler). However, a number
of theorems state that, when the initial data are sufficiently regular, solutions with this
regularity exist for some time, and are unique. All such theorems have been proved under
the assumption that the initial vorticity is slightly more regular than merely continuous
— for example, that the initial vorticity is Ho¨lder-continuous, i.e., it is bounded and its
spatial increments between any two points are bounded by a positive fractional power of
the distance between these points. Well-known instances of such results are the all-time
regularity of 2D flow (Wolibner 1933; Ho¨lder 1933) and the finite-time regularity of 3D
flow (Lichtenstein 1927). Their proofs make use of the boundedness of the velocity gra-
dient, which is not guaranteed, even initially, when the vorticity is just continuous (such
matters are discussed further in Section 2.5).
Within such and similar frameworks, we shall show in this paper that, while the as-
sumed initial regularity persists, the Lagrangian fluid particle trajectories are analytic
functions of the time.
As usual, there were precursors — foremost, and nearly two hundred years ago, Cauchy
(1815). His Lagrangian formulation of the 3D incompressible Euler equations, in terms of
Lagrangian invariants, provides us with a simple framework within which we can develop
an elementary theory of analytic fluid particle trajectories. Cauchy’s work on invariants
has been almost completely forgotten in the twentieth century and little cited in the
nineteenth. Hankel (1861) and Stokes (1848, 1883) are notorious exceptions; a detailed
review of the history of Cauchy’s half-forgotten result can be found in Frisch & Villone
(2014).
Stoker (1957), in the last chapter of his book on water waves, where he discussed
the Lagrangian theory of free-surface flow, presented some of the work of his Courant
Institute student Frederick Pohle. This work remains unpublished except in the PhD
thesis (Pohle 1951). Pohle rediscovered the Lagrangian invariant formulation of Cauchy
in the 2D case. He was not aware of Cauchy’s 3D work, but pointed out briefly that
his theory can be extended to three dimensions. Pohle noticed that this Lagrangian
formulation leads to recurrence relations among the formal time-Taylor coefficients. He
wrote them all, but used only a few, since his goal was to apply the theory to the breakup
of dams. Pohle did not prove the convergence of this formal Taylor series, i.e. analyticity,
but Stoker (1957) conjectured that analyticity can be proved using techniques previously
used by Lichtenstein. That is precisely what we are doing here more than half a century
later.
More recently, Serfati (1992, 1995a,b) argued that weak spatial regularity can never-
theless be consistent with time-analyticity of Lagrangian trajectories. He proposed study-
ing this using a Biot-Savart-type integral formulation of the Lagrangian equations and
then making use of the mathematical theory of analytic functionals (a kind of infinite-
dimensional generalisation of functions of many complex variables). Shnirelman (2012)
tackled the problem, avoiding the Biot-Savart integrals. These papers by Serfati and
Shnirelman are very interesting for those with a taste for advanced mathematics. Tempo-
ral analyticity of “particle trajectories” was also proved in the recent paper (Constantin,
Vicol & Wu 2014) for equations of hydrodynamic type with the use of rather involved
combinatorial relations (called ibid. “magic identities”). Such abstract proofs do not pro-
vide us with concrete ways of constructing the time-Taylor series for the motion of fluid
particles.
Frisch & Zheligovsky (2014) gave an elementary proof of analyticity that uses Cauchy’s
Lagrangian formulation. It was then realised that our method can be generalised, for ex-
ample, to flow that is initially analytic in the space variables. Furthermore, as conjectured
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by Serfati (1995a,b), analyticity of Lagrangian fluid particle trajectories holds also for
compressible flow. The present paper addresses all these issues. Intended primarily for
fluid dynamicists, it is self-contained and does not rely on advanced mathematical tech-
niques.
The outline of the paper is as follows. Section 2 is entirely devoted to ideal incompress-
ible fluid flow. In Section 2.1 we present the Lagrangian formulation of the ideal fluid
equations due to Cauchy. In Section 2.2 we show how it yields recurrence relations for
time-Taylor coefficients of the Lagrangian map. We then prove the analyticity of fluid-
particle trajectories for the simplest case: an initial vorticity field whose Fourier series
is absolutely convergent (Section 2.3). The same technique is then adapted to initial
vorticities that are analytic in space (Section 2.4) or Ho¨lder-continuous (Section 2.5).
In Section 2.6 we bracket the radius of convergence of these time-Taylor series more
precisely: by considering an example of a Beltrami flow with integrable Lagrangian tra-
jectories and by refining our previously obtained bounds. Section 3 is devoted to an
instance of compressible ideal fluid flow of cosmological relevance. Concluding remarks
are made in Section 4.
2. Ideal incompressible fluid flow
2.1. The Cauchy invariants
The starting point of Cauchy (1815) were the equations of incompressible fluid flow,
namely, the momentum equation and the incompressibility condition, expressed in what
is now called Eulerian coordinates. In modern notation, they are, respectively:
∂tv + (v · ∇)v = −∇p, (2.1)
∇ · v = 0. (2.2)
Here, v is the flow velocity, p pressure, t time.
Cauchy transformed the equations by switching to Lagrangian coordinates, denoted
here by a. Let a 7→ x = x(a, t) be the Lagrangian map from the initial to the current
(i.e., at time t) Eulerian position, x, of a fluid particle. The map satisfies
x˙ = v(x, t), x(a, 0) = a, (2.3)
where the dot denotes the Lagrangian time derivative. Since the left-hand side of (2.1)
is the Lagrangian acceleration, (2.1) implies
x¨ = −∇p = −∇Lp((∇Lx)∗)−1, (2.4)
where ∇L denotes the gradient in the Lagrangian variables and the star denotes matrix
transposition. Here, we have reexpressed the Eulerian pressure gradient in terms of the
Lagrangian pressure gradient, using the Jacobian matrix ∇Lx with entries ∇Li xj . From
here on, unless otherwise stated, all space and time derivatives will be Lagrangian ones.
At this point, Cauchy took the Lagrangian curl of (2.4) and then employed a deus ex
machina to time-integrate the resulting equations. Our approach involves only a minor
modification, which eliminates some of the magics: following Weber (1868), we rewrite
(2.4) as
d
dt
3∑
k=1
x˙k∇Lxk = ∇L
(
1
2
|x˙|2 − p
)
(2.5)
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and take the Lagrangian curl of (2.5) to find
d
dt
∇L ×
3∑
k=1
x˙k∇Lxk = d
dt
3∑
k=1
∇Lx˙k ×∇Lxk = 0. (2.6)
The expression in the middle is obtained by applying the Lagrangian curl to each term in
the sum and observing that no terms with second spatial Lagrangian derivatives emerge.
The importance of this will become clear later. From (2.6) follows that the middle sum is
a time-independent vector. At t = 0, by (2.3), this vector is seen to be the initial vorticity
ω(init) = ∇L × v(init). Thus we obtain Cauchy’s equations in Lagrangian coordinates:
3∑
k=1
∇Lx˙k ×∇Lxk = ω(init), (2.7)
det (∇Lx) = 1. (2.8)
Here, (2.8) expresses the conservation of fluid volume. The three components of the left-
hand side of (2.7), which are obviously constant along any fluid particle trajectory, have
been called the Cauchy invariants (see, e.g., Yakubovich & Zenkovich 2001). Their con-
servation is actually the three-dimensional generalisation of the two-dimensional vorticity
conservation.
As is well known, the unforced Euler equations (2.2) are invariant under Galilean
transformations. More precisely, limiting ourselves to solutions for which the velocity and
the pressure are space-periodic, if (v(x, t), p(x, t)) is a solution, then (v(x−Ut, t) +U ,
p(x−Ut, t)) is also a solution to the same equation, for any uniform U . This corresponds
to changing the frame of reference to the one moving with the velocity U . If, however,
we try to describe the fluid from an accelerating frame, we shall have to add a space-
independent force term. The latter is equivalent to adding to the pressure a term linear
in the spatial coordinates, but this is not consistent with space periodicity. In contrast,
when using Cauchy’s Lagrangian equations (2.7)–(2.8), we can switch to an arbitrary
accelerated frame, provided it coincides with the original frame at t = 0: this just adds
to the Lagrangian map a time-dependent uniform vector, which drops out of (2.7)–(2.8),
because all the terms involve gradients of the map. Of course, similar remarks can be
made on the Eulerian vorticity formulation of the Euler equation.
2.2. The Taylor expansion in time
The basic Lagrangian equations (2.7)–(2.8) do not give us an explicit expression for
the time derivative of either the Lagrangian map or of its gradient. Nevertheless, they
yield almost immediately explicit recurrence relations for the time-Taylor coefficients of
the Lagrangian map. This will be crucial for the problems tackled here. For establish-
ing these relations it is convenient to work with the fluid particle displacement field
ξ(a, t) ≡ x(a, t)− a.
In terms of the displacement, the Lagrangian equations (2.7) and (2.8) take the form
∇L × ξ˙ +
3∑
k=1
∇Lξ˙k ×∇Lξk = ω(init), (2.9)
∇L · ξ +
∑
1≤i<j≤3
(
(∇Li ξi)∇Lj ξj − (∇Li ξj)∇Lj ξi
)
+ det(∇Lξ) = 0. (2.10)
Now, we assume that the displacement can be Taylor-expanded in the time variable
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around t = 0 for sufficiently short times:
ξ(a, t) =
∞∑
s=1
ξ(s)(a)ts. (2.11)
Here the functions ξ(s) are called the (time-)Taylor coefficients. For the time being such
an expansion is only formal. The existence of all the time derivatives needed for the
expansion will follow from the bounds that are established in Sections 2.3 and 2.5.
Recurrence relations for the Taylor coefficients of the displacement are obtained by
substituting (2.11) into (2.9) and (2.10) and gathering all the terms containing a given
power ts:
∇L × ξ(s) = ω(init)δs1 −
∑
1≤k≤3,
0<m<s
m
s
∇Lξ(m)k ×∇Lξ(s−m)k
= ω(init)δs1 −
1
2
∑
1≤k≤3,
0<m<s
2m− s
s
∇Lξ(m)k ×∇Lξ(s−m)k . (2.12)
∇L · ξ(s) =
∑
1≤i<j≤3
0<m<s
(
(∇Lj ξ(m)i )∇Li ξ(s−m)j − (∇Li ξ(m)i )∇Lj ξ(s−m)j
)
−
∑
i,j,k
l+m+n=s
εijk(∇Li ξ(l)1 )(∇Lj ξ(m)2 )∇Lkξ(n)3 . (2.13)
Here εijk is the unit antisymmetric tensor and δ
s
s′ is the Kronecker symbol; the second
line of (2.12) is obtained by grouping the terms for the indices m and s−m in the sum in
the right-hand side of its first line. It is immediately seen from the two equations (2.12)
and (2.13) for s = 1 that ξ(1) = v(init).
A remarkable property of (2.12)–(2.13) is that their right-hand sides involve exclusively
terms that are quadratic and cubic in the gradients of the displacement and no higher
derivatives. This will be crucial in proving analyticity.
If we know all the Taylor coefficients up to order s− 1, (2.12) and (2.13) give us the
curl and the divergence of the next Taylor coefficient of order s. A vector field, whose curl
and divergence are known, can be uniquely (for given boundary conditions) determined
using the Helmholtz–Hodge decomposition (cf., e.g., Arfken & Weber 2005). Applying it
to (2.12)–(2.13), we find
ξ(s) = ∇−2(−∇L ×R(1) +∇LR(2)), (2.14)
where ∇−2 denotes the inverse Laplacian in the Lagrangian coordinates (taking into
account the boundary conditions), and R(1) and R(2) denote the right-hand sides of
(2.12) and (2.13), respectively.
2.3. Proving analyticity: a case study using Fourier analysis
To begin with, in Section 2.3.1, we shall prove the time-analyticity of fluid particle
trajectory by an elementary Fourier method. We assume that the solution is 2pi-periodic
in space and that the spatial Fourier series of the initial vorticity
ω(init)(a) =
∑
p
ω̂p e
ip·a, (2.15)
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is absolutely convergent:
Γ ≡
∑
p
|ω̂p| <∞. (2.16)
Here summation is over three-dimensional vectors p with integer components. Because
of the absolute convergence, clearly the initial vorticity is continuous in a.
First, in Section 2.3.1 we present a proof using elementary transformations of the
recurrence relations (2.12)–(2.13) in the spatial Fourier space. This “elementary” proof
may, however, leave the reader wondering why it is working. To prevent the trees from
hiding the forest, we then present, in Section 2.3.2 another slightly more transparent
albeit more advanced “normed-space” proof in which the structure of the recurrence
relations is exploited to obtain bounds for the norms of the Taylor coefficients in a
suitable space of functions. The second approach can and will be generalised to other
normed function spaces (initial vorticities that are analytic or Ho¨lder-continuous), but it
does not yield estimates as sharp as the elementary proof.
2.3.1. An elementary proof by transformations in Fourier space
Upon expanding the time-Taylor coefficients of the displacement in spatial Fourier
series
ξ(s)(a) =
∑
p
ξ̂(s)
p
eip·a, s = 1, 2, . . . , (2.17)
we can express the recurrence relations in the Fourier representation. Eq. (2.12) becomes
then
p× ξ̂(s)
p
= −iω̂pδs1 −
i
2
∑
0<m<s, r
2m− s
s
(ξ̂(m)
r
· ξ̂(s−m)
p−r ) (r × (p− r)). (2.18)
Similarly, it is elementary but a bit tedious (see Appendix A) to rewrite (2.13) as
p · ξ̂(s)
p
=
i
2
∑
0<m<s, r
(r× (p− r)) ·
(
ξ̂(m)
r
× ξ̂(s−m)
p−r
)
+
1
6
∑
n1+n2+n3=s
r1+r2+r3=p
[r1, r2, r3]
[
ξ̂(n1)
r1
, ξ̂(n2)
r2
, ξ̂(n3)
r3
]
, (2.19)
where [·, ·, ·] denotes the triple product.
For p = 0 equations (2.18) and (2.19) are trivially satisfied. The mean (over the
periodicity cell) of the velocity is easily seen to be conserved. Without loss of generality,
we henceforth assume that this mean vanishes initially. Consequently, the mean velocity
and the mean displacement will also vanish at any time, and thus ξ̂
(s)
0 = 0 for all s.
For p 6= 0 the coefficient ξ̂(s)p can be uniquely determined, as we know its components
normal and parallel to the wave vector p, by virtue of (2.18) and (2.19), respectively. (In
the Fourier representation, the Helmholtz–Hodge decomposition is indeed just a geomet-
ric decomposition of a vector into transverse and longitudinal components, perpendicular
and parallel to the wave vector p.) Let R˜⊥
p
and R˜
‖
p denote the right-hand side of (2.18)
and (2.19), respectively. Then
ξ̂(s)
p
= |p|−2
(
−p× R˜⊥
p
+ R˜‖
p
p
)
. (2.20)
We are now using recurrence relations (2.18) and (2.19) to derive bounds for the Fourier
coefficients of the time-Taylor series. Eq. (2.18) and the observation that |2m− s|/s ≤ 1
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for all 0 < m < s imply a bound for the transverse component:
|p× ξ̂(s)
p
| ≤ |ω̂p|δs1 +
1
2
∑
0<m<s, r
|r| |p− r| |ξ̂(m)
r
· ξ̂(s−m)
p−r |. (2.21)
A bound for the longitudinal component follows from (2.19):
|p · ξ̂(s)
p
| ≤ 1
2
∑
m,r
|r| |p− r| |ξ̂(m)
r
× ξ̂(s−m)
p−r |
+
1
6
∑
n1+n2+n3=s
r1+r2+r3=p
|r1| |r2| |r3| |ξ̂(n1)r1 | |ξ̂(n2)r2 | |ξ̂(n3)r3 |. (2.22)
We now introduce the generating function
ζ(t) ≡
∞∑
s=1
(∑
p
|p| |ξ̂(s)
p
|
)
ts. (2.23)
From (2.23) and the bounds (2.21) and (2.22) for the transverse and longitudinal com-
ponents,
ζ(t) ≤
∞∑
s=1
∑
p
(
|p× ξ̂(s)
p
|+ |p · ξ̂(s)
p
|
)
ts
≤
∑
p
|ω̂p|t+ 1√
2
∞∑
s=1
∑
0<m<s,
r
|r| |p− r||ξ̂(m)
r
| |ξ̂(s−m)
p−r | ts
+
1
6
∞∑
s=1
∑
n1+n2+n3=s
r1+r2+r3=p
|r1| |r2| |r3| |ξ̂(n1)r1 | |ξ̂(n2)r2 | |ξ̂(n3)r3 | ts
= T +
ζ2(t)√
2
+
ζ3(t)
6
, (2.24)
where T ≡ Γt is a dimensionless time; we have used the geometric interpretation of scalar
and vector products and applied the inequalities 1 ≤ | cos θ|+ | sin θ| ≤ √2 that hold for
any angle θ.
The inequality (2.24) is equivalent to
p(ζ) ≡ ζ
3
6
+
ζ2√
2
− ζ + T ≥ 0. (2.25)
The discriminant of the polynomial p (2.25),
∆ = −3
4
T 2 − 5√
2
T +
7
6
, (2.26)
is positive at small times, and thus p has three real roots ζi. By Vie`te’s theorem, the
product of the roots is negative; since the extrema of the graph of p lie at points of
different signs, we infer that ζ1 < 0 < ζ2 < ζ3. Differentiating in T the equation for the
roots of p, we find
∂ζi
∂T
= −
(
∂p
∂ζ
∣∣∣∣
ζ=ζi
)−1
. (2.27)
Consequently, on increasing T , the root ζ2 monotonically increases and ζ3 monotonically
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p(ζ)Tc
T2
T1 ζ2(Tc) = ζ3(Tc)
0 ζ
ζ1(T1) ζ2(T1) ζ3(T1)
Figure 1. A sketch of graphs of the polynomial p(ζ) (2.25) for three values of T , such that
T1 < T2 < Tc, illustrating the behaviour of real roots of p (the roots are shown as the points
of intersection of the graph of p(ζ) and the horizontal axis). On increasing T , the graph slides
up as a rigid curve. As a result, the roots ζ1 and ζ3 move to the left (i.e., become smaller), and
ζ2 moves to the right (i.e., becomes larger). At the critical value Tc, for which ∂p/∂ζ = 0 and
the discriminant ∆ vanishes, the two roots ζ2 and ζ3 collide and disappear (with emergence of
a pair of complex conjugate roots, which cannot be shown in the plot).
decreases till the two roots collide (i.e., ζ2 = ζ3) giving birth to a pair of complex roots
(see Fig. 1). This occurs at a critical value
T = Tc = (8− 5
√
2)/3 ≈ 0.3096 (2.28)
for which ∆ = 0. For T < Tc, inequality (2.25) implies ζ ≤ ζ2. Therefore, the series∑
s,p |ξ̂(s)p (t)|ts converges for t < tc ≡ Tc/Γ, and hence at any Lagrangian position a
the displacement ξ(a, t) =
∑
s,p ξ̂
(s)
p (t) eip·a ts is analytic in complex time t in the disk
|t| < tc.
We have just derived the bound ζ(t) ≤ ζ2 under the assumption that the displacement
is given by its time-Taylor series. The assumption has enabled us to work with the
infinite series, but this is actually not required. A complete mathematical proof proceeds
as follows. First, by essentially repeating the arguments of this section, one can show that
for t < tc any partial sum of the series (2.23) is also bounded by ζ2. This bound being
uniform, we conclude that the series (2.11) for ξ(a, t) converges in the disk |t| < tc for
any a, and defines an analytic function of time. Consequently, the s-th coefficient of the
generating function (2.23) is bounded by ζ2t
−s
c . Second, one substitutes the truncated
series (2.11) into equations (2.7) and (2.8). Using our bound for the coefficients in (2.11),
we easily find that for t < tc the discrepancies decay as CS
2(t/tc)
S(1 − t/tc)−1 and
CS3(t/tc)
S(1− t/tc)−1, respectively, where S denotes the number of the terms kept and
C is a constant. Thus, in the disk of convergence, the formal solution that we have
constructed in this section is a classical solution to Cauchy’s equations.
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2.3.2. A normed-space proof
It may be instructive to give an alternative proof, that is not tailored to the spe-
cific functional space to which the initial vorticity belongs, while emphasizing the key
ingredients of such a proof.
It is crucial for further developments to reexpress the pair of recurrence relations (2.12)–
(2.13) as a single recurrence for the (Lagrangian) gradients of the Taylor coefficients (the
latter are vectors, so their gradients are 2-tensors). We take the curl of (2.12) and the
gradient of (2.13), solve the resultant Poisson equation and finally take one (tensor)
gradient to obtain
∇Lµξ(s)ν = ∇Lµvinitν δs1 +
∑
1≤j≤3,
j 6=ν
Cµj
 ∑
1≤k≤3,
0<m<s
2m− s
s
(∇Lν ξ(m)k )∇Lj ξ(s−m)k

+ Cµν
 ∑
1≤i<j≤3
0<m<s
(
(∇Lj ξ(m)i )∇Li ξ(s−m)j − (∇Li ξ(m)i )∇Lj ξ(s−m)j
)
−
∑
i,j,k
l+m+n=s
εijk(∇Li ξ(l)1 )(∇Lj ξ(m)2 )∇Lkξ(n)3
 . (2.29)
Here, Cij ≡ ∇−2∇Li ∇Lj and ∇Li ∇Lj denotes the second-order partial derivative ∂2/∂ai∂aj.
The operator ∇−2, as already stated, is the inverse of the (Lagrangian) Laplacian: given
a periodic function f with zero spatial mean over the periodic cell, ∇−2f is defined as
the unique periodic function ψ with zero spatial mean, solving ∇2ψ = f . The structure
of (2.29) has an important property: for a given order s, the 9-component tensor ∇Lξ(s)
is expressed in terms of products of gradients of lower-order Taylor coefficients, and of
the operators Cij acting on these products.
Operators such as Cij ≡ ∇−2∇Li ∇Lj have been used in potential theory and applied
mathematics since at least the beginning of the 20th century (see Section 2.5). They
are instances of what is now sometimes called Calderon–Zygmund operators. In view of
the importance of these operators here, we shall call them the “fundamental Calderon–
Zygmund” (fCZ) operators.
Suppose a functional norm has the following two properties: (i) the norms of the
fCZ operators are bounded; (ii) the norm of a product is bounded by the product of
norms of its factors. Then clearly relation (2.29) enables us to control the norm of the
gradient of each subsequent Taylor coefficient. Actually, we have already used, albeit
without stressing it, this structural property of the recurrence relations for the gradients
of Taylor coefficients in the elementary proof.
We now define a norm which, as we shall show, has the two required properties: For a
scalar-valued space-periodic function
f(a) =
∑
p
f̂p e
ip·a (2.30)
we set
‖f‖ ≡
∑
p
|f̂p|. (2.31)
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Following a standard approach, we then set
‖f‖ ≡ max
j
‖fj‖ (2.32)
for a space-periodic vector field f , and
‖∇Lf‖ ≡ max
i
‖∇Li f‖ = max
i,j
‖∇Li fj‖ (2.33)
for the tensor∇Lf . Actually, (2.33) is equivalent to the norm∑
p
|p| |ξ̂(s)p | of∇Lξ(s), used
in the elementary proof in the previous section. Other norms having the two required
properties will be used in subsequent sections.
i. Boundedness of fCZ operators Cij
The operator Cij is a composition of two derivatives and the inverse Laplacian in
Lagrangian variables. For given boundary conditions, applying the inverse Laplacian
amounts to solving a Poisson equation. This is a nonlocal operation. Formally counting
the number of differentiations involved in the fCZ operator, we see that it is a kind of
zeroth-order nonlocal differential operator — in the theory of partial differential operators
such an operator is called a pseudodifferential operator of order zero. For the norm ‖ · ‖,
the fCZ operator Cij is bounded; actually its norm is unity. Indeed, for any space-periodic
function f expanded in a Fourier series (2.30), we have
‖Cijf‖ =
∥∥∥∥∥∥
∑
p 6=0
pipj
|p|2 f̂p e
ip·a
∥∥∥∥∥∥ =
∑
p 6=0
|pipj |
|p|2 |f̂p| ≤
∑
p
|f̂p| = ‖f‖, (2.34)
as stated.
ii. A bound for the norms of a product
We now show that the norm (2.31) has the second desired property, i.e. the norm of
a product is bounded by the product of norms of the factors. Consider two functions f
and g, whose Fourier coefficients are f̂p and ĝp, respectively. Clearly,
‖fg‖ =
∑
p
∣∣∣∣∣∑
n
f̂nĝp−n
∣∣∣∣∣ ≤∑
p
∑
n
|f̂n| |ĝp| = ‖f‖‖g‖, (2.35)
as required. A linear functional space equipped with a norm with this property is called
an algebra.
The right-hand side of (2.29) involves three sums. For a given index of summation m,
each of the first two sums involve 6 quadratic products of various ∇Li′ξ(j
′); for given l and
m, the third sum involves 6 cubic products of such components. Using this and applying
i and ii, we bound the norm of the various terms in the right-hand side of (2.29) and
obtain
‖∇Lξ(s)‖ ≤ ‖∇Lv(init)‖δs1 + 12
∑
m+n=s
‖∇Lξ(m)‖ ‖∇Lξ(n)‖
+6
∑
l+m+n=s
‖∇Lξ(l)‖ ‖∇Lξ(m)‖ ‖∇Lξ(n)‖. (2.36)
We then introduce the generating function
ζ˜(t) ≡
∞∑
s=1
‖∇Lξ(s)‖ts, (2.37)
similarly to what we did in the elementary proof. Multiplying (2.36) by ts and summing
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over s ≥ 1 yields
6ζ˜3 + 12ζ˜2 − ζ˜ + ‖∇Lv(init)‖t ≥ 0 . (2.38)
Inequality (2.38) has the same nature as (2.25), and the remainder of the proof is along
the same lines as in the elementary proof. Time analyticity is guaranteed by (2.38) until
the critical time ≈ 0.0204/‖∇Lv(init)‖.
Neglecting in the normed-space proof fine details of equations arising in the Fourier
space in order to gain a higher generality has resulted in a quantitative (but not qualita-
tive) deterioration of the bounds (for instance, the coefficient in the cubic term in (2.38)
is 36 times larger than the one in (2.25)). Although the dimensionless time is defined
differently in the “elementary” and the “normed-space” proofs, one easily finds, using
the inequality ‖∇Lξ(s)‖ ≤ Γ ≤ 6‖∇Lξ(s)‖, that the bound for the radius of convergence
of the Taylor series is at least 2.53 times larger in the “elementary” proof.
2.4. Analytic initial vorticity
Considering again 2pi-periodic flows, we now assume that the initial condition is an
analytic function of the three space variables. We shall prove that the Lagrangian map
is a space-time analytic function over the whole periodic domain and until times that
again depend only on the initial velocity gradient.
For this, we employ a Gevrey-type norm, that takes advantage of the exponential
decrease with wavenumber of the spatial Fourier coefficients of analytic functions. For
σ > 0 and a scalar-valued function f (2.30), we define
‖f‖σ ≡
∑
p
eσ|p| |f̂p|, (2.39)
and for a vector field f ,
‖∇Lf‖σ ≡ max
i,j
‖∇Li fj‖σ. (2.40)
Since the initial velocity v(init)(a) is a periodic analytic function, for some σ > 0,
‖∇Lv(init)‖σ = max
ij
∑
p
|pi|eσ|p| |(v̂p)j | (2.41)
is finite. This guarantees that the Fourier series for the initial velocity and (2.15) for the
initial vorticity converge for complex a in the strip |Im z| < σ around the real domain.
Moreover, the supremum of σ, for which the sum (2.41) converges, can be identified as
the distance from the real space R3 to the nearest singularity of the analytic function
∇Lv(init)(a) in the complex three-dimensional space. As in Section 2.3.2, we consider the
generating function
ζ˜σ(t) ≡
∞∑
s=1
‖∇Lξ(s)‖σ ts. (2.42)
If we show that the generating function is finite until t = tc(σ), spatio-temporal analytic-
ity until that time follows. This will hold if we demonstrate the two required properties of
the norm ‖ · ‖σ. Their proofs are similar mutatis mutandis to those given in the previous
subsection in (2.34) and (2.35).
Then, by repeating the normed-space proof almost literally, we derive the inequality
6ζ˜3σ + 12ζ˜
2
σ − ζ˜σ + t ‖∇Lv(init)‖σ ≥ 0, (2.43)
from which analyticity in space and time follows.
More careful estimations, as in the elementary proof of Section 2.3.1 show that the
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generating function
ζσ(t) ≡
∞∑
s=1
(∑
p
|p| eσ|p| |ξ̂(s)
p
|
)
ts (2.44)
satisfies the inequality
ζ3σ
6
+
ζ2σ√
2
− ζσ + tΓσ ≥ 0, (2.45)
where Γσ ≡ ‖ω(init)‖σ. Reasoning precisely as in Section 2.3.1, we infer that ζσ remains
bounded and therefore the Lagrangian map is analytic for t < Tc/Γσ where Tc ≈ 0.3096,
as given by (2.28), and its singularities, if any, are at a distance at least σ from the
real space. Letting σ ց 0, and observing that Γσ is an increasing continuous function
of σ, we conclude that ξ(a, t) is guaranteed to possess spatio-temporal analyticity for
t < tc ≡ Tc/Γ0.
For analytic initial data, analyticity of the Lagrangian map in space and time is not
surprising, given that in Eulerian coordinates it has been known for a long time that,
with analytic initial data, the solution is analytic in space and time (Benachour 1976;
spatial analyticity of space-periodic solutions was further considered by Levermore &
Oliver 1997, Kukavica & Vicol 2009 and Zheligovsky 2011). The Lagrangian map is the
solution to x˙ = v(x, t) with x(0) = a, where v(x, t) is the Eulerian velocity. From this
one can in principle establish analyticity of the Lagrangian map, using the theory of
ODEs of complex variables.
Nevertheless, with our derivation, we have gained something essential: the latter proof,
by way of Eulerian analyticity, will not work beyond complex times whose moduli exceed
the radius of convergence of the Taylor series in t for any Eulerian x. This Eulerian
radius of convergence does not depend only on the initial velocity gradient, as is the case
of the time of guaranteed analyticity by our Cauchy-formulation-based technique, but
also on the initial velocity itself. This can be seen by adding to the initial flow a large
uniform velocity U . As a consequence, a singularity at a given complex space location
x⋆ within a distance δ of the real domain will be swept past a fixed (Eulerian) observer
at speed U and, to leading order, it will also be seen as a complex singularity in time at
a location whose imaginary part is δ/|U |. Thus as |U | is increased, the Eulerian radius
of convergence decreases. Note that the argument is basically equivalent to the use of the
Taylor hypothesis, discussed in the Introduction.
This argument has an important implication for numerical simulation of ideal incom-
pressible flow, particularly when high precision is needed, e.g. to study the appearance
of possible singularities. The simplest way to achieve high precision in temporal schemes
is to use a high-order scheme, for example a high-order truncated Taylor series in time,
the time-step of which cannot normally exceed the radius of convergence of the Taylor
series. In Eulerian coordinates this may result in a much smaller permissible time step
than in Lagrangian coordinates. We shall discuss this issue elsewhere.
Finally, let us remark that the use of Lagrangian coordinates has proved useful for
establishing the spatial analyticity of solutions in a 3D fluid region with a boundary, and
deriving bounds for the rate of decay of their radius of spatial analyticity (Kukavica &
Vicol 2011).
2.5. Ho¨lder-continuous initial vorticity
Again, we here assume spatial periodicity and denote the elementary periodicity cell
by T3 ≡ [0, 2pi]3. We assume that the initial vorticity is Ho¨lder-continuous with some
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exponent 0 < α < 1. This means that its Ho¨lder norm
|ω(init)|α ≡ max
a∈T3
|ω(init)(a)|+ sup
a1,a2∈T3,a1 6=a2
|ω(init)(a1)− ω(init)(a2)|
|a1 − a2|α (2.46)
is finite. Such a function is continuous but may be non-differentiable, and its increments
between two neighbouring points a1 and a2 may behave as |a1 − a2|α.
For such flows we give a proof of the finite-time temporal analyticity of the Lagrangian
map. It is similar to the proof by Frisch & Zheligovsky (2014), but builds on the material
of Section 2.3.2 and is more detailed, in order to have a self-contained presentation for
fluid dynamicists.
i. Boundedness of the fCZ operators Cij
Here we consider the following statement: Let a function f(a) be periodic and Ho¨lder-
continuous of exponent 0 < α < 1, then
|∇−2∇Li ∇Lj f(a)|α ≤ Θα|f |α, (2.47)
where Θα does not depend on f and is bounded by C/α. In the language of electrostatics,
an equivalent statement would be that if the charge density is Ho¨lder-continuous, so is
the gradient of the electric field. In hydrodynamics, an analogous result is that, if the
vorticity is Ho¨lder-continuous, so is the gradient of the velocity, the latter being given
by a Biot-Savart integral. Note that a vorticity that is merely continuous can give rise
to an arbitrarily large velocity gradient. Hence such a vorticity could be shear-stretched
arbitrarily fast, leading to a vanishing interval of assured regularity.
Closely related results have been proved by mathematicians in the early twentieth cen-
tury. Lichtenstein (1925) stated a similar result in the entire space R3, giving a reference
to Korn (1907) and mentioning that “it does not present serious difficulties but requires,
as is known, a series of rather cumbersome thoughts.” He used it to prove various results
regarding the initial-value problem for the 3D incompressible Euler equations, including
its well-posedeness for a finite time when the initial vorticity is Ho¨lder-continuous (Licht-
enstein 1927). Chemin (1992) used the boundedness of the fCZ operators (essentially, in
the Eulerian framework) to prove that when the initial vorticity is Ho¨lder-continuous,
the fluid particle trajectories are infinitely differentiable in time.
There exist two types of proofs of the boundedness of the fCZ operators similar to
(2.47). When the problem is set in the entire R3 space, the Green function for the Poisson
equation is basically the Coulomb potential 1/r and proofs can be given by bounding
suitable singular integral operators in physical space. With periodicity conditions, the
problem is somewhat more cumbersome, although the Green function still behaves as
1/r at distances r small compared to the period. The method, using so-called Poisson
integrals, (see, e.g., Stein 1970, Chapters 3 and 4) can handle both instances; it is rather
elementary, but definitely too long for presenting it here, even in a summarised form.
To give the reader an idea of why the boundedness holds, we shall discuss the case of
the entire space and for simplicity assume that the given function f is not only Ho¨lder-
continuous of exponent α, but also vanishes outside a bounded domain (i.e., is compactly
supported). We here follow Gilbarg & Trudinger (1998, Chapter 4) and Majda & Bertozzi
(2002, Chapter 4).
The solution to the three-dimensional Poisson equation
∇2φ = f (2.48)
is a convolution
φ(a) =
∫
f(y)G(a− y) dy, (2.49)
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where the integral is taken over the whole space and the Green function G(a) is
G(a) = − 1
4pi|a| . (2.50)
In spite of the singular behaviour of the Green function at a = 0, the integral (2.49)
converges. Furthermore, we can differentiate it once with respect to a by just differenti-
ating the Green function to obtain
∇Li φ(a) =
∫
f(y)∇Li G(a − y) dy. (2.51)
If however we wish to differentiate twice, we cannot proceed in the same way, since the
second derivatives of the Green function have a strong, |a|−3, singularity which, in three
dimensions, could lead to a logarithmic divergence at short distance. This is overcome
in the following way. In principle to differentiate a convolution integral such as (2.51),
we can differentiate either of the factors. So, we can apply one of the differentiations to
f rather than to the Green function. For this we need to assume temporarily that f is
differentiable. As we shall see, the final expression for the second derivative of φ does
not involve derivatives of f and holds for functions which are merely Ho¨lder-continuous.
Standard arguments allow us then to justify the formula for such functions. Thus,
∇Li ∇Lj φ(a) =
∫
∂
∂aj
f(a− y′) ∂
∂y′i
G(y′) dy′, (2.52)
where we have changed variables from y to y′ ≡ a− y. We note that
∂
∂aj
f(a− y′) = − ∂
∂y′j
f(a− y′), (2.53)
and subtract a counterterm, which is clearly zero, from (2.52) to get
∇Li ∇Lj φ(a) = −
∫
∂
∂y′j
(
f(a− y′)− f(a)
) ∂
∂y′i
G(y′) dy′. (2.54)
Now, we return to the original spatial variable y and observe that, since f was assumed
to vanish outside of a bounded set, called its support, we do not have to integrate over
the whole space. It is convenient to chose a set Ω with a smooth boundary, for example
a sphere, whose boundary ∂Ω is at a strictly positive distance from the support of f .
Using the Gauss–Ostrogradsky divergence theorem, we obtain
∇Li ∇Lj φ =
∫
Ω
(
f(y)−f(a)
)
∇Li ∇LjG(a−y) dy−f(a)
∫
∂Ω
∇Li G(a−y)νj(y) dσ(y), (2.55)
where ν is the outward unit vector normal to ∂Ω (note that f(y) = 0 for y on ∂Ω).
The first integral in the right-hand side is nearly what we would have obtained by
illegitimate naive double differentiation of the Green function. However, f appears now
only through its increments. By Ho¨lder continuity, these are bounded by |f |α|y − a|α,
thus preventing the aforementioned logarithmic divergence. Specifically, we have∣∣∣∣∫
Ω
(f(y)− f(a))∇Li ∇LjG(a − y) dy
∣∣∣∣ ≤ c|f |α ∫
Ω
|y − a|α−3 dy ≤ C
α
|f |α, (2.56)
where c and C are suitable positive constants. To bound the Ho¨lder norm of the first
integral in (2.55), we also need to bound its increments. Establishing such bounds is a
bit technical but quite straightforward (see, e.g., Gilbarg & Trudinger 1998, Chapter 4).
As to the second, surface integral in (2.55) — since the boundary ∂Ω is at a positive
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distance from the set where f 6= 0, this integral is an indefinitely differentiable function on
the support of f . We have thus established the inequality (2.47), albeit in the framework
of an entire-space formulation of the Poisson problem with a right-hand side that has
bounded support.
ii. Bounds for products of Ho¨lder-continuous functions
The other property we need is straightforward. Let f and g be Ho¨lder-continuous
functions of exponents α. Then
|fg|α ≤ max
a∈T3
|f(a)| max
a∈T3
|g(a)|+ max
a1∈T3
|g(a1)| sup
a1,a2∈T3,a1 6=a2
|f(a1)− f(a2)|
|a1 − a2|
+ max
a2∈T3
|f(a2)| sup
a1,a2∈T3,a1 6=a2
|g(a1)− g(a2)|
|a1 − a2| ≤ |f |α|g|α, (2.57)
as required.
Having established the two key properties of the Ho¨lder norm, we can now prove
analyticity along the same lines as before: we introduce the generating function
ζα(t) ≡
∞∑
s=1
|∇Lξ(s)|α ts, (2.58)
where we use the notation |∇Lf |α ≡ maxi,j |∇Li fj |α. Applying (2.47) and (2.57) to (2.29),
we deduce the inequality
6Θαζ
3
α + 12Θαζ
2
α − ζα + T ≥ 0, (2.59)
where T = t |∇Lv(init)|α. Like in Section 2.3.1, this implies analyticity of the Lagrangian
map until a time inversely proportional to the Ho¨lder norm of the initial vorticity.
It is well-known that absolute summability of the Fourier series and Ho¨lder regular-
ity define distinct classes of functions, although the difference is subtle. For example, if
a function is Ho¨lder-continuous of exponent α > 1/2, a theorem of Bernstein implies
the absolute convergence of the Fourier series (see, e.g., Katznelson 2004, Section 6.1).
This result is sharp: for α = 1/2, there exist functions that are Ho¨lder-continuous with-
out having an absolutely summable Fourier series; a classical example is the Hardy–
Littlewood series
∑
n≥1 n
−1eiCn lnneinq that converges uniformly in the interval [0, 2pi] to
a Ho¨lder-continuous function of exponent 1/2 without being absolutely summable (see,
e.g., Zygmund 2002, p. 197).
2.6. Bounds on the radius of convergence of the time-Taylor series
After we have established the analyticity in time of the Lagrangian trajectories under
various assumptions on the initial conditions, it is natural to ask: what is the radius of
convergence of the time-Taylor series that we have constructed? This radius of conver-
gence tells us how far we can evaluate the solution without having to perform analytic
continuation. This is important when investigating the issue of finite-time blow up for
solutions of the incompressible Euler equations. For example, Brachet et al. (1983) in-
vestigated the blow up in the Taylor–Green flow (Taylor & Green 1937) and showed by
analysing the Taylor series for the enstrophy (the space integral of the squared vorticity)
that its radius of convergence is determined by a pair of pure imaginary singularities at
the complex time locations t⋆ ≈ ±2.18i. Any putative real singularity has to be beyond
the disk of convergence, but in practice it is very difficult to analytically continue outside
the disk of convergence.
We have by now derived lower bounds for the radius of convergence of the time-Taylor
series of the Lagrangian map. Can we obtain also upper bounds? For example, can we
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ascertain that the Lagrangian map is not an entire function with infinite radius of con-
vergence? In general, we have not succeeded in doing this. However, we have constructed
analytically the full Lagrangian map and found the radius of convergence to be finite
for a steady-state solution to the Euler equations for incompressible fluid. As any Bel-
trami flow, the well-known ABC flows (see Dombre et al. 1986, and references therein)
are steady-state solution to the 3D Euler equations. In general, they have a non-trivial
Lagrangian structure, and the ordinary differential equations (ODEs) for the Lagrangian
trajectories are not analytically integrable unless one of the coefficients A, B or C van-
ishes (see Appendix A of Dombre et al. (1986) and Pauls & Matsumoto (2005)). Here,
we consider the symmetric “AB flow”
v(x1, x2) = (− sinx1 sinx2, − cosx1 cosx2,
√
2 sinx1 cosx2). (2.60)
It is easily checked that its vorticity is ω(x1, x2) =
√
2v(x1, x2) and that it becomes
an ABC flow with C = 0 and A = B = 1 after a rotation by pi/4 about the x3 axis, a
stretching of the coordinates by a factor
√
2 and a suitable permutation of the coordinates.
In Section 2.6.1, we calculate the radius of convergence of its Lagrangian map.
The next step (Section 2.6.2) is to improve the lower bounds on the radius of conver-
gence. While the numbers obtained in Section 2.3.1 can be improved by various methods,
particularly in the 2D case, as we shall see, a substantial gap remains between the im-
proved estimates and the actual values for the AB flow (2.60).
2.6.1. AB flow: a flow with integrable Lagrangian trajectories
The AB flow (2.60) is independent of the vertical, x3, coordinate. As a consequence,
the vertical component of the velocity behaves just as a scalar advected by the horizontal
components. The stream function of the horizontal part of the flow is
ψ(x1, x2) = sinx1 cosx2, (2.61)
which, like the flow itself, is time-independent in Eulerian coordinates. The Lagrangian
map is as usual the solution to x˙ = v with the initial condition x(0) = a. It is easily
checked that the stream function is a Lagrangian invariant. Consequently, the third
component of the Lagrangian is just a linear function of time and cannot induce loss of
analyticity. Henceforth we consider only the horizontal part of the fluid particle motion,
governed by
x˙1 = − sinx1 sinx2, x˙2 = − cosx1 cosx2. (2.62)
To solve (2.62) we make use of the invariance of the stream function (2.61). Introducing
the new dependent variable w ≡ sin2 x1, and assuming without loss of generality that
sinx1 sinx2 ≥ 0, we reduce (2.62) to a separable ODE
w˙ = −2
√
w(1 − w)(w − ψ2). (2.63)
Thus, the solution can be represented in terms of the elliptic integral:∫ w(t)
w(0)
dw√
w(1 − w)(w − ψ2) = −2t. (2.64)
For our purposes, we do not need much of the theory of elliptic functions. The important
point is that the only singularities of the elliptic function w(t) are double poles (see, e.g.,
Akhiezer 1990). When t approaches a time of singularity t⋆, the dependent variable w
tends to infinity and hence the original variable x1 tends to complex infinity. To calculate
such singular times we should evaluate the definite integral (2.64) from the real value
w(0) (between ψ2 and 1) to complex infinity. Consider the contour shown in Fig. 2,
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w(t)
Imw
ψ2 Rew
0 w(0) 1 |w(t)|
Figure 2. A sketch of the path of integration in the C plane for the integral (2.64) for
computation of the minimal (in absolute value) time of formation of singularity in the AB flow.
designed to avoid inside it singularities of the integrand in (2.64). It is easily shown that
the integral over the arc from w(t) to |w(t)| tends to zero as w(t) tends to complex
infinity. Letting the radius of the semi-circle around w = 1 tend to zero, we can replace
the integration from w(0) to complex infinity by an integration over the real axis from
w(0) to +∞:
2t⋆ =
∫ 1
w(0)
dw√
w(1 − w)(w − ψ2) + i
∫ ∞
1
dw√
w(w − 1)(w − ψ2) . (2.65)
Next, we want to find the values ψ and w(0) that minimize |t⋆|. By (2.65), the imaginary
part of t⋆ does not depend on w(0). Hence the smallest module, for a given ψ, is obtained
for the smallest real part, namely, for w(0) = 1. Finally, we have to minimize over ψ.
Inspection of the second, pure imaginary, integral in (2.65) shows that the minimum is
achieved for ψ = 0. For these parameter values the integral becomes elementary:
t⋆ =
i
2
∫ ∞
1
dw
w
√
w − 1 =
ipi
2
(2.66)
(it can be evaluated by substituting w = 1 + tan2 θ for 0 ≤ θ ≤ pi/2). Hence the radius
of convergence of the time-Taylor series for the AB flow is the finite number pi/2.
2.6.2. Improvements of bounds for the radius of convergence of the Taylor series
We shall now show that the lower bound for the radius of convergence of the time-
Taylor series for the Lagrangian map can be somewhat improved. For this we shall use
the Fourier series formulation and notation of Section 2.3.1. In that section, bounds on
the Fourier coefficients of the various time-Taylor coefficients were obtained from the
recurrence relations (2.12)–(2.13) and then used to bound the generating function ζ
(2.23). Actually, the first few time-Taylor coefficients can be calculated explicitly from
(2.12)–(2.13) and then used to obtain tighter bounds.
For instance, for s = 1 and s = 2, we obtain
ξ̂(1)
p
=
ip× ω̂p
|p|2 ; ξ̂
(2)
p
= − ip
2|p|2
∑
06=r6=p
[r,p− r, ω̂r][r,p− r, ω̂p−r]
|r|2|p− r|2 . (2.67)
Here, the Fourier coefficients of the initial vorticity are denoted, as before, ω̂p. Therefore,
the bounds (2.21)–(2.22) for the transverse and longitudinal components, and (2.67) yield
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the following bound for the generating function:
ζ ≤ t
∑
p
|p| |ξ̂(1)
p
|+ t2
∑
p
|p| |ξ̂(2)
p
|+
∞∑
s=3
∑
p
(
|p× ξ̂(s)
p
|+ |p · ξ̂(s)
p
|
)
ts
≤ T + t
2
2
∑
p 6=0
∣∣∣∣∣∣
∑
06=r6=p
[r,p− r, ω̂r] [r,p− r, ω̂p−r]
|r|2|p− r|2
∣∣∣∣∣∣
+
1√
2
∞∑
s=3
∑
0<m<s, r
|r| |p− r||ξ̂(m)
r
| |ξ̂(s−m)
p−r | ts
+
1
6
∞∑
s=3
∑
n1+n2+n3=s
r1+r2+r3=p
|r1| |r2| |r3| |ξ̂(n1)r1 | |ξ̂(n2)r2 | |ξ̂(n3)r3 | ts
= T +
t2
2
∑
p 6=0
∣∣∣∣∣∣
∑
06=r6=p
[r,p− r, ω̂r][r,p− r, ω̂p−r]
|r|2|p− r|2
∣∣∣∣∣∣+ ζ
2 − T 2√
2
+
ζ3
6
(2.68)
≤ T + T 2
(
1
2
− 1√
2
)
+
ζ2√
2
+
ζ3
6
. (2.69)
Here, T ≡ tΓ = t∑
p
|ω̂p|, as before. Observe that (2.69) differs from (2.24) only by a
new quadratic term in the dimensionless time T . It immediately follows that convergence
of the series (2.11) is guaranteed for t < t˜c ≡ T˜c/Γ, where the critical dimensionless time
T˜c satisfies the equation T˜c + (1/2− 1/
√
2)T˜ 2c = Tc implying
T˜c = 1 +
√
2−
√
13/3 ≈ 0.3325 . (2.70)
Comparison with (2.28) show a modest improvement of about 7%.
So far we were assuming an arbitrary 3D initial condition (within the class of vorticities
with summable Fourier coefficients). A more significant improvement can be achieved by
constructing bounds for a specific flow in two dimensions. For instance, for the AB flow
(2.61), for which we know the exact radius of convergence, the Taylor coefficients of order
one and two are easily shown to be
ξ(1) = (− sin a1 sina2,− cosa1 cos a2), ξ(2) = 1
4
(sin 2a1,− sin 2a2). (2.71)
Consequently, for the AB flow,
Γ =
∑
p
|p| |ξ̂(1)
p
| = 2,
∑
p
|p| |ξ̂(2)
p
| = 1, (2.72)
and thus the analogue of (2.68) takes the form
T + T 2
(
1
4
− 1√
2
)
− ζ + ζ
2
√
2
≥ 0 (2.73)
(in two dimensions the cubic term is absent in (2.68)). In the dimensionless time T ,
analyticity holds now until
TAB =
2− 4√2√
8− 1 ≈ 0.4434, (2.74)
an improvement of about 43% over the value given by (2.28). The actual value of the ra-
dius of convergence for the AB flow in dimensionless form is pi, which is still about a factor
7 larger than our improved bound. There is definitely room for further improvement.
Time-analyticity of Lagrangian particle trajectories in ideal fluid flow 19
3. Ideal compressible fluid flow in an Einstein–de Sitter universe
The simplest model for the dynamics of compressible ideal fluid in the potential case,
in any dimension, is the Burgers equation:
∂tv + (v · ∇)v = 0; v = −∇ϕ. (3.1)
Its Lagrangian formulation is simply x¨ = 0, which integrates to x(a, t) = a+ tv(init)(a).
This Lagrangian map is obviously analytic, and even entire, in the time variable. Sin-
gularities appear nevertheless, but only when reverting to Eulerian coordinates, because
the Lagrangian map ceases to be invertible when its Jacobian J ≡ det(I + t∇Lv(init))
vanishes for the first time (here I denotes the identity matrix).
There are models of compressible dynamics with far less trivial Lagrangian maps that
can be viewed as extensions of the ideal potential Burgers dynamics. Of particular in-
terest are the Euler–Poisson equations, briefly presented in Section 3.1.1, which arise in
cosmology and govern the essentially collisionless and thus ideal motion of dark matter.
Actually, our interest in analyticity of Lagrangian trajectories in hydrodynamics was
triggered by work on the Lagrangian perturbation theory in cosmology (Moutarde et al.
1991; Bouchet et al. 1992, 1995; Buchert 1992, see also Buchert (1989)).
3.1. The Euler–Poisson equations
3.1.1. Basic equations in Eulerian coordinates
The cosmological Euler–Poisson system of equations takes its shortest form in the
so-called comoving coordinates x (moving with the Hubble expansion). We denote by
v the peculiar velocities (with the Hubble expansion subtracted), by ρ the normalised
matter density, by ϕg the gravitational potential and by τ a suitable time variable (see
below). Since, in this paper, we want to concentrate on fluid dynamical aspects, we shall
limit ourselves to an Einstein–de Sitter (EdS) model of a flat matter-dominated universe,
ignoring the cosmological term responsible for the accelerated expansion of the Universe.
For the EdS model the Euler–Poisson equations take the following form (cf. Brenier et
al. 2003, and references therein):
∂τv + (v · ∇)v = − 3
2τ
(v +∇ϕg), (3.2)
∂τρ+∇ · (ρv) = 0, (3.3)
∇2Eϕg =
ρ− 1
τ
(3.4)
(here ∇2E is the Eulerian Laplacian). Eq. (3.2) is the momentum equation, (3.3) expresses
mass conservation, (3.4) is the Poisson equation for the gravitational potential. One
advantage of the variables here chosen is that such cosmological equations significantly
resemble standard fluid mechanical equations.
We comment now on the time variable τ , which is not the cosmic time t, but is
proportional to t2/3. Let us linearise the Euler–Poisson equations about the steady state
v = 0, ρ = 1. Introducing the density perturbation δ ≡ ρ− 1, we obtain from (3.2)–(3.4)
∂2ττδ = −
3
2τ
(
∂τ δ − δ
τ
)
. (3.5)
It is immediately seen that (3.5) has two power-law solutions, τ and τ−3/2. In the former,
density perturbations grow linearly with τ , hence the name “linear growth time” for the
variable τ . (The standard notation in cosmology for the linear growth time is D or D(t).)
The latter mode is decaying at large times but blows up as τ → 0, thus invalidating
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linearisation. In the full cosmological setting τ may not go all the way to zero, because
the matter-dominated description used for deriving the Euler–Poisson equations is valid
only after the decoupling of matter and radiation. In the cosmic time variable t, starting
with the Big Bang, this happens around t = 380, 000 years, a kind of boundary layer
when compared to the present age of the Universe t ≈ 13.8 billion years. We shall ignore
such effects and let τ become arbitrarily small. Since τ appears in the denominator of
the right-hand sides of (3.2) and (3.4), if we demand that the solutions remain well-
behaved as τ → 0, the initial conditions must satisfy two slaving conditions, ρ → 1 and
v → −∇ϕ(init)g for τ → 0. Eq. (3.2) then implies that the velocity remains potential in
Eulerian (but not Lagrangian!) coordinates at any τ > 0.
3.1.2. Basic equations in Lagrangian variables
Fluid dynamicists, since the time of Lagrange, denote what was later called Lagrangian
coordinates by the letter a. We shall follow this tradition. Cosmologist typically denote
it by q, to avoid the letter a, standing for the expansion scale factor. We, however, avoid
the sub- or superscript 0 when referring to initial conditions — in cosmology zero refers
to zero redshift, that is the present epoch. Instead, as in Section 2, we use the superscript
(init).
To derive the Lagrangian form of the Euler–Poisson equations from (3.2)–(3.4), we
shall use a mixture of the methods already employed for the incompressible case, and
of a technique widely used in cosmological fluid dynamics (see, e.g., Ehlers & Buchert
1997).
As in the incompressible case (2.1), because the velocity is potential, the right-hand
side of (3.2) is again a Eulerian gradient. Thus we can apply identically the Cauchy–
Weber derivation of Section 2.1. The only difference is that now the initial vorticity
vanishes. Thus, (2.7) reduces to
3∑
k=1
∇Lx˙k ×∇Lxk = 0. (3.6)
A related cubic equation, expressing the vanishing of the current Eulerian vorticity is
found in Rampf & Buchert (2012, cf. eq. (2.24)).
The second equation, replacing the incompressibility condition of the hydrodynamic
problem, stems from mass conservation expressed as ρJ = 1, where J = det(∇Lx) is
the Jacobian of the Lagrangian map. We note that the left-hand side of (3.2) is the
acceleration x¨. Taking the Eulerian divergence of (3.2), using (3.4) and v = x˙, we obtain
∇ · (x¨+ 3
2τ
x˙) = − 3
2τ2
∇2Eϕg = −
3
2τ2
(ρ− 1). (3.7)
Next, we have to reexpress the Eulerian divergence in terms of Lagrangian space deriva-
tives. For this, we need the inverse of the Jacobian matrix. We use the following identity,
true for an arbitrary smooth 3D map:
∇iaj = εjmn εikl
2J
∇Lmxk∇Lnxl. (3.8)
(This expression is more convenient than the one involving cofactor matrices.) Eq. (3.7)
becomes then
εjmn εikl∇Lmxk∇Lnxl
(
∂2ττ +
3
2τ
∂τ
)
∇Lj xi =
3
τ2
(J − 1). (3.9)
Eq. (3.6) and (3.9) constitute a closed system of Lagrangian equations for fluid particle
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motion. The equations, particularly (3.9), may have solutions possibly singular at τ = 0
due to the presence of negative powers of τ . Actually, with the slaving conditions (or,
equivalently, the absence of the decaying mode), it is easily checked that solutions exist
in the form of power series that are non-singular at τ = 0. Such expansions in powers of
the linear growth time τ are widely used in the cosmological literature on the Lagrangian
perturbation expansion for an EdS universe (see, e.g., Matsubara 2008). The formal power
series is constructed in Section 3.2. Convergence and analyticity are then established in
Section 3.3.
We also observe that, as in the incompressible case, the system (3.6) and (3.9) is
invariant under a change to an arbitrarily accelerated frame. In cosmology this is called
“extended Galilean invariance” (see Bernardeau 2013, and references therein).
3.2. The formal Taylor expansion
We now seek a solution to (3.6)–(3.9) in the form of a power series in τ for the displace-
ment ξ ≡ x− a:
ξ(a, t) =
∞∑
s=1
ξ(s)(a)τs. (3.10)
Upon substitution of this series into (3.9) we obtain the following relations among the
Taylor coefficients (summation over repeated indices is now assumed):
(2s+ 3)(s− 1)∇L · ξ(s) =
∑
n1+n2=s
(
2n21 + n1 −
3
2
)(
∇Lj ξ(n2)i ∇Li ξ(n1)j −∇Li ξ(n2)i ∇Lj ξ(n1)j
)
−
∑
n1+n2+n3=s
(
n23 +
n3 − 1
2
)
εjmn εikl∇Lmξ(n1)k ∇Lnξ(n2)l ∇Lj ξ(n3)i .
(3.11)
This equation is trivially satisfied for s = 1. For s > 1, we symmetrise both sums in the
right-hand side by performing all possible permutations of indices to obtain
∇L · ξ(s)=
∑
0<n<s
n2 + (s− n)2 + (s− 3)/2
s2 + (s− 3)/2
∑
1≤i<j≤3
(
∇Lj ξ(s−n)i ∇Li ξ(n)j −∇Li ξ(s−n)i ∇Lj ξ(n)j
)
−1
6
∑
n1+n2+n3=s
n21 + n
2
2 + n
2
3 + (s− 3)/2
s2 + (s− 3)/2 εjmn εikl∇
L
mξ
(n1)
k ∇Lnξ(n2)l ∇Lj ξ(n3)i .
(3.12)
The other relations, stemming from (3.6), are obtained for s ≥ 1 just as in Section 2.2:
∇L × ξ(s) = 1
2
∑
1≤k≤3,
0<n<s
s− 2n
s
∇Lξ(n)k ×∇Lξ(s−n)k . (3.13)
Consequently, for s ≥ 1 the Taylor coefficients ξ(s) can be determined by performing a
Helmholtz–Hodge decomposition (2.14) (now, R(1) and R(2) denote the right-hand sides
of (3.13) and (3.12), respectively).
Observe that the recurrence relations (3.12)–(3.13) for this compressible case turn
out to be identical in structure to (2.12)–(2.13) for the incompressible one. This is not
surprising given that, in Lagrangian coordinates, the fluid particle displacements have
rotational and gradient components in both cases.
In the cosmological literature similar expansions are found, which are not always time-
Taylor expansions, but expansions in powers of the magnitude of the displacement. They
22 V. Zheligovsky and U. Frisch
have been carried out up to the fourth order (Rampf & Buchert 2012). To the best of our
knowledge, explicit all-order recurrence relations such as (3.12)–(3.13) have never been
presented in the literature. They are essential if we want to investigate the convergence
of the expansion and the analyticity of Lagrangian trajectories.
We have checked that our recurrence relations are consistent with the known results
up to the fourth order. In particular, the first term ξ(1) = ∇Lϕ(init)g yields the Burgers–
Zeldovich approximation, in which fluid particles keep their initial velocities, often used
to initialise numerical simulations. It is important to observe that, in the one-dimensional
case when the initial velocity depends only on a single coordinate, the Taylor expansion
terminates exactly with the term linear in τ . In other words, in one dimension the Zel-
dovich approximation is exact (Buchert 1992).
3.3. Analyticity in time of fluid-particle trajectories
The Lagrangian perturbation theory in cosmology has been, since its introduction about
twenty years ago, a formal expansion in powers of a parameter controlling the ampli-
tude of particle displacements. For the case of an EdS universe, the linear growth time
τ is an appropriate control parameter and the Lagrangian map becomes a formal Taylor
series in powers of τ . (Analyticity issues for non-EdS models having for example a cos-
mological term, are beyond the scope of the present paper.) With the tools developed in
Section 2 it is now easy to see that with suitable conditions on the initial velocity field
(or, equivalently, on the initial gravitational potential) this formal expansion is actually
convergent for small enough τ and defines an analytic function of τ . Indeed, given the
structure of the recurrence relations (3.12)–(3.13), whenever the initial velocity gradient
is in any of the function spaces considered in Sections 2.3, 2.4 and 2.5, analyticity will be
guaranteed for at least a finite time. To just show analyticity, it suffices to observe that
all the coefficients appearing in (3.12)–(3.13) are uniformly bounded by unity. Improved
bounds on the radius of convergence of the time-Taylor series can be obtained for the
case of an initial velocity gradient with a summable Fourier series just as in Section 2.3.1:
all the estimates derived in the incompressible case still hold, without any alterations,
in the compressible Euler–Poisson case. Further enhancements, such as discussed in Sec-
tion 2.6.2 can also be implemented (and actually yield a larger radius of convergence of
the Taylor series). For the case of an initial velocity analytic in the space variable, the
proof of Section 2.4 that spatio-temporal analyticity persists for at least a finite time
holds identically.
Let us illustrate this for the simple case when the initial velocity gradient ∇2ϕ(init)g is
Ho¨lder-continuous of exponent α. As in Section 2.5, we introduce the generating function
ζα(τ) ≡
∞∑
s=1
|∇Lξ(s)|α τs. (3.14)
Applying (2.14), (3.12) and (3.13), we find
6Θαζ
3
α + 12Θαζ
2
α − ζα + τ˜ ≥ 0, (3.15)
where τ˜ = τ maxij |∇Li ∇Lj ϕ(init)g |α . Proceeding as in Frisch & Zheligovsky (2014), we find
that analyticity holds until τc = T /maxij |∇Li ∇Lj ϕ(init)g |α, where for small α
T = (48Θα)−1 +O(Θ−2α ) ∼ α . (3.16)
Thus, the smaller the Ho¨lder exponent α of the initial velocity gradient, the smaller
is the guaranteed interval of time analyticity. If however the initial velocity gradient,
or the initial density fluctuations are not sufficiently smooth, the series may well fail
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to converge. For example, Sahni & Shandarin (1996) investigated the case of an initial
“top-hat underdensity” that is initially discontinuous, and found that low-order pertur-
bation worked better than higher-orders, which they regarded as a possible evidence for
“semiconvergence” of the perturbation series.
4. Concluding remarks
In this paper we have considered two instances of ideal three-dimensional flow, in-
compressible flow (Section 2) and a gravity-driven compressible flow of cosmological
relevance (Section 3). In both cases, we have shown that the motion of fluid particles is
time-analytic, for at least a finite time, when the initial vorticity or velocity gradient,
respectively, are slightly better than just continuous in the space variables (for example,
Ho¨lder-continuous).
Ours are solutions to the Euler or the Euler–Poisson problems with a Cauchy-type
formulation in Lagrangian coordinates. But do they yield solutions to the equations
in the original formulations in Eulerian coordinates? The latter are obtained from the
former ones by using the global inverse Lagrangian map, whose existence is therefore
required for such a construction. For the case of an incompressible flow, the existence
of a global inverse Lagrangian map is easily proved using the conservation of volumes.
In the compressible Euler–Poisson case, analyticity until some time τ⋆ does not imply
existence of such a global inverse Lagrangian map. Indeed, in the particular case of one
dimension, for which the Burgers–Zeldovich approximation is exact (cf. Section 3.2),
the Lagrangian map is a linear function of τ that is trivially analytic for all τ , but the
invertibility holds only until the time of the first crossing of particle paths (called “shell
crossing” in cosmology).
What happens to fluid particles beyond the real positive time, say, t1, until which our
results guarantee analyticity of their trajectories? If the invertibility requirement for the
Eulerian formulation does hold till t1 and the Eulerian solution is still in the appropriate
function space (for example, has a vorticity whose Fourier series is absolutely summable),
then we can again obtain analytical trajectories till time t2 > t1 by constructing a new
time-Taylor series, starting at time t1 (in the cosmological setting, minor modifications
are required, since (3.9) is not autonomous in time). This procedure can be iterated any
number of times until one of the conditions stated above is violated and the Eulerian
solution becomes therefore rougher than initially.
Does this happen and if so when? For the case of incompressible flow, this is actually the
issue of whether a blow up of solutions can occur after a finite time, a major mathematical
question. By contrast, for compressible flow in cosmology there is hardly any doubt that
such finite-time blow up does occur, essentially because fast particles can catch up with
slower ones. In this case, however, a physical question is open: is there an interval of time
after the matter-radiation decoupling, during which no particle crossing occurs? This
depends very much on what are the small-scale properties of the density and velocity
fluctuations at decoupling that are inherited from primordial cosmology, questions that
will be addressed elsewhere.
Finally, we want to stress again how remarkably similar are the Lagrangian dynamics
of incompressible and compressible ideal flow when tackled in the spirit of Cauchy’s 1815
work.
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Appendix A
Each step in the derivation of (2.19) is elementary, but their sequence is not necessarily
intuitive; this has prompted us to present here the derivation in detail.
Upon substituting the Fourier series (2.17) into (2.13) and collecting the terms involv-
ing the exponent eip·a we find
p · ξ̂(s)
p
= −i
∑
0<m<s, r
∑
1≤i<j≤3
εijk[r,p− r, ek]
(
ξ̂(m)
r
)
i
(
ξ̂
(s−m)
p−r
)
j
+
∑
n1+n2+n3=s
r1+r2+r3=p
[r1, r2, r3]
(
ξ̂(n1)
r1
)
1
(
ξ̂(n2)
r2
)
2
(
ξ̂(n3)
r3
)
3
, (A 1)
where ek denotes the k-th unit vector of the cartesian coordinate system, (ξ̂r)j the j-th
component of the vector ξ̂r, and k ≡ 6 − i − j. The right-hand side of (A 1) consists of
two sums. We replace the first one by the arithmetic mean of this sum and its copy, in
which the pairs of indices (m, r)↔ (s−m,p− r) are swapped. Similarly, we replace the
second sum by the arithmetic mean of this sum and its five copies with permuted pairs
of indices (ni, ri). The replacements involve a group of two terms quadratic in ξ̂
(ni)
ri
and
a group of six terms cubic in ξ̂
(ni)
ri ; each group readily amalgamates into a triple product,
yielding
p · ξ̂(s)
p
= − i
2
∑
0<m<s, r
3∑
k=1
[r,p− r, ek]
[
ξ̂(m)
r
, ξ̂
(s−m)
p−r , ek
]
+
1
6
∑
n1+n2+n3=s
r1+r2+r3=p
[r1, r2, r3]
[
ξ̂(n1)
r1
, ξ̂(n2)
r2
, ξ̂(n3)
r3
]
. (A 2)
Finally, we note that summation in k in the first sum in (A 2) amounts to calculation of
the scalar product; this gives rise to (2.19).
