This paper discusses a mechanism underlying the input allocations and income distributions across Russian cities of different ages. The empirical strategy is based on using the extended version of the Glaeser-Gottlieb model to guide the interpretation of regression estimates. The results are in line with previous evidence. Newer cities tend to pay higher real wages, but this is offset by the poor consumption amenities. Their opportunities to pay more are related to their productivity advantages resulting from their higher shares of skilled workforce, and more available natural resources. At the same time, these advantages and disadvantages tend to disappear with time, which gives rise to the income convergence.
Introduction
Income differences across Russian territory have been paid much attention in the literature. 1 The existing evidence revealed income convergence among Russian regions after 2000, spatial clustering in terms of regional incomes, and the important role of natural resource stocks for the income gaps across the regions (Dolinskaya, 2002; Guriev and Vakulenko, 2012; Herzfeld, 2008; Kholodilin, 2009 ). Income disparity dynamics were normally examined using regions as observational units. The researchers mostly dealt with very aggregated and heterogeneous spatial units differing from each other by size, population density and the share of urban population. 2 Cities as observational units are more relevant for a number of research problems. Urban units are much more homogenous with respect to their size and density than regions. At the same time, in the industrialized world cities produce the bulk of national incomes, and focus on income disparity dynamics across cities could allow one to abstact from the agrarian sector and analyze processes specific for the industrialized part of the economy. Despite these advantages, cities are less frequently analysed in terms of their income convergence/divergence. Evidence for Russian cities, in particular, income differentials across them is still scarce. Mikhailova (2011) analyzed city development in Russia as a result of such a historical accident as Stalinist policies to create the labor camps. According to this study, cities that received more initial investment when the camp system was working had a more chance to survive as populated locations. Skorobogatov (2014) documented existence of an inverse link between city age and per capita income in Russia. 3 This relationship is observed not only in Russia, but in other post-Soviet countries. 4 Given the established theory (Krugman, 1991; Davis and Weinstein, 2002) , this is a puzzle, and evidence as to the potential process underlying this correlation could be informative for the debate about spatial patterns of input allocation and income distribution. In addition, though age is considered a fundamental characteristic of urban units, there is not yet enough evidence concerning the effect of this charactestic on income and other measures of urban performance. Among few references are Giesen and Suedekum (2012) , and Glaeser and Kahn (2001) . Another challenge is the consistent estimation of effects of various forces behind the income differences. For example, population affects income and prices via a number of channels such as agglomeration effects, congestion, and available land for construction, while high income attracts more people and increases housing prices, which means in turn that all the three are endogenous variables. This paper considers the forces behind spatial income distribution using dataset on Russian cities. The main question of this paper is why city age is inversely linked with income in Russia. The 1 When it comes to big countries, income differentials across regions may be more important than those across countries. For evidence concerning these differentials, see, e.g., Acemoglu and Dell, 2010) . 2 In particular, territories of some regions reduce to those of cities as in the case of Moscow and St. Petersburg, while the other regions have territories comparable with countries. 3 This fact can be related to the results of Mikhailova (2011) in that new cities originated under the Soviet regime, including those within the camp system, might attract more investment that resulted in their higher incomes. 4 For additional details as to the income differences between cities of different ages across and within regions, see Tables A1 and A2 in Appendix. For evidence concerning the other countries, see Table A4 in Appendix. related issue is the observed income convergence across the cities of different ages. 5 I test traditional hypotheses as to the data-generating process. The first group of hypotheses suggests that younger cities are more productive. I distinguish between human capital, natural resources, and productivity amenities as fources which potentially underlies productivity advantages of the younger cities. The latter may be more productive because either they attract more skilled workers, or they are relatively resource rich locations, or, finally, they have other productivity advantages such as available nontraded capital. Another group of hypotheses is related to the consumption amenities. Younger cities may be worse places for living in which case employers would have to pay bonus to attract people there.
To distinguish between the potential forces behind spatial income distribution, I use spatial equilibrium approach. This is extensively used to deal with similar problems (e.g., Autor and Dorn, 2013; Beaudry, 2014; Glaeser and Gottlieb, 2009; Moretti 2013) . Its main assumption reduces to the noarbitrage condition in terms of individual utilities from one place to another. Higher income in a place may result from higher productivity, which should attract more people. The latter consequence in turn should increase housing prices. Another reason for higher income may be disamenities in a place. Ultimately, higher income in a place is offset either by higher prices, or disamenities, or both, so that the resultant individual utilities should be equal across space. Using these assumptions Glaeser (2008) and Glaeser and Gottlieb (2009) constructed the model, which makes it possible to determine the mechanism underlying the effect of a variable on income, population, and prices. I extend their model to include natural resources. In the case of Russia adding this endogenous variable is motivated by the fact that relative resource abundance heavily affects the spatial income distribution (e.g., Dolinskaya, 2002; Carluer, 2005; Brown et al., 2008) .
The structure of this paper is as follows. The next section outlines the spatial equilibrium model to be used for derivation of the mechanism underlying the relationships between exogenous and endogenous variables. The mechanism should guide the interpretation of the regression results. Section 3 describes the data sources and the most important patterns of the data. Section 4 contains the estimation results and the derived interpretation of the estimates based on the spatial equilibrium conditions outlined above. To check the robustness of these conclusions, I estimated a number of regressions of endogenous variables and proxies for the exogenous ones. Section 5 concludes.
Spatial equilibrium for inputs and rewards
One of the opportunities to determine the mechanism underlying the effect of a variable on the endogenous variables is to use a theoretical framework. The theory can suggest the relationship between the vectors of exogenous and endogenous variables φ : x k → y k , while the available data can give the vector b of the slope estimates of regressions of y on the variable of interest. Then using the theory- 5 For evidence, see Table A3 in Appendix.
based functions φ and the evidence-based estimates b one can decompose the effect of the interest variable on the endogenous variables into its partial effects on the exogenous variables λ. A ready framework for deriving the effects of city age on the exogenous variables is the GlaeserGottlieb model (Glaeser, 2008; Glaeser and Gottlieb, 2009) . The spatial equilibrium model we use is mostly equivalent to the Glaeser-Gottlieb model. Following the classic paper by Roback (1982) and related literature we assume that spatial patterns of input allocation and their rewards are governed by the no-arbitrage condition for consumers, firms, and developers resulting from the free movement of labour and capital. 6 Both individuals and owners of capital are indifferent as to their location and sector because the former have equal utility, and the latter have zero profit whatever location and sector they choose. Actual spatial differentials in real income are counterbalanced by the differences in consumption amenities, while local productivity advantages in production and construction sectors are offset by differences in wages and housing prices. Like in the Glaeser-Gottlieb model, individual preferences, and production and construction technologies are given by Cobb-Douglas functions. Individual firms and developers face a constant scale effect, but at the level of a location there is a diminishing scale effect due to the fixed nontraded capital. We extend the Glaeser-Gottlieb model to account for the role of natural resources. The latter are included as an input in the respective production and construction functions. 7 Thus, the functions contain four inputs: labour, traded capital, natural resources, and nontraded capital, among which all but the last are subject to an optimal decision at the local level.
Consumer preferences and demand for housing
An individual should choose the optimal combination of housing H and composite good (other goods) given the locally specific wage W , price of housing P , and given that the composite good is used as a numeraire. The consumer preferences are given by the following Cobb-Douglas utility function:
where θ denotes amenity level in a place of residence. FOC for housing gives an individual demand for housing H = αW P , whereof one has the indirect utility function: 6 The potential problem with this assumption is related to the fact that under the Soviet rule the spatial allocation of labour was guided by the state considerations, rather than private interests. However, there is evidence that after the collapse of the planned economy market signals heavily impacted migration (Andrienko and Guriev, 2004 ). An example of this tendency is the depopulation of remote regions after the state stopped inducing people to stay there (Heleniak, 1999) . Though there are still factors that impede migration, including the local preferences of individuals (Moretti, 2011) , for the quarter of century of the post-Soviet period a lot of people did move to the locations they preferred. See also Markevich and Mikhailova (2013) . 7 We used natural resources as an input distinct from nontraded capital to keep the decreasing return at the location level.
where ξ = α α (1 − α) (1−α) . The indifference condition suggests that every location provides an individual with the equal utility level. As seen in (1) this implies that high income is offset either by high housing price or poor amenities. The aggregated housing demand is an individual one times the local population N :
This will be used when solving for equilibrium housing output.
Production
The composite good is produced using the Cobb-Douglass technology as follows
where T is local productivity in the production of consumer goods, and N , K, R, and Z are labour, traded capital, natural resources, and nontraded capital, respectively. As mentioned, the latter, being fixed at the location level, means the firms have a constant scale effect while their locations face a decreasing scale effect. Since one has to solve for optimal output at the location level, the nontraded capital is constant, meaning that local productivity and the stock of nontraded capital comprise the production amenities of a location T Z 1−β−γ−δ .
Labour price and resource price are denoted as W , and µ, respectively. Wages should offset spatial differences in amenities and housing prices. Capital has equal price of unity everywhere. This follows from the free movement of capital and the assumption that capital does not occupy space. The resource price is inversely related to the remaining stock of the respective resource. 8 We assume that, unlike labour and capital, natural resources do not move, so that their price is an exogenous variable, and firms face different resource costs at various locations. The profit equality across space suggests that the input prices and production amenities offset each other.
FOCs for labour, capital, and resources give demand for labor and natural resource
where
Since, unlike the other inputs, capital is priced equally across space, the demand for capital is eliminated from the system.
Construction sector and housing supply
The construction sector uses the Cobb-Douglas technology too, but with different parameters
where A is the productivity in the construction sector, and L is nontraded capital, 9 which, again, suggests a constant scale effect at the firm level and a decreasing scale effect at the location level. The constant AL 1− −η−ν reflects the construction amenities of a place.
As the construction sector pays the same prices for the inputs as those paid by the production sector, equal profit across space and sectors should make input prices in accordance with construction amenities. A developer maximizes profit
Substituting FOCs for the three inputs in the construction function gives the housing supply function:
Using the demand function (2) one has the equilibrium housing price
where constant k 3 = α 1− −η−ν . As a whole, we have the two linear-dependent equilibria for goods and housing, the latter being explicitly given in (5).
The effect of city age on the exogenous variables
The equations (1), (3)- (5) contain spatial equilibrium conditions for labor, housing, and natural resources, where N , W , P , and R are the endogenous variables and T Z 1−β−γ−δ , AL 1− −η−ν , θ, and µ are the exogenous variables. Thus, we have four equations, four endogenous variables, and four exogenous variables. Taking the logarithms of the system (1), (3)-(5) and solving it for the endogenous variables we obtain linear equations with the coefficient matrix as follows: 9 In the case of construction this input mostly consists of land. See Glaeser and Gottlieb (2009, p. 993) .
The signs of the coefficients in (6) are in line with the theory. The production amenities (the first column of c) are to positively affect all the endogenous variables. The construction amenities (the second column of c) make construction costs lower, which makes in turn housing price lower (the negative sign of c 32 ). This attracts more population (the positive sign of c 12 ), which decreases wage (c 22 ) and increases the demand for natural resources (c 42 ). The consumption amenities (the third column of c) attracts more population (c 13 ), which is offset by lower wage (c 23 ). The effect on housing price is mixed (c 33 ). More people in both sectors make additional demand for housing, while more people in the construction sector create additional housing supply. The latter increases the resource demand (c 43 ). The resource exhaustion expressed in higher resource price (the fourth column of c) makes it rational to use the resources less (c 44 ), which decreases the labour demand as well (c 14 ). The effect on wage (c 24 ) and housing price (c 34 ) is mixed, because, on the one hand, housing demand becomes lower, on the other hand, construction costs become higher. Based on this model one can decompose the effect of city age on any of the endogenous variables into the partial effects related to the exogenous variables as was done in Glaeser (2008) and Glaeser and Gottlieb (2009) . To this end, one needs to estimate regressions of the endogenous variables on city age. Solving the system (1), (3)- (5) in logarithms for the exogenous variables and substituting the coefficients into the solution one obtains the relationships between city age and the exogenous variables:
where λ T , λ A , λ θ , and λ µ are the city age coefficients from the linear functions of the production, construction, and consumption amenities, and the resource price. b N , b W , b P , and b R are the city age coefficients from the linear regressions of labour force, wage, housing price, and natural resource use. 11 Thus, having specific values of the parameters and substituting the coefficients from the respective regressions of the endogenous variables into (7)- (10) one can calculate the effect of city age on the exogenous variables and, thereby, determine the sources of the negative age-income correlations coupled with the relationships between city age and other endogenous variables.
The dynamic system
The first differences of equations (1), (3)- (5) are as follows
where g T , g A , g θ , g µ are exogenous growth rates of the location-specific productivity in the production and construction sectors, consumption amenities, and the resource price, respectively. From the standpoint of an individual, a change of income can be offset by a change of current housing cost, rather than housing price. However, assuming the constant expected growth of housing price
Pt this can serve as a proxy for the growth rate of rental costs. 12 The respective solution of the first-differenced equation system for the exogenous variables is as follows
and b 1+g R , are the coefficients for the growth rates of the respective exogenous and endogenous variables. It is readily seen that the equations (12)- (15) are the same as those for the static model except that the coefficients from the static regressions are replaced by those from the first-differenced ones.
Spatial equilibrium for input structure
An additional issue is the spatial allocation of various kinds of inputs, such as human capital and natural resources. To address this issue, we extend the model of Glaeser (2008) , which distinguishes between skilled and unskilled workers, to add the distinction between exhaustible and reneweable resources with constant elasticity of substitution between them. The latter distinction is based on the assumption that exhaustible resources are more scarce and expensive, which make them more important for local productivity compared with reneweable ones. In addition, we keep the assumptions of the Glaeser model (2008) concerning skilled and unskilled workers. They have different productivities and wages, different reservation utility levels, and different places of living within a location 13 which provide them with different consumption amenities. Finally, the construction sector produces two kinds of housing with different productivity parameters. The consumer problem is the same as in (1), but for the two kinds of human capital there are two indifference conditionsŪ
where indices S and U refer to the skilled and unskilled workers, and indices H and L refer to the high and low qualities of housing and consumption amenities.
The construction sector uses the technology
where ψ is productivity parameter, σ and ς denote the substitution parameter between skilled labour N S and unskilled labour N U , and between exhaustible resources R e and renewable resources R r , respectively. To derive the equilibrium housing price functions, we use the construction function (16), FOCs for labour, capital, and resources, and housing demand functions based on the indifference conditions, as in the derivation of (5). Then, we substitute the respective equilibrium price function into the indifference conditions and take the respective ratio between the two kinds of workers to obtain
The respective technology in the production sector is T (ψN
FOCs for the inputs give the following ratios for the two kinds of workers and resources: 13 Fu and Gabriel (2012) give evidence for this assumption using Chinese data.
where ρ =
Re Rr
, and φ = µe µr . Finally, the ratio of the housing demand functions is as follows:
where π = P H P L . The solution of the system (17)- (20) for the exogenous variables gives the following relationships between the coefficients of the regressions of the exogenous variables on an interest variable and the regression coefficients of the endogenous variables on the interest variable
, and b ρ are the coefficients for the respective ratios of the exogenous and endogenous variables. This system allows one to readily move to the dynamic version by substituting the coefficients from the respective first-differenced equations, as in the previous subsection.
Hypotheses
The theory presented lets one test a number of hypotheses concerning the mechanism behind the inverse age-income relationship. In statics, one can distinguish between productivity-related forces and amenity-related ones. The former group includes hypotheses according to which newer cities: (a) Feature higher production amenities; (b) Attract more skilled workforce. This can be the result of bonuses for human capital, the specific construction amenities, or specific consumption amenities from the standpoint of a skilled worker. In other words, skilled workers may be attracted by either relatively higher wages, or relatively more available housing, or relatively more pleasant places for living, or a combination of these relative advantages;
(c) Are more resource-rich; (d) Feature higher shares of exhaustible resources in their resource stocks; A location's productivity advantages, whatever their source, should make its income higher. This in turn should attract additional population, which increases housing prices. Thus, productivity-related higher wages in newer cities would be offset by higher housing prices.
The amenity-related hypotheses include those according to which newer cities: (a) Feature consumption disamenities. To attract people to relatively unpleasant newer cities, firms and developers staying there would have to pay higher wages; (b) Feature construction disamenities. Poor conditions for construction in newer cities would make their housing price higher, which, again, should be offset by higher wages.
Finally, to explore the relationship between city age and income change, we tested the first difference versions of the same hypotheses.
Data
The main body of the data on Russian cities is from the dataset Ekonomika gorodov Rossii (2015) . This contains key dependent variables, namely average wage, labor force, and extractive output of energy and non-energy resources. The latter were of key importance for the hypotheses tested as they were used as proxies for the resource use. Data on control variables also comes from this dataset.
The dataset contains the two age variables, but these are not consistent in terms of a city start. To correct these data, I used a number of sources for city age. One of them is Administrativnoterritorialnoye delenie (1987). Other source is Lappo (1998) .
A number of important variables are available only at the level of regions, in which cases the respective urban characteristics were proxied by the regional data. The data for average temperatures in January and July, consumer and housing prices were taken from Regiony Russii (2015) . The prices for higher quality and typical quality housing were taken from the Rosstat (2015). The shares of population with higher education come from Regiony Russii (2015) , and then were corrected to exclude rural population with the use of results of Vserossiyskaya Perepis Naseleniya (2002; 2010). For more details concerning the correction, see Appendix C. Wages by the level of education come from Trud and zanyatost ' v Rossii (2007; .
The dynamic version of this model suggests the same dependent variables in their first differences. For this end, I used the change of the dependent variables from 2005 to 2013.
Data on geographical coordinates (in decimal degrees) were taken from Bariev (2007) for 992 observations; the remaining 97 items were taken from Internet maps. Summary statistics for three age groups are presented in Table 1 .
As seen in the table, younger cities tend to pay higher nominal wages and, despite their consumer and housing prices are also higher, their real wages is still higher too; they pay relatively higher wage to high-qualified workers, and they have higher shares of educated people, though their human capital measured by the relative numbers of college students is lower; they locate to the north and the east, and suffer from colder climate; other proxies of their consumer amenities such as the number of sports facilities or the quality of their natural environment also tend to be relatively poor; their population size and density tend to be lower; they have better economic indicators such as unemployement rate, relative labor force, but their industrial concentration tends to be stronger; finally, they produce less manufactured goods, but their extractive output is much higher. If one relates these summary statistics to the hypotheses to be tested, higher incomes in younger cities are likely to be resulted from poor consumption amenities and/or productivity advantages related to higher level of human capital and/or resource abundance.
Results and discussion

Econometric specifications
As follows from the models presented above, to test the hypotheses, one needs a number of estimates. To obtain the coefficients (7)- (10) and (21)- (24), based on the static model and on distinguishing between the types of human capital and natural resources, respectively, we ran a number of regressions. As dependent variables in the former case we use the logarithms of labour, wage, housing price, and stocks, and in the latter case we use the logarithms of the share of people with higher education, the high-qualified to low-qualified worker wage ratio, the higher quality to typical quality housing price ratio, and the exhaustible to renewable resource extraction ratio. The latter variable, available in the disaggregated urban dataset, is used as a proxy for the relative resource use. All the regressions are estimated controlling for important economic characteristics, which are not immediately related to either of the dependent variables, namely, the logarithms of the shares of firms in all the organizations, the ratio of the workforce to the number of firms, and the unemployment rate. Standard errors are estimated using the robust estimator allowing for clustering at the region level.
To determine the relationships between city age and the change of all these variables, we run the dynamic specifications like those in Glaeser and Gottlieb (2009) except that we use all the available cross-sections between the earliest and latest years. For obtaining the coefficients (12)- (15) 
where y it is the logarithm of a dependent variable among those described above in the ith city for the tth year, year is the trend variable, age i is the ith city's age, yr is the vector of year dummies, α i is the ith city's fixed effect, and ε it is the ith city's idiosincratic characteristics in the tth year. Assuming that the dependent variable lag y it−1 is a close covariate of a number of urban characteristics it is included as a control variable. These regressions are estimated by the Arellano-Bond estimator with the interaction term instrumented by its lags. Like the respective specifications in Glaeser and Gottlieb (2009) , the interaction term is the interest variable.
Estimation results
Initial estimates come from sample statistics for age groups of the cities (see Table 1 ). These suggest that, apart from the correlations established above, newer cities are less populated, they tend to pay relatively higher wages to high-qualified workers, and have higher shares of educated people, though their human capital measured by the relative numbers of college students and their population size and density tend to be lower; finally, their resource extraction and relative exhaustible resource extraction are higher. If one relates these sample statistics to the hypotheses to be tested, higher incomes in newer cities are likely to result from productivity advantages related to a higher level of human capital and/or resource abundance.
Panel A of Table 4 contains the regression estimates for the static model. The variable of interest is highly significant in columns 2-4. As follows from the estimates, newer cities feature higher incomes, housing prices and natural resource use. An additional 1% of city age makes the average values of income, housing price, and resource use lower by 0.17%, 0.04%, and 0.27%, respectively. At the same time, age does not make any significant difference in terms of city size. 14 Panel regression estimates to establish the comparative dynamics of these variables across different ages are presented in Panel A of Table 5 . The results are significant for the variable of interest, except for column 3. Now wage and resource variables go in the opposite direction compared with the static estimates. Like the results in Table 3 , between 1996 and 2013 income grew more quickly in older cities. The growth of resource use was also higher in older cities, while population growth in older cities was lower. Thus, city age predicts the opposite dynamics for income and population. These dynamics coupled with the preceding static results may result from in-migration to relatively rich new cities, which do not feature the most rapid income growth. 15 As follows from the spatial equilibrium model, these dynamics in older cities should go hand in hand with a change for the worse in their consumption amenities. Panel B of Table 4 contains the results for the relative measures serving as dependent variables. The significantly negative estimates for the variable of interest suggest that newer cities pay educated people higher relative wages and use relatively more exhaustible resources compared with their use of renewable resources. The spatial equilibrium approach suggests that the higher wages for skilled workers in newer cities may be offset by specific consumption disamenities. 14 This result is at odds with the sample statistics for Russian cities and the existing evidence concerning the relationship between city age and city size in developed countries (Giesen and Suedekum, 2014; Dobkins and Ioannides, 2001 ; Michaels et al., 2012). However, the data for Russian cities are in line with these results when using a different measure of city size or a different specification. In particular, the regressions of population size, rather than log population size, and population density on log age give highly significant positive estimates of the coefficients. 15 Similar dynamics can be observed in other countries, cf. evidence for Norway (Rattsø and Stokke, 2014). The controls include log unemployment rate, log commercial firms to all organizations ratio, and log laborforce to commercial firms ratio. *** p<0.01, ** p<0.05, * p<0.1 The estimates were obtained using the Arellano-Bond estimator. GMM standard errors robust to heteroscedasticity and clustering on city level are in brackets. The specifications include the first lag of dependent variable, trend variable, and year fixed effects. City fixed effects were controlled for by the first differences. *** p<0.01, ** p<0.05, * p<0. 1 The comparative dynamics in these relative urban characteristics measured by the respective panel regression estimates are in Panel B of Table 5 . Like the results in Panel A of the same table, all the estimates except for those in column 3 are significant and with the same signs, which is also in line with the logic of the model. Based on the estimates one can state that between 2005 and 2009 the relative wage of skilled workers grew more rapidly in older cities, whereas the share of skilled workers in the labour force in older cities grew more slowly. Again, these comparative dynamics may have reflected a change for the worse in older cities in their consumption amenities from the standpoint of skilled workers.
Theory-based interpretation
These results coupled with the spatial equilibrium model and the parameter estimates let one calculate the effects of city age on the exogenous variables, which may underlie the relationships of interest.
Most parameter values are obtained estimating the production function on the same dataset for Russian cities (for estimation results, see Table A5 in Appendix D). The remaining parameters are borrowed from the literature. The parameter values used in the calculations are in Table 6 . 16 All the calculations are presented in Table 7 . The values of column 1 calculated based on the interest results of Table 4 in Panel A and formulas (7)- (10) are the regression coefficients of log(T ), log(A), log(θ), log(µ), respectively, on log city age. As follows from the values, newer cities feature higher production and construction amenities, and lower consumption amenities. This means that newer cities impose lower production and construction costs on the firms and developers, but provide their inhabitants with less pleasant living conditions. 17 In addition to the advantages of newer cities in their production and construction amenities, they enjoy resource abundance. The coefficient for µ means that newer cities feature much lower prices for natural resources, meaning that the latter are much more available for them. What do these imply for the age-wage relationship? The higher productivity in newer cities due to their production amenities and abundant resources should increase their wages. The same effect is made by their consumption disamenities. The productivity-related wage bonus should attract additional population. This in turn will increase housing prices, the effect of which is weakened by the consumption disamenities because the latter should discourage people from living in newer cities. Finally, the construction amenities should decrease housing prices. To sum up, newer cities feature consumption disamenities, but this disadvantage is offset by higher real wages. The nominal wages are higher to attract people to the unpleasant locations, but the higher productivity in the production sector does not fully transmit to higher housing prices because of both the relatively small population, and therefore lower housing demand, and higher productivity in the construction sector, which lowers housing costs.
Column 2 contains the coefficient values for the dynamic model used to explain the income convergence observed for the cities with different ages. The values are mostly of the opposite signs compared to column 1, which implies a convergence in terms of the respective urban characteristics. According to these calculations, during the period observed newer cities faced more rapid growth of their consumption amenities, but slower growth of their construction amenities. This suggests that within any fixed group new cities are no longer such unpleasant places compared with older cities, while the construction efficiency differential changed in favour of older cities. Smaller differences between the cities in their consumption amenities should have resulted in smaller income differentials, though this effect is weakened by the slower growth of construction amenities in newer cities, which should increase their relative housing prices. At the same time, new cities experienced faster growth of their production amenities and resource prices. Thus, the increased differences between the old and new 16 The only parameter for which we have not found any ready estimate, because of the lack of proper empirical evidence (Growiec and Schumacher, 2006) , is ς. For this parameter we assume substitutability among the two kinds of resources, so that ς ∈ [0, 1], and let this parameter take on the central value of 0.5 within the acceptable range. However, one can readily check that a change of the parameter within the range does not change the main conclusions about the direction of the relationships between city age and the exogenous values. 17 The latter feature of the new cities is similar to that of their American counterparts. According to Glaeser (2008, p. 65 ) during the last four decades "many older cities have become more attractive as places to live". cities in their production amenities should have resulted in higher real income differentials, while the reduced differences in construction and consumption amenities and resource abundance contribute to real income convergence across cities by age.
The results based on the extended model are presented in column 3. The signs and relative values of the coefficients are the same as those in column 1. The coefficients of ψ and φ suggest a higher return on human capital and a lower relative price of exhaustible resources in newer cities. Thus, the additional sources of the new cities' productivity advantages include their more efficient use of human capital and relatively more available exhaustible resources. The remaining coefficients reveal the other comparative characteristics of new cities from the standpoint of skilled workers. Construction productivity in the high-quality housing sector is slightly higher, which increases the relative real wage of skilled workers, while their relative consumption amenities are lower. Skilled workers in newer cities should suffer from consumption disamenities, but enjoy higher real wages. The lack of a significant difference in the shares of educated people by city age (Table 7) suggests that the attractive and non-attractive characteristics of the new cities make skilled workers indifferent between newer and older cities.
Column 4 contains the coefficients for the dynamic version of the extended model, which indicate the change of variables underlying the locational decisions of skilled workers. All the values are of the opposite signs compared to column 3. This, again, suggests convergences in the relative urban characteristics. The return on human capital and the relative abundance of exhaustible resources grew more slowly in newer cities, meaning that the respective productivity-related gaps between the cities of different ages shrank with time. The relative consumption amenities and relative price of high-quality housing grew more rapidly in newer cities. Thus, from the skilled workers' perspective, newer cities became better in the living conditions, but more expensive. The negative sign of the skilled workforce dynamics (Panel B of Table 5) suggests that the final effect of these changes in the return on human capital and relative construction and consumption amenities on human capital allocation was in favour of newer cities.
The estimation results and their theory-based interpretation are in favour of some of the hypotheses. In particular, higher wages in newer cities in Russia result from their higher productivity. The productivity advantages of newer cities are related to their production amenities, the availability of resources and a higher share of exhaustible resources. In addition, they feature more efficient use of skilled workers. The productivity-related higher wages of new cities should be transmitted to higher housing prices. However, their higher construction productivity should make their housing more available, which reinforces their population growth. At the same time, newer cities are generally less pleasant places for living, which should discourage in-migration. Thus, there are both productivityand disamenity-related reasons for higher nominal incomes in new cities. 18 Recall that the coefficients measure the point elasticities of the respective exogenous variables with respect to city age. By the The value of 0.5 for the substitution parameter σ is based on the substitution elasticity ε between skilled and unskilled workers of 2, which is borrowed from Behar (2010) , and the formula σ = The coefficients in columns 1 and 2 for log(T ), log(A), log(θ), log(µ) were calculated according to (7)- (10), and (12)- (15) . The coefficients in columns 3 and 4 for log(ψ), log(Λ), log(ϑ), log(φ) were calculated according to (21)- (24) absolute values of the coefficients, the most important forces behind the inverse age-wage relationship are the share of exhaustible resources in the resource stocks of new cities (the point elasticity of 0.5), their consumption disamenities (0.17), production amenities (-0.12), and the general resource abundance (0.1).
The most rapid convergent dynamics are observed for the share of exhaustible resources and the general resource stocks as seen in the change in the relative exhaustible resource price (-0.064) and in the change in the resource price (-0.003). These can result from resource exhaustion. 19 Most other urban characteristics, including general and relative consumption and construction amenities, and the return on human capital, show convergence too. Newer cities are better in their construction amenities (-0.09) and in their return to human capital (-0.04), and worse in their consumption amenities, but their advantages and disadvantages became smaller with time. The only characteristic showing divergent dynamics is production amenities. Newer cities tend to have relative advantage in production amenities, and this advantage is growing with time (-0.002).
Results by subsamples
The same results as those presented in Tables 4, 5 , and 7 are obtained for a subsample of resource extracting cities and for the remaining cities. The ultimate calculations for the subsamples, like those in Table 7 , are in Table A6 in Appendix E. All the static results in columns 1 and 3 have the same sign for both subsamples. Among the resource extracting cities the effects of city age on the resource stocks and the share of exhaustible resources in resource stocks are much stronger. 20 The age effects on consumption amenities and the specific consumption amenities for the skilled workers are also stronger for resource extracting cities. The static results for production and construction amenities, the return on human capital and the relative construction amenities have the same sign and similar values among the subsamples. The dynamic regressions display divergence in production amenities and convergence in resource abundance for both groups with a higher speed for these tendencies in resource extracting cities.
For the other characteristics resource extracting cities differ from the remaining cities. Resource extracting cities display convergence in general and specific construction and consumption amenities, and in return on skills, while the remaining cities show divergence in both construction amenity variables and in return on skills, and no tendency in consumption amenities. Finally, resource extracting cities, unlike the remaining cities, show strong convergence in their exhaustible resource share.
All the effects for resource extracting cities shown in Panel A of Table 5A are the same by sign as those in Table 7 and stronger by the absolute values for the resource, consumption amenity, and human capital variables. As seen in Panel B, the remaining cities display either the same effects by their sign to a much lesser extent or display the opposite effects as for the divergence in general and specific construction amenities and the return on skills.
To sum up, the separate results for the subsamples show that the most substantial relationships between city age and the resource and consumption amenity variables are shown by resource extracting cities. As for the other effects, the most important difference between the groups is that resource extracting cities display convergence for most production and construction amenity variables, while the remaining cities show divergence for all these variables.
Robustness check
Because of the lack of proper data on the exogenous variables we heavily rely on theory when testing the hypotheses. To make sure the theory and the conclusions fit the data, we have estimated a number of regressions using proxies for the exogenous variables. If the theory-based conclusions are correct the regressions of the proxies should be in line with them. Like Glaeser (2008), we use temperature in January as a proxy for consumption amenities. The other two proxies used are the quality of the natural environment and theatre availability. 21 These are measured by the relative discharge from stationary sources and theatre attendance per capita, respectively. A warmer climate, lower relative discharge, and higher theatre availability indicate better consumption amenities. As an inverse proxy for the resource price we use log extractive output per capita. In this case we suppose that high values for the extractive output measure are consistent with a low price of the natural resources.
The model suggests (e.g., (6) ) that consumption amenities attract population and increase the resource demand, but are normally offset by lower real income. To check how much the model fits the data, we have run the regressions of the endogenous variables on the proxies for consumption amenities and the resource price. The regressions of log population, log real wage, and log stocks are estimated controlling for the log real wage, log population, and the two production variables, respectively. The results are in Table 8 . Temperature in January and theatre availability are consistent with bigger cities, while the temperature and the quality of the natural environment suggest lower real wages, meaning that, in line with the theory, more pleasant cities are more populated (column 1) and pay less in real units (column 2). The model also predicts a positive association between natural resource use and consumption amenities. Among the three proxies for the amenities the discharge ratio and the theatre attendance variables correlate with the stocks in line with the model, while temperature is insignificant.
The regressions of consumption amenity measures on log city age let one check the robustness of the conclusions. According to the conclusions, newer cities are relatively resource-rich, but suffer from poor consumption amenities. If our proxies are relevant, this suggests that newer cities should be colder, dirtier, and feature fewer theatre attendances, while their resource extraction measure should be higher. According to the sample statistics (Table 1) , newer cities are located to the north and the east, and suffer from a colder climate; other proxies for their consumption amenities such as theatre attendance or the quality of their natural environment also tend to be relatively poor. The respective regressions are fully in line with these initial observations and the conclusions about the positive relationship between city age and consumption amenities. As seen in Table 9 , newer cities tend to be colder, dirtier, and to have fewer theatre performances (columns 1-3). At the same time, the negative relationship between city age and resource extraction indicates the relative resource abundance in new cities (column 4).
Finally, according to our conclusions, the dynamics of consumption amenities and the resource abundance measures show a convergence across the cities by age. To check this result using the proxies for consumption amenities and resource abundance, we have run panel regressions (25) . The latter include dependent variable lags, and city and year fixed effects. The differences in dynamics across cities of different ages are captured by the interaction term between the trend variable and log age. The results are presented in Table 10 . The signs of interaction term are in line with the conclusions in all the specifications. During 2005-2013 the dynamics of winter temperatures, the quality of environment and the theatre attendance were more favourable in newer cities. One of the most important factors behind the income convergence across the cities of different ages was the convergence in terms of the available resources. Again, if our resource proxy is relevant and the conclusion about the dynamics fits the data, one should observe more favourable dynamics in resource extraction in older cities. The respective estimation results are in column 4. In line with the theory-based conclusion, the general dynamics in resource extraction was more favourable in older cities.
To sum up, the robustness check confirmed that both the model used and the model-based conclu-sions fit the data. According to the model, consumption amenities should have correlated positively with city size and resource use, and negatively with real wages. The conclusions based on the static model predict that newer cities should be less pleasant places to live, but richer in resources. The calculations based on the dynamic model predict that income convergence should have resulted from the respective convergence in terms of resource abundance and consumption amenities. The consumption amenities correlate with population size, real wage, and the resource variable in the way suggested by the model. In line with the conclusions, newer cities are richer in resources, but colder and dirtier. This should make their real wages higher for productivity-and amenity-related reasons. Finally, income convergence across cities of different ages goes hand in hand with the respective dynamics in these comparative advantages in productivity and amenities. The estimates were obtained using the Arellano-Bond estimator. GMM standard errors robust to heteroscedasticity and clustering on city level are in brackets. The specifications include the first lag of dependent variable, trend variable, and year fixed effects. City fixed effects were controlled for by the first differences. *** p<0.01, ** p<0.05, * p<0.1
Conclusion
This paper deals with a strong statistical regularity that seems to be at odds with the established theory in spatial economics. In Russia and other post-Soviet countries newer cities are substantially richer, despite their smaller population sizes and thereby weaker agglomeration forces. To determine the underlying relationships between city age and other urban characteristics, we use an extended version of the Glaeser-Gottlieb spatial equilibrium model. The model assumes the no-arbitrage condition for population and firms when it comes to their locational decisions. Based on these assumptions the equilibrium conditions in consumer and housing markets were derived where population, wage, housing price, and resource use are endogenously determined. Another version of the model establishes the equilibrium conditions for the share of skilled workers in the local labour force and the share of exhaustible resources in local resource stocks. Both versions are used to determine the dynamics of these variables. The model coupled with a regression analysis allows us to determine the characteristics of the new cities which make them better off in terms of their average wages, and make conclusions concerning the impact of city age on other urban characteristics.
According to the conclusions, age is linked with both productivity-and amenity-related urban characteristics. New cities are more productive. Productivity advantages of new cities result from their production amenities, higher return on skills, more abundant natural resources and higher shares of exhaustible resources in their resource stocks. At the same time, new cities are less pleasant places to live. Higher real wages in new cities are both the reward for their higher productivity and compensation for their poor consumption amenities. The differences between the cities of different ages in their production-and amenity-related characteristics tend to diminish with time. There is a convergence in both income and the underlying urban characteristics among cities by age.
These results for resource use reveal a particular pattern of Russian urban development. Specifically, new cities occur at sites that have rich deposits of valuable resources. The new territory provides new cities with temporary advantages with respect to their resource endowments and ensuing incomes, but feature poor consumption amenities. As time goes by, the resources become depleted and the respective advantages vanish. At the same time, as the territory is developed their disadvantage in consumption amenities also tend to diminish. From a broader perspective, this pattern corresponds to the way the Russian population and state used their vast territory throughout history, moving on from resource depleted areas to new richer areas. While this pattern is at work in Russia, it can be helpful in future studies when examining the spatial development of other resource-rich countries and regions. In particular, a similar mechanism may underlie the negative age-wage relationships in other postSoviet countries. This pattern suggests the potentially important role of exhaustible resources in the changing regional differences in economic activities and incomes. Over longer historical intervals this may imply a potential effect of technological progress on the dynamics of spatial income distribution via changing relative values of various natural resources.
Appendix A. The inverse city age income relationship in Russia
The inverse city age income relationship is highly robust to change of definition of city age, inclusion of controls, and the sample. The results of estimation of a number of specifications are presented in Table A1 . Robust standard errors clustered at the region level are in brackets. p-value of F -statistics is for the geographic and demographic characteristics. Geographical controls include latitude and longitude, log distances to railroads and docks, and dummy for the status of regional administrative center. Demographic controls include log population size and log density, net migration per capita, and log labor per capita. The specifications for 2001 include also the student ratio. *** p<0.01, ** p<0.05, * p<0. 1 The estimation results in Table A1 imply that the inverse city age income relationship is robust to inclusion of the full list of regional dummies. To check this relationship at the level of distinct regions, I run a number of respective regressions. The results of presented in Table A2 . Finally, one can consider city age-income relationship in dynamics to understand how income changes depending on city age. For this end, I estimated panel regressions of log wage on year and its interaction with log city age. The sign of the interaction term indicates the direction of relative income change. Positive sign would indicate income convergence, meaning that younger cities, though more rich, have slower income growth compared with older ones and vica versa. To check the robustness of the results, the regressions were estimated with individual and year fixed effects, for nominal and real wages, and for the two age variables. The results are presented in Table A3 . The interaction terms of our interest are highly significant, and their positive signs indicate the convergence. similar specifications for a number of countries given the data on city age, average wage, and population size or density. The data were borrowed from the official websites of the statistical agencies. In most cases it was possible to use municipal statistics containing data for the important cities of the respective region and its subregions. Thus, for the important cities I had ready data, while for small towns I used the data for the subregions for which they serve as their administrative centers. The results are presented in Table A4 . The data sources are given in Appendix A.6. All the income variables are annual ones, except for Moldova for which the income variable is a monthly one for September.
As seen in the table similar correlations are observed in, at least, eight other countries. Among the other countries Ukraine is the most similar to Russia in terms of the values, statistical significance, and robustness of the inverse city age-income relationship. The latter is highly significant both in the simple specification and with inclusion of log population and all the regional dummies. The second most similar relationship to Russian one is displayed by Belarus. It is worth noting that these two countries are also the most urbanized among the others if it is measured in the numbers of cities. The remaining countries in the table display the significant inverse city age-income relationships depending on a specifications. All of them have the inverse relationship after inclusion of log population, which is explained by the latter being positively correlated both with city age and income. Where it is possible I include all the regional dummies, and in all these cases, but Tadzhikistan, the inverse relationship is robust to this inclusion. The relationship is nonlinear for all the countries, which is specified in the logarithms, but in the case of Moldova the nonlinearity turns out a more spectacular, so that the significant inverse relationship is observed only in the quadratic, rather that logarithimic, specification.
As a whole, the negative city age-income correlation holds for most post-Soviet countries. Though these countries have common Soviet legacies, they dramatically differ from each other in their territorial location, political regime, and the economy. Thus, one can still argue that the inverse city ageincome correlations feature diverse countries, and one can suppose existence of similar correlations elsewhere in the globe. Appendix E. City age and the endogenous variables by subsamples Note: See Table 7 .
Appendix D. Production function
