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Electronic coarse graining is a technique improving the predictive power of molec-
ular dynamics simulations by representing electrons via a quantum harmonic
oscillator. This construction, known as a Quantum Drude Oscillator, provides
all molecular long-range responses by uniting many-body dispersion, polarisation
and cross interactions to all orders.
To demonstrate the predictive power of electronic coarse graining and provide
insights into the physics of water, a molecular model of water based on Quantum
Drude Oscillators is developed. The model is parametrised to the properties of
an isolated molecule and a single cut through the dimer energy surface. Such a
parametrisation makes the condensed phase properties of the model a prediction
rather than a fitting target. These properties are studied in four environments via
two-temperature adiabatic path integral molecular dynamics: a proton ordered
ice, the liquid–vapour interface, supercritical and supercooled water.
In all these environments, the model predicts a condensed phase in excellent
agreement with experiment, showing impressive transferability. It predicts correct
densities and pressures in liquid water from 220 K to 647 K, and a correct
temperature of maximum density. Furthermore, it predicts the surface tension,
the liquid-vapour critical point, density of ice II, and radial distribution functions
across all conditions studied.
The model also provides insight into the relationship between the molecular
structure of water and its condensed phase properties. An asymmetry between
donor and acceptor hydrogen bonds is identified as the molecular scale mechanism
responsible for the surface orientation of water molecules. The dipole moment
is identified as a molecular scale signature of liquid-like and gas-like regions in
supercritical water. Finally, a link between the coordination number and the




Imagine a glass of water. Inside, there are billions of billions of water molecules,
each made out of two hydrogen atoms and one oxygen atom. These molecules
jiggle all the time, pushing and pulling each other and interacting via what we call
intermolecular forces. The properties of water (what I’ll call the macro) depend
on the details of these forces (the micro). For example, if the molecules like to
keep close to each other, water will be denser. If on the other hand, they like to
be further apart, it will be less dense.
The observation that the macro depends on the micro is a powerful one. It
means we can use computer simulation to study matter at the level of atoms and
molecules. We can simulate how molecules push and pull each other. From these
simulations, we can calculate the properties of the substance they make. We can
calculate how dense water is. We can calculate how hard you have to push to
break its surface.
But why do so when we can already measure these things? For two reasons.
First, computer simulation allows us to understand how the macro emerges from
the micro. On a computer, we can do experiments that are impossible to do in
the laboratory. We can ask: “What if water molecules pulled each other just a
little bit more. How would that change its density?”.
Second, computer simulation allows us to try out new substances. We can ask:
“What if I made this particular molecule? What will it do?”. In other words,
we can use computers to design molecules for a specific purpose. We can arrange
nature’s ingredients – the atoms in the periodic table – to create materials never
seen before. Need a better solar panel? Need an antibiotic to target a resistant
bacteria? Computer simulation has started to give answers to those questions.
The interactions between atoms and molecules are governed by the laws of
quantum mechanics. These are hard to simulate on a computer. Even a few
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thousand atoms would need a computer larger than any ever built. Thus,
scientists resort to molecular models. These are simple laws that capture the
essential physics, but are faster to simulate. However, most molecular models
miss a key element: the electrons of each molecule. The electrons move when
other molecules move, changing the nature of interactions. This means that most
models lack transferability. They work in one situation, say liquid water, but not
in a different one, such as ice.
I am part of a team that invented a novel technique of adding electrons
to molecular models while keeping them efficient to simulate. I used this
technique, called electronic coarse graining, to create a new model of the water
molecule. I showed that this model predicts the properties of real water in many
environments: liquid water from 220 K to 800 K, high pressure ice and the surface
between the liquid and the vapour.
I also discovered a new link between micro and macro. In my simulations, the way
water molecules push and pull each other is different on the side of the oxygen
atoms than on the side of the hydrogen atoms. This asymmetry makes water
molecules orient at the interface between liquid water and vapour in a particular
way that can be measured by shining laser light onto the surface of water.
My work makes computer simulation of atoms and molecules more predictive. In
other words, it gives us a tool to confidently predict macro from micro with only
a computer and a knowledge of the underlying laws of physics.
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The work presented in this thesis was done in a collaboration between the
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an electronically coarse-grained model for water and used it to understand how
the condensed phase properties of water emerge from its molecular structure.
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using this newly proposed model. Thus, a large part of the thesis is dedicated to
interpreting the results of the simulations in the context of the physics of water.
Each chapter that contains work co-authored by myself begins with the title of
supporting publications.
Chapter 1 introduces the main argument of the thesis and places electronically
coarse-grained methods in the context of predictive materials modelling. The
discussion is based on my own thoughts and is new material written for the
purpose of this thesis.
Chapter 2 presents a review of the development of Quantum Drude Oscillators,
a framework for electronic coarse-graining. It is based on a perspective article I
wrote for a special edition of the Journal of Computational Physics [53]. Section
2.2.4 is my original work that is unpublished.
Chapter 3 presents the development of QDO-water, an electronically coarse-
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were performed by Dr. Vlad Sokhan. The cluster calculations in Section 3.4 are
my original work and is unpublished.
Chapters 4-7 present and interpret simulations of QDO-water in four different
environments: the liquid-vapour interface, ice II, supercritical and supercooled
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figure caption. Chapter 5 is based on work published in Cipcigan et al. [52],
with Section 4.3.7 being unpublished. Chapters 4 and 6 are mainly written for
the purpose of this thesis, with the results published in two papers I co-authored
[254, 255]. Chapter 7 is based on a manuscript in preparation [54].
Chapter 8 and 9 wrap the thesis up, discussing the merits of the model and
suggesting future work. They are new material written for the purpose of this
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Atomistic materials modelling has become an integral part of research in
all areas of condensed matter, forming a new part of the scientific method,
elucidating scientific principles and accelerating discovery of new materials. The
computational revolution has been driven by the exponential scaling of computer
hardware [192] along with implementation of scalable software on these platforms
[207]. Today we can perform computational feats inconceivable 50 years ago. We
can calculate the band structure of a periodic crystal using a smartphone [198]
and simulate the influenza virus with atomic detail on a supercomputer [222].
The progress in atomistic materials modelling has led to the discovery of new
materials and medicine. For example, Schames et al. [240] found a hidden binding
site in HIV integrase, which lead to the development of the small molecule drug
raltegravir that halts the progression of HIV into AIDS [240]. A second example
is the rational design of a multiferroic material for measuring the electron’s dipole
moment [231].
The progress has also lead to a better understanding of atomic and molecular
scale mechanisms in systems ranging from solid state materials to proteins and
cells. For example, the design rules behind the folding of proteins have begun to
be understood well enough to enable the design of amino acid sequences that fold
into desired structures [115, 142, 270], although complete success remains elusive.
Despite these successes, two major challenges still limit the predictive power of
atomistic materials modelling: the accuracy of the models and the timescales
reached in simulation.
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This thesis addresses the former challenge: improving the accuracy of the
approximations used to model materials at the scale of atoms and molecules.
I address the challenge by constructing a model of the water molecule using a
novel technique known as electronic coarse graining. The essence of this technique
is to replace the electrons of a molecule with a simpler system – in this case, a
quantum harmonic oscillator.
Electronic coarse-graining has been pioneered by the work of Whitfield and
Martyna [297, 298] and improves the accuracy of molecular dynamics force fields
by providing many-body polarisation and dispersion beyond the dipole level in
a single, efficient to simulate building block. This building block is a quantum
harmonic oscillator known as a quantum Drude oscillator in the honour of Paul
Drude [70], who was first to use such a system to study condensed matter.
To construct an electronically coarse grained model of water, a frame consisting
of fixed charges is combined with a quantum Drude oscillator and an empirical
repulsion term. The parametrisation of the model contains no condensed phase
data, being done using the charge density and responses of the isolated molecule
and a single cut through the dimer energy surface.
The model is then assessed in four environments to test its predictive power and
understand the link between the molecular structure of water and its condensed
phase properties. First, I look at a proton ordered ice: ice II. Then, liquid water
follows, at its interface with vapour and its limits of stability – supercritical and
supercooled. An accurate prediction of water’s condensed phase properties in all
these environments would demonstrate a degree of transferability displayed in no
existing water model to date.
Further questions I will address in this thesis range from the orientation of water
molecules at the liquid–vapour interface, the link between this orientation and the
hydrogen bonding motifs present in the liquid, and the evolution of these motifs
at water’s limits of stability. I begin by an in-depth review of electronic coarse
graining followed by an overview of the construction of an electronically coarse




Electronic coarse graining enhances the predictive power of molecular
simulation allowing challenges in water physics to be addressed
Cipcigan, Sokhan, Crain, Martyna. J. Comp. Phys. 326 (2016).
2.1 Introduction
Simplified models of physical systems with complex emergent behaviour are
at the heart of modern theories. Electronic coarse graining, pioneered by
the work of Whitfield and Martyna [297], is one such approach applied to
modelling materials. Electronic coarse graining is physically motivated, taking
the molecule rather than the condensed phase as a starting point for the model,
transferable, owing to a parametrisation unbiased to any thermodynamic state
point, and computationally cheap, with a cost that can scale linearly with the
number of molecules. The technique treats many-body polarisation and many-
body dispersion on the same footing by representing electronic distributions of
individual atoms and molecular moieties using a single coarse grained particle.
This particle, known as a Quantum Drude Oscillator (QDO), consists of a negative
charge bound to a positive centre by a quantum harmonic oscillator.
Designing theories for computers rather than for pencil and paper requires
both new ways of thinking and new approaches to model building. QDOs
are a physical approach to modelling intermolecular interactions for one main
reason: they contain all long-range, many-body interactions to all orders. In
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other words, QDOs do not truncate interactions to low order terms such as
monopole and dipole, which is typical of classical strategies for dealing with
polarisation and dispersion interactions. The absence of truncation reduces the
assumptions inherent in modelling. The modeller does not need to pick the
symmetry of the key terms in the interactions. Rather, the environment selects
which interactions are important and which are not (Figure 2.1 illustrates the
environmental selection in action for water). This type of simplified but rich
model allows both the essential physics to emerge naturally and modellers to




Figure 2.1 Examples of Quantum Drude Oscillators in different environments:
ice II, ambient temperature liquid water and the surface of liquid
water. The images illustrate their electronic responses, with red
and blue isosurfaces corresponding to regions of enhancement and
depletion of electronic density, respectively.
Since QDOs represent single molecule electronic responses (or more generally,
responses of functional groups), their parametrisation involves molecular rather
than condensed phase properties. We hypothesise that this parametrisation is
sufficient for a condensed phase to naturally emerge from a limited set of single-
molecule data. This means that QDOs, and in general physical models built
with the same philosophy, are a faithful representation of individual molecules.
This situation is in opposition to standard force field models, which: have limited
responses, are typically constructed using a fixed charge distribution and two-
body van der Waals terms, and are fitted to reproduce a limited set of condensed
phase environments. With QDOs, the goal is to start with the intent of creating a
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minimal model that behaves like a water molecule (meaning that its interactions
approximate the real thing) and thus create a building block that can be then
used to predict rather than just extrapolate. The ideal is that this approach can
indeed say something new about the real thing.
Drude oscillators have rich history pre-dating our use in modelling intermolecular
interactions. The earliest application dates back to London (1937) [168], who used
them to derive from quantum mechanical calculations the 1/R6 functional form
of the dispersion interaction between non-polar atoms and molecules. Earlier
applications of Drude oscillators date back to the start of the 20th century when
their eponym, Paul Drude, used their classical limit to understand the dispersion
of light passing through insulators [70].
The 1950s to 1990s saw a revival of classical Drude oscillators [68, 177, 236, 261],
which were employed in theory and simulation following the work of Cochran
[56]. The quantum limit of the model served as an exemplar model for dispersion
in the 1950s [109, 259], following London’s initial calculations. It has been used
to simulate xenon clusters by Martyna et al. [177] via an N3 scaling method,
to model electron attachment to water clusters via a Configuration Integral
approach with a high order polynomial scaling by Wang et al. [289], served
as an approximate treatment for dispersion of one valance electron systems by
Fontana in 1961 [84], and even as a simplified model with which to calculate the
quantum entanglement between base pairs in DNA [229].
In a series of papers beginning in 2006 [124, 126, 128, 297, 298], the tools to
simulate the full model with order N [97] to N logN complexity (depending
on the method used to treat long-range interactions) via non-perturbative path
integral techniques were developed. Applications begun with rare gases [128, 297]
and moved forward to liquid water [52–54, 123, 254, 255] – the latter being the
focus of this thesis.
In related work during this period, the dipole-limit quantum model has been
embedded within density functional theory (within the local density approxima-
tion) by Tkachenko et. al. [272] to treat many-body dipole dispersion beyond
empirical potentials using the adiabatic connection formula [273]. This merger
of embedded dipole-limit quantum oscillators and density functional theory lead
to applications to heterogeneous systems such as benzene adsorbed onto metal
surfaces [164] or DNA-graphene interactions [50].
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2.2 Polarisation and dispersion
2.2.1 One dimensional model
To begin and gain intuition into how quantum Drude oscillators reproduce
electronic responses, start by considering a simple model that formed the basis of
London’s early work on dispersion interactions [109, 168]: a negative charge −q
of mass m, free to move in a dimension x. The charge is localised by connecting
it by a spring of frequency ω to a positive charge +q fixed at the origin.
Now add a positive, fixed test charge Q at a distance R  x from the positive
origin. The system is in equilibrium when the Coulomb force Eq on the negative
charge equals the spring force mω2x. Balancing the two forces results in the









In order to account for dispersion effects, the system has to be treated quantum
mechanically. Consider two identical oscillators separated by a distance R
interacting via a term c(R). The leading order interaction is dipole-dipole,

















Changing coordinates to ρ̂± =
1√
2
(p̂1 ± p̂2) and ξ± = 1√2 (x1 ± x2) decouples the
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Fig. 2.2 shows the ground state probability distribution ψ2(x1, x2) in the
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independent (c = 0) and correlated (c > 0) cases. When c increases, it
becomes more probable for x1 and x2 to have the opposite sign and less




2(x1, x2)x1x2 c(R), this correlation leads to the attractive force
between two neutral molecules proportional to −c(R)2 ∼ −R−6. This is the
leading order term in a van der Waals interaction and is the reason the attractive
part of the Lennard-Jones potential depends on R−6.


















probability density (arbitrary units)
Figure 2.2 The ground state probability density of two one dimensional quantum
harmonic oscillators interacting via a c(R)x1x2 term. The units
on the x1 and x2 axes are arbitrary. The left panel illustrates the
non-interacting case, with c(R) = 0. The right panel illustrates the
interacting case, with c(R) > 0. The spread of the wavefunction
across the diagonal represents the electron correlation that gives rise
to attractive van der Waals forces in real systems.
This analysis shows that even a one dimensional quantum harmonic oscillator can
capture the two basic features of long range forces: polarisation and dispersion,
at least in the dipole limit. To capture the full set of interactions one has to
consider the full three dimensional system.
2.2.2 Full quantum model
A Quantum Drude Oscillator (QDO) is made out of a light, negative particle of
charge q connected to a heavy positive centre by a harmonic spring of frequency










Perturbing this Hamiltonian via a point charge Q at a distance R gives a first




















Considering two QDOs separated by a distance R gives a first order correction














Therefore, the full model has a complex and rich set of long range responses,
which are replicated with only three parameters. This means the responses are
correlated and thus one needs to check whether these correlations are satisfied in
real atoms and molecules.
2.2.3 Invariant relationships between response coefficients
As the responses of QDOs depend only on three parameters, these parameters
can be eliminated, resulting in the following invariants that can be used to verify
8















Comparing these ratios with the responses of real molecules gives the results

























Figure 2.3 Three types of invariant ratios between polarisation and dispersion
coefficients, predicted by Quantum Drude Oscillators. Polarisation
ratios involve only polarisabilities and analogously for dispersion
ratios. Mixed ratios involve both polarisation and dispersion
coefficients. Deviation from theory is shown for three types of
atoms and molecules: noble gases, alkali metals and small hydrides.
Adapted from Ref. [128].
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The agreement is good for the noble gases, with ratios within 10% of experiment,
as their shells are fully filled and thus the distribution of electrons is nearly
spherical. The agreement is also within 10% for most alkali metals, for which
the last electron contributes mostly to polarisation. Small hydrides such as water
and methane agree within 15%. This agreement is due to the electronegativity of
atoms such as oxygen, which centres most of the electronic charge on them thus
resulting in charge distributions and responses that are close to spherical. For
example, the dipole polarisability tensor of water exhibits a 4% deviation from
spherical symmetry.
The agreement shows that, in the case of the materials illustrated in Fig. 2.3,
QDOs produce a dispersion and induction series that matches experiments and
ab initio calculations. This agreement also means that, in real materials, the
individual terms in these series are not independent, but related by symmetry
constraints, with spherically symmetric materials having responses approximated
well by a Gaussian model. However, a spherical model has its limitations.
For instance, the dipole hyperpolarizability is identically zero due to the use
of the on-site harmonic interactions. In order to move beyond the response of
(approximately) spherically symmetric systems, more QDOs can be placed onto
the molecular frame to break the symmetry.
2.2.4 Combining rules between dispersion coefficients
Knowing the link between the parameters of a QDO and its dispersion coefficients
allows us to go beyond invariants and answer a question in molecular dynamics:
how to determine the Lennard-Jones interaction parameters between two unlike
species of atoms and molecules.
In practice the Lennard-Jones interaction parameters between different species
are assigned using empirical combining rules – functional forms that result in
reasonable estimates of the required parameters. Consider a Lennard-Jones













Two widely used rules to calculate σij and εij from σkk and εkk are:

























QDOs on the other hand have combing rules which depend directly on the






















where αi1 is the dipole polarisation and ωi is the QDO frequency of species i.
To compare these relationships with the classical empirical ones, begin by
eliminating the product αA1 α
B






























In the case of the Lennard-Jones potential, Cij6 = 4εijσ
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Since we don’t know the form of either ε nor σ, this is as far as we can go for
QDOs. Can a similar relationship be derived using the empirical rules? Start by





































, corresponding to ωA = ωB, the two become identical.
This result gives us an insight into the pairs of species for which the Waldman-
Hagler rules work best: it’s those with similar QDO frequencies. These
frequencies are related to the properties of the outermost electronic shell (those
are the electrons that have the most contribution to polarisation), meaning that
these combining rules should be valid for elements having similar outermost shells.
Figure 2.4 shows the values of ΛA as predicted by QDOs between three different
types of species: alkali metals, noble gases and simple hydrides. Two predictions
emerge. First, the Waldman-Hagler rules apply well to atoms and molecules from
the same type. So, noble gases combine well with other noble gases, alkali metals
with alkali metals and hydrides with hydrides. Second, Second, alkali metals do
not combine well with noble gases nor with hydrides. However, hydrides and
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Figure 2.4 ΛAB calculated form the QDO parameters [128] for various
combinations between alkali metals, noble gases and simple hydrides.
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2.2.5 Parametrisation of the full quantum model
The responses of a QDO can be inverted to give its properties as a function of





















The resulting parameters are displayed in Table 2.1 and plotted in Figure 2.5.
A similar trend arises to what has been seen when discussing the combining
rules. Similar species have similar parameters, with exception of hydrogen, which
behaves different from all group I elements. There is in general a larger variation
of the parameters between the different categories than within a single one. This
is indicative of the fact that only the outer-most electron contributes significantly
to polarisation and dispersion. Hydrides and noble gases (with the exception of
hydrogen) have q > 1 which indicates the fact that there is more than one electron
in the outer shell. However, q is still close to a single electron’s charge, varying
between ∼ 0.7 e for hydrogen to ∼ 1.4 e for xenon. This indicates that most of
the contribution from polarisation comes from the excitation of a single valence
electron. Since group I metals only have a single electron in their unfilled shell
q < 1, as expected.
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Species ω/(Eh/~) m/me q/e
H 0.4273 0.6099 0.708
Li 0.0687 1.2545 0.9848
K 0.063 0.8101 0.967
Rb 0.0603 0.7343 0.9274
Cs 0.0531 0.6939 0.895
He 1.0187 0.5083 0.8532
Ne 1.2965 0.3491 1.2494
Ar 0.7272 0.302 1.3314
Kr 0.6359 0.2796 1.3741
Xe 0.5152 0.2541 1.357
H2O 0.6287 0.3656 1.1973
NH3 0.5603 0.3541 1.2722
CH4 0.5794 0.2615 1.2313
BH3 0.8776 0.1165 1.0793
Table 2.1 The QDO parameters for various species determined using the QDO
parametrisation rules, reproduced from Jones et al [128]. Eh ≈
27.211 eV is the Hartree energy, me ≈ 9.11 × 10−31 kg is the mass
of an electron and e ≈ 1.60 × 10−19C is the electron charge. All of
these parameters are electronic in magnitude, with the Hartree energy





































































Figure 2.5 QDO parameters [128] for various noble gases, first row metals
and simple hydrides. We expect the model to work well for such
insulators, where tight binding type models motivate the QDO coarse
graining.
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2.3 Simulating Quantum Drude Oscillators via two
temperature path integral molecular dynamics
Path integral molecular dynamics, shortened to PIMD, is a method of sampling
a quantum mechanical partition function using classical methods [124, 203,
278, 298]. For bosons or systems of distinguishable particles (such as QDOs),
this method achieves a statistical sampling of the quantum state at finite
temperature in a way that can scale linearly with the number of particles. If
the temperature is sufficiently low with respect to the lowest excitation, PIMD
samples predominantly the electronic ground state.
Consider a quantum mechanical system (such as electrons in a potential defined
by the Born-Oppenheimer surface of a nuclear configuration), with degrees of
freedom ~x. The state of this system is described by a density matrix ρ(~x, ~x′; βD).
The partition function at inverse temperature βD = 1/kTD is thus [80]:
Z(βD) = tr e
−βDĤ =
∫
d~x ρ(~x, ~x; βD), (2.25)
where d~x represents a small volume element in the dim(~x)-dimensional space
spanned by the system’s degrees of freedom. Since we are interested in the ground
state electronic surface of insulators, the inverse temperature βD associated with
the electronic degrees of freedom is taken as large as possible while ensuring the
ground state dominates the statistics. For harmonic systems, βD~ω > 8. In
general, for insulators of interest to us, TD  T .
Since the density matrix is an exponential of the Hamiltonian, it can be factorised






d~xi ρ(~xi, ~xi+1; βD/P ). (2.26)
The factorisation is done because a higher temperature (thus a lower τ) results in
a more classical density matrix, which is easier to approximate. Thus, the aim is
to use the smallest βD (or largest electronic temperature) that keeps the system
close to the ground state.
The next step is to approximate the high temperature density matrices using a
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Trotter factorisation [276, 298], where the Hamiltonian Ĥ is split into a reference
Ĥ0, with known density matrix ρ0 = e
−τĤ0 , and a perturbation V (~x) such that:
ρ(~x, ~x′; τ) ≈ e−τV (~x)/2ρ0(~x, ~x′; τ)e−τV (~x
′)/2 +O(τ 3). (2.27)
In the case of QDOs it is convenient to set H0 as the Hamiltonian of the isolated




























In order to motivate sampling schemes, we notice the strong nearest-neighbour
coupling between the coordinates ~x and ~x′. To treat this coupling, the
density matrix is diagonalised to the independent coordinates ~ui via a staging









































The coefficients of the transformation as as follows:
~u1 = ~x1,


















One step remains in order to make the partition function isomorphic to a fictitious
classical system: the addition of conjugate momenta ~pi with corresponding faux










































2 is a normalisation constant required to make the
momentum integral unity. This final transformation generates a form for the
partition function with the effective classical Hamiltonian H(faux), which can be













When adding the motion of the nuclei, the adiabatic principle needs to be invoked
and the fictitious mass m̃ of the the electronic degrees of freedom selected such
that they evolve on a time scale a factor of γ smaller than that of the nuclear
degrees of freedom. This selection of masses results in two effects: it allows the
electronic degrees of freedom to be thermostatted at a higher temperature than
the nuclei, and reduces energy transfer between the hot electrons and cold nuclei,
allowing the dynamics of these two subsystems to be evolved simultaneously
[124, 278, 297, 298]. Further energy transfer between the two subsystems can be
19
reduced by using an adaptive thermostat that dissipates excess heat induced by
Brownian motion [126]. It is important to recognize that the canonical ensemble
must be generated for the electronic degrees of freedom (and thus the need for
a thermostat) in order for the model to have physical meaning, since the path
integral method is explicitly derived to sample the canonical ensemble.
The computational cost of sampling the effective classical Hamiltonian depends
on the method used to treat long-range interactions. In molecular dynamics, this
can be done using Particle Mesh Ewald summation [65] for an O(N logN) method
or cell multipole methods for an O(N) method to treat long-range interactions
[97].
2.4 A note on software
The results that follow were produced using QDrude 2, a custom software of our
group that is used to simulate interactions between Quantum Drude Oscillators.
The software was written by Dr. Andrew Jones during his thesis [125] before
development was taken over by Dr. Vlad Sokhan and Prof. Glenn Martyna. The
following features are available:
1. The ability to simulate two classes of molecules, independently of each other:
water or noble gases. The QDO parameters for noble gases are given in
Table 2.1 while those for water are discussed in the next chapter.
2. Two different sampling algorithms: Norm Conserving Diffusion Monte
Carlo (DMC) [127] with fixed nuclei and Path Integral Molecular Dynamics
(PIMD) [297, 298] with either fixed or moving nuclei.
3. Two thermodynamic ensembles for PIMD: NVT (isochoric-isothermal)
and NPT (isobaric-isothermal). The temperature is kept constant using
multiple Adaptive Nosé-Hoover chain thermostats [126] applied to both the
nuclear and bead degrees of freedom. The thermostats are designed to
dissipate the excess heat transferred from the bead to the nuclear degrees
of freedom.
4. Parallelism over both atomic and bead degrees of freedom for PIMD.
Parallelism over the independent walkers used to sample the ground state
distribution for DMC. Both are implemented using MPI.
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5. Treatment of long range interactions via Particle Mesh Ewald [65] summa-
tion, giving a scaling of O(N logN)
6. Separation of timescales using the RESPA algorithm [277].
7. The following outputs: pressure tensor, trajectory, energy (multiple low
variance estimators [298]), density and, multipole moments of the simula-
tion box and molecular multipole moments.
The resulting trajectories were analysed using the trajectory analysis software
qdrude-analysis, which I wrote for this thesis and is available on my repository
at bitbucket.org/flaviu/qdrude-analysis. It totals around 7500 lines of
Scala code and can calculate the following quantities:
1. Radial distribution functions
2. Potential of mean force
3. Instantaneous and average density, dipole moment and charge density
profiles through a simulation box
4. Probability of hydrogen bonding motifs
5. Molecular orientation distributions
6. Nearest neighbour distance statistics at the surface of the liquid
7. Polarisation density
8. Order parameters: tetrahedrality and local structure index




An electronically coarse grained
model of water
Electronically coarse-grained model for water
Jones, Cipcigan, Sokhan, Crain, Martyna. PRL 110 (22) 2013.
Water is the simplest complex liquid. Its condensed phase behaviour is essential
for both life on Earth and for creating environmentally friendly technologies.
Its dynamics and thermodynamics are challenging to simulate, with hundreds
of molecular models of water, employing various degrees of physics – from all-
electron simulations of small water clusters [8, 93, 94, 173, 248, 269], to DFT
simulations of small periodic systems [12, 92, 95, 162, 238, 241] to fixed-charge
empirical models [1, 55, 98, 118, 119, 281, 283, 284] and coarse grained simulations
where each water molecule is treated as a single particle [172, 178, 184, 245, 282,
286, 313]. These simulations have given us insights into how water’s condensed
phase properties emerge from its molecular structure, emphasising the importance
of the competition between the tetrahedral structure favoured by hydrogen bonds
and the close-packed structure favoured by dispersion interactions. The balance
between these two environments, one driven by polarisation and one driven by
dispersion, combined with the lack of a near-quantitative molecular model for
such an important substance inspired the creation of QDO-water, a molecular
model of water using Quantum Drude Oscillators.
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3.1 Why water?
In the beginning there was water The Earth formed 4.5 billion years ago [62].
Shortly after its formation, Earth already had water. We know this from the faint
traces it left onto fossilised rocks. Ancient zircon crystals dated back to 4.4 billion
years ago [300] have ratios of oxygen-18 to oxygen-16 that indicate they formed
when hot magma was cooled by a cold liquid ocean. Traces of water droplets can
even be seen as tiny craters onto sediments, the shape of which can be used to
estimate the speed of the droplets and thus the density of the atmosphere [256].
Water as a biomolecule From its formation, through the transition from
unicellular to multicellular life and the subsequent evolution to terrestrial
lifeforms, water has played an essential role in supporting life.
Shortly after the earliest oceans, life formed. Zircon crystals dated 4.1 billion
years ago [24] have ratios of carbon-12 to carbon-13 consistent with the existence
of life. The initial spark for the creation of the earlies biomolecules was given by
lighting [180] or sunlight [220] , which provided the energy to synthesize them
from their basic constituents: hydrogen, oxygen and carbon.
As life evolved, it became encoded by DNA, whose double helical shape is
stabilised by surrounding water molecules [7]. The resulting proteins, synthesized
as chains of amino acids from the genetic code of the DNA, are again supported
by the presence of water molecules. The process through which these amino
acid chains fold into their functional form is driven by their hydrophobic and
hydrophilic patches. The energy landscape of folding resembles a funnel, with a
stable ground state and an abundance of local minima on the way to this ground
state. The location of the ground state and the smoothness of the path to it are
both determined by the presence of water. Indeed, without water, the energetic
funnel has an abundance of intermediate metastable minima, which lengthen the
process of folding [57].
As life evolved to multicellular organisms, water become important not just for
the structure of an organism but for its function. For example, plants use water
as a source of hydrogen [20], splitting it using the energy of incident sunlight.
Water as a tool Fast-forward to our era, water is becoming increasingly
important in the creation of environmentally friendly technologies.
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Learning a lesson from nature, water can be used as a way of storing solar energy.
Plants use the splitting of water as a step in the process of converting sunlight
into organic molecules, prehistoric forms of which come to us in the form of coal
and petrol. As our energy consumption is now far greater than what the planet
can renew each year, we must invent technologies that speed up the process of
converting sunlight into energy. The prospects are however promising: the energy
needs of a person for a year can be satisfied by splitting a single pool full of water
into oxygen and hydrogen [60, 265].
Water can also be employed at the molecular level in catalysing chemical
reactions. One of the most striking example is the speed-up of the Diels-Alder
cycloaddition at the surface of water, caused by the dangling hydrogen bonds
present there [194]. Another example is the production of Cl2 from chloroflu-
orocarbons (CFCs), responsible for the depletion of ozone in the stratosphere.
The reaction that produces molecular chlorine, Cl2, from hydrochloric acid
and chlorine nitrate is catalysed by the surface of ice particles from of polar
stratospheric clouds [274].
Understanding how water influences life and how to use that influence to create
new technologies relies on tools to understand the structure and dynamics of
water at the molecular level. Computer simulations are a powerful such tool,
giving us a virtual microscope into the physics of water. The accuracy of this
microscope is determined by the models used, which, for water, can at times
prove challenging.
3.2 Existing water models
Water’s structure arises due to a competition between directional hydrogen bonds,
which favour an open ice-like local structure and van der Waals forces, which
favour a close-packed local structure. This competition makes modelling of water
challenging since many-body polarization and dispersion interaction are key to
distinguishing the dominant motifs [188].
Hydrogen bonds are known to be cooperative, meaning that their interaction
strength changes depending on environment thus leading to the emergence of a
wide variety of motifs. A simple reporter of this cooperation is the molecular
dipole moment, which changes from a value of 1.85 D in the gas phase to an
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estimated value of 2.5–3.6 D in the condensed phase [123, 136], where four
hydrogen bonded motifs are dominant.
Dispersion interactions are also important in water. Including these responses is
essential to generate even the basic structure of water at room temperature. An
illustrative example of this balance is the overstructuring of room-temperature
water by local approximations to DFT [162], where including the electron
correlations that lead to accurate van der Waals interactions is absent (although,
there have been promising results using the similar technique of embedded
quantum harmonic oscillators at the dipole level [272]).
In addition, three-body effects account for as much as 25% of the binding energy
of water, according to the estimates of Ojamaee and Hermansson calculated at
the MP2 counterpoise-corrected level of theory [199]. Thus, monatomic two-
body potentials for the water molecule can only reproduce water’s condensed
phase properties if their parameters are allowed to vary with state point [47, 122].
Even a full-atom description of water cannot be transferable if its electrostatics
is fixed. Vega and Abascal [280] showed that a nonpolarisable model of water
cannot simultaneously reproduce the melting temperature and temperature of
maximum density.
With these considerations about the structure of water, let’s look at the modelling
approaches that have been used and their successes and places where they can
be improved.
What distinguishes all approaches of simulating water is how much physics
to include at which level of theory. Ab initio simulations include the effects
of electrons (at least the valance ones when pseudopotentials are used) while
empirical models go via one guiding principle: reproduce short-ranged structure
by using long-range classical potentials. Further approximations can be done
by limiting the interaction between particles to short-ranged potentials and even
discarding the structure of the water molecule and replacing it with a single
particle.
3.2.1 Water from the quantum up: ab initio models of water
Ab initio simulations of water are challenged by the computational expense of
treating electron correlation accurately. This limits the simulations to small
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clusters [93, 94, 173]. Nonetheless, recent advances such as the use of embedded
fragments [96] have enabled accurate coupled cluster calculations to be applied
to the condensed phase [303].
In the case of Density Functional Theory (DFT), local, gradient corrected (such
as PBE) and hybrid functionals (such as B3LYP) all overstructure liquid water
[162], with a melting point of around 400 K [311]. To achieve a more realistic
structure dispersion interactions have to be included, using techniques such as van
der Waals corrected functionals [139, 302], the Tkatchenko-Scheffler embedded
oscillators method [237, 271, 272] or hybrid functionals [27].
Despite the challenge, ab initio simulations revealed interesting insights into the
physics of water. Cluster-based simulations are important in creating accurate
benchmarks for the parametrisation of empirical models [173] and could even
be used to interpret ultrafast experiments using nanodroplets consisting of a
few thousand water molecules. DFT simulations are essential in interpreting
experimental results of x-ray spectroscopy, which probes the change in electron
ionisation energies as a function of different environments [10, 197]
Ab initio simulations also reveal insights about the nature of the hydrogen bond.
For example, DFT simulations show, via an energy partition scheme, that water
molecules have on average one strong acceptor and one strong donor bond,
uncovering a fluctuating asymmetry in water’s local structure [143].
3.2.2 Fixed charge models
The majority of simulations of water models have used an approach where water
molecules are modelled as a combination of three elements: fixed point charges
arranged to reproduce the electrostatic moments of the molecule, Lennard-Jones
R−6 interactions to reproduce dispersion and an R−12 or exponential repulsion.
This approach is conceptually simple, computationally cheap and has reproduced
the bulk properties of liquid water with good accuracy.
Such models can be characterised by the number of interaction sites, ranging
from three to six, as summarised in Figure 3.1. A few years after resolving the
molecular structure of water, Bernal and Fowler [30] proposed the first molecular
model of water. It was a four-site model, resembling the now well-known TIP4P
family, with two positive charges placed on the hydrogen atoms and a negative
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charge on the bisector of the HOH angle.
Computer simulation of water begun in the late 60s to early 70s, with Barker
and Watts [21] and Rahman [216] performing the first Monte Carlo and
molecular dynamics simulations of liquid water. The 80s saw the creation and
parametrisation of an increasing number of water models. Some followed the
philosophy of Bernal and Fowler [30] and employed four interaction sites, leading
to the TIP4P family of models [129]. Others used only three sites, leading to the
TIP3P [129] and SPC [28] families. Others created a model incorporating the
lone pair orbitals, resulting in five interaction sites and the ST2 family of models
[262].
The 2000s saw an increase in optimised parametrisations of these families of
models, seeing the birth of models such as TIP4P/Ew [113], optimised for use
with Ewald summation techniques, TIP4P/Ice [3], optimised to reproduce the
phases of ice and TIP4P/2005 [1], optimised to give the best overall fit to the
whole phase diagram of water.
All of these models assume that the interaction sites need to be placed on atomic
sites. However, this choice is not optimum for reproducing the ground state
electrostatic properties of real water. Recently, Izadi et al. [119] has shown
that relaxing this assumption leads to a better reproduction of the electrostatic
moments of the water molecule and to two models, OPC (4-site) and OPC3 (3-
site) that achieve a better fit to liquid water’s condensed phase properties than







































Figure 3.1 Various parametrisations of classical, rigid, fixed-charge models
using three sites [28, 29, 88, 118, 129], four sites [1, 3, 30, 87,
113, 119, 129, 205], five sites [26, 69, 174, 226, 262] and six sites
[191]. The figure was inspired by a presentation given by Molinero
[183].
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Models such as OPC have reached the limit of what is achievable with fixed
charge models. In order to go further in both reproducing the properties of bulk
water and those of water in heterogeneous environments, two other effects are to
be taken into consideration: polarisation and flexibility.
3.2.3 Including the effects of polarisation and flexibility
Empirical models are great for reproducing the effects of bulk water. However,
they fail to provide a realistic representation of the water molecule, since they
do not include electronic effects such as polarisation, many-body dispersion and
molecular flexibility.
These effects become important far from the region of parametrisation and in
heterogeneous environments. For example, a non-polarisable water model cannot
reproduce simultaneously the temperature of maximum density and melting
temperature [283], likely due to the increased molecular dipole moment in the ice
phase. Polarisation also enhances order at the surface of C60 fullerene [51] and the
structure of water molecules around proteins [25], where the local environment
quickly alternates between polar and nonpolar regions.
Including polarisation to water models has been done using four main approaches:
fluctuating charges [225, 228], charge-on-a-spring models [18, 148, 152, 312], point
polarisable multipoles [4, 38, 63, 211, 223, 290] and hybrid approaches that mix
the three components [77, 227, 262].
Recent attempts to add polarisation to existing potentials, resulted in models
such as TIP4P-pol [49] and SWM4-NDP [151]. However, these early attempts
did not improve considerably over existing fixed charge models [98]. This lack of
improvement could be caused by the inaccurate electrostatic field produced by
the model being amplified by the polarisation. Further attempts parametrised
models independently of a pre-existing reference, using methods such as ab initio
calculations. This resulted in a better replication of the properties of real water.
Another way of bringing molecular models closer to real water is to include
flexibility [307]. However, this can also prove tricky. The vibrational frequencies
of real water are high, meaning that the intramolecular vibrations retain a
quantum character even at room temperature. The qualitative predictions of
classically flexible models, such as a decrease of the HOH angle in the liquid
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phase differ from those of real water, where the HOH angle actually increases
due to partial charge transfer through the hydrogen bond [217]. This explains
the prevalence of rigid models, which is a strategy also adopted in the development
of QDO-water. This approach can be rationalized by noting that the entropy of
water’s bend and two stretch modes is close to zero, like in a rigid model.
3.2.4 Many-body effects
All the models discussed so far are based on two-body interactions, namely
electrostatic forces between fixed charges and R−6 Lennard-Jones interactions
to model dipole-dipole dispersion. In real substances, three- and many-body
forces can give significant contributions to the energies. Indeed, as we’ve already
seen, 25% of the binding energy of water comes from three-body effects, which
consist of a combination of polarisation and many-body dispersion. Hermann
et al. [105, 106] arrive at a similar estimate for the binding energy of water
clusters using a coupled-cluster many-body expansion of the interaction energy.
Further, by decomposing the energy into electron correlation and Hartree–Fock
components, they show that the Hartree–Fock energy does have a significant
three-body contribution, while the correlation energy can be decomposed into
two-body terms. This result seems to justify the traditional approach in modelling
water, where many-body terms are introduced via polarisation while dispersion
interactions are limited to two-body Lennard–Jones terms. However, the authors
considered a limited number of clusters comprising 7 water molecules. These
clusters are not necessarily representative of all environments of water molecules
in the liquid state.
In rare gas crystals, where long range forces are purely dispersion, the binding
energies change by 6-10% when three-body dispersion is considered [230]. More
complex systems also show strong many-body effects. Around 50% of the binding
energy of bilayer graphene is three-body, with some biomolecules having 10–20%
of their binding energy being three-body [285].
Atomistic simulations don’t usually consider these many-body forces. All widely
used, nonpolarisable, water models are two-body effective potentials. Same is true
for biomolecular force fields. The main reason is computational cost – three body
effective potentials such as the Axilrod–Teller dispersion [16] are conceptually
easy to understand but computationally expensive to implement.
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3.2.5 Ab initio parameterised potentials
Instead of fitting a potential to the condensed phase properties of water, one
can fit to the energies of clusters and test whether such an approach generalises
to the liquid. Such an approach requires including at least dipolar polarisation
to be effective. Hypotheses range from traditional charge-based models [5] to
neural network potentials attempting to reproduce the many-body potential
energy surface of water [187]. These potentials typically match the target
parametrisation but are limited by the accuracy of the ab initio method used
to generate the training set and to the environments included in the training set.
3.2.6 Dismissing long-range interactions
Rather than optimise for quantitative agreement, another approach is to optimise
for computational cost while still keeping the universal properties of water’s
structure, such as its tetrahedral structure.
One limiting factor in simulations is the inclusion of long-range interactions.
These interactions can be removed without affecting the qualitative results. This
leads to potentials such as the short-ranged three- and four-site water models
[120]. Taking this approach further leads to the removal of intramolecular
structure, such as done with the mW potential [184], where every molecule
is replaced by a single particle with short-ranged interactions that favour a
tetrahedral structure. These fast potentials are typically employed to study
phenomena that depend on rare events and thus need long sampling times, such
as freezing of supercooled water [185], which requires crystal nucleation.
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3.3 A new water model based on Quantum Drude
Oscillators
Quantum Drude Oscillators (QDOs) unite the missing elements from fixed
charge models into a single framework. They reproduce closely the electrostatic
responses and many-body dispersion interactions between molecules at a compu-
tational cost that scales near-linearly with the size of the system. Thus, QDOs can
provide the missing building block to water models that brings their properties
in near-quantitative agreement to those of real water.
To construct a water model using a QDO, one needs three elements: a rigid
molecular frame with embedded point charges to replicate the lowest order
electrostatic moments, a QDO to replicate electronic responses and a short-range,
pairwise repulsion potential to treat Pauli repulsion. These elements are shown




















Figure 3.2 Schematic of QDO-water.
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Parameter Value Parameter Value
Molecular geometry Coulomb damping
ROH 0.9572 Å σD = σH = σM 0.1 a0
∠HOH 104.52◦ σC 1.2 a0
Ground state electrostatics Short range repulsion
qH 0.605 e κ1 613.3Eh
ROM 0.2667 Å λ1 2.3244 a
−1
0
Quantum Drude Oscillator κ2 10.5693Eh





Table 3.1 The free parameters of QDO-water. Eh ≈ 27.211 eV is the Hartree
energy, a0 ≈ 0.5292 Å is the Bohr radius and e ≈ 1.60× 1019 C is the
electron charge
Frame The frame is fixed in the experimental molecular geometry of the isolated
molecule, with an HOH angle of 104.52◦ and an OH distance of 0.9572 Å[1].
Two positive charges of magnitude qH = +0.605 e are placed on the H site and a
negative −2qH charge placed on the M site, on the bisector of the HOH angle at
a distance ROM = 0.2667 Å from the oxygen. The distances and the charges are
fixed to generate the dipole moment of the isolated molecule (1.85 D) and give
the best fit to the quadrupole moment components.
QDO To create a responsive model, a QDO is centred on the M site. Its
parameters are determined using the dipole and quadrupole polarisabilities and
the C6 dispersion coefficient using equation (2.24) on page 14. The reference
values of the multipole moments and dispersion coefficients are taken from Millot
et al. [181], who report a mix of ab-initio calculations and experiment.
Repulsive potential The repulsive potential is fit by calculating one slice
through the dimer energy surface using the coordinates shown in Figure 3.3.
The calculation was done at the CCSD(T) level, with the aug-cc-pVTZ basis set
using ACESIII 3.0.7 [171] giving the energy shown in Figure 3.3. The equivalent
energy of the repulsion-free model (frame + QDO) was calculated using norm-
conserving diffusion Monte Carlo with 1000 walkers. The difference between






















Figure 3.3 (left) A cut through the dimer energy surface calculated via ab
initio methods (CCSD(T) aug-cc-pVTZ ACES III 3.0.7) and frame
+ QDO + repulsion (norm-conserving diffusion Monte Carlo with
1000 walkers). Figure reproduced from Sokhan et al. [255]. (right)
The coordinates used to calculate the cut through the dimer energy
surface.
Coulomb damping In order to avoid unphysical energies associated with a
diverging interaction, the Coulomb potential between two charges was regularised
by replacing it by a Gaussian distribution of width σi. This is equivalent to












The Gaussian widths of each charge are given in Table 3.1. For the bead (the
PIMD sampler), hydrogen and M site they are 0.1 Bohr radii, small in comparison
to the dimensions of the molecule. For the centre charge of the QDO, the Gaussian
width is 1.2 Bohr radii, which is comparable with the size of the molecule. This
choice was done so that the centre charge provides a background of positive charge
inside the molecule, making the ground state of the QDO more uniformly neutral
and reproducing some of the screening.
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3.4 Cluster energies of QDO-water: a basic
benchmark
In order to assess how the energetics of QDO-water extrapolate beyond the
single cut through the dipole energy surface, a simple quantity to calculate is
the energies of various water clusters. The reference energies and geometries
were taken from the Benchmark Energy and Geometry DataBase [224] and were
calculated at the CCSD(T)/CBS noCP level of theory by Temelso et al. [269],
which is a comparable level of theory to what was used to parametrise the model.
Since the reference geometries were optimised via ab initio calculations (at the
MP2/aug-cc-pVDZ noCP level of theory), they had to be adapted to fit the rigid
frame of QDO-water. To do so, the oxygen atom of QDO-water was placed in
the position of the oxygen atom in the reference geometry. The bisector of the
model’s frame was then aligned with the bisector of the reference geometry and
the positions of the hydrogen atoms were then generated. The model’s hydrogen
atoms were close to the reference ones, with the OH distances changing by a few
percent. This is consistent with a fairly rigid OH bond. The rearrangement had
to be done since the energetics of QDO-water were parametrised with reference
to a fixed geometry. The ab initio energies were not recomputed and hence
quantitative agreement cannot be expected.
Figures 3.4 to 3.7 shows a comparison of the binding energies per molecule for 38
clusters between QDO-water and ab initio calculations. The agreement between
QDO-water and ab initio is excellent. The energies differ by few percent, with 68%
of the QDO-water clusters having energies 2% away form the ab initio reference
and almost all (97%) with an energy 5% away from the ab initio reference. The
only large deviation was the 3UUU trimer, where all of the three hydrogen are
pointing in the same direction, with a deviation of 9.3%. It would be interesting
to add the CP correction to the ab initio results and estimate the contribution of
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Figure 3.4 (multipart figure 1/4) Energies per molecule of water clusters
calculated using QDO-water, compared with a CCSD(T)/CBS noCP
reference [224, 269]. Note that the axes in the first two parts of this
figure are different than in the last two parts. The change in position
of the orange line at 10 mHartree indicates this change.
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Figure 3.5 (multipart figure 2/4) Energies per molecule of water clusters
calculated using QDO-water, compared with a CCSD(T)/CBS noCP
reference [224, 269]. Note that the axes in the first two parts of this
figure are different than in the last two parts. The change in position
of the orange line at 10 mHartree indicates this change.
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Figure 3.6 (multipart figure 3/4) Energies per molecule of water clusters
calculated using QDO-water, compared with a CCSD(T)/CBS noCP
reference [224, 269]. Note that the axes in the first two parts of this
figure are different than in the last two parts. The change in position
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Figure 3.7 (multipart figure 4/4) Energies per molecule of water clusters
calculated using QDO-water, compared with a CCSD(T)/CBS noCP
reference [224, 269]. Note that the axes in the first two parts of this
figure are different than in the last two parts. The change in position




Ice II: low pressure proton ordered
ice
Signature properties of water: Their molecular electronic origins
Sokhan, Jones, Cipcigan, Crain, Martyna. PNAS 112 (20) 2015.
4.1 A quick tour of ice phases
Water is unique on Earth since it is abundant in all three phases: ice, liquid and
vapour. Ice covers 10% of Earth’s surface [252] and plays an important role in
regulating the climate, reflecting Sun’s rays and thus cooling the ground it covers.
Ice is also an exquisite archive of the atmosphere’s past, trapping air bubbles as
it freezes and preserving them for possibly millions of years. The best source of
these ancient bubbles is Antarctica. Its ice cap formed 44.5 million years ago
[74] and is over three kilometres thick. The oldest ice drilled there dates back
to 800,000 years ago [15] and lead to the reconstruction of a complete climate
record from that time to today. Other regions of Antarctica contain fragments
of ice more than one million years old [32] and modelling has identified possible
sites with ice cores spanning the past 1.5 million years [81].
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Ice found on Earth is predominantly a single phase:1 ice Ih, formed from open
motifs of hydrogen-bonded water molecules arranged in a tetrahedral cage. At
high pressures, the same tetrahedral motifs remain, but the cages arrange in an
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Figure 4.1 The phase diagram of stable ice phases, adapted from Bartels-Rausch
et al. [23]. Light blue regions mark proton-disordered ices (where
the hydrogen atoms are free to move according to the Bernal-Fowler
ice rules [30]). Dark blue regions mark proton-ordered ices, where
the hydrogen atoms are on fixed lattice sites. Ice X is symmetric –
the protons are half-way between two oxygen atoms. The pressure
axis is logarithmic. Dashed lines are approximate phase transition
boundaries.
At atmospheric pressure, terrestrial ice (ice Ih) is formed. The slope of the
transition line in the pressure-temperature plane is negative, reflecting ice Ih’s
lower density than liquid water’s. Ih is interesting among solids since it is
proton-disordered: while the oxygen atoms are fixed to lattice sites and have
four tetrahedrally-coordinated neighbours, the hydrogen atoms can arrange in
1At least as a first approximation. Ice Ic is a metastable cubic form of ice Ih that may be
found in high clouds. Furthermore, ices have trapped air bubbles (that give them the milky
colour) and various crystal defects.
42
any configuration that preserves the bonds and the geometry of the molecule
(satisfying what are known as the Bernal-Fowler rules [30]). This increased
entropic contribution makes Ih stable at relatively high temperatures. The
proton-ordered form of ice Ih is ice XI [153], which only becomes stable below 72
K. Ice XI is called so due to the historical convention put forward by Bridgman
[37] of naming ice phases in the order of their discovery.
Increasing the pressure generates four more proton-ordered phases each occupying
the following approximate pressure ranges: ice III [37, 169, 266] (300 MPa to
500 MPa), V [37, 166] (500 MPa to 1.1 GPa), VI [132, 146] (1.1 Gpa to 3
GPa) and VII [121, 140, 146] (3 GPa to ∼ 60 GPa). Each of these phases
has a proton-ordered sibling, occupying a similar pressure range: VII proton
orders into VIII [146, 195, 295] and VI into XV [235]. However, despite what
the phase diagram might suggest, V and III do not order into II. Ice II is a
distinct, proton-ordered crystal structure [131] that has no experimentally known
disordered phase. Simulations suggest that the proton-disordered ice II, ice IId,
would only be favoured at temperatures above the melting point of ice III and
V and thus thermodynamically unstable with respect to the liquid [193]. Instead
of ice II, the proton-ordered siblings of V and III are XIII [233] and IX [169]
respectively; both are metastable with respect to ice II.
XIII and IX are not the only metastable forms of ice. Proton-disordered ice XIV
[233] and its proton-ordered sibling ice XII [233] are both metastable in the ice
V–VI region of the phase diagram, being formed at around 800 MPa. Ice IV [234]
and Ic [179] are two further metastable ices, with no known ordered form. Ice IV
is metastable in the III–V–VI pressure range and ice Ic in the Ih pressure range.
Alongside crystalline metastable ices, water can also be vitrified by cooling the
liquid quickly, depositing the vapour on a cold plate or quickly pressurising ice
Ih [89]. Vapour deposition and fast cooling at atmospheric pressure create low
density amorphous ice (LDA), with a glass transition temperature of around 160
K. Increasing the pressure of either LDA or Ih to around 0.20 GPa creates high
density amorphous ice, with what looks to be a first order transition between
the two phases. Recently, a third form of amorphous ice has also been proposed:
very high density amorphous (VHDA), formed at pressures of around 1.15 GPa
and having a seemingly continuous transition from HDA [89].
Metastable forms of ice also occur in two other situations: at negative pressure
and as a precursor for freezing into stable counterparts. Simulations have
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proposed a two-step process for homogeneous nucleation of supercooled water
into ice Ih and Ic, where a new metastable form of ice, ice 0, acts as a precursor
for the stable ice phases [232]. At negative pressure, simulations proposed that
empty clathrates might be the preferred solid phases [58, 116]. This has been
recently put to the test by emptying clathrates and recovering the resulting ice
phase, resulting in the synthesis of the first negative pressure ice: ice XVI [76].
Extremely high temperatures and pressures may also yield exotic phases of ice.
The only such phase known is ice X [176]: a symmetric ice, with hydrogen atoms
lying in the middle of the line separating two neighbouring hydrogen atoms.
From the assortment of ice phases, I chose to concentrate on one as an initial
application of QDO-water: ice II. It is proton-ordered, removing the need for
sampling the slow dynamics linked with proton disorder. It is also stable in a
balanced region of the phase diagram, with relatively high temperature and low
pressure, thus increasing the chance for well-equilibrated sampling. Finally, ice II
is a favourite of modellers, being one of the ices used in parametrising models such
as TIP4P/2005 [1]. All these attributes made ice II the first step in testing the
transferability across water’s phase diagram of QDO-water, a model parametrised




Ice II is a proton ordered ice with the structure illustrated in Figure 4.2. Its unit
cell consists of two hexagonal rings with distinct hydrogen bonding motifs [131].
These rings are staggered and connected by hydrogen bonds both vertically and
horizontally, resulting in a structure resembling nanotubes of water molecules.
The structure is determined by two parameters: a is proportional to the size of
each ring and c is proportional to the separation between the rings.





Figure 4.2 The unit cell of ice II and the resulting hexagonal columns of the
condensed phase. The unit cell is defined by two rings, flat and
puckered, arranged in a stacked pattern.
The primitive cell of ice II has 12 molecules and is rhombohedral with parameters
(at T = 123 K and P ∼ 0 GPa) [131]:
a = b = c = 7.78Å α = β = γ = 113.1◦ (4.1)
45
The simulation cell contained 3×3×3 primitive unit cells with 324 water molecules
in the TIP4P geometry (same geometry as QDO-water); note that the OH length
and HOH angle does change in ices versus the liquid by a few percent [296], but
this change cannot be captured by a rigid model. The simulation cell was obtained
from Buch et al. [40, 41]. Its parameters are:
a = b = c = 23.34 Å α = β = γ = 113.1◦ (4.2)
The box matrix, containing the unit cell vectors as columns, is then [138]:
h0 =







(cos β cos γ − cosα)
sin β sin γ
V = abc
√
1 + 2 cosα cos β cos γ − cos2 α− cos2 β − cos2 γ
(4.3)
This box matrix uses the convention where the x axes of both the crystal and
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Ice II was first discovered in 1900 by Tammann [266]. The first detailed x-ray
study was performed by Kamb [131] who used the displacement in the position
of the oxygen atoms to deduce that ice II was proton-ordered, being the first
confirmed example of a proton-ordered ice.
The 90s led to more diffraction experiments such as those of Gagnon et al. [91],
Lobban et al. [165] and Fortes et al. [86]. Together, they provide the density of
ice II versus pressure at 237.65 K, 200 K and 225 K, for pressures up to 0.5 GPa.



















Lobban 2002: 200 K D2O
Fortes 2005: T=225 K D2O
Gagnon 1990: T=237.65 K H2O
Figure 4.3 Experimental isotherms of ice II at three temperatures: 200 K [165],
225 K [86] and 237.65 K [91]. The first two experiments were
performed on D2O samples while the latter used H2O.
In order to compare the four density measurements with the atmospheric pressure
isobar reported by Fortes et al. [86] and the single atmospheric pressure point
reported by Kamb [131], the measurements of Gagnon et al. [91] and Lobban
et al. [165] were fit using a linear and Birch-Murnaghan functions [33, 190], with
the results plotted in Figure 4.4.
There is a considerable spread of measurements: the density reported by Kamb
[131] and the one calculated from his lattice constants are considerably lower
than those of Fortes et al. [86] (even if the former are used to parametrise some
empirical models). This be caused by the isotope effect, as Kamb used H2O
while Fortes et al. [86] used D2O. However, Gagnon et al. [91] also used H2O
and his value is higher than the extrapolation of the results of Fortes et al. [86].
Another effect that will increase the uncertainty of the measured density is the
absorption of helium. The open channels of ice II are large enough for a helium
atom to penetrate, which will affect the structure, as discussed by Lobban et al.
[165]. However, the measurement of Gagnon et al. [91] used dioctyl sebacate as
a pressuring medium [90] since it’s a gas that does not form clathrates with ice,
so the measurements should not suffer from this problem.
Given the spread in measurements, the data provided by Fortes et al. [86] will be
used as a reference in this work since it is the most recent and most comprehensive
dataset and it provides lattice constants in addition to densities. The only caveat
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Figure 4.4 Experimental densities at atmospheric pressure of ice II as a
function of temperature. The solid grey line marks the measurements
of Fortes et al. [86] performed on D2O ice II. The dashed line is
an extrapolation of these measurements while the grey band marks
a region within 10% of the experiments of Fortes et al. [86]. The
square and circle mark the experiments of Kamb [131] using direct
measurement of the density (square) and an estimation from the
measured lattice constants (circle). The rest of the points are
estimates of the atmospheric pressure density in the experiments of
Gagnon et al. [91], Lobban et al. [165] by using a linear interpolation
or a Birch-Murnaghan (BM) fit [33, 190].
4.3 Results
4.3.1 Isotherms and bulk modulus
A simulation cell of ice II prepared as described in Section 4.2.1 was sampled in
the NVT ensemble at the three temperatures with available experimental data:
123 K, 200 K and 237.65 K. The resulting pressures as a function of unit cell

























where B0 is the zero pressure bulk modulus and B
′
0 is the first derivative of the
bulk modulus with respect to volume at zero pressure. Volumes are relative,
measured with respect to the reference volume2 Vref of the experimental unit cell
at 123 K. ξ is the zero pressure relative dilation at a given temperature and ε is













The pressure in equation (4.5) was taken to be the isotropic pressure, which is the
average of the trace of the instantaneous pressure tensor, taken over the course
of a sampled trajectory. In the simulation, the volume was controlled by scaling
the box matrix by an extra factor of
h =
ε 0 00 ε 0
0 0 ε
 (4.6)
Figure 4.5 shows the resulting isotherms at 123 K, 200 K, 237.65 K (points) along
with the result of fitting (lines). Fitting gave a value of B′0 close to 6. To improve
subsequent fits, B′0 was fixed to 6, as also used by Fortes et al. [85].
The values of ξ and B0 are shown in Table 4.1. Sampling was performed for
∼ 15 ps at T = 200 K and ∼ 30 ps at T = 123 K and T = 237.65 K. The values
that have equivalent experimental data are marked in bold. These values match
the experiments within a few percent [85].
However, note the rapid increase of the bulk modulus upon cooling, with the value
at 123 K (27.44(15) GPa) being almost double the value at 200 K (15.35(14) GPa)
This is in contrast with ice Ih, which stiffens by ∼ 2 GPa when cooled from 240
K to absolute zero [215]. Indeed, these calculations are also in contrast with ab
initio calculations using the PW91 GGA functional, which obtain an absolute
zero bulk modulus of 16.18(12) GPa [85] – a stiffening of ∼ 1 GPa from the value
at 200 K. The large increase in QDO-water may be caused by nuclear quantum
effects, which become increasingly important in low temperature ice [202].
2Vref corresponds to a density of ρ(123K) = 1.17 g cm
−3 measured by Kamb [131]
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T (K) ξ B0 (calculated, GPa) B0 (measured, GPa)
123 1.0039(2) 27.44(15) -
200 1.0102(3) 15.35(14) -
237.65 1.0138(4) 12.06(14) ∼ 12.7 [85]
Table 4.1 The zero pressure dilations and bulk moduli of QDO-water in the ice
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Figure 4.5 Isotherms of Ice II at three temperatures: 123 K, 200 K and 237.65







The reference volume Vref is the experimental volume at 123 K and
atmospheric pressure. Points represent calculated values while lines
are fits to the Birch-Murnaghan equation of state.
4.3.2 Isobars at atmospheric pressure
Isobars at atmospheric pressure were sampled at four temperatures: 100 K, 120
K, 140 K and 160 K. The parameters of interest were the density as a function of
temperature and the a and c hexagonal lattice parameters. To assess how these
quantities vary as a function of model parameters, their behaviour was converged
with respect to the number of PIMD beads and the timescale of the simulation.
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Convergence







where ∆t is the simulation timestep and ρ(i∆t) represents the instantaneous
density at timestep i.
Since each sample of the density is correlated with its temporal neighbour, an
accurate calculation of the error in the cumulative density needs an estimation
of the correlation time. This is done by using block averaging [9]. Let S1 =
{xi | i = {1..n}} be a set of n measurements sampled from a given population
with an unknown correlation between successive measurements. Define the block








∣∣∣ j ∈ {1, 2, ...n− (b− 1)}} (4.8)




Figure 4.6 shows the cumulative average of the density as a function of simulation
time with the standard error on the mean calculated using block averaging. In
all three cases presented – 64, 96 and 192 beads – the density converges on a
timescale of 10 ps. After discarding the first 10 ps, the average density and
lattice parameters ar and αr of the rhombohedral unit cell are used to calculate






3(1 + 2 cosαr) (4.11)
The values of these parameters is plotted in Figure 4.6 as a function of the bead
number P . In order to estimate their value for an infinite number of beads, their
values were fit to a 1/P functional form:



























Figure 4.6 A cumulative average of the density as a function of simulation time


















































Figure 4.7 Convergence of the lattice constants of ice II at atmospheric pressure
as a function of number of beads P at temperatures between 100 K
and 160 K. The red markers represent calculated values together
with error bars assigned via a block averaging method. The green
line represents a fit to an 1/P functional form.
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Lattice parameters
The lattice parameters, converged with respect to simulation time and extrap-
olated to infinite number of beads are presented in Figure 4.8 as a function
of temperature. They show a good match: c is less than 1% away from
experiment while a is 2% lower than experiment. Taking into consideration that

















Figure 4.8 The lattice parameters a and c extrapolated to the number of beads
p→∞ compared with the experimental measurements of [86] (D2O
ice II).
4.3.3 Polarisation density
Quantum Drude Oscillators are unique in providing an anisotropic polarisation to
a model, allowing us to visualise the distribution of electrons in a given structure.
The polarisation density is constructed by binning the number of beads in a
three-dimensional grid, calculating the resulting charge density and subtracting
the ground state charge distribution, which is a Gaussian centred on the M site.
Figure 4.9 shows the polarisation density, with blue regions depicting depletion of
electronic charge and red regions enhancement. These regions show that regions
close to oxygen atoms gain electronic charge while regions close to hydrogen atoms
lose electric charge – this is expected, with the charge density in lone pairs being
enhanced due to hydrogen bonding. There is also a qualitative difference between
the two rings of ice II. The flat ring (right) has a more connected polarisation
density than in the case of the puckered ring.
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Unit cell Drudon density
Figure 4.9 The polarisation density of a unit cell of ice II at different angles.
Blue regions represent depletion of electronic density relative to the
case of an isolated molecule while red regions represent enhancement.
The isosurfaces are drawn at a constant density of 0.014 beads/Å3.
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4.4 Conclusion
Calculations of the lattice constants and bulk modulus of ice II using QDO-
water were presented. The results are a good match to experiment: the bulk
modulus at 237.65 K is within 1% of experiment, and the a and c hexagonal
lattice constant are within 2% once converged with respect to the number of
beads. The polarisation density reveals a complex pattern of polarisation that
differs between the two rings of ice II, reveals the various degrees of cooperativity
in different local environments of the water molecule and shows that the model





Hydrogen bonding and molecular orientation at the liquid-vapour interface
of water. Cipcigan, Sokhan, Jones, Crain, Martyna. PCCP 17 (14) 2015.
5.1 Why study the liquid-vapour interface
The liquid-vapour interface is important both fundamentally, as a basic model for
biologic interfaces, and technologically. For example, one application is on-water
catalysis. Experiments show that certain chemical reactions, such as the Diels-
Alder cycloaddition, can be enhanced by as much as a factor of 1000 when
occurring at the surface of water rather than in the bulk [130]. The prevailing
hypothesis is that free OH groups at the surface of water stabilise intermediates
and thus accelerate the reactions.
Fundamentally, the liquid-vapour interface is among the simplest heterogeneous
systems water can form in nature. At this interface, the hydrogen-bonded
network that binds the liquid is abruptly truncated in a manner that is still of
debate for both simulation and experiment. Our knowledge about this interface
comes from a combination of surface-specific sum frequency generation (SFG)
spectroscopy [14, 71, 196, 208, 221], x-ray absorption spectroscopy [43, 304, 305]
and simulations [145, 149, 150, 299, 306]. Before proceeding with an investigation
of the liquid-vapour interface using QDO-water to demonstrate its transferability
and discover new physics, I will review the existing knowledge and highlight the
following open questions:
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1. How do water molecules prefer to orient at the liquid-vapour interface?
2. Hydrogen bonds can be of two types: acceptor (connecting an oxygen atom
to a hydrogen), and donor (connecting a hydrogen atom to an oxygen). Is
there a preference for truncating one type of bond over the other? Are there
any acceptor-only species at the interface?
3. What is the decay length of the dipole moment and how does it compare
to that of the density?
4. What is the physical origin of the observed surface orientation?
Let’s start with experiments. SFG spectroscopy uses a two-photon process to
probe the second-order nonlinear susceptibility of a medium, χ(2). Since the
second-order polarisation is
P = χ(2)E2, (5.1)
any medium with inversion symmetry will have that:
−P = χ(2)(−E)2 = P. (5.2)
This relation is only satisfied when χ(2) = 0, meaning that the second order
nonlinear susceptibility is nonzero only where inversion symmetry is broken, such
as at a surface.
Choosing to combine a visible and an IR photon and to couple them to χ(2)
produces a signal tuned to probe the stretch frequency of the OH intramolecular
bond. In the gas phase, the signal resonates at 3700 cm−1. The presence
of a hydrogen bond redshifts the signal due to slight charge transfer through
the bond. At the surface of liquid water, the SFG signal shows a sharp peak
centred at approximately 3700 cm−1, corresponding to a free OH and a broad
feature between 3100 and 3500 cm−1 corresponding to a hydrogen-bonded OH
(Figure 5.1) [71]. The structure of this broad feature indicates that the hydrogen
bonds have a different character at the surface than in bulk while its existence
indicates that each molecule participates in at least one donor bond, meaning a
negligible population of acceptor only bonds.
An alternative surface-specific method is Total Ion Yield X-Ray Absorption
Spectroscopy (TIY-XAS) [304, 305]. The method works by exciting a core
electron of a molecule, which results in its ionisation. In an electric field the
















Figure 5.1 The SFG spectrum of water. Reproduced from Du et al. [71]
size of the ions, TIY-XAS is believed to be surface-specific, probing a sample
down to an escape depth of around 5Å. The technique led to two observations:
an expansion of the nearest neighbour oxygen–oxygen distance of 5.6% at the
surface and the presence of acceptor-only species. This latter observation is in
disagreement with SFG measurements. However, the TIY-XAS observations were
latter retracted by the same group that first made them [43], citing evidence that
the TIY-XAS spectrum is indistinguishable to a bulk spectrum. Thus, it couldn’t
have been a reliable probe of the surface.
The liquid-vapour interface has also been studied by simulation, which is able
to directly access molecular detail. The main conclusion from these studies is
that the results depend strongly on both the model used and the definition of a
hydrogen bond. For example, only polarisable models and ab initio simulations
are able to reproduce the experimentally measured surface expansion [299].
Furthermore, classical polarisable models disagree with ab initio simulations on
the speed of decay of the interfacial dipole moment, with classical models having
a higher interfacial dipole moment than DFT studies [299].
Hydrogen bonds are also an issue models disagree on. The DFT based simulations
of Kuo and Mundy [150] predict a sizeable fraction of acceptor-only molecules
in agreement with TIY-XAS experiments. On the other hand, Kühne et al.
[145] report no such species and agrees with SFG experiments, highlighting the
importance of choosing an unbiased method of assigning a hydrogen bond.
In light of these experiments and simulations, in this chapter I will directly address
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both the orientation of water molecules at the surface and nature of hydrogen
bonds at the liquid-vapour interface of water, via simulations of QDO water.
These simulations served to both test the transferability of the model to the
liquid phase and a heterogeneous environment and to discover new physics about
the structure of water. I start with demonstrating that the model produces a
realistic interface.
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5.2 Validation of the liquid-vapour interface of
QDO-water
5.2.1 Simulation setup
Two sets of simulations, with their initial conditions illustrated in Figure 5.2
were ran to investigate the coexistence between the liquid and the vapour: one
aimed at simulating the bulk liquid and vapour phases and one aimed at directly
equilibrating a liquid-vapour interface.
To investigate the individual liquid and vapour phases, a cubic unit cell was
initialised and simulated in the NPT ensemble at the experimental coexistence
pressure of the liquid and gas respectively [154]. Simulations of 300 molecules
were performed at temperatures between 300 and 600 K in steps of 50 K, and
at 620 and 630 K (the temperature step was reduced above 600 K due to the
approach to the critical point).
To directly equilibrate a liquid-vapour interface, the lamella geometry was used.
A unit cell with the z dimension larger than the x and y dimensions was seeded
with a liquid centre of 576 molecules and left to equilibrate. The number of
molecules is higher than for the bulk phases in order to create a liquid centre
of thickness large enough to ensure that interfacial correlations decay. The
pressure was monitored and the simulation was deemed to have equilibrated
when the cumulative average of the pressure converged. The equilibrated system,
when periodically reproduced represents an infinite arrangement of parallel liquid
layers. These layers are separated by half the z dimension and are replicated
infinitely in the z direction.
5.2.2 Liquid-vapour coexistence densities and the critical
point
For two phases, at each temperature, there is a pressure at which they can coexist.
This pressure and the corresponding density of each phase trace the coexistence
curve, which ends at a critical point. For the liquid-vapour transition of water,
this critical point occurs at {TC = 647.096K, ρC = 0.322g/cm3} [287]. The first




Figure 5.2 The unit cells for three types of simulation: liquid branch, vapour
branch and lamella. The scale changes between the figures. The
liquid and vapour branches were simulated in the NPT ensemble
at a pressure equal to the coexistence pressure, with the aim of
calculating the coexistence density. The lamella was simulated in
the NVT ensemble using an elongated box, with the aim of directly
equilibrating a liquid-vapour interface.
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verify that its coexistence curve matches experiment. This verification was done
using the first set of simulations, in the NPT ensemble, with the pressure fixed to
the experimentally measured coexistence pressure. At each temperature, a unit
cell prepared at the experimental density was equilibrated and then sampled for
80-100 ps. The density was checked for convergence with respect to the timestep,


































Figure 5.3 The calculated liquid and vapour branches of the coexistence curve
(dots) compared with experiment [154, 287] and the temperature of
maximum density. The critical temperature was calculated by fitting
the difference between the liquid and the vapour densities to the
Wegner expansion [293]. Figure adapted from Sokhan et al. [255].
The critical point was calculated from a fit to the Wegner expansion [293], which
expresses the difference between the liquid density ρl and vapour density ρv as
ρl−ρv = A0τβ+A1τβ+∆, with τ = 1−T/Tc. Since water’s liquid-vapour transition
is in the same universality class as the Ising model, β ≈ 0.325 and ∆ = 0.5. The
results of the fit {TC = 649(2)K, ρC = 0.317(5)g/cm3} agree within one error bar
with the experimental values of {TC = 647.096K, ρC = 0.322g/cm3} [154, 287].
5.2.3 Structure of the liquid
The structure of a disordered phase can be quantified by its radial distribution
function (RDF) g(r). Since water is a multi-atom molecule, it will have three
radial distribution functions: oxygen–oxygen, oxygen–hydrogen and hydrogen–
hydrogen.
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Figure 5.4 shows the evolution of the three RDFs of the liquid branch as a function
of temperature, from 300 K to the critical point. The RDF at 300 K is compared
with the experimental benchmark of Soper [258], who combined independent
neutron and x-ray scattering studies into one comprehensive dataset. The RDF
of QDO-water matches this experimental benchmark well. In particular, the
peaks of the oxygen–oxygen RDF are close to the experimental value, with the
second shell being at smaller radii than experiment.
The RDFs also reveal the evolution of water’s structure as the system is heated.
At 300 K, the oxygen–oxygen radial distribution function shows three well-
developed shells at distances smaller than 10 Å. As the system is heated up to
450 K and beyond, the second and third shell disappear, while the space between
them becomes populated with a new second shell. This shows that the structure
of high-temperature liquid water is different than that of ambient water, with
ambient water having a structure closer to ice than to an isotropic (ideal) liquid.
The same story is visible in the oxygen–hydrogen and hydrogen–hydrogen radial
distribution functions. The first two peaks correspond to the first coordination
shell, with the structures beyond ∼ 4 Å bearing a fingerprint of the second and
third shells. The first shell persists as the temperature is increased, with the
second and third shells merging into one, again revealing the different character
of high temperature water.
Matching the experimental RDFs alone does not necessarily mean the model
is realistic since a model can match the structure exactly yet badly predict
all other quantities. For example, one such model is a one-particle water
molecule, interacting with its neighbours via the potential of mean force W (r) =
−kT log g(r). However, the structure combined with the correct prediction of
the liquid-vapour coexistence curve shows that QDO-water does indeed predict a
realistic liquid from ambient temperature to the critical point, alongside a realistic








Figure 5.4 The oxygen–oxygen, oxygen–hydrogen and hydrogen–hydrogen radial
distribution functions. In order to see the shells beyond the first,
instead of plotting g(r), we plot r2(g(r) − 1), which is proportional
to the density of particles in a shell at radius r.
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5.2.4 Surface tension
A further indicator of the accuracy of describing a surface is the surface tension





where where Lz is the z extent of the unit cell and pn, pt are the normal and
tangential components of the pressure tensor, respectively. Using this formula,
the surface tension at 300 K is 70.3 mN m−1, within 2% of the experimental
value of 71.7 mN m−1 [154]. The temperature dependence is shown in Figure 5.5,
which again shows a good match to experiment. Close to the critical point,
large fluctuations result in longer sampling times needed to obtain for accurate
results, explaining in deviation of the calculations at temperatures above 600
K from the experimental reference. Linearly extrapolating the surface tension
versus temperature to 0 gives a second estimate of the critical temperature of
656(6) K, 1.5 standard errors away from the experimental value of 647.096(10) K
















Figure 5.5 Surface tension of QDO water as a function of temperature compared
with NIST/IAPWS experimental data [154]. Linearly extrapolating
the surface tension to 0 gives a critical temperature of 656(6) K.
This critical temperature does not change by more than one error
bar if the points above 600 K are removed from the extrapolation.
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5.3 Molecular structure of the liquid-vapour
interface of QDO-water
5.3.1 Defining the surface of the liquid
Before analysing the molecular structure of the surface, we must define what a
surface is. To do so, consider the 300 K lamella. The unit cell is 23.36× 23.36×
93 Å3, with a liquid centre that is left to equilibrate, forming two interfaces. The
density as a function of z position, measured relative to the centre of mass of the


































Figure 5.6 The density and molecular dipole moment as a function of position
in the unit cell. The dots are calculated values and the lines are fits
to a hyperbolic tangent function. The surface region is denoted by
the light coloured band, centred around the black vertical line marking
the Gibbs dividing surface.












which gives the interior (liquid) density as ρL = (984 ± 3) kg m−3, within 1%
of the density of the liquid at coexistence pressure (997 kg m−3) [154] and the
exterior (vapour) density as ρV = (1±2) kg m−3, within one standard error of the
density of the vapour at coexistence pressure (0.025590 kg m−3) [154]. This shows
that the liquid-vapour coexistence densities predicted by independent liquid and
vapour simulations are reproduced when the two phases coexist, increasing the
confidence in that the model really does predict a realistic interface.
The Gibbs dividing plane is defined as the point where ρ(z) = 1
2
(ρL−ρV ) and lies
at zg = 16.2 Å. This results in an interfacial decay length of δ = 1.01 Å. Following
the usual literature convention, the mean field interfacial region is defined as the
region between 90% and 10% liquid density, with the interior region lying above
90% liquid density. With these definitions, the interfacial width is 2.22 Å, or
about one molecule thick. The interior region is 2(zg − δ) = 30.2 Å thick.
Note the periodic fluctuations in density throughout the lamella. In order to
confirm these fluctuations are a real effect and not a consequence of sampling,
longer simulations are needed, where fluctuations of the interface are averaged
over the length of the trajectory. However, a layering effect has been confirmed
when considering the instantaneous interface [137], defined using the criterion
given by Willard and Chandler [301].
With an interior region that is about 10 molecules thick, we need to check whether
it is indeed a bulk liquid. Figure 5.7 shows a comparison of the oxygen–oxygen
radial distribution functions between the interior region, equivalent bulk liquid
simulations at coexistence pressures and experiment [258]. The interior region is
slightly overstructured with respect to both the independent liquid simulations
and experimental data, consistent with the lower density. Similar simulations
using 4000 molecules give an interior region with a local structure and density
(ρL = (987± 2) kg m−3) closer to that of a bulk liquid (Figure 5.8), showing that
indeed, the interior properties of a slab of 30.2 Å thickness are still influenced
by the surface. However, since simulation times are prohibitive to obtain a full
temperature sweep for 4000 molecules, we chose to focus on the 576 molecule

















Figure 5.7 The interior, bulk and experimental [258] oxygen–oxygen radial
















Figure 5.8 The interior, bulk and experimental [258] oxygen–oxygen radial
distribution functions for a 4000-molecule lamella.
5.3.2 Interfacial molecular dipole moment
Since the density changes at the surface, so should the dipole moment. Figure 5.6
shows, alongside the density, the magnitude of the molecular dipole moment.
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with the vapour phase dipole fixed to µG = 1.85 D gives a molecular dipole
moment in the liquid phase of µL = 2.6 D. This value is equal to the early
estimates of Coulson and Eisenberg [59], who calculated the enhancement in
dipole moment of a water molecule in an ice lattice based on the polarising field of
its neighbours. The value is also within one error bar of the experimental estimate
of 2.9(6) D [19]. However, it is smaller than the ab initio estimate of 3.0 D [247],
which is based on partitioning the DFT charge density into individual molecular
contributions using maximally localised Wannier functions. Since QDO-water
generates the local structure of the liquid accurately, the relative enhancement of
DFT may be due to the overstructuring of the liquid present in DFT simulations
[175] or charge transfer through a hydrogen bond.
The z coordinate where the dipole moment has decayed to half the difference
between liquid and vapour lies at z′g = 18.3 Å, a coordinate where the density has
decayed to 1.6% the bulk liquid’s density. The dipole’s decay length is also larger
than that of the density’s, with δ′ = 3.06 Å. Furthermore, over the surface region
the dipole moment’s magnitude varies between 2.34 and 2.52 D, with an average
value of 2.44 D (94% of the interior value of 2.6 D). Therefore, as a consequence
of this slow decay of the dipole moment into the vapour, the surface molecules
are electrostatically similar to those in the bulk, in line with the surface’s large
cohesive energy.
This is the first prediction of the model answering one of the questions we set out
to answer: the decay length of the dipole is slower than that of the density, with
a surface not much different than the bulk in terms of the charge distribution
of the molecule. This result also shows why fixed charge models reproduce a
close-to-realistic surface while their electrostatics are parametrised to match the
values of the bulk phase.
5.3.3 Surface structure
To reveal the surface structure, the interior and surface oxygen–oxygen radial
distribution functions (RDFs) are compared in Figure 5.9. From this comparison,
we conclude that the free surface is expanded relative to the bulk liquid. This is
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Figure 5.9 The surface and interior oxygen–oxygen radial distribution functions
of the 576 molecule layer, showing a surface expansion of the nearest
neighbour oxygen–oxygen distance at the surface. The inset shows
the radius–dependent normalisation applied to the surface radial
distribution function, as described by equation (5.7).
To make the expansion quantitative, we numerically calculated the second
derivative of both RDFs using a smooth noise robust differentiator [110] and
calculated its R intercepts to give the extrema. These extrema show the first
shell expanding by 0.9% at the surface while the second shell expanding by 4.9%.
The average distance between instantaneous nearest neighbours also increases
at the surface by around 1.3%. This is in qualitative agreement with recent
XAS experiments, which predict a surface expansion of 6% [305] and ab initio
simulations, predicting a more modest surface expansion of 1% [145], but in
contrast with point charge models, which predict a surface contraction [149].
The radius dependent normalisation of the surface radial distribution function is
an artefact of the calculation method. To understand this artefact, consider an
infinitely sharp interface between an uniform fluid of density ρ0 and a vapour of








Figure 5.10 An infinitely sharp interface and a spherical shell of radius r and
width dr, centred at distance d away from the interface.
If d >> r, all of a spherical shell of radius r and width dr contains fluid. However,
when d ∼ r, the amount of fluid enclosed in the sphere will depend on r. To




















In practice, the surface radial distribution function is normalised with the
following radial dependent density:











where ρ0 surface(R) is the average surface density. The free parameters were chosen
as d = 2 Å (roughly the size of the surface) and ξ = 10 Å (the largest R
considered). We note that the surface expansion is qualitatively unaffected by
small variations in d and ξ.
5.3.4 Hydrogen bonding
We now move on and look at the molecular structure at the interface. We begin
with defining a hydrogen bond using the prescription of Kumar et al. [147].
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Let the O–O separation between two molecules be R and the H-O–O angle be
β (see Figure 5.11). These coordinates then have a corresponding potential of
mean force, W (R, β) = −kT ln (g(R, β)), which is shown in Figure 5.12 for the





Figure 5.11 The coordinates of the potential of mean force.
PM
F / kT
Figure 5.12 The potential of mean force in the interior (left) and surface
(right) regions of the lamella at 300 K. The black lines are the
contour passing through the saddle point, with a hydrogen bond
being identified as all (R, β) configurations within the bottom
contour. The dotted line is a more restrictive contour at -1 kT
used to confirm the 5 H-bonded configurations were not an analysis
artefact.
Two molecules are hydrogen-bonded (abbreviated as H-bonded from now on)
when their (R, β) coordinates lie inside the contour passing through the saddle
point at around 3.5 Å and 40◦ (black line in Figure 5.12). The molecule containing
the participating hydrogen is the donor, with the other being the acceptor of this
H-bond. The molecules are then categorised based on the number of donors and
acceptors, writing a D for each donor and an A for each acceptor. For example,
DDAA represents the traditional 4 coordinated tetrahedral cage of water with 2
donor bonds and 2 acceptor bonds.
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Using the criterion given in the previous paragraph, the average number of H-
bonds per molecule is 3.77 in the interior region and 3.25 in the surface region, for
a 576 water molecule layer. The number decreases to 3.71 and 3.16 respectively
for a 4000 molecule layer. The values agree the ab intio calculations of Kühne
et al. [145] in the interior region (where they report 3.7 H-bonds per molecule) yet
are greater when considering the surface: 3.16 for 4000 molecules of QDO-water
versus 2.9 for ab initio. Using the same criteria and 576 TIP4P/2005 molecules,
gives 3.69 H-bonds per molecule in the interior region and 3.11 H-bonds per
molecule at the surface. These results show that, as long as we use a consistent
H-bonding criterion, there is little variation in the number of hydrogen bonds
per molecule between empirical models. However, all these results are slightly
larger than the experimental estimates of 3.4 (interior, based on the enthalpy of
sublimation of ice) [204] and 3.0 (based on SFG measurements) [71] respectively.
Figure 5.13 summarises the average number of H-bonds predicted by the different
models.
In the interior region, the total number of acceptor and donor bonds balance
to within 0.3%, as expected; each bond is an acceptor to one molecule and
a donor to another. However, at the surface, there is a 6% increase of donor
bonds over acceptor bonds. This increase shows a preference of acceptor bonds
to be broken when forming the interface, leaving extra donor bonds to be formed

















3.0 2.0 1.0 3.02.01.0
Figure 5.13 Average number of hydrogen bonds per molecule in the interior
region predicted by QDO-water (576 and 4000 molecules),
TIP4P/2005 (576 molecules), ab initio [145] and experiment
[71, 204].
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5.3.5 Hydrogen bond populations
To look in depth at hydrogen-bonding, the frequency of each H-bonded config-
uration in the interior and surface regions of the lamella is computed, as shown
in Figure 5.14. To verify the calculations, the frequencies of configurations with
no donor bonds (A, AA), one donor bond (D, DA, DAA), and two donor bonds
(DDA, DDAA, DDAAA) are added to calculate the percentage of acceptor only
(nD), single donor (sD) and double donor (dD) bonds, which have been previously
reported in the literature. The interior region contains 1% nD, 13% sD and 86%
dD bonds, in agreement with the ab intio simulations of Kühne et al. [145] and
with TIP4P/2005. Similarly, the surface region contains 2% nD, 29% sD and 68%
dD. Thus, QDO-water has a 10% larger population of dD bonds than TIP4P/2005
(3% nD, 39% sD and 57% dD), balanced by a 10% lower population of sD bonds.
The surface of QDO-water also shows more structure than the results obtained
by Kühne et al. [145] (however, I chose a larger interfacial region than Kühne
et al. [145]).
This answers a third question: QDO-water shows no significant population of
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Figure 5.14 The probability of each H-bond configuration in the surface and
interior regions of the lamella.
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At the surface, the overall preference for forming donor bonds over acceptor
bonds is revealed to be a preference for forming DDA over DAA H-bonded
configurations. However, it is notable that this preference remains in the interior
region, where DDA still dominates over DAA.
To balance donor and acceptor bonds, the interior region contains a small but
statistically significant (8%) population of 5 H-bonded configurations (DDAAA),
an example of such being shown in Figure 5.15. To my knowledge, these
motifs have not been reported before. To test whether the motifs could be
an artefact of the method, the PMF contour is reduced to -1 kT (the dotted
region in Figure 5.12). While this reduction decreases the number of 5 H-bonded





Figure 5.15 (left) A snapshot of two DDAA molecules evolving into a 5
hydrogen-bonded configuration. (right) A snapshot of a 5 hydrogen
bonded configuration.
A possible mechanism for the creation of 5 H-bonded species is as follows. Imagine
two neighbouring 4-coordinated DDAA molecules (see Figure 5.15) sharing an H-
bond. In the liquid, fluctuations perturb the structure and those perturbations
tend to decrease the volume (since 2xDDAA is a low density structure). One such
fluctuation involves a molecule losing an acceptor bond (becoming DDA), with




Since at the surface, the broken hydrogen bonds are more likely to point towards
the vapour phase, the preference of breaking acceptors over donors will result in a
preferential surface orientation. Quantifying this orientation and understanding
its physical origins will answer the final questions we set to answer in this chapter.
The orientation is quantified using a joint distribution function of two angles. To
define these angles, let c be the C2v symmetry axis of the water molecule (bisecting
the H-O-H angle) and b be the HH axis, which is a undirected (so ±b represents







Figure 5.16 Illustration of the angles used to define the surface orientation.







As the angle between b and the surface normal depends on the orientation of the
molecular plane, define the roll axis r as:




This axis is in the plane spanned by c and n, perpendicular to c. Define φ as the
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angle between b and this roll axis:
φ = acos
(∣∣∣∣ b · r|b||r|
∣∣∣∣) (5.10)
The dot product is taken in absolute value to constrain the range of φ betweeen
0◦ (b is in the plane spanned by c and n) and 90◦ (b is perpendicular to the
plane spanned by c and n).
Having these two angles, define the orientational distribution function (ODF) as
the number n(θ, φ) of molecules with angles between [θ, θ + dθ] and [φ, φ + dφ]
normalised by the corresponding area of a unit sphere with θ taken as the polar
angle and φ as the azimuthal angle
odf(θ, φ) =
n(θ, φ)
sin θ dθ dφ
(5.11)
Calculating the orientational distribution function for all surface molecules and
breaking it down by number and type of hydrogen bonds gives the distributions
shown in Figure 5.17. Blue areas depict depletion with respect to uniform interior
distribution (which is shown in yellow) while red areas portray enhancement.
Figures 5.18 and 5.19 show the same data at a lower resolution, superimposed
over a representation of the corresponding molecular orientation, to help interpret
Figure 5.17. Here, the results for the 576 molecule layer are reported since
this layer has better statistics than the 4000 molecule layer. The shape of the
orientational distribution does not change considerably between the two system
sizes.
Overall, the surface shows a depletion of θ larger than around 120◦, meaning
that the molecules arrange in such a way that at least one hydrogen atom points
towards the liquid phase. However, the picture is rather more complex when φ
is taken into account. The broadest distribution of θ occurs at φ = 90◦, with
the distribution becoming narrower as φ decreases. To understand the surface
orientation in more detail, Figures 5.18 and 5.19 break it down by the type of
hydrogen bonds a molecule forms with its neighbours.
When a molecule comes to the surface, it is mostly 4 coordinated (DDAA) and
would like to remain so. The surface can still accommodate 4 H-bonded molecules
by having the molecular plane parallel to the surface (θ ∼ 90◦ and φ ∼ 90◦).
The molecule forms two donor bonds and one acceptor bond in the plane of the
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surface, while the other acceptor bond is made towards the liquid. Figure 5.17
shows this trend by means of an enhancement of the ODF of DDAA close to
(θ, φ) = (90◦, 90◦). Figure 5.17 also shows the θ extent of DDAA’s depletion
region increasing to lower angles as φ decreases. In other words, the closer the
molecular plane becomes to being perpendicular to the surface, the more large
values of θ are suppressed, aligning the donor bonds towards the liquid phase.
When the molecule breaks a bond to become 3 H-bonded, the alignment is
strongly influenced by whether that bond is an acceptor or a donor. If the
molecule breaks an acceptor bond, it becomes a DDA, with (θ, φ) peaking at
around (60◦, 90◦); i.e. with the molecule arranged such that the hydrogen atoms
point towards the liquid and the oxygen towards the vapour.
In the case of a DAA, the situation is reversed: one hydrogen and the oxygen are
pointing towards the liquid, one hydrogen towards the vacuum. It is here we see
the close link between hydrogen-bonding and surface orientation – if DDA didn’t
dominate over DAA, the overall surface ODF would have had a second peak in
the region around (θ, φ) = (120◦, 0◦).
Finally, the existence of the DDA-DAA asymmetry in both the interior and
surface regions strongly suggests that it is the molecular scale mechanism for
the surface orientation of water. In other words, hydrogen bonds are intrinsically
asymmetric. This underlying asymmetry manifests itself in two ways. In the bulk,
it leads to 5 H-bonded, DDAAA species. At the surface, it preferentially orients
the water molecules in such a way that the oxygen is predominantly pointing
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Figure 5.17 The orientational distribution function of all surface molecules (top
left) and of molecules with various hydrogen bonding configurations
(labelled by DDAA, DDA, DAA and DA). Yellow represents
uniform probability, orange and red represent enhancement and
blue depletion.
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Figure 5.18 A coarse version of the orientational distribution function (for
all molecules and DDAA configurations) superimposed over
illustrations of the orientation of water molecules at the given (θ, φ)
pairs.
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Figure 5.19 A coarse version of the orientational distribution function (for
DDA and DAA configurations) superimposed over illustrations of
the orientation of water molecules at the given (θ, φ) pairs.
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5.3.7 Surface potential
A preferential orientation of water molecules at the liquid-vapour interface will
result in a change in electrostatic potential between the liquid and the vapour
phase. The value of the surface potential is important since it influences the
chemical potential of any particle traversing the interface. In this section, the
surface potential of QDO-water is calculated and compared with experiment.
Calculating the charge distribution
Assume a collection of classical point charges qi,
1 at positions z(qi). The charge
density ρ(zn) is defined over a lattice, with each zn corresponding to the z
coordinate of the centre of a slice. Assuming the simulation box ranges from












with n ranging from 0 to nslices − 1.













where [S] is the Iverson bracket defined as:
[S] =
{
0 if S is false
1 if S is true
, (5.13)
and Vslice is the volume of each slice (assumed constant).
We’ll begin by assuming a continuous charge distribution ρ(z) and then adapt
the final results to the discrete function ρ(zn).
1Note that the QDO charges have a certain Gaussian width. Therefore, to be completely
correct we should include that width in the calculation. Kathmann et al. [135] show that the
charge width does influence the value of the surface potential. In our case though, as long as
the bins are larger than the charge widths, assuming point charges should not influence the
result by much.
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Calculating the electric potential
Start with Poisson’s equation in vacuum (we have no medium since all the charges





























≡ E0 is close to zero. However, at high temperatures, when the density
of the liquid and gas phases approach each other, this boundary condition can’t
be guaranteed. We’ll get back to this point when we look at the temperature




















Setting our reference (vacuum) potential at −zmax gives φ(−zmax) = 0. Thus,









Defining the surface potential
We define the surface potential as the potential drop between the liquid and
the gas phases. Assuming that the point z = 0 is inside the liquid phase and
z = ±zmax is inside the gas phase, the surface potential is:
χ = φ(0)− φ(−zmax) = φ(0)
since we’ve set our reference point at −zmax.
In theory, the electric potential throughout the liquid phase should be constant (as
long as the coarse graining length is larger than the typical molecule), since there
are no electric fields over length scales larger than a typical molecule. However,
due to sampling errors, the electric potential will vary. Thus, in practice, χ
is calculated as an average over the liquid-like region of the lamella, with z
coordinates ranging between −zcutoff and zcutoff.
χ =
∑
n [zn > −zcutoff] · [zn < zcutoff] φ(zn)∑
n [zn > −zcutoff] · [zn < zcutoff]
(5.20)
An aside about units
Let x̃ be the unit-less value of a physical quantity x. In our case:








ẽ = 1.60217657× 10−19
ε̃0 = 8.85418782× 10−12
(5.21)
Thus,























Now’s the time to recognise that ρ(z) is defined over a discrete lattice, with
ρk ≡ ρ(zk). We’ll use the trapezium rule to carry out the integrals and check
convergence with respect to dz = zn+1 − zn (or alternatively, with nslices):∫ zn
−zmax




(zk+1 − zk) (ρk+1 − ρk) (5.23)
Symmetrising the charge distribution
In order to reduce the sampling errors, ρ(z) was symmetrised (due to the geometry
of the simulation, ρ(z) = ρ(−z)):
ρ(z) = ρ(−z) = 1
2
(ρ(z) + ρ(−z)) (5.24)
Convergence of the numerical integration
Figure 5.20 shows the effect of increasing the number of slices on the electrostatic
potential, which is superimposed over the density profile. We can see that φ(z)
stays approximately the same when increasing the number of slices from 500 to



























Figure 5.20 Convergence of the potential φ(z) as a function of the number of z
slices, at 300 K.
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We note that Figure 5.20 shows periodic fluctuations of both density and
electrostatic potential. In a short simulation, a molecule cannot sample the
entirety of the periodic box. Treating particles as point charges, their mass
and charge will be localised in a single bin. With bin sizes around 0.1 Å, this
localisation creates the observed fluctuations. Longer simulation combined with
larger bin sizes should smooth the fluctuations. Indeed, this is the case for 100
slices where the fluctuations in electrostatic potential are considerably reduced.
The surface potential χ is calculated by averaging φ(z) in the region [−10, 10],
with the error estimated as the standard error of the mean associated with this
calculation. Figure 5.21 shows the variation of χ with increasing nslices, showing
that its value has indeed converged by the time nslices reaches 1000. This results
in the best estimate for χ(300 K) of:












Figure 5.21 Convergence of the surface potential as a function of the number
of z slices, at 300 K.
Temperature dependence
Now that it’s established that the surface potential converges when using 500
slices and the charge density needs symmetrisation, let’s look at the variation
of the potential with temperature. Figure 5.22 shows the electric potential


















Figure 5.22 Temperature dependence of the potential φ(z).
To calculate the surface potential as a function of temperature, we average φ(z)
between -5 and 5 Å in order to smooth out the variations of the potential in the













Figure 5.23 Temperature dependence of the surface potential.
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One observation about Figure 5.23 is that the surface potential seems to change
sign close to the boiling point of water. By fitting a straight line to the T = 300 K
and T = 400 K points, we can calculate that:
φ(T = 371 K) = 0 (5.26)
temperature that is within 1% of the boiling point of water. Despite looking
interesting, this observation is likely an artefact of the nature of the model, as
discussed in the next section.
Comparison with experiment and calculation
In the previous section, we showed that the surface potential of QDO-water ranges
between −0.15 V and 0.15 V at temperatures between 300 K and 500 K. How does
this compare with experiment and previous calculations? Figure 5.24 shows the








 5 electron diffraction 4.85 V
ab initio 3 – 3.6 V
point charge –0.5 V
electron holography 3.5 V
electrochemistry 0.025 – 0.1 V
surface potential (Volt)
Farrell and McTigue (1982)
Fawcett (2008)
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Randles (1977)
Randles and Schiffrin (1965)
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Calculations Measurements
Figure 5.24 Experimental and calculated values of the surface potential,
including ab initio calculations [134, 155], point charge models
[63, 64, 129, 253], electrochemical measurements [78, 79, 141, 218,
219], electron holography [100] and electron diffraction [72].
Experimentally, the surface potential can be measured in two ways: either using
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electrochemical probes or by using electrons [135]. An electrochemical probe,
such as a hydrogen ion penetrates the space between the atoms and does not
reach the regions close to the nuclei where the electric potential increases rapidly.
Therefore, an electrochemical probe samples the mean external potential around
the molecules.
On the other hand, electrons are light and energetic. When sent through a
liquid, which can be modelled as a simple step potential, they acquire a phase
shift which is proportional to the height of the potential barrier. This potential
barrier is created by the mean internal potential of the liquid, including regions
close to the nuclei (which are sampled by the energetic electrons).
Since electrochemical and electronic probes sample the surface potential differ-
ently, we expect the values they measure to be different. This is indeed the
case: the electrochemical surface potential ranges between 0.025 and 0.1 V
[78, 79, 141, 218, 219], while the electronic surface potential ranges between
around 2–5 V [72, 100].
Calculating the surface potential from electronic densities reported by DFT and
averaging over the whole space is expected to produce a surface potential closer
to electronic than electrochemical probes. This is indeed the case, with the DFT
surface potential ranging between 3.1 and 3.6 V. [63, 64, 129, 253]
On the other hand, atomistic models containing empirical point charges report a
surface potential of around -0.5 V. This discrepancy is caused by the nature of the
models, as explained by Kathmann et al. [135]. They are parametrised such that
the average long-range interactions produce a realistic condensed phase at the
desired thermodynamic conditions. However, this parametrisation says nothing
about the accuracy of the charge distribution of each molecule. Consider a model
such as TIP4P/2005. It contains two positive point charges on the hydrogen
atoms and a negative point charge on the M site, situated on the HOH bisector.
The electric potential close to these charges will have a large divergence (which is
typically damped in simulations). Thus, when calculating the average potential in
the interior region, this near-divergence close to the point charges will introduce
fictitious terms. In real molecules (and DFT, which produces a realistic charge
distribution, albeit an unrealistic structure), the molecular charge distribution is
spread out over the van der Waals radius of the molecule. Thus, once a sampler
reaches a region close to the nuclei, the electronic potential will have been damped
at values smaller than the corresponding point-charge model with the same long-
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range electrostatic.
While QDO-water has a diffuse charge distribution introduced by the QDO, it still
retains the artefacts created by the rigid frame of point charges that reproduces
the responses of the isolated molecule. Thus, by this argument, we expect QDO-
water to have a surface potential closer to electronic samplers (thus, around 3
V) than point charges. However, the surface potential of QDO-water is close to
electrochemical experiments, even if it was calculated using a method that is best
compared to electronic samplers.
Despite results that look interesting, the values of the surface potential of QDO-
water cannot be trusted to be an accurate representation of real water. The main
reason is the artefact introduced by the point charges: despite the fact that the
model is responsive and has an extended charge distribution, it does however
suffer from the same problem of other models containing point charges, namely
the lack of screening of the charge distribution of the isolated molecule.
The results can be made more realistic in two ways, which could be explored
in future work. First, one could assume that the polarisation of QDO-water
is realistic, even if the charge distribution of the isolated molecule is not. Let
ρ(R) be the charge distribution at a point R inside, say, the liquid state. By
replacing each molecule with its corresponding ground state distribution, we
arrive at ρQDO0 (R), which is the charge distribution at a point R assuming
that each molecule had the same charge distribution as when isolated. Then,
ρ(R) − ρQDO0 (R) is the polarisation density, showing how much the charge
distribution of each molecule changed due to its neighbouring molecules. To
restore a realistic charge distribution, we need to add ρab−initio0 (R), which is the
charge distribution of a molecule calculated using ab initio methods, such as DFT.
Then, ρ(R)−ρQDO0 (R)+ρab−initio0 (R) would give a more realistic representation of
the charge distribution inside a liquid sample, potentially removing the artefacts
added by the presence of point charges.
Another method of making the surface potential of QDO-water more realistic is
to, rather than sample the electronic surface potential, sample the electrochemical
one. To do so, one would have to average the electronic potential inside the liquid
at points which are “outside” the molecules. This can be done using a certain
cutoff, say at distances larger than Rc from each oxygen and hydrogen atom. The
results can then be converged with respect to Rc, resulting in a surface potential
than can be more accurately compared with electrochemical measurements.
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5.4 Conclusion
This chapter presented an application of QDO-water to the study of water’s
liquid-vapour interface. This system was chosen since it is the simplest
heterogeneous system and has both technological and fundamental importance.
Previous molecular models failed to reproduce the surface tension, disagreed on
the orientation of water molecules and resulting surface potential, disagreed on
whether the surface has a significant fraction of acceptor-only molecules and on
the decay length of the dipole moment. All these questions are important to
answer for a fundamental understanding of what happens when water’s network
of hydrogen bonds is truncated to form a surface and an ability to engineer this
surface for applications such as on-water catalysis.
First, the model was shown to generate a physical liquid-vapour interface. The
surface tension, from ambient temperature to the critical point, is shown to
match experiment to 2%. Similarly, the densities of the liquid and gas branches
at coexistence pressure are within 1% of experiment, with a critical point and
temperature of maximum density one error bar from experiment. Furthermore,
the surface molecules at 300 K exhibit a mean molecular dipole moment ranging
from 2.52 D (at 90% density) to 2.34 D (at 10% density), with the interior value
being 2.6 D. It’s important to note that all of these quantities are predictions of
QDO-water, which was parametrised from the properties of the isolated molecule
and a single cut through the dimer energy surface. This stands in contrast to
atomistic models such as TIP4P/2005, which use the condensed phase properties
as a fitting target.
One quantity that does not match experiment well is the surface potential. It
ranges from ∼ 0.15 V at 300 K to ∼ −0.15 V at 600 K, with a value of zero
close to the boiling point of water at ambient pressure, 373.15 K. This compares
well with electrochemical measurements, which report a surface potential ranging
from 0.025 V to 0.1 V. However, the method of calculation, which averaged
the electric potential throughout the liquid centre of the lamella, should be
compared to electronic holography and diffraction measurements, which report
values between 3–4 V. The discrepancy is due to the point charges forming the
frame of the model, which result in unphysical divergences in the potential in
their close neighbourhood. I presented two ways of dealing with this: average the
potential outside the molecules or make the charge distribution more physical by
using a reference ab initio calculation.
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Second, the hydrogen bond network is found to be truncated at the liquid–vapour
interface preferentially on the hydrogen acceptor side. This truncation leads
to a depletion of all molecular orientations with both hydrogen atoms dangling
towards the gas phase, resulting in a surface where 98% of the molecules have
at least one bound hydrogen (and thus a negligible population of acceptor only
species). These observations agree with the conclusions of Kühne et al. [145], with
our simulations of TIP4P/2005 and SFG experiments but are at odds with the
simulations of Kuo et al. [149] and TIY-XAS experiments concerning the presence
of acceptor-only species. This analysis shows that the surface of QDO-water has
a negligible fraction of acceptor only molecules.
I have also identified two other hydrogen-bonding motifs: a preference for DDA
over DAA configurations and the appearance of 5 hydrogen-bonded species.
Since this preference is present in both the interior and surface regions and for
TIP4P/2005, the intrinsic hydrogen bonding asymmetry between acceptor and
donor bonds is the molecular scale mechanism leading to the observed surface
orientation at the free interface.
The observation of an underlying asymmetry in hydrogen-bonding adds to the
growing body of evidence that liquid water’s structure is more asymmetric than
a simple perturbed tetrahedral network [101, 294] and that hydrogen bond





Molecular-Scale Remnants of the Liquid-Gas Transition
in Supercritical Polar Fluids
Sokhan, Jones, Cipcigan, Crain, Martyna. PRL 115 (11) 2015.
6.1 Importance and the different crossovers
When water is heated above its critical temperature of 647 K, the distinction
between liquid and vapour vanishes, resulting in a single, supercritical phase.
The existence of this phase has been known for over 100 years [42], with both
fundamental and technological interest.
Technologically, supercritical water is interesting because of two properties: it can
dissolve nonpolar molecules [6], thus being able to replace toxic organic solvents,
and its density can be continuously tuned between that of a liquid and a gas.
Other supercritical fluids such as CO2 have been used routinely for processes
such as dissolving caffeine from coffee.
At the molecular level, supercritical water consists of small water clusters
embedded in a gas-like phase. Locally, it maintains the structure of liquid water
yet globally it expands to fill a space like a gas would. This breakdown of
the hydrogen-bonded network makes supercritical water have a low dielectric
constant and a low energetic penalty for the disturbance of hydrogen bonds,
which collaborate to make it a good solvent for organic molecules.
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Despite the lack of a phase transition, supercritical water contains regions of
liquid-like and gas-like properties [36, 82, 83]. These have been separated using
various boundaries in the phase diagram (some are sketched in Figure 6.1): the
critical isochore, the maxima in thermodynamic responses (also known as the
Widom lines [82]) and a dynamic crossover (known as the Frenkel line [36]). These
boundaries coincide close to the critical point and diverge at higher pressures and
temperatures.
In this chapter, supercritical water is studied using QDO-water from the point of
view of the relationship between its molecular structure and crossover between
liquid-like and gas-like regions.





















Tc = 647 K Region of thermodynamic
maxima
Figure 6.1 The liquid-vapour coexistence curve (black line) ending in the critical
point (black point). Above the critical temperature of 647 K water is
in a supercritical state, with no transition between liquid and vapour.
A region separating liquid–like and gas–like states in supercritical
water is defined by the maxima in thermodynamic responses [82]:
isochoric, isobaric and adiabatic heat capacity (CV , CP and CS),
isobaric thermal expansion (αP ) and isothermal compressibility
(κT ). Coexistence curve obtained from NIST/IAPWS [154, 287]
and maxima in thermodynamic responses from Imre et al. [117].
The locus of the Frenkel line for water is still unknown.
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6.2 Simulation setup
The properties of supercritical water were sampled in the NVT ensemble across
one subcritical isotherm (600 K) and three supercritical ones (673 K, 773 K
and 873 K). A cubic unit cell was initialised with liquid-like configurations at
densities ranging from 5 to 60 mol/l in steps of 5 mol/l. The resulting unit cells
were equilibrated for 5–10 ps and sampled for 10–100 ps. Typical simulations
used a timescale separation factor of γ = 16. Due to fluctuations close to the
critical point, this had to be increased to γ = 64 at 673 K and γ = 32 at 773 K.
The cumulative average of the components of the pressure tensor was monitored
for convergence and the average of the diagonal components was reported as
the pressure of the system. The trajectories were then analysed to calculate the
radial distribution function, average dipole moment and probabilities of hydrogen




To check whether the model produces a realistic supercritical liquid, its pressure
as a function of density in the NVT ensemble is calculated at four temperatures:
600 K, 673 K, 773 K and 873 K. The latter three temperatures are supercritical
at all densities while the first is supercritical at densities larger than around 35
mol/l. The resulting density as a function of pressure superimposed over the
experimental benchmark (NIST/IAPWS–95 [154, 287]) is shown in Figure 6.2.
The agreement with experiment is good over a broad range of temperatures,
including in the vicinity of the critical point where critical fluctuations require



























Figure 6.2 Isotherms of supercritical QDO water at 600 K (triangles), 673 K
(circles), 773 K (diamonds) and 873 K (squares). The points are
calculated values while the lines are NIST/IAPWS–95 experimental
data [154, 287]. The dotted line is the liquid-vapour coexistence
curve of water [154, 287] ending in the critical point, labelled CP.
The errors are calculated using bootstrapping [9] and are smaller
than the size of the points. The dashed lines emerging from the
critical point are the loci of the isobaric heat capacity Cp and
isothermal compressibility κT , marking the Widom lines.
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6.3.2 Radial distribution function
To assess the validity of the structure, Figure 6.3 shows the radial distribution
functions at 673 K as a function of temperature and compared with the
experimental data of Soper [257]. At all densities the radial distribution functions
show a large first peak, indicative of the existence of a first shell. This shows the
presence of some tetrahedral order even in the low density structures, which
is one of the signatures of a supercritical phase (i.e where the vapour starts
showing liquid-like characteristics). As the density increases, the second shell
forms at around 40 mol/l. The formation of a second shell can be seen as
a further observable separating liquid-like and gas-like regions of supercritical
water. Furthermore, the radial distribution functions with a formed second shell
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Figure 6.3 Radial distribution functions of QDO-water at 673 K (supercritical)
as a function of density. The dashed line marks the experimental
radial distribution function at 673 K and 340 MPa [257],
corresponding to a density of 48.4 mol/l.
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6.4 Molecular structure of supercritical water
6.4.1 Dipole moment in the condensed phase
The dipole moment is a reporter of local structure and one of the unique
observables provided by QDO-water. Since supercritical water is a liquid over
a large range of densities, we expect the dipole moment to vary considerably,
reflecting the density and cooperativity of the local environment. Figure 6.4
shows the dipole moment as a function of density at 673 K, 773 K and 873 K.
The main feature of Figure 6.4 is a crossover, where the gradient of the dipole
moment as a function of density changes quickly. The strength of this crossover
decreases with increasing temperature, with the most marked behaviour close to
the critical point (at 673 K). The crossover density occurs in the region of 15–20
mol/l for all the temperatures considered, with 673 K consistently lower than
773 K and 873 K. This density region coincides with the region of maxima in
isothermal compressibility. Therefore, the crossover in the dipole moment is a
further signature of the transition region between liquid-like behaviour and gas-
like behaviour. Both of these regions have a dipole moment that linearly varies



















Figure 6.4 The dipole moment as a function of density on the three isotherms:
673 K (circles), 773 K (diamonds) and 873 K (squares). The dotted




The hydrogen bonding motifs are a further way of quantifying the molecular
structure of supercritical water. The hydrogen bonding motifs are calculated by
first assigning hydrogen bonds using the method of Kumar et al. [147], explained
in Section 5.3.4. This method assigns a hydrogen bond to any pair of molecules
whose oxygen–oxygen distance R and oxygen–hydrogen–oxygen angle θ is inside
the contour of the potential of mean force in R and θ enclosing the smallest R
saddle point. A bond from a hydrogen atom of a molecule to an oxygen atom of
another is a donor bond while a bond from an oxygen to a hydrogen is an acceptor
bond. Each motif is labelled with letters indicating how many acceptor and donor
bonds it has – for example, DA is a motif with one donor and one acceptor bond.
Probabilities of these motifs are averaged over all of the atoms and the entirety
of the trajectory and plotted in Figure 6.5 as a function of density at 673 K.
These probabilities show a few interesting trends. First, the asymmetry between
acceptor and donor bonds that was identified inside the bulk liquid and at the
liquid-vapour interface persists in supercritical water, increasing in magnitude
with increasing density. This asymmetry can be used as an indicator of liquid-
like regions – the asymmetry increases quickly with density above 20 mol/l, which
is in the crossover region at 673 K.
Molecules with no hydrogen bonds (N) are the most abundant motif (30%) at low
densities (∼ 10 mol/l), decreasing quickly with increasing density. A intermediate
densities (20-40 mol/l), two-hydrogen bonded motifs (DA) begin to dominate.
These peak at 30 mol/l, followed by the dominance of three hydrogen-bonded
motifs (DDA and DAA) at densities larger than 50 mol/l. This cascade shows
the hierarchical ordering of water molecules. Low densities are dominated by low-
coordinated molecules (with two or three hydrogen bonds), while high densities
have a well connected hydrogen bonded network similar to the subcritical liquid.
Thus, the structure of the hydrogen bonded network reflects the gas-like nature







































































Figure 6.5 The probability of a given hydrogen bond motif as a function of
density at a constant temperature of 673 K.
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6.4.3 Conclusion
This chapter presented an application of QDO-water to supercritical water, a
system chosen as an example of the fluid phase in an extreme environment.
Supercritical water served to both test the transferability of the model and as
a chance to understand the physics behind various crossovers extending from the
critical point.
The pressure as a function of density on three supercritical isochores was shown
to be predicted accurately by QDO-water, extending its transferability from ice
II and the liquid-vapour interface into supercritical water.
Alongside a good match with experiment, the molecular structure was investi-
gated. A crossover between liquid-like and gas-like regions which is observed
in both dynamic and thermodynamic responses was confirmed at the molecular
level using two order parameters: the molecular dipole moment and hydrogen
bonding. The molecular dipole moment shows a cusp in a region close to where the
thermodynamic responses display a maximum (the Widom line). The hydrogen
bonding shows a continuous transition from gas-like structure to four-coordinated
liquid-like structure, with two signatures of a crossover: the probability of DA
configurations displays a maximum in the transition region and the asymmetry
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7.1 Importance of studying supercooled water
A supercooled liquid is formed when the liquid is cooled below its freezing
temperature. In this region, the crystal is the thermodynamically stable phase.
However, without a nucleation site, crystallisation faces a large energy barrier
since it requires a global rearrangement from a low symmetry to a high symmetry
phase. The energy barrier makes supercooled water metastable on a timescale
influenced by a competition of two effects: the relaxation times of liquid water,
whose rate of increase with cooling increases below the freezing point and the
similarity of the local environment to the stable phase [161]. This competition
defines a homogeneous nucleation temperature where the local environment is
similar enough to the stable crystal phase so that thermal fluctuations alone can
drive crystallisation on timescales below those accessible in the laboratory. Below
the homogeneous nucleation temperature, supercooled water exists only on small
timescales and may not even reach equilibrium before the onset of crystallisation
[48, 158, 161], making both experiment and simulations complicated to perform
and interpret.
Understanding supercooled water is important for two key reasons.
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The first reason is fundamental. Upon supercooling, the response functions of
water such as heat capacity and isothermal compressibility increase rapidly and
appear to diverge just below the temperature of homogeneous nucleation [67].
The reason for this apparent divergence is yet unclear. The prevailing hypothesis
links this effect to a liquid-liquid phase transition between the two competing
local structures in liquid water occurring in no man’s land – the region of the
phase diagram where the homogeneous nucleation timescale is faster than the
experimental one. While such a liquid-liquid transition has been observed in
network-forming liquids such as phosphorous [133], fast nucleation still blocks
experiments on liquid water. However, the liquid-liquid transition hypothesis
is supported by both simulation and experiments using various techniques to
suppress freezing, such as confinement in nanopores [61] and mixtures with salts
[35] or glycerol [189]. The hypothesis is also supported by the existence of multiple
phases of glassy water, separated by what looks like a first order transition [89]
However, the responses close to a liquid-liquid transition are similar to those
close to a liquid-solid transition. Indeed, competing theories suggest that the
homogeneous nucleation temperature puts a fundamental limit to the existence
of a liquid, with the liquid phase being unstable (rather than just metastable)
below this temperature [159, 161]. This hypothesis suggests that the increase
of responses in supercooled water is due to the volume and entropy fluctuations
created by the homogeneous nucleation of ice within the sample through a process
of coarsening, just as you would have when approaching a liquid-gas spinodal.
Indeed, homogeneous nucleation is a key process to study in itself, with insights
into the microscopic nature of phase transitions. In water it is made particularly
interesting by the negative thermal expansion. The crystal has a lower density
than the liquid, which means that individual crystallites must expand upon
freezing and expel the remaining water between them. This process is still under
study, enabled by computationally cheap models of water [184]. The results give
interesting insights into the physics of water and ice, such as: the discovery of
an intermediate metastable solid phase acting as a precursor to ice Ih [232], the
observation of five-fold symmetric defect boundaries in homogeneously nucleated
crystals [156], and the discovery that surface freezing is an important effect in
micron-sized droplets of water [264]. However, the process of nucleation requires
timescales longer than what QDO-water can attain, limiting the focus to the
metastable phase.
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The second reason to study supercooled water is practical. Supercooled water is
an important player in global climate, being part of medium and high altitude
clouds [264]. Depending on the temperature, these clouds are formed of either
entirely supercooled water (down to −15◦C), a mixture of supercooled water and
ice (down to about −45◦C) or entirely ice (below about −45◦C). Water clouds
contribute to overall warming, trapping heat from the atmosphere. On the other
hand, ice clouds contribute to cooling. Only recently the effect of mixed-phase
clouds on equilibrium climate sensitivity (the amount of warming caused by a
doubling of atmospheric carbon to pre-industrial levels) has been understood,
[267] increasing the previous estimates of 2.0–4◦C to 5–5.3◦C.
7.1.1 Experiments reveal large increase in thermodynamic
responses upon supercooling
Observations of supercooled water date back to the 1700s, when Joseph Black
[34] observed that “stirring gently with a quill tooth-pick” water left on a
windowsill in freezing conditions, lead to “fine feathers of ice forming on its
surface”. Starting in the 1970s, the existence of apparatus better controlled than
“the outside of a north window on one day of a calm and clear frost” lead to
measurements of the responses of supercooled water down to the homogeneous
nucleation temperature of water and up to pressures of 400 MPa. [13, 67, 111, 182]
These measurements used microscopic samples to reduce the number of nucleation
events – either thin films, capillaries or droplets. Collectively, the measurements
revealed two anomalies [67]. First, the constant pressure heat capacity and
isothermal compressibility increased upon cooling, appearing to have a maximum
or divergence at around -45◦C at atmospheric pressure. Second, increasing
pressure reduced the magnitude of this anomaly.






















Figure 7.1 Three hypotheses explaining the behaviour of supercooled water. (a)
The stability limit conjecture [260] postulates a liquid-vapour (LV)
spinodal emanating from the liquid-vapour critical point (LVCP)
and retracing at positive pressure due to an intersection with the
temperature of maximum density (TMD) line. (b) The liquid-
liquid transition hypothesis [212] postulates a first order transition
between a low density liquid (LDL) and high density liquid (HDL),
ending in a liquid-liquid critical point (LLCP) that can lie at either
positive or negative pressure. (c) The singularity-free hypothesis
[239] postulates no anomalies, with the maxima in thermodynamic
responses being a consequence of the existence of a TMD.
The first explanation was motivated by a thermodynamic argument. The locus of
temperature of maximum density (TMD) in the pressure-temperature plane has a
negative gradient. If this trend continues and the TMD line intersects the liquid-
vapour spinodal at negative pressure, this spinodal should have a minimum. This
implies it should retrace back at positive pressure upon supercooling, creating a
line of instability that leads to a maximum in responses [260].
The second explanation was motivated by experiments on glassy water. In the
early 1990s, cooling water at rates higher than 106 K s−1 lead to the overshooting
of the homogeneous nucleation temperature and formation of two types of glassy
water: low density amorphous (LDA) and high density amorphous (HDA) [11].
LDA and HDA are separated by what looks like a first order phase transition
controlled by pressure, with LDA being the low pressure phase. The natural
extension of the phase transition between two glassy phases of water is a first order
transition between two liquids: a low density liquid (LDL) and high density liquid
(HDL) [212]. This transition occurs at temperatures below the homogeneous
nucleation, in the so-called “no man’s land”, where liquid water is not viscous
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enough to be glassy, while the crystal nucleation timescales are of the order
of milliseconds. In order for the transition to remain hidden by homogeneous
nucleation, the driving field must change from pressure to temperature as the
temperature is increased, with a critical point postulated to be at positive
pressure.
The current experimental picture is more complicated than two amorphous
phases, with at least three types of amorphous ices being discovered [167] and
with experiment suggesting that the transition between LDA and HDA might not
be first order [11, 279]. Chandler [48] suggests that these ices are path-dependent
forms of arrested liquid water rather than corresponding to multiple underlying
liquid phases.
The third explanation was again motivated by thermodynamic arguments. A
maximum (as opposed to a divergence) of thermodynamic responses does not
need a critical point. It only needs the existence of a density maximum, which
water has at 4◦C [154]. Therefore, instead of viewing the density maximum as
a consequence of a liquid-liquid phase transition, it is taken as fundamental, a
consequence of water’s competition between hydrogen bonds and van der Waals
forces, with the increased responses emerging as a thermodynamic necessity. [239]
How do these hypotheses stand to experiment, simulation and further theoretical
advances?
As noted before, experiments in no man’s land are challenged by the fast
timescales for nucleation. Nonetheless, the tools required to do such ultrafast
experiments have been developed in recent years [22, 44, 102, 103, 243, 244,
263, 308]. These tools are based on dropping micron-sided droplets of water
in a vacuum, in the path of a pulsed x-ray beam. As the droplets travel, they
quickly cool via evaporation, with the temperature controlled by the distance they
travel. Some droplets reach the x-ray beam at temperatures below homogeneous
nucleation while still liquid, resulting in an x-ray spectrum of the liquid in no
man’s land.
These ultrafast experiments reached temperatures down to −51◦ C [243, 244],
but they did not reveal any signatures of a transition between two liquids. The
spectrum measured in these experiments shows two peaks between 525 and 530
eV. The 1b1’ peak (around 526 eV) corresponds to low-density local order while
1b1” (around 527 eV) corresponds to high-density local order (Figure 7.2) [244].
When approaching a transition, the low density peak should grow while the high
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density peak shrink. However, the measurements show little change in height of
the peaks from 290 K (ambient water) to 226 K (near the limit of homogeneous
nucleation) and 222 K (in no man’s land). This suggests two explanations: either
the local structure of water changes little upon supercooling, which is unexpected
if we assume the approach to a phase transition or Widom line; or the current
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Figure 7.2 X-ray emission spectrum of D2O at 290 K (black), 226 K (red) and
(222 K) (green), reproduced from Sellberg et al. [244]. There is little
variation in the spectrum over this range of temperatures.
A second avenue for experimentally testing the hypotheses explaining the
behaviour of supercooled water is to put it under negative pressure. Stretched
water is a second form of metastable liquid water, this time metastable with
respect to the gas phase. As with supercooled water, it is employed by nature,
this time in the trunks of tall trees, which generate large pressure gradients in
order to transfer the nutrients from the roots to their tops.
Experiments with negative pressure water reached −140 MPa using micron-sized
inclusions of water in naturally-occurring quartz crystals [17, 44–46, 66, 104, 200].
When heated, water fills the inclusions. Upon cooling, the liquid follows an
isochore and starts to exert tension on the walls when the equilibrium volume
becomes smaller than the volume of the cavity. Brillouin spectroscopy is used to
measure the sound velocity and therefore the compressibility, with the pressure
as a function of temperature being determined by fits to simulations of molecular
models such as TIP4P/2005.
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A third way of experimentally accessing no man’s land is to stabilise liquid water
against crystallisation. This can be done by enclosing water in nanopores [61,
291, 292], of diameter ranging from 2 to 6.5 nm or by mixing water with salts
or glycerol, which inhibit crystallisation [35, 61, 189]. Both these experiments
show evidence of a liquid-liquid phase transition. However, since surface effects
are dominant in confined water and the ions might change the phase behaviour,
the results are not easy to extrapolate to pure water. An example of this lack
of transferability between confined and bulk liquid is mW, a monoatomic model
of water. mW has a liquid-liquid transition when confined, but has no such
transition in the bulk phase [185].
A fourth possibility, as yet unexplored, is substrate enhanced supercooling.
Certain liquid metals, such as gold-silicon adopt a 5-fold symmetry when on
a surface enhancing this type of symmetry, such as the (111) face of silica [242].
Similar results were observed for water, with freezing behaviour being influenced
by both surface charge [73] and surface hydrophobicity [107, 108]. Since water
is a polar molecule, it is conceivable that electric fields can affect its freezing
behaviour, both close to the surface and in the bulk, especially since the dielectric
constant of water is an order of magnitude higher than that of ice (and increasing
upon supercooling).
7.1.2 Thermodynamic models explaining the phase
behaviour of supercooled water
While experiments have revealed that the thermodynamic responses increase
rapidly upon cooling and have proposed three mechanisms to explain this, they
have not clarified the microscopic origin of these anomalies. This is where theory
comes in, answering the question of how water’s molecular structure leads to its
condensed phase behaviour.
There have been three major trends in theoretical modelling, focusing on different
aspects of water’s structure: strength of hydrogen bonds, local volume, and free
energy of mixing of two different liquids. The first two assume nothing about the
existence of two different liquid states while the third takes it as an assumption
(though, the existence of two liquid states doesn’t necessarily lead to a first order
transition between them).
One of the early models begun with the assumption that molecules may find
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themselves in two local environments: one with strong hydrogen bonds and one
with weak hydrogen bonds. Starting from these assumptions, a free energy was
constructed that had either a re-entrant spinodal or a liquid-liquid critical point,
depending on the strength of the hydrogen bonds [213].
An alternative model does away with hydrogen bonds and partitions molecules
into two different local environments: one of high density and one of low density
and high ordering [268]. The high density environment has higher entropy, due
to more possible arrangements while the low density environment has lower
energy due to the more favourable hydrogen bonded configuration. Assuming
only a Boltzmann-like partitioning of molecules in these local environments, the
model predicts both thermodynamic (heat capacity, density and compressibility)
and dynamic (viscosity) anomalies using only the room temperature molecular
structure of water, thus providing an alternative to the picture involving a liquid-
liquid transition.
A third model takes the existence of two distinct liquid species as a starting point.
Starting from a mixture of two different species, a free energy is constructed taking
into consideration their free energy of mixing [111, 112]. If the mixing has enough
non-ideality, quantified by a non-ideal mixing term, the model can phase separate
at low temperatures. On the other hand, this term can also be tuned to keep the
two liquids mixed at all temperatures (a physical analogue is opposite of the case
of polymers, which are hard to mix together due to the mixing term in the free
energy).
7.1.3 Simulations of molecular models of water
An alternative to thermodynamic theories are molecular models. Since water
is the simplest complex molecule, molecular models are plentiful. They range
from many-body potentials parametrised from ab initio calculations [77, 114, 209]
to point charges parametrised from condensed phase properties [98], to coarse
grained models that treat the water molecule as a single particle [184]. In the
next paragraphs, we’ll focus on three of these: two with a liquid-liquid phase
transition and one without.
One of the first models used to investigate the phase behaviour of supercooled
water was ST2 [262]. It was first shown to have a spinodal that was not retracing
to positive pressure and then that it has indications of a liquid-liquid phase
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transition [212]. Clearer evidence was provided in further studies, estimating the
critical point to be at TC = 232(4) K , ρC = 0.99(2) g/cm
3 and pC = 167(24) MPa.
[99, 163, 164, 201, 214, 309] The results were contested based on insufficient
sampling [159, 160] but Palmer et al. [201] showed, using eight different sampling
method, that the model does indeed have two metastable free energy minima
separated by an energy barrier. The critique regarding a phase transition in a
metastable system was also addressed by tuning the parameters of ST2 such that
liquid-liquid phase separation occurs at temperatures above freezing, where both
liquids are the stable phase [251].
A second model to exhibit a liquid-liquid phase transition is TIP4P/2005 [1],
which was studied in two independent studies by Abascal and Vega [2] and Singh
et al. [249]. The latter fit its calculated equation of state to the two-phase
thermodynamic model of [112] and predicted a critical point at TC = 182 K ,
ρC = 1.017 g/cm
3 and pC = 170 MPa.
A third model is mW, a monatomic model of water [184]. The model was shown
to not exhibit a liquid-liquid phase transition as the supercooled liquid cannot
be equilibrated faster than the crystallisation timescale [185, 186]. However,
when confined, mW does exhibit a liquid-liquid phase transition, showing that
its transition is blocked by dynamics rather than by thermodynamic arguments
[310].
7.1.4 Aims of the chapter
In light of the existing literature, this chapter aims to explore the behaviour of
QDO-water in its supercooled region. One feature of this region to be careful
about is the long equilibration times, created by the rapid increase in viscosity
upon cooling. Because of this, the results of the model will be compared with
experimental benchmarks where possible or with the results of other standard
models. Furthermore, the simulation timescales will be compared with the
relaxation times of real water. This chapter aims to establish the following:
1. Is the behaviour of QDO-water consistent with a liquid-liquid transition?
2. How does the local structure evolve upon cooling and supercooling?
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7.2 Simulation setup
In order to answer these questions, the behaviour of the QDO-water was sampled
over a wide range of the phase diagram in the NVT ensemble. A cubic unit
cell was initialised with a 300 molecule liquid configuration that was previously
equilibrated using TIP4P/2005. The QDO-water configuration was then left to
equilibrate for ∼ 100 ps.
Due to available computer time, I chose to focus on two isochores (ρ1 = 52.8002
mol/l and ρ2 = 55.3173 mol/l) and four isotherms (T1 = 175 K, T2 = 190 K,
T3 = 200 K, T4 = 230 K). These densities and temperatures were the focus of
the simulations for two reasons. First, the isotherms are close to the estimates
of the liquid-liquid critical point of TIP4P/2005. Second, the isochores are at
two special densities: the density of the negative pressure experiments of Pallares
et al. [200] and the density of water at ambient conditions.
In order to see how the dynamical slowdown at these temperatures will affect
the equilibration times, Figure 7.3 shows the relaxation time of real water [161]




































Figure 7.3 The sampling time as a function of temperature for the isochores
(red and blue symbols) and the isotherms (green symbols), compared
with the relaxation time of real water, digitised from Limmer and
Chandler [161].
Real water relaxes on a timescale lower than a few nanoseconds at temperatures
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above 220 K (-53 C). This is 15 K below the homogeneous nucleation temperature
at atmospheric pressure (235 K), meaning that the simulations have a chance
to equilibrate in water’s no man’s land. Indeed, if the extrapolations of the
thermodynamic responses are correct, the maximum and thus the liquid-liquid
critical line should occur at a temperature of 228 K at atmospheric pressure, in
the region the simulations can access.
To help interpret the results in the following sections, blue shaded regions
correspond to those where the sampling time is significantly lower than the
relaxation time of real water. Simulations in these regions are not fully
equilibrated but were performed to see whether there is any interesting physics
that the model might suggest. Indeed, this will be the case - the only departures
from previous benchmarks are at temperatures lower than 200 K, deep within the
region where relaxation times in real water approach the millisecond timescale.
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7.3 Do the simulations support a liquid-liquid
transition?
First, let’s look at whether the simulations support an approach to criticality.
To do so, Figure 7.4 shows the pressure as a function of temperature and as a






































































































Figure 7.4 (left) The pressure of 300 QDO-water molecules as a function of
temperature at two constant volumes: ρ1 = 52.8002 mol/l (red) and
ρ2 = 55.3173 mol/l (blue). The dashed lines represent equivalent
data digitised from Singh et al. [249] (ρ2 for TIP4P/2005) and
Pallares et al. [200] (ρ1, experimental estimates via simulations
of TIP4P/2005). The dotted lines represent the corresponding
isotherms of the IAPWS-95 reference equation of state for water
[287]. The black dot-dashed line corresponds to an interpolated
isochore based on the experimental data measured by Mishima [182].
The black square marks the liquid-liquid critical point (LLCP) of
TIP4P/2005 [249] and the black triangle marks the LLCP estimated
by Mishima [182] by fitting his data to Anisimov’s [111] equation
of state. The orange ellipse represents the estimate of the LLCP
obtained by Holten et al. [111] by fitting Anisimov’s equation of state
to all available experimental data up to 2012. (right) The pressure of
300 QDO-water molecules as a function of density at four constant
temperatures: T1 =175 K, T2 =190 K, T3 =200 K and T4 =230 K.
For temperatures higher than about 250 K, the pressure as a function of
temperature of QDO-water agrees with both experimental references [154, 182].
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This situation demonstrates that the predictions of the model are realistic for
supercooled water, since IAPWS-95 is expected to extrapolate reasonably well
for low pressures and temperatures above homogeneous nucleation.
For temperatures close to and below the homogeneous nucleation temperature,
we see a departure from the predictions of both IAPWS-95 and TIP4P/2005.
While the pressure for both TIP4P/2005 and IAPWS-95 increases upon cooling,
keeping the anomalous negative thermal expansion, the pressure of QDO-water
shows a sharp decrease, reflecting a return to normal positive thermal expansion.
This sharp downturn can be caused by the following two scenarios: one where
the downturn is indicative of insufficient sampling and one where it is signature
of new physics.
First, consider the effects of sampling. The downturn in pressure coincides with
the onset of dynamics slower than the timescale of the simulation, meaning that
we have to consider mechanisms where the results are an artefact of sampling.
Upon cooling, energy becomes dominant over entropy. This means that
the population of water molecules in an ice-like, tetrahedrally-coordinated
environment will increase upon cooling. This is indeed the case (as will be
discussed in detail in the next sections) and is the molecular reason for the
negative thermal expansion. However, the formation of tetrahedral cages requires
a local reordering of the hydrogen bonds. In a region where the dynamics is slow,
the reordering will happen on longer timescales that those of the simulation.
Hence, the local density and the fraction of tetrahedrally-coordinated molecules
will no longer increase upon cooling, restoring the observed normal positive
thermal expansion. If this case were true, an increase in pressure as a function of
simulation time should correlate with an increase in the fraction of tetrahedrally-
coordinated molecules. Indeed, this is the case for a TIP4P/2005 simulation
at temperatures close to its liquid-liquid critical point. Figure 7.5 shows the
cumulative average of the pressure and tetrahedrality parameter Q, measuring
the overall degree of tetrahedral coordination.1 This simulation has an almost
perfect correlation (R2 = 0.925) between the cumulative average of the pressure
and tetrahedrality, providing evidence for the slow relaxation of tetrahedral order
in supercooled water.
1Q is 0 for a random arrangement and 1 for a perfect tetrahedral lattice. The parameter is






























Figure 7.5 The cumulative average of the pressure and tetrahedrality in an NVT
simulation of TIP4P/2005 water at temperature T = 175 K and
density ρ2 = 55.3173 mol/l.
Second, let’s assume that the downturn in pressure is indeed a feature of the
model and not one of short sampling. What scenario would it be consistent
with? To do so, consider the behaviour of the model at constant temperature,
as shown in the right hand side of Figure 7.4. The isotherm at 175 K is in the
two-phase region of TIP4P/2005 while the isotherms at 190 K and 200 K are
close to criticality. They are all within the region with slow dynamics, so again
we expect to see the same considerations as previously: a slow relaxation of the
tetrahedral order.
The major difference between TIP4P/2005 and QDO-water occurs in the region
between ∼50 and 58 mol/l. At 175 K both models show a flattening of the
pressure versus density, which is indicative of a divergent compressibility and
hence a phase transition. However, QDO-water displays this flattening (albeit
weakly) at negative pressure, while TIP4P/2005 displays it at positive pressure.
A similar feature is seen at 190 K with the 200 and 230 K isotherms displaying
normal behaviour of pressure increasing with density. This flattening in QDO-
water suggests the existence of a liquid-liquid transition at negative pressure.
Since the three isotherms that differ between QDO-water and TIP4P/2005 all
appear in the region where the dynamics is slow, it is worth thinking about how
this difference can occur due to sampling artefacts. The central principle to
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follow is again that tetrahedral order equilibrates over timescales longer than the
simulation. This principle would need to explain why QDO-water agrees with
TIP4P/2005 at densities below ∼50 mol/l and above ∼58 mol/l yet differs by as
much as 400 MPa in the region between these two densities.
To do so, consider the structure of water at low, intermediate and high densities.
As the density decreases, the formation of tetrahedral cages becomes more
probable. Also, dynamics is faster at low density, since the local volume is closer to
the preferred one and thus the Boltzmann factor related to the change from close-
packed to tetrahedral is smaller than at higher densities. This all means that the
equilibration of tetrahedral order is captured by the simulations of QDO-water.
The opposite picture emerges at high densities, where tetrahedral cages are
suppressed by packing constraints. Thus, the tetrahedral cages that equilibrate
on a long timescale are suppressed by the high density and do not contribute
considerably to the pressure.
At intermediate densities, both populations of tetrahedral and close-packed local
environments become important, with fluctuations between them giving rise to
an increase in pressure. Due to the large energy barrier for interconversion, the
short timescales do not sample these fluctuations, remaining “stuck” in the phase
with structure similar to the high density liquid.
With all these in mind: does QDO-water have a signature of a liquid-liquid phase
transition? In the region of the phase space accessible to simulation (i.e. above
220 K), no it does not: the isochores and isotherms show no characteristics of
approaching criticality. This is consistent with both recent and not-so-recent
experimental evidence. Bartell and Huang [22] measured the electron diffraction
spectrum of molecular clusters consisting of around 6000 molecules and found a
continuous transition from a liquid structure to that of cubic ice (ice Ic) down
to temperatures of 200 K. More recently, Sellberg et al. [243] measured the x-ray
diffraction [243] and emission [244] spectra of micron-sized water droplets down to
227 K and again, showed what looks like a continuous evolution of the structure
towards that of LDA ice. Therefore, if a liquid-liquid critical point were to exist in
both real water and QDO-water, it is likely to be below 220 K. Indeed, Mishima
[182] estimates it to lie at 223 K and 50 MPa based on fitting the experimental
data he gathered on supercooled water above the nucleation temperature and up
to 400 MPa.
However, at the border between fast and slow dynamics, Figure 7.4 displays
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tantalising evidence of a phase transition: the downturn in pressure. On the ρ2
isochore (at ambient density), the downturn coincides with the estimates of a
liquid-liquid critical point by both Mishima [182] and Holten et al. [111]. Instead
of incomplete formation of tetrahedral cages, the downturn could be caused by
an incomplete phase transition: a HDL-type local structure trapped in a region
where LDL is thermodynamically stable. If we take the onset of the downturn
to be indicative of the phase transition, then the results support a continuation
of this transition to negative pressure. Indeed, this conclusion is also supported
by the isotherms which show a weak flattening at negative pressure. Thus, the
liquid-liquid critical point of QDO-water would be at negative pressures, as long
as the current results survive the much-needed sampling of the dynamics to
microseconds or more. There are a few ways this can be achieved, which will
be discussed in the last chapter of this thesis.
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7.4 Structure of supercooled water
Dipole moment
The dipole moment is a signature of the local structure. As we’ve shown in the
previous chapter, a cusp in the dipole moment versus density or temperature
marks a transition between local structures.
Figure 7.6 shows the variation of the average dipole moment as a function of
temperature and density on the sampled isotherms and isochores. These results
exhibit two interesting features: a cusp in the dipole moment as a function of
temperature and a weak variation of the dipole moment with density relative to






































Figure 7.6 The dipole moment as a function of temperature for two densities:
ρ1 = 52.8002 mol/l and ρ2 = 55.3173 mol/l and three temperatures
190 K, 200 K and 230 K.
First, let’s consider the cusp in the dipole moment. This cusp coincides with two
features of the model: the onset of slow dynamics of real water (meaning a lack of
sufficient equilibration) and the crossing of the putative transition line identified
in the previous section.
The dipole moment supports both scenarios. If tetrahedral order were suppressed
by the timescales, then the increase in dipole moment with decreasing temper-
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ature would be slower. Indeed, at the lowest temperature sampled, the model’s
dipole moment was still 0.2 D lower than that of ice, meaning that the four-
coordinated network is still not fully formed. If the cusp marks a phase transition
or the crossing of the Widom line of the liquid-liquid transition, we revert to a
situation similar to that of supercritical water, where the dipole moment is a
molecular signature of a phase transition.
Radial distribution function
The radial distribution function (RDF) enables a more detailed understanding
of the local structure than the dipole moment. The isochores and isotherms
show that the model produces a realistic condensed phase. To check whether it
produces a realistic molecular structure, we compare the oxygen–oxygen radial
distribution functions g(r) to x-ray scattering experiments (performed by Skinner
et al. [250]) in Figure 7.7 at three temperatures: ambient (285 K), maximum
density (277 K) and supercooled (250 K). In order to visually compare the
third and fourth coordination shells, r2(g(r) − 1) is plotted. This quantity is
proportional to the enhancement in the number of molecules in a shell at a

















Skinner (2014) T=254.1 K, p=0.1 MPa














Skinner (2014) T=277.1 K, p=0.1 MPa














Skinner (2014) T=284.5 K, p=0.1 MPa
QDO T=285 K, p=-4.14 Mpa
Figure 7.7 The oxygen-oxygen radial distribution function of QDO water versus
experiments by Skinner et al. [250] at three different temperatures.
The red band represents experimental error margins while the blue
line represents the radial distribution functions of QDO-water from
NVT calculations at a density ρ2 = 55.3173 mol/l.
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The figure reveals a good match between experiment and calculation, especially
since the model was not parametrised to any specific thermodynamic conditions.
The first three shells of QDO-water show a light overstructuring relative to
experiment, which can also be caused by the fact that the thermodynamic
conditions of simulation and experiment are slightly different.
After establishing that QDO-water produces a realistic supercooled liquid, we
proceed to look at the evolution of structure as a function of temperature and
density. To do so, Figures 7.8, 7.9 and 7.10 display the evolution of the radial
distribution function along the two isochores and four isotherms.
These RDFs reveal two main features about the structure of supercooled water.
The first feature is the major qualitative difference between the high temperature
and low temperature structures. The first and second shell of the ambient and low
temperature water are ice-like, with the first and second shell showing maxima
similar to those found in the RDF of ice (black lines in the figures). However,
at high temperatures the RDF of water becomes closer to that of a simple liquid
with shells further apart than in the low temperature phase and in ice.
The transition from the low temperature to the high temperature structure reveals
points where the RDFs are constant with respect to temperature. The first
of these points were discovered in the experimentally measured oxygen-oxygen
coordination numbers by Skinner et al. [250], who named them isosbestic points.
Here we show the existence of multiple such isosbestic points (marked by dashed
black circles), corresponding to each of the coordination shells. We also show
that they persist at high temperatures, where the structure of the RDFs is vastly
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Figure 7.8 The oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen radial
distribution functions of QDO-water as a function of temperature at
two constant densities: ρ1 = 52.8002 mol/l and ρ2 = 55.3173 mol/l.
The black lines denote the corresponding radial distribution functions
of ice Ih at 220 K measured by Soper [257]. The dotted circles
mark the isosbestic points corresponding to distances where the radial
distribution functions remain constant with respect to changes in
temperature.
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Figure 7.9 The oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen radial
distribution functions of QDO water as a function of density at 175
K and 190 K.
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Figure 7.10 The oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen radial
distribution functions of QDO water as a function of density at 200
K and 230 K.
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Coordination number
To investigate the local structure in more detail, Figures 7.11 and 7.12 display
the oxygen-oxygen coordination numbers at a constant density of ρ2 = 55.3173
mol/l and a constant temperature of 230 K (this being the only isotherm in the
region where the dynamics are fast enough to achieve equilibration).
The isochoric coordination number reveals a similar feature as the radial
distribution functions: multiple isosbestic points corresponding to the first,
second and third coordination shells. However, these isosbestic points occur at
different radii. The values of these radii correspond to the first valley in the
RDF (∼3.3 Å), the second peak (∼4.5 Å) and the second valley (∼5.8 Å). They
essentially correspond to filling of the first shell, a half-filled and a fully filled
second shell.
The isothermic coordination number at 230 K displays no points that are
independent of density. However, the radial dependence of the coordination
number does not change much with density up to a value of 4. This weak
dependence on temperature reveals a very interesting feature of supercooled
water: the density of the first shell is largely independent on the overall density.
In other words, up to distances of ∼ 3.3 Å, a molecule experiences the same
density at 50 mol/l as it does at 60 mol/l. The overall density can then only be
tweaked by changes in the second shell, whose peak moves at lower values in the
high density liquid and at higher values in the low density liquid, approaching
































































 5.5  6  6.5
Figure 7.11 (lower panel) The oxygen-oxygen coordination number as a
function of temperature at a constant density of ρ2 = 55.3173
mol/l. The coordination number shows three isosbestic distances,
i.e. points where the coordination number is independent of
temperature. These are indicated by the three arrows. (upper panel)































































 5.5  6  6.5
Figure 7.12 (lower panel) The oxygen-oxygen coordination number as a
function of density at a constant temperature of 230 K. Up until
a value of 4, the coordination number shows a weak dependence
in density, indicating the emergence of a tetrahedral first shell in
supercooled water. (upper panel) A close-up of the region around
the three isosbestic points that appear at constant density.
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Distribution of nearest neighbour
Another tool for understanding the local structure is the distribution of each
neighbour, which is plotted in Figure 7.13. It reveals three regions of distinct
behaviour. The first to fourth nearest neighbours move closer upon cooling,
which is normal behaviour: the first shell exhibits positive thermal expansion.
On the other hand, the fifth to twelfth neighbours expand upon cooling – in other
words a negative thermal expansion and thus anomalous behaviour. Finally, the
thirteenth neighbour revert to normal behaviour, contracting upon cooling.
What’s even more interesting is that these boundaries between positive and
negative thermal expansion coincide with the first two isosbestic points of the
coordination number: 4 and 12.
This situation means that the local structure of liquid water is indeed a mixture
of a normal and anomalous component. But the mixture doesn’t manifest
itself across space, with normal regions and anomalous regions, but across the
coordination shell of each molecule: the first coordination shell showing normal




















Figure 7.13 The probability distribution of the ith nearest neighbour with i
running from 1 to 10, as a function of temperature at a constant
density of ρ1 = 52.8002 mol/l. Th dashed lines separate the regions
that contract or expand upon cooling. The arrows indicate the
direction of movement of the peaks of the probabilities. The y axis
indicates the number of the nearest neighbour, with the probability




The previous section looked qualitatively at the structure of supercooled water.
On the other hand, this section will consider the structure quantitatively using
three different order parameters.
The first is the hydrogen bonding motifs. These are defined in the same way as
in Chapter 5. First, the potential of mean force is calculated at each state point.
Then, the contour passing through the saddle point at around 3.5 Å and 40◦ is
calculated. A donor bond, connecting a hydrogen atom to a neighbouring oxygen
is defined as one where the ROO and θHOO is inside that contour. An acceptor
bond is defined as the opposite side, connecting an oxygen atom to a hydrogen.
A hydrogen bonded configuration is denoted by a series of letters such as DDA,
representing the number of donor and acceptor bonds.
Figure 7.14 shows the evolution of the number of hydrogen bonds with tem-
perature on the ρ1 and ρ2 isochores, showing a number of features. First,
the dominance of DDA over DAA is kept at all temperatures studied. This
asymmetry gives rise to five hydrogen bonded configurations, DDAAA which
appear in both the high and low temperature samples. The probability of
configurations with one or two hydrogen bonds become larger than about 1%
at temperatures above 250 K, which shows that ambient and low temperature
water keeps a well connected network of molecules.
Finally, the probability of three- and four- hydrogen bonded configurations starts
to plateau at temperatures close to 220 K. This is again consistent both scenarios
where the temperature of 220 K marks a boundary, either between two liquids or
between equilibrated and non-equilibrated simulations.
If simulations below 220 K are not equilibrated then the plateau may be an
artefact of sampling. At these temperatures, the system would like to form
more DDAA configurations until the whole system is tetrahedral, and continue
expanding upon cooling in the process. However, given that over 90% of the
molecules are already DDAA, this will take significant structural reordering,
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DA
Figure 7.14 The probability of a given hydrogen bonding motif as a function
of temperature from simulations of QDO-water at two constant
densities of ρ1 = 52.8002 mol/l (continuous lines) and ρ2 =
55.3173 mol/l (dashed lines)
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Tetrahedrality
The preference for four hydrogen bonded configurations can be further measured
using the tetrahedrality order parameter Q, plotted in Figure 7.15. For a single
molecule, this parameter is defined as [75]:












The summation is performed over the first four neighbours. The angles θij are
formed between the line connecting a molecule to its ith and jth neighbours.
To calculate Q, the individual order parameters of each molecule are averaged
over the whole box and trajectory. A value of 1 means that all molecules are
tetrahedrally coordinated. A value of 0 means that the neighbours are arranged
randomly.
As expected from the structuring of the first shell upon cooling and supercooling,
Q increases with decreasing temperature in a linear fashion, until reaching a value
close to 0.8. As with the probability of DDAA, at temperatures below 220 K, Q
plateaus. This plateau is consistent with all the structural evidence gathered so
far: either the further creation of tetrahedral cages is on timescales longer than



























Figure 7.15 (left) The variation of the tetrahedrality parameter Q as a
function of temperature at two constant densities, ρ1 = 52.8002
mol/l and ρ1 = 52.8002 mol/l. (right) The variation of the
tetrahedrality parameter Q as a function of density at three constant
temperatures, 190 K, 200 K and 230 K.
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Local structure index
The final order parameter considered is the local structure index (LSI), which
quantifies the separation between the first and second coordination shells. If that
separation is of the order of the spacing between each individual neighbours, the
LSI will have a low value. Otherwise, it will have a high values. Mathematically,










The distances between the reference molecule and its ith neighbour are represented
by ri and sorted such that r1 < r2 < ... < rn < 3.7Å < rn+1. The distance
between successive neighbours is defined as ∆i = ri+1 − ri, with ∆̄ being the
average of all ∆i. Note that the last distance to be included in the calculation
is ri+1: the distance from the reference molecule to the first molecule outside a
shell of radius 3.7 Å.
The local structure quantifies the behaviour seen in the probability densities of
the nearest neighbours. Upon cooling, the gap between the first and second shell
increases, (thus LSI increases). A new effect is the plateauing of the LSI on the
ρ1 isochore at temperatures below 220 K. It is interesting that the LSI does not
plateau at ρ2 and at ρ1 it plateaus at lower temperatures than the tetrahedrality.
If the dynamic scenario is true, this suggests that the second shell order is quicker
to equilibrate than the first shell order, which is intuitive: the energy barrier for


























Figure 7.16 (left) The isochoric variation of the local structure index (LSI) at
ρ1 = 52.8002 mol/l and ρ1 = 52.8002 mol/l. (right) The isothermal
variation of the local structure index (LSI) at 190 K, 200 K and
230 K.
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7.6 Discussion of the structure of supercooled
water
Two questions motivated the study of supercooled water, one macroscopic and
one microscopic.
Macroscopically, an major open question in water science whether a a liquid-liquid
transition exists in the supercooled liquid. Both simulations and experiment sup-
port the idea. The liquid-liquid critical point of two water models (TIP4P/2005
[249] and ST2 [201]) has been calculated by fitting it to an equation of state
assuming the existence of such a transition. Similarly for real water: the PVT
surface above the homogeneous nucleation temperature and up to pressures of
400 MPa has been fit to estimate a liquid-liquid critical point at pressures of
around 50 MPa and temperatures around 220 K [182].
Such a transition is below homogeneous nucleation (235 K at ambient pressure),
making experimental confirmation hard. However, experiments evaporatively
cooled water down to temperatures of 200 [22] and 227 [243] and saw a continuous
rather than abrupt transition in the structure. Limmer and Chandler [159]
challenge the existence of a liquid-liquid transition in water, suggesting instead
that the liquid cannot be equilibrated before the onset of crystallisation at
temperatures where the liquid-liquid transition might exist.
Does QDO-water support the existence of a liquid-liquid phase transition?
Certainly the isochores and structural order parameters show a coordinated
change in behaviour at 220 K. This can be indicative of a phase transition. The
isotherms flatten at temperatures lower than 200 K and at negative pressure,
suggesting that the critical point might lie at negative rather than positive
pressure.
However, 220 K also marks the onset of slow dynamics (on the timescales of
the current simulation times) in real water, meaning relaxation times longer
than microseconds. The timescales accessible currently to QDO-water are
nanoseconds, so simulations below 220 K can be considered not to have reached
equilibrium. Thus, the second explanation is that the change in behaviour is
simply an artefact of sampling. The pressures regains normal thermal expansion
(i.e. decreasing pressure upon cooling) due to the inability of extra tetrahedral
cages to form on the timescales of the simulation. This hypothesis is supported by
135
the fraction of DDAA molecules and the tetrahedrality order parameter Q, which
both flatten at this threshold temperature of 220 K. The tetrahedrality can be
forced to take higher values by using umbrella sampling [275]. Indeed, this method
was among the ones used to calculate the free energy of ST2 in the tetrahedrality-
density plane, showing two free energy minima corresponding to the two liquids
[164]. However, biasing the simulation in such a manner can introduce qualitative
artefacts, such as the multiple liquid-liquid transitions discovered by Brovchenko
et al. [39], which were likely an artefact of his suppression of fluctuation [67, 157].
Microscopically, the structure of QDO water shows substantial changes from high
temperature to low temperature. At high temperature, the radial distribution
function has a shape similar to a normal liquid. At ambient and supercooled
temperatures, the second coordination shell approaches that of ice, showing the
tetrahedral nature of both the ambient and supercooled liquid.
These changes occur in such a way that special, isosbestic points remain fixed. In
the coordination number, these points mark special values: 4, which is the number
of molecules in the first shell and 12, and 26. The nearest neighbour distribution
functions reveal what these latter numbers mean. Both a coordination number
of 4 and of 12 mark boundaries between regions where the nearest neighbours
approach the central molecule or distance away from it.
Structural order parameters increase or decrease linearly upon cooling and
supercooling, quantifying similar patterns as observed in the radial distribution
functions and the distribution of nearest neighbours. Tetrahedrality increases
upon cooling, same for the local structure index and the proportion of DDAA
motifs. This shows that, as expected, the local structure of water becomes
more tetrahedral upon cooling in a continuous manner. A change in functional
behaviour is seen at at 220 K, which can be explained by either the slow dynamics





This thesis has presented the construction and evaluation of an electronically
coarse grained model of water. The model, QDO-water, is built by parametrising
to the properties of the isolated molecule and a single cut through the dimer
energy surface. I showed that the model is transferable to a wide range
of environments, from ice II to the liquid–vapour interface of water and
supercooled and supercritical water. Namely, it predicts within a few percent
of experiment the following quantities, thus displaying an unprecedented degree
of transferability:
• Bulk modulus of ice II at 237.65 K
• Lattice constants of ice II between 100 and 160 K
• Liquid–vapour coexistence densities above 300 K
• Temperature of maximum density
• Surface tension
• Radial distribution function in ambient pressure water, supercooled and
supercritical water, and at the surface of the liquid
• A positive surface expansion
• Orientation of water molecules at the liquid–vapour interface
• Pressure of supercooled water at 55.3 and 52.8 mol/l above 220 K
• Pressure of supercritical water at 673 K, 773 K and 873 K
Alongside accurate predictions, QDO-water has revealed insights into the physics
of water. Namely, it showed that an asymmetry between donor and acceptor
molecules is the molecular scale mechanism responsible for the observed surface
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orientation of water. A four coordinated molecule prefers to lose an acceptor
bond to a donor bond, thus orienting it with the oxygen towards the gas phase.
Furthermore, QDO-water revealed an extra line separating liquid-like from gas-
like regions in supercritical water. Typically these were separated by either
maxima in thermodynamic responses (the Widom lines) or functional changes
in the dynamics (the Frenkel line). This thesis showed that a crossover in the
dipole moment can also separate these two regions.
Finally, QDO-water revealed a potential crossover in supercooled water at 220
K and a qualitative difference between the behaviour of the first and second
coordination shells of water. The crossover in supercooled water is consistent with
either insufficient sampling or a negative pressure liquid–liquid phase transition.
The first coordination shell shows a positive thermal expansion while the second
shell shows a negative one, thus contributing to the anomalous behaviour of water
upon supercooling.
Are all these insights unique to QDO-water? Certainly not – the hydrogen
bonding motifs are qualitatively reproduced by TIP4P/2005 while the dipole
crossover exists in classically polarisable models, albeit more weakly. However,
QDO-water is the only model that combines such accurate predictions across the




The future development of electronically coarse grained methods can continue in
three complementary directions: improved software, new physical systems and
methodological developments. Once these three developments are under way,
QDOs can be used to explore interesting physical questions such as the role of
many body dispersion in condensed matter and what is the minimum set of
physics needed to create a transferable water model.
The first step needed is improved software, a task which has partially begun.
The software used in this thesis was qDrude versions 2 and 3. Version 2 could
only simulate water and noble gases, with version 3 being general. However, the
lead developer left and version 3 is thus unmaintained. Effort moved towards
the integration of QDOs into a fork of the general purpose molecular dynamics
code PINY-MD. This however needs a larger engineering effort than is currently
available to the project.
Once the new codes are developed, the next step is to study other physical
systems. Examples are methane, as an application to a simple organic molecule
and peptides, as an application to a biological system.
In parallel, electronic coarse graining needs continued theoretical development.
A possible project is the derivation of new estimators for the heat capacity, a
quantity that proved a challenge to calculate from the standard energy fluctuation
formula. Also, the path integral method of Poltavsky and Tkatchenko [210] can
be adapted to simulate QDOs, with the potential of speeding up their simulation
speed by an order of magnitude. The enhanced sampling will allow some of the
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unanswered questions in this thesis to be answered, such as the behaviour of
supercooled water below 220 K.
Alongside the development of improved molecular models, QDOs can be used to
answer fundamental questions about condensed matter systems. One interesting
such question is the role of many-body dispersion and polarisation in determining
the structure and dynamics of materials such as water. This study could be
done using QDO-water, by tweaking its parameters to increase the dispersion
coefficients uniformly while keeping the polarisabilities intact (as we’ve done in
reference [123]). Then, the C6 component can be corrected using a C6/R
6 term
to recover the dipole-dipole dispersion of the baseline model. This results in a
process that can uniformly increase or decrease the higher order and many-body
dispersion terms, allowing us to assess their importance in modelling water.
Another interesting project would be to try to understand the minimal physical
system required for a transferable model of water. Is it a QDO or could we do
with something simpler? For example, QDO-water used Gaussian charges and
dispersion centred on the M site rather than on the oxygen site (the latter is
typically used by existing water models). Could these changes improve existing
non-polarisable models? Recent experience says they could. For example, Izadi
et al. [119] showed that relaxing the geometric constraints of four sites models
allowed them to parametrise a fixed charge model that provided an optimum fit
to water’s phase diagram.
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Lipenkov, Geneviève C. Littot, Antonio Longinelli, Reginald Lorrain, Valter
Maggi, Valerie Masson-Delmotte, Heinz Miller, Robert Mulvaney, Johannes
Oerlemans, Hans Oerter, Giuseppe Orombelli, Frederic Parrenin, David A.
Peel, Jean-Robert Petit, Dominique Raynaud, Catherine Ritz, Urs Ruth,
Jakob Schwander, Urs Siegenthaler, Roland Souchez, Bernhard Stauffer,
Jorgen Peder Steffensen, Barbara Stenni, Thomas F. Stocker, Ignazio E.
Tabacco, Roberto Udisti, Roderik S. W. van de Wal, Michiel van den
Broeke, Jerome Weiss, Frank Wilhelms, Jan-Gunnar Winther, Eric W.
Wolff, and Mario Zucchelli. Eight glacial cycles from an antarctic ice core.
Nature, 429(6992):623–628, 2004. doi: 10.1038/nature02599.
[16] B. M. Axilrod and E. Teller. Interaction of the van der Waals type between
three atoms. J. Chem. Phys., 11(6):299–300, 1943. doi: 10.1063/1.1723844.
[17] Mouna El Mekki Azouzi, Claire Ramboz, Jean-François Lenain, and
Frédéric Caupin. A coherent picture of water at extreme negative pressure.
Nat. Phys., 9(1):38–41, 2012. doi: 10.1038/nphys2475.
[18] Stephan J. Bachmann and Wilfred F. van Gunsteren. An improved simple
polarisable water model for use in biomolecular simulation. J. Chem. Phys.,
141(22):22D515, 2014. doi: 10.1063/1.4897976.
142
[19] Y. S. Badyal, M.-L. Saboungi, D. L. Price, S. D. Shastri, D. R. Haeffner,
and A. K. Soper. Electron distribution in water. J. Chem. Phys., 112(21):
9206, 2000. doi: 10.1063/1.481541.
[20] J. Barber. Photosystem II: The water-splitting enzyme of photosynthesis.
Cold Spring Harbor Symp. Quant. Biol., 77(0):295–307, 2012. doi: 10.1101/
sqb.2012.77.014472.
[21] J. A. Barker and R. O. Watts. Structure of water; a Monte Carlo
calculation. Chem. Phys. Lett., 3(3):144–145, 1969. doi: 10.1016/
0009-2614(69)80119-3.
[22] Lawrence S. Bartell and Jinfan Huang. Supercooling of water below the
anomalous range near 226 K. J. Phys. Chem., 98(31):7455–7457, 1994. doi:
10.1021/j100082a011.
[23] Thorsten Bartels-Rausch, Vance Bergeron, Julyan H. E. Cartwright, Rafael
Escribano, John L. Finney, Hinrich Grothe, Pedro J. Gutiérrez, Jari
Haapala, Werner F. Kuhs, Jan B. C. Pettersson, Stephen D. Price,
C. Ignacio Sainz-Dı́az, Debbie J. Stokes, Giovanni Strazzulla, Erik S.
Thomson, Hauke Trinks, and Nevin Uras-Aytemiz. Ice structures, patterns,
and processes: A view across the icefields. Rev. Mod. Phys., 84(2):885–944,
2012. doi: 10.1103/revmodphys.84.885.
[24] Elizabeth A. Bell, Patrick Boehnke, T. Mark Harrison, and Wendy L. Mao.
Potentially biogenic carbon preserved in a 4.1 billion-year-old zircon. Proc.
Natl. Acad. Sci. U.S.A., 112(47):14518–14521, 2015. doi: 10.1073/pnas.
1517557112.
[25] Marie-Claire Bellissent-Funel, Ali Hassanali, Martina Havenith, Richard
Henchman, Peter Pohl, Fabio Sterpone, David van der Spoel, Yao Xu, and
Angel E. Garcia. Water determines the structure and dynamics of proteins.
Chem. Rev., 116(13):7673–7697, 2016. doi: 10.1021/acs.chemrev.5b00664.
[26] A. Ben-Naim. Statistical mechanics of water-like particles in two-
dimensions. Mol. Phys., 24(4):705–721, 1972. doi: 10.1080/
00268977200101851.
[27] Tobias Benighaus, Robert A. DiStasio, Rohini C. Lochan, Jeng-Da Chai,
and Martin Head-Gordon. Semiempirical double-hybrid density functional
with improved description of long-range correlation. J. Phys. Chem. A, 112
(12):2702–2712, 2008. doi: 10.1021/jp710439w.
[28] H. J. C. Berendsen, J. R. Grigera, and T. P. Straatsma. The missing term
in effective pair potentials. J. Phys. Chem., 91(24):6269–6271, 1987. doi:
10.1021/j100308a038.
[29] Herman J. C. Berendsen, James P. M. Postma, Wilfred F. van Gunsteren,
and Jan Hermans. Interaction models for water in relation to protein
143
hydration. In Intermolecular forces, pages 331–342. Springer, 1981. doi:
10.1007/978-94-015-7658-1 21.
[30] J. D. Bernal and R. H. Fowler. A theory of water and ionic solution, with
particular reference to hydrogen and hydroxyl ions. J. Chem. Phys., 1(8):
515, 1933. doi: 10.1063/1.1749327.
[31] Daniel Berthelot. Sur le mélange des gaz. Compt. Rendus., 126:1703–1706,
1898.
[32] Theodore Bibby, Jaakko Putkonen, Daniel Morgan, Greg Balco, and
David L. Shuster. Million year old ice found under meter thick debris
layer in Antarctica. Geophys. Res. Lett., 43(13):6995–7001, 2016. doi:
10.1002/2016gl069889.
[33] Francis Birch. Finite elastic strain of cubic crystals. Phys. Rev., 71(11):
809–824, 1947. doi: 10.1103/physrev.71.809.
[34] Joseph Black. The supposed effect of boiling upon water, in disposing it
to freeze more readily, ascertained by experiments. By Joseph Black, M.
D. Professor of Chemistry at Edinburgh, in a letter to Sir John Pringle,
Bart. P. R. S. Philos. Trans. Roy. Soc. London, 65:124–128, 1775. doi:
10.1098/rstl.1775.0014.
[35] L. E. Bove, S. Klotz, J. Philippe, and A. M. Saitta. Pressure-induced
polyamorphism in salty water. Phys. Rev. Lett., 106(12):125701, 2011. doi:
10.1103/PhysRevLett.106.125701.
[36] V. V. Brazhkin, Yu. D. Fomin, A. G. Lyapin, V. N. Ryzhov, and
K. Trachenko. Two liquid states of matter: A dynamic line on a phase
diagram. Phys. Rev. E, 85(3), 2012. doi: 10.1103/physreve.85.031203.
[37] P. W. Bridgman. Water, in the liquid and five solid forms, under pressure.
Proc. Am. Acad. Arts Sci., 47(13):441, 1912. doi: 10.2307/20022754.
[38] John Brodholt, Marco Sampoli, and Renzo Vallauri. Parameterizing a
polarizable intermolecular potential for water. Mol. Phys., 86(1):149–158,
1995. doi: 10.1080/00268979500101901.
[39] Ivan Brovchenko, Alfons Geiger, and Alla Oleinikova. Multiple liquid–liquid
transitions in supercooled water. The Journal of Chemical Physics, 118(21):
9473, 2003. doi: 10.1063/1.1576372.
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force field of water based on the dielectric constant: SPC/ε. Physica A,
420:116–123, 2015. doi: 10.1016/j.physa.2014.10.072.
148
[89] V. Fuentes-Landete, C. Mitterdorfer, P. H. Handle, G. N. Ruiz, J. Bernard,
A. Bogdan, M. Seidl, K. Amann-Winkel, J. Stern, S. Fuhrmann, and
T. Loerting. Crystalline and amorphous ices. In Proceedings of the
International School of Physics “Enrico Fermi”. Water: Fundamentals as
the Basis for Understanding the Environment and Promoting Technology.,
pages 173–208. IOS Press, 2015. doi: 10.3254/978-1-61499-507-4-173.
[90] R. E. Gagnon, H. Kiefte, M. J. Clouter, and Edward Whalley. Pressure
dependence of the elastic constants of ice Ih to 2.8 kbar by Brillouin
spectroscopy. J. Chem. Phys., 89(8):4522, 1988. doi: 10.1063/1.454792.
[91] R. E. Gagnon, H. Kiefte, M. J. Clouter, and Edward Whalley. Acoustic
velocities and densities of polycrystalline ice Ih, II, III, v, and VI by
Brillouin spectroscopy. J. Chem. Phys., 92(3):1909, 1990. doi: 10.1063/
1.458021.
[92] Alex P. Gaiduk, François Gygi, and Giulia Galli. Density and
compressibility of liquid water and ice from first-principles simulations with
hybrid functionals. J. Phys. Chem. Lett., 6(15):2902–2908, 2015. doi:
10.1021/acs.jpclett.5b00901.
[93] M. J. Gillan, F. R. Manby, M. D. Towler, and D. Alfè. Assessing
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