Abstract-Machine learning has received increased interest by both the scientific community and the industry. Most of the machine learning algorithms rely on certain distance metrics that can only be applied to numeric data. This becomes a problem in complex datasets that contain heterogeneous data consisted of numeric and nominal (i.e. categorical) features. Thus the need of transformation from nominal to numeric data. Weight of evidence (WoE) is one of the parameters that can be used for transformation of the nominal features to numeric. In this paper we describe a method that uses WoE to transform the features. Although the applicability of this method is researched to some extent, in this paper we extend its applicability for multi-class problems, which is a novelty. We compared it with the method that generates dummy features. We test both methods on binary and multi-class classification problems with different machine learning algorithms. Our experiments show that the WoE based transformation generates smaller number of features compared to the technique based on generation of dummy features while also improving the classification accuracy, reducing memory complexity and shortening the execution time. Be that as it may, we also point out some of its weaknesses and make some recommendations when to use the method based on dummy features generation instead.
I. INTRODUCTION
C LASSIFICATION is one of the most researched problems in the data mining community. The data mining process is consisted of business and data understanding, data preparation, modeling, evaluation and deployment [1] . One of the crucial parts of this process is the data preparation which has a very large influence over the success or failure of the classification. Data preparation is not a trivial task and is dependent on the nature of the data. There are many problems that need to be addressed during the data preparation such as the existence of outliers, errors, noise, missing values etc. It is important that the data is processed and transformed correctly so that the problems that exist in the raw data are eliminated or their influence reduced as much as possible. For this we use different data transformation methods.
Depending on the data type of the features different transformations are suitable. Some of the most common methods for data transformation are well described in [2] and [3] . Transforming numeric data, be it continuous or discrete, can be done in a variety of ways. Then again, transformations of nominal and categorical data are not as extensively researched. This issue is also highlighted in [4] . A very common way for transformation of nominal features is by generating dummy features (i.e. varables). It is characterized by simplicity, independence of the data domain, and ease of implementation. Authors in [5, 3, 6] recommend to generate dummy features when there is no mapping of nominal to numeric data. After the data transformation the distance between the dummy features of the instances can be calculated in different ways, as described in [7] : Euclidean distance, Hamming distance, Jaccard distance, Levenshtein distance, etc. In this paper we treat binary dummy features as numeric features, and the distances are calculated intrinsically in the learning algorithm.
Another similarity measure for nominal features is proposed in [8] . It gives greater weight to uncommon feature value matches in similarity computations and makes no assumptions about the underlying distributions of the feature values. Application of this measure in an unsupervised setting to define the similarity metric between pairs of objects is proposed in [9] .
The term frequency-inverse document frequency (TF-IDF), as described in [10] and [11] , is often used in text mining problems as a numerical statistic which estimates the importance of a word to a document in a collection of documents. In a similar manner this weight can be used to transform arbitrary nominal values into numerical just as it assigns weight to words in text mining and information retrieval. This approach is mentioned in [12] , but using TF-IDF as nominal data transformation technique during the preprocessing phase has not be widely researched.
The weight of evidence parameter, originally defined in [13] , can be used for estimating the evidence in support of a hypothesis. Additionally it can be used for transformation of nominal data. Its applicability with examples is also discussed in [14] and [2] . There are some computational limitations of this method and we have addressed them in [15] , so it can be used even when the preconditions are not met. In [16] we present an application of this transformation for calculation of the information value of features, which is consequently applied for feature selection.
One of the most serious drawbacks of this method is that it is applicable only to binary classification problems. In this paper we are providing theoretical foundations in order to extend the applicability of the WoE method to multi-class problems. In order to evaluate its advantages, limitations and drawbacks we are comparing it against the technique that generates dummy features. The reason are using this technique as benchmark is because it is most widely adopted in both literature and practice. With this in mind, we have tested both methods on binary and multi-class classification problems and we have trained Support Vector Machines (SVMs) with different types of kernels and a feed forward back-propagation neural network. Finally, we summarize the findings of our research and discuss the applicability of the proposed extension of the weight of evidence parameter and give some recommendations of when to use it.
II. TRANSFORMATION WITH GENERATION OF DUMMY

FEATURES
This section describes in more detail the method for transformation of nominal into numeric features based on generation of dummy features. By using this technique n new dummy features are generated from a nominal feature that has n different values, when n > 2. When n = 2 only one dummy feature is generated. Equation (1) gives the total number of generated dummy features where v i is the number of different values of the i-th nominal features. Each of the generated features can have a value of 0 or 1, depending on the occurrence of a particular value of the original feature. This approach has been published for the first time in [17] and was mainly used in regression analysis. Also, [18] covers many aspects related to regression analysis with dummy variables. Over time, this technique has been added to many software packages as a common stage before applying various machinelearning algorithms. When the number of nominal features and the number of different values they can have is small, this transformation leads to good performance of the algorithms. The problems arise when there are a lot of nominal features that can have many different values. These kinds of situations lead to rapid increase of the number of generated dummy features, which in turn, slows down machine-learning algorithms. In fact, the memory requirements or time complexity of algorithms can expand to that degree that they cannot be executed in a reasonable time on the computers that we have today. This issue can be partially addressed by discarding some of the generated features based on their predictive power. By doing that, some potentially useful information in the discarded features is consciously thrown away.
III. WEIGHT OF EVIDENCE
Decision making is mostly based on estimating the probability that one event might occur. The complexity of decision making varies from trivial decisions to some complex ones that require more involved processing of data from multiple sources. The outcome of this probabilistic decision making depends on facts that might even have inter dependencies [19] . For each decision we need to weight the influence of the facts that contribute to it. This provides us means of mapping the risk associated with a given choice or fact on a linear scale.
The concept of numerically weighting evidence was first introduced in [13] and is a result of the work performed by Alan Turing and I.J. Good during World War II. It is a statistical quantitative method for evaluating the facts (evidence) in support of a hypothesis. The weighting is performed with the parameter Weight of Evidence (WoE) [2] . It is a great tool for estimating the relative risk based on the available data. In this section we describe the mathematical background of WoE when used for binary classification problems, originally described in [15] and subsequently in [20] . Equation (2) defines the weight of evidence (WoE) of the i-th value of the feature A, where N A i is the number of data points (i.e. instances) that were labeled as negative, and P
A i
is the number of data points that were labeled as positive for the i-th value of the feature A. SN is the total number of negatively labeled data points, P N is the total number of positively labeled data points in the training set, and n A is the number of different values for the feature A.
W oE
Values of SN and SP can be calculated with (3) and (4), respectively:
WoE, as illustrated in the second part of (2), has two components: a variable component and a constant component. These numbers are independent of the machine learning algorithm that is going to be applied in the data mining process. They are calculated in the preprocessing phase. The variable component is calculated based on the data points that have a particular value of feature A and the constant component is based on the whole sample (the training data set). In realtime systems, these values should be calculated at regular tyme intervals based on the dynamic of the new data input. There are various statistics that can be monitored so we can determine the need of updating the WoE parameters. Equation (2) implies that the values for N A i and P A i have to be different than zero, and given that they represent counts, these constraints transform to N A i > 0 and P A i > 0. However, these preconditions are not always met in real datasets thus imposing limited applicability of the WoE parameter. The following section reviews the adjustments of the WoE technique that overcome these preconditions as they were proposed in [15] .
IV. CALCULATION OF WEIGHT OF EVIDENCE FOR BINARY PROBLEMS WHEN PRECONDITIONS ARE NOT MET
As mentioned in the definition of WoE, in order to calculate WoE, we must satisfy the constraints P 
There are no positively labeled data points, and only negatively labeled data points with the ith value of the feature A. In order to apply (2), we propose to use the value P A i = 1 for the positively labeled data points. At the same time, we propose to add the appropriate number of negatively labeled data points, so the overall ratio of the added positively and negatively labeled data points will be equal to the ratio of positively and negatively labeled data points in the whole data set (SN/SP ). In the following equations let us denote the artificially added positive data points (in this case only one) with δp A i = 1 and with δn A i denotes the added negative data points. These artificial "additions" of data points does not involve actual additions of instances in any data set, rather it only alters the number of counted data points of particular type for the purpose of the calculations. If instead of one "added" data point (δp A i = 1) we were to add more, then we would need to add more negatively labeled data points δn A i compared to what we are adding now. This, in turn, may pose a problem because the artificial data points may become greater than the actual data points that are negatively labeled. Equations (5) and (6) define how the number of added data points will be calculated, as well as, the proposed estimate of WoE with (10) .
After applying δp 
Now P A i and N A i that were defined in section III can be modified to include the artificially added data points:
Then, instead of calculating WoE with (2) using N 
And if we apply (7) and (8) in (9), finally we get the proposed estimate of WoE for this case of unsatisfied preconditions: There are only positively labeled data points with the i-th value of the variable A. We propose to add one data point that is labeled as negative, so we can use N A i = 1 when applying (2), and to add the appropriate number of positively labeled data points, so the overall ratio of the added positively and negatively labeled data points will be equal to the ratio of positively and negatively labeled data points in the whole data set (SN/SP ). As in the previous case, these artificial "additions" of data points are virtual because the instances in the data sets are left intact, rather we only alter the number of counted data points of a particular type. As for why we are using only one artificial "addition" the same observation as in Case 2 stands. In this case the number of artificially added negative data points is one (δn A i = 1), so (5) can be transformed as (11) :
Finally, for this case of unsatisfied preconditions, instead of calculating WoE with (2) using N 
In this section we reviewed the enhancement [15] for estimation of WoE for cases in which the it can not be calculated by using the original (2) . With this approach we add some data points so that the number of positive and negative labeled data points is always positive. This has a very small influence on the data and does not change the overall distribution of the dataset. There are several benefits from using the proposed method for WoE estimation:
• It would be computable for all features and all values in the data set, meaning that WoE could be used to transform the nominal features into numeric.
• The computed WoE could be used for binning of some values of the features.
• Information value of all features could be computed, and later it could be used for feature selection.
• Many classification algorithms have preference of numeric over nominal features, and sometimes the distance between different data points cannot be estimated if the values of the features are nominal. After we calculate the WoE values, the data points can be compared in terms of WoE.
The proposed transformation could degrade the performance of the classification model when significant noise is present. The estimated risk in such cases could defer from the real risk. Noisy data, however, poses a serious problem in the data mining in general and should be addressed before performing any kind of data transformation and using some machine learning algorithm.
V. ONE-VS-ALL GENERALIZATION FOR MULTI-CLASS PROBLEMS OF THE WEIGHT OF EVIDENCE PARAMETER
One of the most constraining properties of the Weight of evidence parameter is that it is computable only for binary classification problems. On the other hand, many real data mining and machine learning applications require classification into more than two classes. In order for the WoE parameter to be applicable for such cases, the algorithm for its calculation needs to be modified accordingly. One way to achieve this is by representing the multi-class classification problem as a set of binary problems. After that, we can calculate the WoE values separately for each of the binary subproblems. In [21] and [22] is applied a similar approach, known as one-vs-all or one-vs-rest, for generalization of many machinelearning algorithms that natively support only two classes (e.g. SVMs). By applying the one-vs-all technique we can also generalize the WoE transformation for multi-class problems.
We have followed this idea originally in [23] , but without substantial formal definition nor significant empirical evidence. Here we explore the idea of one-vs-all generalization of the WoE transformation in more depth.
Algorithm 1 is repeated for each of the m classes. With this algorithm from a dataset with k nominal features and m classes we generate z woe new numeric features, as defined with (15) .
Algorithm 1 One-vs-all generalization for multi-class problems of the Weight of evidence parameter for i = 1 → m do Temporary label with T empClass 1 all instances that were originally labeled with Class i ). Temporary label with T empClass 2 all instances that were originally labeled with some class different than Class i ). Calculate the WoE parameters for all instances and all their nominal features using the temporary labels (T empClass 1 and T empClass 2 ). Transform all k nominal features using the calculated WoE parameters in the previous step. This produces k new numeric features.
Add the k generated numeric features to the transformed dataset.
Remove the temporary labels of all instances and revert them to their original labels (classes). end for
The same algorithm can be applied for transformation of the numeric attributes in the original dataset into another numeric features as well. However, given the fact that there are plenty of algorithms for transformation of numeric features, we are not focusing on that kind of application of the WoE transformation.
VI. RESULTS
In this section we present the experiments that we conducted using the proposed method for data transformation. The first four subsections describe the performance metric and the cross-validation process that we used across all subsequent tests, how and when we performed feature selection and how we evaluated the performance. The following subsections describe how we have applied the weight of evidence transformation on the nominal features in some of the datasets obtained from the UCI Repository of Machine Learning Databases [24] .
A. Performance metric
The choice of performance metric to evaluate any transformation is very important. Several research papers indicate the fact that in some cases for a given dataset, the learning method that obtains the best model according to a given measure, is not the best method if a different measure is used. In [25] is shown that Naive Bayes and pruned decision trees are very similar in predictive accuracy. Later on, applying the same The predictive accuracy is perhaps the most popular metric for classification problems and many researchers have been publishing papers that show the performance of various algorithms, techniques and transformations in terms of predictive accuracy on the same datasets that we also use in this paper.
Another property of accuracy is that it can be calculated for multi-class problems in the same way as it is calculated for binary problems, while other metrics does not natively support multi-class problems. Because of these reasons we have also decided to compare our results in terms of predictive accuracy.
Additionally, we wanted to compare the execution times of both transformations so we can have insight of that aspect too. We have implemented all algorithms in Matlab and all tests have been performed on Windows 7 Professional SP1 64 bit running on a virtual Intel Xeon X5680 at 3.33 Ghz with 8 GB RAM. We have used the built-in implementations of FFNN and SVMs in Matlab. All listed execution times consist of the data transformation, the training of the machine learning algorithm and making the predictions.
B. Cross-validation
Some of the available datasets in the research community are consisted of training, validation and testing subset. However more often they are consisted of only one set that should be used for training, validation and testing, so the task of splitting the original dataset is left to the data analysts and researchers. The most common practice when evaluating performance in such cases is to perform cross-validation. There are few alternatives of how can cross-validation be performed and each of them has advantages and disadvantages. Stratified 10-fold cross-validation in [28] is recommended as the best model selection method, as it tends to provide less biased estimation of the accuracy. Following this recommendation we have decided to perform k-fold cross-validation while using different values for k: 2, 4, 6, 8 and 10. Usually the cross-validation is performed after the data is preprocessed. This means that all data cleaning, data transformations, and removal of outliers have to be performed, and then different subsets from the processed datasets are selected as training, validation and testing. This approach is suitable when the data transformations depend only on the actual values of features that should be transformed. Such transformations techniques are all mathematical functions that can be applied on numerical features or generation of dummy features from nominal features.
However, if the data transformations additionally depend on the relationship between the instances in the training set this approach is not suitable. Such relationship is present in the Weight of Evidence transformation because the transformed values depend on the set of values of the features that are being transformed and the set of values of all other instances in the dataset, as it is evident in (2). To review, the transformed value depends on the number of instances labeled with a particular class, and the number of instances that have a particular value of the original feature and are labeled with a particular class. These counts can vary for different subsets of the original dataset, thus a different transformed values can be obtained for the same original value. Ideally, if the dataset is large enough and if the distribution of values of the nominal features is nearly uniform, then the transformed values for different subsets of the dataset would not vary much. However, such conditions do not occur in real datasets, hence the need of to modify the cross-validation process. Algorithm 2 describes how the k-fold cross-validation is performed with repeated transformation of nominal features. By applying this algorithm for cross-validation, only the information that is present in the current set of training folds is used for data transformation.
Algorithm 2 K-fold
Transform all values of all nominal features in T rainingSet i using the transformation values W oE i , thus obtaining T ransf ormedT rainingSet i .
Transform all values of all nominal features in T estSet i using the transformation values W oE i , thus obtaining T ransf ormedT estSet i .
Train M odel i using T ransf ormedT rainingSet i . Validate M odel i using T ransf ormedT estSet i , thus obtaining Results i . end for Aggregate Results i (i = 1 → k)
C. Feature selection
In the machine learning literature there are a lot of published papers and books about various feature selection techniques, both for nominal and numeric features. Such paper is [29] , where the most popular algorithms are described and illustrated with examples. This work focuses on data transformation techniques and therefore we have performed some basic feature selection, and have not tested more advanced methods. First thing that is performed for all datasets that we have worked on, all single-value features were removed. Also if such features were generated with one of the applied data transformation techniques they were also removed. This is because these features have no information value i.e. their entropy is zero, therefore having no predictive power regardless of which machine learning algorithm would later be applied.
In the case when some nominal feature has many different values and the dummy variables generation technique is used, a lot of dummy features would be generated. This can pose a serious problem for many machine learning algorithms because they would demand enormous amount of computer power, even to the extent that they would not be usable. To overcome this problem we have used a simple feature selection that restricts the number of dummy features that can be generated. Namely, only for the values of the nominal features that occur in more than 5% of the instances a dummy feature is generated, while for all other less frequently occurring values we generate only one common dummy feature. Choosing the value of 5% as a threshold provided good balance between retaining a small number of features while not loosing too much information. This simple algorithm is very effective in helping prevent the generation of vast amount of dummy features. Of course, a more intelligent feature selection can be applied but we did not want to defocus from the main topic of the paper.
D. Performance evaluation
After applying the proposed transformation we have transformed all nominal features in the datasets into numeric and then we have trained few machine learning algorithms. In order to have basis for comparison, we have also generated dummy features from all nominal features in the original datasets and afterwards we have trained the same machine learning algorithms. To decrease the impact of randomness while making the splits of the data into cross-validation folds we have repeated the whole process multiple times and then we have aggregated the results. The following subsections describe each of the datasets, the performed data transformations and the performance in more detail. The performance is analyzed in terms of accuracy and execution time.
E. The Annealing dataset
The annealing dataset was obtained from the UCI Repository of Machine Learning Databases [24] and it contains data for a classification problem. More particularly, it contains 798 instances described with 6 numeric and 32 nominal features. All instances are labeled with one of the 5 possible classes. Only the nominal features of the dataset were subject to transformation, while the numeric features were not transformed in any way.
First, we have generated dummy features for all different values of all nominal features in the original dataset. Note that for nominal features that have only 2 different values we do not generate dummy features rather we only convert their values to 0s and 1s, because these features are already dummy features with differently encoded values. By doing that we have generated 64 dummy features. From them 7 had the same value for all instances in the training and test sets, therefore they were removed. Finally, together with the original 6 numeric features the dataset 1 is comprised of 63 numeric features.
Then we have applied the proposed WoE transformation thus obtaining 32 × 5 = 160 new numeric features, as defined with (15) . From them 40 had the same value for all instances in the training and test sets, meaning that there is no information value in them, therefore they were removed. Finally, together with the original 6 numeric features the dataset 2 is comprised of 126 numeric features.
Both datasets were tested using a feed forward back propagation neural network (FFNN), and SVM with a linear, quadratic, polynomial and RBF kernel. The training and test partitions of the datasets were obtained using k-fold cross validation and 2, 4, 6, 8 and 10 were used as k values. An important thing to mention is that a same value of the original feature can be transformed into different values. This situation arises from the nature of the WoE values -they depend not only on the original values but also on the distribution of the other values of the same feature in the training dataset. This in turn require the WoE transformation to be performed for each training fold separately. In fact for k-fold cross validation the WoE transformation would be performed k times, once for each training fold combination. Because the instances that belong to the folds are chosen randomly, the performance can vary and may not be consistent. Therefore, the whole process was repeated 10 times for each value of k. At the end we have calculated the average, minimum, maximum and standard deviation of the accuracies and the execution times for each algorithm and each transformation type using the data from the 10 repetitions. Table I shows the accuracies for different values of k of the 10 repetitions when a FFNN was trained with both datasets. We can see that for all values of k the WoE transformed dataset produced better average accuracy. Next, table II shows the execution times when a FFNN was trained with both datasets. We can see that both transformations together with the training and test phase needed were completed in similar time, even though the WoE transformed dataset had about twice more features.
The next algorithm we trained was SVM with linear kernel .  Tables III and IV show the results of this algorithm using both datasets. For it we can note that both the accuracy and execution time are similar to each other for both transformations, but are much better than the FFNN.
After that, we have trained a SVM with RBF (i.e. Radial Basis Function) kernel. Tables V and VI show the results of this algorithm using both datasets. For this algorithm we can note that both the accuracy and the execution time are similar to each other for both transformations, are significantly better than the FFNN and worse than the SVM with linear kernel.
The following algorithm that we have trained was a SVM with Polynomial kernel. Tables VII and VIII show the results of this algorithm using both datasets. For this algorithm we can note that the accuracy is slightly better when dummy transfomation is used and execution time is slightly better when WoE transformation is used. Overall the performance is similar to the SVM with linear kernel and to the performance of SVM with Quadratic kernel, which are shown with tables IX and X.
Tables XI and XII show the results of a SVM with MLP (i.e. multilayer perceptron) kernel using both datasets. For this algorithm we can note that the accuracy is slightly better when dummy transfomation is used and execution time is slightly better when WoE transformation is used. Overall the performance is similar to the SVM with RBF kernel.
Finally, we can conclude that for this particular dataset both transformations lead to similar performance in terms of accuracy and execution time when various machine learning algorithms are applied. We want to point out again the fact that the dataset has 1000 instances that are non-uniformly distributed into 5 classes. As a consequence the execution of the transformations is very fast and therefore they are very similar. Additionally the number of different values of the nominal features is very small therefore the advantages of the WoE transformation can not be exploited. For datasets like this
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one, where the number of instances, the number of nominal features and the number of different values are fairly small, both transformations provide similar results. However, in such cases we recommend applying the dummy transformation because it is easier to implement and it is a lot simpler to interpret and understand. 
F. The PAKDD 2010 dataset
The 14th Pacific-Asia Knowledge Discovery and Data Mining conference (PAKDD 2010) together with NeuroTech Ltd. and the Center for Informatics of the Federal University of Pernambuco (Brazil) co-organized a data mining competition [30] . This credit risk assessment problem comes from the private label credit card operation of a major retail chain. The company has been operating its private label card for over 10 years and has applied two different methods for risk assessment with the application's acceptance rate varying from 50% to 75% within this period. Each accepted application turns the applicant into a client and gives him/her the access to credit for purchasing on the retail chain to be billed 10 to 40 days after the purchase, on a monthly basis on a fixed month day. After his/her credit acceptance, a client would take some time to make their first purchase and receive their first bill. During the first year of using the card, the set of monthly bills and payment behavior is collected and used for credit risk assessment. If the client had any monthly defaults (delays longer than the agreed payment periods) he is labeled as bad, otherwise as good client. The goal is to exploit the information that was available when the applicant applied for credit and try to predict whether he would be a good or bad client. To achieve this we have used the training data consisting of various kinds of information for the applicants like age, profession, sex, marital status, monthly income etc. and the label (good/bad) to build prediction models.
For the purpose of the competition there are three available datasets, but the labels (i.e. target class) of only one of them are made publicly available. This dataset is named as Modeling and has 50000 instances, distributed as 26% vs. 74% per class. The dataset is real and collected manually during a long time period therefore some of the instances have missing, invalid or inconsistent data, some of the columns have no information value or have the same values for all instances etc. We have addressed these issues by removing some of the instances and the columns. Additionally, we have generated few nominal features that capture interactions between the original features: sex, marital status, age group, profession etc. After this stage of data cleaning and preparation we ended up with a dataset with 11 numeric and 24 nominal features and a total of about 42000 instances that were similarly distributed in respect to the target class.
First, we have generated dummy features for all different values of all nominal features in the original dataset. Note that for nominal features that have only 2 different values we do not generate dummy features rather we only convert their values to 0s and 1s, because these features are already dummy features with differently encoded values. By doing that we have obtained around 4630 dummy features. Obviously a dataset with such high number of features makes it difficult to train models on it. That is why we have performed a simple feature selection as described in subsection VI-C, which resulted in a dataset with about 140 dummy features. Finally, together with the original 11 numeric features the dataset 1 is comprised of about 150 numeric features. The exact number of features varies depending on the random split during the cross-validation.
Then we have applied the proposed WoE transformation and we generated for each nominal features one numeric feature which resulted in 24 new numeric features, as defined with (15) . Together with the original 11 numeric features the dataset 2 is comprised of 35 numeric features.
Both datasets were tested using a feed forward back propagation neural network, and SVM with a linear, quadratic, polynomial and RBF kernel. The training and test partitions of the datasets were obtained using k-fold cross validation and 2, 4, 6, 8 and 10 were used as k values. The whole process was repeated 10 times for each value of k, so the influence of randomness during the cross-validations can be neglected. The official performance metric of the competition is area under the receiver operating curve (AUC ROC) [26] , but due to the reasons discussed in subsection VI-A, we have decided to compare the results in terms of accuracy. The first results were not very useful because the accuracy of the classifiers built from both datasets was in the most cases around 74%. Additionally in many cases the machine learning algorithms could not converge, meaning we could not compare the both transformations. The WoE transformed dataset usually provided better accuracy, but the overall results were insufficient to make firm conclusions. The fact that the accuracy was similar to the percentage of the more common class and the confusion matrices undoubtedly showed that the unbalanced dataset introduces serious problems for all machine learning algorithms. The algorithms trained on the dummy transformed dataset converged twice less often than the ones trained on the WoE transformed dataset, and in the rare cases when they both converged the WoE transformation almost always provided better results.
In order to make better comparisons of the transformations, it was obvious that a balanced dataset would be more suitable. While we can artificially generate more instances of the less common class, the most common way to balance a dataset is by "throwing away" some of the instances labeled with the more common class. When data is balanced, accuracy rates tend to decline [31] . If we balance the dataset by reducing the training set size, then this can lead to the degeneracy of the model because we are neglecting potentially useful training instances. Nevertheless, we have opted for this option because it was easier to implement the shrinking, but mostly because this way we can train algorithms much faster because of the smaller training sets. By doing this we have obtained a balanced dataset with around 22000 instances and afterwards we have performed all tests described in the previous paragraph. Important to mention here is that by repeating the whole tests 10 times we were able to select different subsets of instances of the more common class for each repetition, thus mitigating the issues of thrown-away information to some extent.
From all algorithms that were tested only the FFNN converged for all values of k and all repetitions. The achieved results are shown in tables XIII and XIV. We can conclude that when FFNN was trained the WoE transformation produced 6% to 9% better accuracy in 10% to 40% more time than the dummy transformation.
After the training was performed for the SVM with RBF kernel we noticed that convergence could not be acheived when k is 4, 6, 8 and 10 when the dummy transformed dataset is used. Similary, when the WoE transformed dataset was used the SVM converged when k was 2 and in six of the repetitions when k was 4. The results that we were able to collect are listed in tables XV and XVI. The results for SVM with MLP kernel were so similar that the averages look exactly the same despite the fact that the individual values were different. This can be seen in tables XVII and XVIII. From them we can conclude that when SVM with RBF or MLP kernel was trained the WoE transformation produced about 2% better accuracy about three times faster than the dummy transformation and additionally the SVMs were able to converge more often. Compared to the the FFNN, the SVMs produced about 20% better accuracy for k = 2 but were significantly slower -about 6 times.
The other SVMs with linear, polynomial and quadratic kernel could not converge for none of the repetitions and different k values. We realize that these issues might be addressed by parameter tuning, but we cannot concentrate on this issue at the moment because it is not the focus point of this paper. 
VII. CONCLUSION
In this study we have proposed a data transformation method based on the weight of evidence parameter. This technique is applicable in binary and multivariate supervised learning problems particularly for the nominal and categorical features. We have tested this technique on two real datasets. To verify our results, we have also generated dummy features from all nominal features in the same datasets and afterwards we have trained the same machine learning algorithms (i.e. feed forward neural networks and support vector machines with different kernels).
The analysis of the results show that in datasets in which the number of instances, the number of nominal features and the number of different values are fairly small, both transformations provide similar results in terms of predictive performance and execution time. For this reason in such cases we recommend applying the dummy transformation, because is easier to implement and it is a lot simpler to interpret and understand. However, it was the opposite case when we applied both transformations to a significantly larger dataset (with more than 10000 instances) that has more nominal features and they have more different values. Very often machine learning algorithms could not be trained on the dummy transformed dataset because of the memory complexity or because convergence could not be achieved. On the same dataset, but transformed with WoE, the same algorithms achieved convergence and produced significantly better results both in terms of predictive performance and execution time.
The presented method can be used without prior knowledge of the nature of the datasets. In our future work, we plan to compare the WoE transformation with other techniques for data transformations for nominal features. Also we will train a larger set of classifiers and will apply these transformations on other datasets as well. Additionally when we train the classifiers we also need to investigate the effect of parameter tuning, for instance when training SVMs. Our goal is to make firm and well-explained conclusions of which transformation is most suitable for what kinds of datasets, so researchers and practitioners can make apply these transformations more confidently without having to try out all possible combinations before deciding which one is most suitable.
