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Introduccion
En 1929 C. D. Birkho [Bir] probo la existencia de una funcion entera g(z)
cuyo conjunto de trasladadas fg(z+a) : a 2 Cg es denso en H(C). Posterior-
mente, en 1952, MacLane [McL] construyo una funcion entera cuya sucesion
de derivadas aproxima uniformemente en compactos de C a cualquier otra
funcion entera. Estos dos teoremas, ya clasicos, se consideran el punto de
partida de una lnea de investigacion dentro del Analisis: la Hiperciclicidad,
que en las ultimas decadas, y gracias a tecnicas de Analisis Funcional, ha
adquirido una identidad propia. Dado un espacio topologico X, una aplicacion
continua T : X  ! X se dice hipercclica si existe un elemento x 2 X tal
que su orbita fT nx : n 2 Ng es densa en X. Es evidente que un elemento
x 2 X es hipercclico para T si y solo si no existe ningun subconjunto propio
de X cerrado e invariante por T que contenga a x. Por tanto el estudio de la
hiperciclicidad esta directamente relacionado con la existencia de subconjuntos
cerrados e invariantes.
En 1969, S. Rolewicz [Rol] abordo el problema de la existencia de operadores
hipercclicos (aunque sin utilizar la notacion ni la nomenclatura actual) en los
espacios `p con 1  p < 1 y c0, planteando como problema el estudio de la
existencia de operadores hipercclicos en cualquier espacio de Banach. Desde
entonces han sido muchos los autores que han estudiado esta cuestion, resuelta
de manera positiva, muy recientemente, por Bernal [Ber] y Ansari [An2] de
manera independiente. En el mismo trabajo, Rolewicz planteaba otra impor-
tante cuestion, la hiperciclicidad de los operadores del tipo Shift. Estos dos
aspectos han supuesto la base de muchas investigaciones sobre hiperciclicidad,
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alguno de los cuales recogeremos en esta Memoria.
Por otra parte en 1987 R. M. Gethner y H. J. Shapiro [GeS] y C. Kitai
[Kit] ofrecen, por primera vez, un criterio bastante util que nos permite asegu-
rar la hiperciclicidad de operadores. Este Criterio de Hiperciclicidad ha sido
generalizado posteriormente por estos y otros autores (ver por ejemplo [GE1],
[GoS], [An2], [Ber]).
En esta Memoria pretendemos recopilar algunos de los resultados obtenidos
dentro de estas dos lneas de trabajo, relacionandolos con otros problemas
importantes dentro de la Hiperciclicidad. Sin embargo, no solo se trata de
un trabajo de recopilacion de datos, sino que se ha pretendido unicar las
distintas notaciones utilizadas por los autores, adaptando, en determinados
casos, las demostraciones originales y completando y/o mejorando en otros las
pruebas no recogidas en los diversos artculos.
Para que esta Memoria sea autocontenida y con el n de facilitar la com-
prension de las pruebas, recordamos en el Captulo 1 algunos resultados clasicos
sobre Analisis Funcional y Teora de Operadores que se utilizaran posterior-
mente. Ademas, en su ultima Seccion introducimos las deniciones iniciales
sobre hiperciclicidad, as como consecuencias inmediatas que de ellas se de-
ducen. De este modo establecemos un primer contacto con el concepto central
de esta Memoria.
En el Captulo 2 recogemos algunos resultados de Rolewicz [Rol] en los
cuales se nos presenta un primer ejemplo de operador hipercclico sobre los
espacios de Banach clasicos `p, con 1  p < 1, y c0. Aparece por primera
vez un operador del tipo (weighted) backward shift que seran el eje principal
de los Captulos sucesivos. Posteriormente hacemos una breve incursion en el
estudio de condiciones sucientes y/o necesarias sobre un espacio topologico
X para la existencia de operadores hipercclicos en el. Veremos que el espacio
debe ser separable y de dimension innita, siendo estas condiciones sucientes
en el caso en que X sea un espacio de Banach o de Frechet.
En el Captulo 3 incluimos uno de los primeros criterios sucientes so-
bre hiperciclicidad que se obtuvieron [GeS], para lo que se recurre a resulta-
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dos clasicos de Analisis Funcional como es el Teorema de Baire. Asimismo,
aprovechamos este criterio para obtener, de manera directa, los teoremas,
clasicos en hiperciclicidad, de Birkho y MacLane. En la misma lnea es-
tudiaremos algunas aplicaciones de este criterio a la Teora de Operadores,
como es la hiperciclicidad de operadores backward shift en espacios de Hilbert
de tipo Bergman [GeS].
En el Captulo 4 recogemos algunos resultados [Sa2] que caracterizan la
hiperciclicidad de los operadores bilaterales weighted backward (y forward)
shifts sobre espacios de Hilbert, as como de los operadores backward shifts
unilaterales. Veremos que en el caso forward la hiperciclicidad nunca es posi-
ble. Veremos como, gracias a estos resultados sobre operadores unilaterales,
se puede cerrar el estudio de la hiperciclicidad en espacios de Hilbert de tipo
Bergman, el cual fue abordado anteriormente por Gethner y Shapiro [GeS]
(ver Captulo 3) y completado por H. Salas [Sa2]. Asimismo, deniremos el
concepto de suma directa de dos operadores y estudiaremos la relacion entre
la hiperciclicidad del operador suma directa y los operadores sumandos, de-
teniendonos con especial interes en el caso de los operadores de desplazamiento.
Finalmente concluiremos el Captulo estudiando el concepto de multihiperci-
clicidad y su relacion con el de hiperciclicidad.
Por ultimo, en el Captulo 5, abordaremos el estudio de la hiperciclicidad de
operadores bilaterales weighted shifts en el espacio de Frechet de las funciones
enteras H(C). Aprovecharemos para ello algunos de los resultados recogidos
en el Captulo 3, en particular el Criterio de Hiperciclicidad, y en el Captulo
4, en particular la caracterizacion de la hiperciclicidad de operadores bilateral
weighted shifts.
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Chapter 1
Preliminares
A lo largo de las primeras Secciones de este Captulo recogeremos algunos
resultados clasicos dentro de la Teora de Espacios y el Analisis Funcional, con
vistas a incluir en este trabajo todos los conceptos necesarios para la com-
prension de los Captulos posteriores. Hemos de decir que las demostraciones
se pueden consultar en [Ru1], [Ru2] y [Brb] entre otros. En la ultima Seccion
introduciremos los conceptos de hiperciclicidad y universalidad, sobre los que
se basan las investigaciones posteriores, ademas deduciremos algunas obser-
vaciones sobre hiperciclicidad que permiten un primer acercamiento a esta
teora.
1.1 Algunos espacios de Banach clasicos.
En primer lugar, en esta Seccion, vamos a recordar algunos espacios clasicos
de Banach que apareceran en resultados posteriores, as como alguna de las
propiedades que verican. Denotaremos por K al cuerpo de los numeros reales
R o al cuerpo de los numeros complejos C.
Sea X un espacio topologico. Denotamos por C(X;K), o de forma mas
abreviada C(X), al espacio de las funciones continuas deX enK. En particular,
1
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si X = [0; 1], tenemos
C[0; 1] = ff : [0; 1]  ! K : f es continuag:
Para cada f 2 C[0; 1], denimos la norma innito de f como:
kfk1 = supfjf(x)j : x 2 [0; 1]g:
Proposicion 1.1.1 La aplicacion kk1 es una norma en C[0; 1]; y (C[0; 1]; k  k1)
es un espacio de Banach separable.
Denotamos por c0 al espacio de las sucesiones de escalares convergentes a
cero, es decir,
c0 = f(xn)n2N 2 KN : limn!1xn = 0g:
Para cada (xn)n2N 2 c0 denimos la norma innito de (xn)n2N como:
k(xn)n2Nk1 = supfjxnj : n 2 Ng:
Proposicion 1.1.2 La aplicacion k  k1 dene una norma en c0; y el par
(c0; k  k1) es un espacio de Banach separable.
Para cada p 2 [1;+1), se dene el espacio `p como el conjunto de sucesiones
p-sumables, es decir,
`p = f(xn)n2N 2 KN :
1X
n=1
jxnjp < +1g:
Si x = (xn)n2N 2 `p, se dene la norma-p de x como
kxkp =
 1X
n=1
jxnjp
!1=p
:
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Proposicion 1.1.3 La aplicacion k  kp : `p  ! [0;+1) es una norma en `p;
y el par (`p; k  kp) es un espacio de Banach separable.
Por ultimo sea (
;; ) un espacio de medida y p 2 [1;+1). Consideramos
el espacio
Lp(
) = ff : 
  ! K : f es medible y
Z
jf jpd <1g;
y seaN = ff : 
  ! K : f es medible y f = 0 c.p.d. 
g. Entonces denimos
el espacio Lp(
) como Lp(
)=N .
En particular, si 
 = [0; 1] y  es la medida de Lebesgue en [0; 1], tenemos
que Lp[0; 1] es el espacio de las clases de funciones f tales queZ 1
0
jf(x)jpdx <1:
Sea f 2 Lp[0; 1]. Se dene la norma-p de f como
kfkp =
Z 1
0
jf(x)jpdx
1=p
:
Proposicion 1.1.4 Sea p 2 [1;+1). La aplicacion k  kp : Lp[0; 1]  ! K
es una norma en Lp[0; 1]; y el par (Lp[0; 1]; k  kp) es un espacio de Banach
separable.
Denicion 1.1.1 Sea X el espacio `p (1  p < 1) o bien el espacio c0.
Denimos el operador backward shift B sobre X por
B(x1; x2; : : : ; xn; : : :) = (x2; x3; : : : ; xn; : : :)
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1.2 El Teorema de Baire.
Antes de enunciar este teorema clasico en Analisis Funcional damos algunas
deniciones necesarias. Dado X un espacio topologico y A un subconjunto de
X, denotaremos por A al cierre de A y por int(A) al interior de A.
Denicion 1.2.1 Sea X un espacio topologico y A un subconjunto de X.
1. Se dice que el conjunto A es raro o diseminado si int(A) = ;.
2. Se dice que A es de 1a categora (respecto de la topologa de X), si es
union numerable de conjuntos raros; o equivalentemente, si existe una
sucesion de conjuntos fFngn2N cerrados de interior vaco de manera que
A 
1[
n=1
Fn.
3. Se dice que A es de 2a categora, si no es de 1a categora.
4. Se dice que A es residual, si su complementario es de 1a categora.
5. Se dice que X es un espacio de Baire, si todo abierto no vaco de X es
de 2a categora en X.
Proposicion 1.2.1 Sea X un espacio topologico. X es un espacio de Baire
si y solo si para cualquier sucesion fGngn2N de abiertos densos en X,
1\
n=1
Gn
es denso en X.
Teorema 1.2.2 (Teorema de Baire) Sea X un espacio topologico. Si X es
un espacio metrico completo, entonces X es un espacio de Baire.
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1.3 Espacios vectoriales topologicos y F-espacios.
Denicion 1.3.1 Un espacio vectorial topologico es un espacio vectorial X
sobre K, en el que hay denida una topologa tal que:
1. La aplicion suma, denida por
X X  ! X
(x; y) 7 ! x+ y
es continua.
2. La aplicaciom producto por un escalar, denida por
KX  ! X
(; y) 7 !   y
es continua.
Denicion 1.3.2 Sea X un espacio vectorial y sea d una distancia en X.
Se dice que d es invariante por traslaciones, si para cualesquiera elementos
x; y; a 2 X se verica que d(x; y) = d(x+ a; y + a).
Denicion 1.3.3 Un espacio vectorial topologico X es un F-espacio, si exis-
te una distancia d invariante por traslaciones cuya topologa asociada es la
topologa de X y para la que X es completo.
1.4 Espacios de Frechet
Denicion 1.4.1 Sea X un espacio vectorial sobre K. Una seminorma en X
es una aplicacion p : X ! [0;+1) de forma que, para todo x; y 2 X y todo
 2 K se tiene
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(a) p(x+ y)  p(x) + p(y).
(b) p(x) = jjp(x).
Sea X un espacio vectorial sobre K, y F = fpigi2I una familia de semi-
normas denidas en X. Para cada " > 0 y cada subconjunto nito F de I
denotamos
VF;" = fx 2 X : pi(x) < " para todo i 2 Fg:
Teorema 1.4.1 Sea X un espacio vectorial sobre K. Sea F = fpigi2I una
familia de seminormas sobre X. Entonces existe una unica topologa en X
que lo convierte en espacio vectorial topologico y para la que la familia fVF;" :
" > 0; F  I nitog es una base de entornos de 0.
A esta topologa se la llama topologa generada por la familia de seminormas
fpigi2I .
Proposicion 1.4.2 Sea F = fpigi2I una familia de seminormas sobre un
espacio vectorial X. Entonces, la topologa generada por F es de Hausdor si
y solo si la familia es separante, es decir, para todo x 2 X n f0g existe i 2 I
tal que pi(x) 6= 0.
Denicion 1.4.2 Un espacio localmente convexo es un espacio vectorial topo-
logico que es Hausdor y tal que el 0 posee una base de entornos formada por
conjuntos convexos.
Teorema 1.4.3 Sea X un espacio localmente convexo. Son equivalentes:
(a) X es metrizable.
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(b) El 0 tiene una base de entornos numerable.
(c) De toda familia de seminormas que genera la topologa de X, puede ex-
traerse una subfamilia numerable que sigue generando la misma topologa.
(d) Existe una familia numerable de seminormas en X que genera la topologa
de X.
Ademas, si se dan estas condiciones, existe una distancia invariante por trasla-
ciones que genera la topologa de X.
Denicion 1.4.3 Un espacio de Frechet es un F-espacio que es localmente
convexo; es decir, un espacio localmente convexo cuya distancia invariante
por traslaciones genera una topologa para la que X es completo.
1.5 Espacios de Hilbert.
En esta Seccion veremos las deniciones y las propiedades mas importantes,
que usaremos en Captulos posteriores, sobre los espacios de Hilbert, as como
la particularizacion de algunos ejemplos con los que tambien trabajaremos.
Denicion 1.5.1 Sea H un espacio vectorial sobre K, un producto escalar en
H es una aplicacion que a cada par de elementos x; y 2 H le asocia un escalar
hx; yi de forma que
(a) hx; yi = hy; xi, para todo x; y 2 H.
(b) hx + y; zi = hx; zi + hy; zi, para todo x; y; z 2 H y cualesquiera
;  2 K.
(c) hx; xi  0 para todo x 2 H.
(d) hx; xi = 0 si y solo si x = 0.
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Se dice entonces que H es un espacio prehilbertiano con producto escalar h; i.
Proposicion 1.5.1 Sea H un espacio prehilbertiano. La aplicacion que a cada
elemento x 2 H le hace corresponder el numero real y positivo kxk =
q
hx; xi
dene una norma sobre H que se denomina norma asociada a H.
Denicion 1.5.2 Un espacio de Hilbert H es un espacio prehilbertiano que
es completo para la norma asociada a H.
Sea A un subconjunto de un espacio vectorial; denotamos por span(A) al
subespacio vectorial generado por A, es decir, el menor subespacio vectorial
que contiene a A. Se tiene que
span(A) =
(
nX
k=1
kxk : n 2 N; xk 2 A; k 2 K
)
:
Si A es un subconjunto de un espacio normado, denotaremos por span(A)
al subespacio vectorial cerrado generado por A, es decir, el menor subespacio
vectorial cerrado que contiene a A. Se tiene que span(A) coincide con con la
clausura de span(A); es decir, span(A) = span(A).
Denicion 1.5.3 Dos elementos x e y de un espacio de Hilbert H se dicen
ortogonales si hx; yi = 0. (En realidad basta con que H sea prehilbertiano).
Denicion 1.5.4 Un conjunto fxigi2I en un espacio de Hilbert (basta, de
nuevo, con prehilbertiano) es un sistema ortogonal si sus elementos son no
nulos y dos a dos ortogonales; es decir, si xi 6= 0 para cada i 2 I y hxi; xji = 0
para i 6= j. Si ademas todos los elementos del sistema tienen norma uno, se
dira que el sistema es ortonormal.
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Teorema 1.5.2 Sea H un espacio de Hilbert y (xi)i2I un sistema ortonormal
en H. Son equivalentes:
(a) (xi)i2I es un sistema ortonormal maximal: el unico elemento x 2 H que
es ortogonal a todos los elementos del sistema es x = 0.
(b) (xi)i2I es completo: H = spanfxi : i 2 Ig.
(b) (xi)i2I es una base de H: para todo x 2 H se tiene que x =
X
i2I
hx; xiixi.
(d) Para todo x; y 2 H se tiene que hx; yi =X
i2I
hx; xiihy; xii.
(e) (Identidad de Parseval). Para todo x 2 H se tiene que kxk2 =X
i2I
jhx; xiij2.
Ejemplos 1.5.3 Sea I un conjunto, denotamos por `2(I) al espacio formado
por las familias x = fxigi2I de escalares tales queX
i2I
jxij2 < 1:
Si para cada x = fxigi2I y cada y = fyigi2I denimos su producto escalar
como
hx; yi = X
i2I
xiyi;
entonces `2(I) se convierte en un espacio de Hilbert. Para cada i 2 I denota-
mos por ei al elemento de `2(I) denido por
ei = fxijgj2I ; donde xi;j =
(
0 si i 6= j
1 si i = j
:
Entonces el sistema fei : i 2 Ig forma una base ortonormal del espacio `2(I).
En particular, si I = N o si I = Z, tenemos el espacio de las sucesiones
unilaterales o bilaterales de cuadrado sumable respectivamente, es decir,
`2(N) = `2 =
(
x = (xn)n2N :
1X
n=1
jxnj2 <1
)
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y
`2(Z) =
(
x = (xn)n2Z :
+1X
n= 1
jxnj2 <1
)
:
Proposicion 1.5.4 Todo espacio de Hilbert tiene una base. Mas aun, todas
las bases de un espacio de Hilbert tienen el mismo cardinal.
Denicion 1.5.5 Al cardinal de una base de un espacio de Hilbert H lo lla-
maremos dimension hilbertiana de H. En el caso de dimension nita, la di-
mension hilbertiana coincide con la dimension lineal de H.
Proposicion 1.5.5 Dos espacios de Hilbert son isomorfos si y solo si tienen
la misma dimension hilbertiana. Mas aun, si I es un conjunto cuyo cardinal
coincide con la dimension hilbertiana de un espacio de Hilbert X, entonces X
es isomorfo a `2(I).
Proposicion 1.5.6 Un espacio de Hilbert H es separable si y solo si tiene una
base, a lo sumo, numerable.
Corolario 1.5.7 Todo espacio de Hilbert de dimension innita y separable es
isomorfo a `2.
Sean X e Y dos espacios normados. Denotaremos por L(X; Y ) al conjunto
formado por todas las aplicaciones lineales y continuas de X en Y . Si X = Y ,
entonces denotaremos simplemente L(X).
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Proposicion 1.5.8 L(X; Y ) es un espacio vectorial que se convierte en espa-
cio normado si denimos la norma de operadores T 2 L(X; Y ) como
kTk = minfM  0 : kTxk Mkxk para todo x 2 Hg =
supfkTxk : kxk  1g = sup
(kTxk
kxk : x 6= 0
)
:
Proposicion 1.5.9 Sean H1 y H2 dos espacios de Hilbert, y T 2 L(H1; H2).
Entonces existe un unico operador T  2 L(H2; H1) tal que
hTx; yi = hx; T yi; para todo x 2 H1 y todo y 2 H2:
A tal operador se le llama operador adjunto de T .
Nota 1.5.10 Sean H1 y H2 dos espacios de Hilbert, y T 2 L(H1; H2). En-
tonces es claro que la operacion \tomar adjunto" es involutiva, es decir, T  =
(T ) = T .
Sea X un espacio de Hilbert separable y sea fengn2N una base ortonormal.
Se dene el operador forward shift T (resp. backward shift S) como como aquel
que verica Ten = en+1 para cada n 2 N (resp. Sen+1 = en para cada n 2 N
y Se1 = 0). Si existe una sucesion de escalares fangn2N tal que se verica
Ten = an+1en+1 (resp. Sen+1 = anen) se dice que T (resp. S) es un operador
weighted forward (resp. backward) shift con sucesion de pesos fangn2N.
En particular, si X = `2(N) el operador T (resp. S) se denomina unila-
teral forward (resp. backward) shift. Ahora bien, si X = `2(Z) denimos el
operador bilateral forward shift (resp. backward shift) como aquel que verica
Ten = en+1 para cada n 2 Z (resp. Ten = en 1 para cada n 2 Z).
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Proposicion 1.5.11 Sea H un espacio de Hilbert separable y T un operador
weighted backward (resp. forward) shift. Entonces el operador T  es un ope-
rador weighted forward (resp. backward) shift.
Demostracion. Por la Nota 1.5.10 basta probar el caso en que T es un
operador weighted forward shift con sucesion de pesos fangn2N.
Sean x; y 2 H y sea fengn2N una base ortonormal de H. Se verica que
x =
1X
n=1
hx; enien e y =
1X
m=1
hy; emiem:
Pero por la linealidad y continuidad de T y del producto escalar, y por la
denicion de operador weighted forward shift
hTx; yi =
1X
n=1
hx; enihan+1en+1; yi =
1X
n;m=1
hx; enihy; emian+1hen+1; emi =
1X
m=1
hx; em 1ihy; emiam =
*
x;
1X
m=1
amhy; emiem 1
+
:
Luego, por la unicidad del operador adjunto,
T y =
1X
m=1
amhy; emiem 1 para cada y 2 H:
En particular para y = en+1
T en+1 = an+1en
de donde T  es el operador weighted backward shift con sucesion de pesos
fbn = an+1gn2N. 
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1.6 Conceptos generales sobre hiperciclicidad.
En los siguientes Captulos vamos a estudiar la hiperciclicidad de operado-
res siempre denidos entre, al menos, espacios de Frechet. En general este
concepto, y el mas general de universalidad, se pueden dar para espacios
topologicos cualesquiera.
Denicion 1.6.1 Sean X e Y dos espacios topologicos y sea fTn : X ! Y gn0
una sucesion de aplicaciones continuas. Se dice que un elemento x 2 X es
universal respecto de la sucesion fTngn0 si su orbita
O(fTng : x) = fT0x; T1x; : : : ; Tnx; : : :g
es densa en Y . En tal caso se dice que fTng es una sucesion universal. De-
notaremos por U(fTng) al subconjunto de elementos de X que son universales
respecto de fTng.
Elijamos en particular X = Y y fTng la sucesion de iteradas de una sola
aplicacion continua T : X ! X, es decir, T0 = T 0 = Id, T1 = T , T2 =
T 2 = T  T y en general para cada n 2 N Tn = T n = T (n)   T . En estas
condiciones, si la orbita O(T : x) = fT nx : n  0g de un elemento x 2 X,
es densa en X se dice que x es hipercclico respecto de T y la aplicacion T
se dice hipercclica. El conjunto de elementos hipercclicos respecto de T lo
notaremos por U(T ).
Nota 1.6.1 Observemos que para que una sucesion de aplicaciones de un es-
pacio topologico X en otro espacio topologico Y sea universal, es necesario que
el espacio de llegada Y sea separable.
A lo largo de este trabajo nos vamos a centrar en resultados de hipercicli-
cidad y por tanto consideraremos el caso en que tengamos una sola aplicacion
T (y sus iteradas) sobre un espacio topologico X separable.
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El primer resultado elemental que damos nos garantiza que, con unas condi-
ciones mnimas sobre X, la existencia de un solo elemento T -hipercclico im-
plica la de todo un conjunto denso de elementos hipercclicos para T .
Lema 1.6.2 Sea X un espacio topologico T1 sin puntos aislados. Entonces
cada subconjunto nito de X tiene interior vaco.
Demostracion. Como X no tiene puntos aislados, tiene, al menos, dos
puntos; y por ser T1, cada subconjunto unitario fxg es cerrado y de interior
vaco, luego cada subconjunto nito tambien es cerrado.
Supongamos, por reduccion al absurdo, que existe un subconjunto nito
F de X de interior no vaco. Tenemos que int(F ) es abierto, nito (luego
cerrado) y posee, al menos, dos puntos. Escogemos un subconjunto B abierto,
no vaco y minimal de int(F ). Entonces B tiene, al menos, dos puntos a y b.
Por ser X T1, existe un abierto U de X tal que a 2 U y b =2 U . Sea C = B\U .
Entonces C es un subconjunto abierto no vaco de int(F ) y es un subconjunto
propio de B, lo que contradice la eleccion del conjunto B. 
Teorema 1.6.3 Sea X un espacio topologico T1, separable sin puntos aislados.
Si una aplicacion T : X ! X es hipercclica, entonces el conjunto U(T ) de
elementos hipercclicos respecto de T es denso en X.
Demostracion. Por hipotesis, existe un elemento x 2 U(T ) y por lo tanto
O(T : x) es densa en X. Pero para cada m 2 N se verica
O(T : Tmx) = O(T : x) n F
donde F = fx; Tx;    ; Tm 1xg. Entonces int(F ) es vaco por el Lema 1.6.2,
as que O(T : Tmx) es densa en X y, en consecuencia, cada elemento Tmx de
la orbita de x es hipercclico respecto de T . As O(T : x)  U(T ) y U(T ) es
denso en X. 
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Nota 1.6.4 Observemos que este resultado no es cierto para sucesiones de
aplicaciones continuas Tn : X ! X. En efecto, sea X un espacio de Hilbert
bidimensional, sea fe1; e2g una base ortonormal de X y sea fxn : n 2 Ng un
subconjunto denso de X. Para cada n 2 N, sea yn 2 X un elemento ortogonal
a xn y de norma n. Denamos ahora la sucesion fTngn2N de operadores
lineales sobre X dada por
Tn(ae1 + be2) = axn + byn (a; b 2 K):
Entonces cada elemento de la forma ae1 con a 6= 0 es universal para fTng,
pero cualquier otro elemento ae1 + be2 con b 6= 0 verica
kTn(ae1 + be2)k  jbjkynk = jbjn;
luego no es universal. En consecuencia U(fTng) = fae1 : a 6= 0g y por tanto
no es denso en X.
El siguiente resultado nos muestra una condicion necesaria muy sencilla
para que se de la hiperciclicidad de un operador T en un espacio normado X.
Teorema 1.6.5 Sea T un operador lineal y continuo sobre un espacio nor-
mado X. Si T es hipercclico, entonces kTk > 1.
Demostracion. Supongamos que kTk  1. Entonces kTxk  kTk  kxk 
kxk para cada x 2 X, luego para cada n 2 N y cada x 2 X se tiene que
kT nxk  kxk. Por lo tanto la orbita de cada elemento x esta acotada, y por
consiguiente no puede haber ningun elemento hipercclico respecto de T . 
Durante los ultimos a~nos muchos autores han estudiado los operadores
hipercclicos sobre espacios de Hilbert y espacios de Banach. Para cualquier
consulta sobre estos resultados referimos al lector interesado al excelente sur-
vey sobre el tema realizado por K. G. Grosse-Erdmann [GE2].
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Chapter 2
Hiperciclicidad en espacios de
Banach
Sea X un espacio normado y T un operador lineal y continuo de X en s
mismo. Recordemos que la orbita de un elemento x deX respecto del operador
T es el conjunto
O(T : x) = fT nx : n 2 Ng:
En 1969 Rolewicz, basandose en resultados de L. S. Pontryagin [Pon] ade-
lanto que si X es un espacio de dimension nita y x 2 X, las imagenes de
sus iteradas por T tan solo verican las siguientes tres posibilidades autoex-
cluyentes:
(1) lim
n!1T
nx = 0:
(2) lim
n!1 kT
nxk = +1.
(3) El cierre de O(T : x) es compacto y 0 =2 O(T : x).
De donde se deduce facilmente que la orbita de un elemento x de X nunca
puede ser densa en X y por tanto T no sera un operador hipercclico. Mas
adelante, en la Seccion 2, ofreceremos una demostracion algebraica de este
hecho, en s mismo bastante intuitivo, debida a C. Kitai [Kit, Theorem 1.2].
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Lo anterior concluye el estudio de la hiperciclicidad en espacios de dimension
nita. Ahora bien, en el caso innito-dimensional no ocurre as; como vamos
a mostrar en la siguiente Seccion, dado X = `p o c0 podemos encontrar que,
para ciertos operadores T y para ciertos elementos x 2 X, la orbita O(T : x)
es densa en la totalidad del espacio, es decir, T sera hipercclico en X.
Por ultimo, dedicaremos la Seccion 2 al estudio de la existencia de opera-
dores hipercclicos en un espacio de Banach X general. Aunque los resultados
que enunciaremos no son indispensables en lo que constituye nuestra principal
lnea en este trabajo: el estudio de la hiperciclicidad de operadores weighted
shifts, consideramos que su inclusion facilita la comprension de la importancia
de dichos operadores en la teora de la hiperciclicidad.
2.1 Un ejemplo de operador hipercclico en espacios de
Banach
En 1969 Rolewicz [Rol, Theorem 1] proporciono el primer ejemplo de ope-
rador hipercclico entre espacios de Banach. Su resultado, ya clasico, nos
muestra que ciertos multiplos del operador backward shift B, son hipercclicos.
Teorema 2.1.1 Sea X el espacio `p; con 1  p < 1, o bien el espacio c0; y
sea B el operador backward shift en X. Entonces para cada numero real a > 1,
el operador T = aB es hipercclico en X.
Demostracion. Sea X el espacio `p (1  p < 1) o el espacio c0. Tenemos
que demostrar que existe un elemento x0 2 X tal que
fT nx0 : n 2 Ng es denso en X: (1)
Recordemos que el operador backward shift B viene dado por
B(x1; x2; x3; : : :) = (x2; x3; : : :):
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Sea R el operador forward shift denido, para cada (x1; x2; : : :) 2 X, como
R(x1; x2; : : :) = (0; x1; x2; : : :):
Se tiene que para cada (x1; x2; : : :) 2 X,
B R(x1; x2; : : :) = B(0; x1; x2; : : :) = (x1; x2; : : :);
y por tanto B R = Id en X.
Denotemos por L(X) el espacio de los operadores lineales y continuos en
X, y por k  kL(X) la norma usual en L(X). Para cada numero natural n 2 N
sea en = (0; : : : ; 0;
(n)
1 ; 0; : : :).
Si X = `p (1  p <1), entonces
kB(x1; x2; : : :)kpp = k(x2; x3; : : :)kpp =
1X
j=2
jxjjp 
1X
j=1
jxjjp = k(x1; x2; : : :)kpp:
En particular, si x = e2,
kB(e2)kpp = ke1kpp = 1 = ke2kpp:
La igualdad se alcanza y por tanto kBkL(`p) = 1.
Si X = c0, entonces
kB(x1; x2; : : :)k1 = supfjxjj : j  2g 
supfjxjj : j  1g = k(x1; x2; : : :)k1:
En particular, si x = e2,
kB(e2)k1 = ke1k1 = 1 = ke2k1:
De nuevo se consigue la igualdad y con ello kBkL(c0) = 1.
Analogamente podemos obtener que kRkL(X) = 1. Basta observar que la
igualdad se alcanza en x = e1, ya que R(e1) = e2.
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Fijemos ahora un numero real a > 1 y consideremos los operadores
T = aB y S =
1
a
R:
Entonces
T  S = Id en X (2)
y
kTkL(X) = a y kSkL(X) = 1
a
: (3)
Comencemos la construccion del elemento x0. A partir de ahora, k  k
denotara la norma en el espacio X.
Sea G = fxn : n 2 Ng un subconjunto denso y numerable de X, tal que
para cualquier elemento xn = (xnj )j2N, todas sus coordenadas x
n
j salvo, a lo
sumo, una cantidad nita de ellas son nulas; por ejemplo,
G =
8<:
nX
j=1
qjej : n 2 N; qj 2 Q
9=; :
Denotemos por k(n) al mayor ndice j tal que la coordenada xnj de x
n no es
nula.
Para cualquier n 2 N se tiene, por (3), que
kSmxnk  kSkmL(X)kxnk =
kxnk
am
para todo m 2 N:
Y por ser a > 1,
kSmxnk  ! 0 (m!1):
As pues, es posible construir una sucesion creciente fr(n)g
n2N de numeros
naturales tales que
maxfk(i) : 1  i  ng < r(n); (4)
y
kSr(n)(xn)k < 1
2n
: (5)
Para cada n 2 N, sea
p(n) : =
nX
i=1
r(i): (6)
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Llamemos x0 al \elemento" de X dado por
x0 =
1X
n=1
Sp(n)xn: (7)
En primer lugar, dicho elemento esta realmente en X, ya que para cada n > 1,
p(n) = p(n  1) + r(n) y, por (3) y (5),
kSp(n)xnk  kSkp(n 1)kSr(n)xnk < 1
ap(n 1)
 1
2n
<
1
2n
:
Si n = 1, directamente por (5), tenemos kSp(1)x1k < 1=2. De donde
1X
n=1
kSp(n)xnk 
1X
n=1
1
2n
< +1:
Veamos ya que x0 es el elemento buscado. Observemos que si
xm = (xm1 ; x
m
2 ; : : : ; x
m
k(m); 0; : : :)
entonces
Txm = (xm2 ; : : : ; x
m
k(m); 0; : : :) ;
y aplicando T k(m) veces, obtenemos
T k(m)xm = 0 para todo m 2 N:
En particular, dado que T es lineal,
T ixm = 0 para todo m 2 N y todo i  k(m): (8)
Fijemos n 2 N. Por (2),
T p(n)x0 =
1X
m=1
T p(n)Sp(m)xm =
n 1X
m=1
T p(n)Sp(m)xm + T p(n)Sp(n)xn +
1X
m=n+1
T p(n)Sp(m)xm =
n 1X
m=1
T p(n) p(m)xm + xn +
1X
m=n+1
Sp(m) p(n)xm:
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Si 1  m  n 1, entonces, por (1), p(n) p(m) =
nX
k=m+1
r(k)  r(m)  k(m),
y por (8)
T p(n)x0 = x
n +
1X
m=n+1
Sp(m) p(n)xm:
Ahora bien, por (5) y por ser a > 1,
1X
m=n+1
Sp(m) p(n)xm
 
1X
m=n+1
kSp(m) p(n)xmk 
1X
m=n+1
kSp(m 1) p(n)k  kSr(m)xmk =
1X
m=n+1
1
ap(m 1) p(n)
kSr(m)xmk 
1X
m=n+1
kSr(m)xmk 
1X
m=n+1
1
2m
=
1
2n
:
Luego
kT p(n)x0   xnk  1
2n
para todo n 2 N: (9)
Por ultimo, sea x un elemento jo pero arbitrario de X. Por ser fxn : n 2 Ng
denso en X, dado un numero positivo " > 0, existe n 2 N tal que
kxn   xk < "
2
:
Podemos suponer, sin perdida de generalidad, que
1
2n 1
< ". Entonces, por
(9) y la desigualdad triangular,
kT p(n)x0   xk  kT p(n)x0   xnk + kxn   xk < 1
2n
+
"
2
< ":
As la orbita de x0 es densa en X y tenemos (1). 
Notas 2.1.2
1. El Teorema 2.1.1 se puede enunciar para cualquier numero complejo a
con modulo jaj > 1. Ademas, el resultado es optimo, ya que el Teorema
1.6.5 nos asegura que el operador B, con jaj  1, no es hipercclico.
HIP. ESP. BANACH 23
2. Observemos que en la prueba del Teorema 2.1.1, el hecho de usar el cuerpo
de los escalares reales o complejos es superuo.
3. En la misma lnea, podemos asimismo reemplazar el cuerpo de los es-
calares por un espacio de Banach separable arbitrario, es decir, podemos
probar el Teorema 2.1.1 para los espacios `p(X) (1  p <1) y c0(X) de
todas las sucesiones x = (xn)n2N de elementos de un espacio de Banach
separable X, tales que
kxk =
 1X
n=1
kxnkpX
!1=p
< +1 (resp: lim
n!1 kxnkX = 0);
con la topologa denida por la norma kxk (resp. kxk = sup
n2N
kxnkX) y
donde por kkX , entendemos la norma en el espacio X. Tendremos, pues,
el siguiente Teorema.
Teorema 2.1.3 Sea Y un espacio de Banach separable; y sea X o bien el
espacio `p(Y ); con 1  p < 1, o bien el espacio c0(Y ). Sea B el operador
backward shift en X. Entonces para cada numero real a > 1, el operador
T = aB es hipercclico en X.
Corolario 2.1.4 Para cualquier numero real a > 1 y en cualquiera de los
siguientes espacios
C[0; 1] o Lp[0; 1] con 1  p < +1;
existe un operador T, de norma a, y un elemento x0, tales que x0 es T-
hipercclico.
Demostracion. Por el Teorema 2.1.3 es suciente probar que C[0; 1] (resp.
Lp[0; 1]) es isomorfo a un subespacio de c0(C[0; 1]) (resp. de `p(Lp[0; 1])).
Sea
J0 : C[0; 1]  ! c0(C[0; 1])
f 7 ! J0(f) =

1
n
f
1
n=1
;
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y sea
Jp : L
p[0; 1]  ! `p(Lp[0; 1])
f 7 ! Jp(f) =

1
2n=p
f
1
n=1
:
Es trivial que ambas aplicaciones estan bien denidas y son lineales. Veamos
que, en realidad, son isomorsmos. Sea f 2 C[0; 1], entonces
kJ0(f)k = sup
( 1nf
C[0;1] : n 2 N
)
=
supf1=n : n 2 Ng  kfkC[0;1] = kfkC[0;1]:
Analogamente, dada f 2 Lp[0; 1],
kJp(f)kp =
1X
n=1
 12n=pf
p
p
=
1X
n=1
1
2n
kfkpp = kfkpp:
De donde J0 y Jp son continuas y verican que
kJ0k = 1 = kJpk:

2.2 Hiperciclicidad en espacios de dimension innita
Como ya comentamos en la introduccion de este Captulo, en un espacio de
Banach de dimension nita es imposible encontrar un operador hipercclico.
Este resultado, enunciado inicialmente por Rolewicz [Rol] en la forma expuesta
en la introduccion, ha sido reobtenido por diversos autores, como por ejemplo
Kitai [Kit, Theorem 1.2], K. C. Chan y J. H. Shapiro [ChS, pp. 1445-1446]
y J. Bes [Bes, Lemma 2]. De entre estas diversas demostraciones incluimos,
a continuacion, la prueba algebraica debida a Kitai, que posiblemente sea la
mas sencilla de todas las que se conocen.
Teorema 2.2.1 Sobre un espacio de Banach X de dimension nita, no existen
operadores hipercclicos.
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Demostracion. Supongamos que T es un operador hipercclico sobre X, y
que dim(X) = n 2 N. Existe una base de X con respecto a la cual T tiene
una matriz triangular superior A = (aij)1i;jn. Llamemos a = ann. Entonces
para cada entero positivo k  0, el elemento que ocupa el lugar (n; n) de la
matriz Ak es ak.
Supongamos, por reduccion al absurdo, que existe un elemento (x1; : : : ; xn)
de X que es hipercclico respecto de T . Entonces el conjunto fakxn : k  0g
tiene que ser denso en C, lo que es claramente imposible. 
Una segunda condicion para que un espacio topologico admita operadores
hipercclicos es, trivialmente, la separabilidad de dicho espacio. En 1969
Rolewicz [Rol, Problem 1] planteo la siguiente cuestion.
Si X es un espacio de Banach separable y de dimension innita, >existe
algun operador en X que sea hipercclico?
Observemos que Rolewicz estudio el caso en que X = `p (1  p <1) o c0,
recogido en la Seccion anterior. En particular, si consideramos X = `2, por
el Corolario 1.5.7 tendremos que el problema anterior ya estara resuelto para
espacios de Hilbert separables y de dimension innita.
El problema en espacios de Banach ha permanecido abierto hasta hace
muy pocos a~nos. A nales de los 90, S. I. Ansari [An2] y L. Bernal [Ber]
proporcionaron, de manera independiente, una respuesta armativa.
Teorema 2.2.2 En todo espacio de Banach separable y de dimension innita
existe un operador hipercclico.
Aunque no daremos las demostraciones, hemos de decir que se inspiran en
un resultado anterior de Salas [Sa2] sobre hiperciclicidad de operadores shifts
sobre `2, el cual sera la base del Captulo 4. En particular, la prueba de Ansari
permite extender el resultado a clases mas amplias de espacios vectoriales
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topologicos. De hecho, ella muestra que cualquier espacio de Frechet con
un sistema biortogonal equicontinuo admite un operador hipercclico [An2,
Theorem 1(c)]. En 1998 J. Bonet y A. Peris [BoP] consiguieron eliminar esta
ultima restriccion.
Teorema 2.2.3 Todo espacio de Frechet separable de dimension innita ad-
mite un operador hipercclico.
Por ultimo digamos que sigue abierto el problema de la existencia de ope-
radores hipercclicos en espacios mas generales como F-espacios separables y
de dimension innita.
Chapter 3
Hiperciclicidad en espacios de
Hilbert
En la primera Seccion de este Captulo vamos a ofrecer una condicion su-
ciente que nos garantice la hiperciclicidad de un operador T (Teorema 3.1.6).
La prueba de este resultado principal esta basada en el Teorema de Baire
(Teorema 1.2.2), y nos proporcionara todo un conjunto G-denso de elemen-
tos hipercclicos. Sin embargo esto no nos resultara sorprendente, ya que en la
Proposicion 3.1.1 veremos que si un operador T posee un elemento hipercclico,
entonces posee un conjunto G-denso de ellos.
El Teorema 3.1.6 permite unicar, extender y completar diversos resulta-
dos de la literatura clasica de funciones y de la Teora de Operadores. En
particular deduciremos a partir de el los dos primeros resultados conocidos
sobre universalidad: el teorema de Birkho [Bir] Existen funciones enteras f
cuyas trasladadas aproximan uniformemente en compactos cualquier funcion
entera, es decir, tales que el conjunto faf : a 2 Cg es denso en H(C), donde
af(z) = f(z+ a) (z 2 C); y el teorema de MacLane [McL, Theorem 7] Existe
una funcion entera f cuya sucesion de derivadas ff (n) : n  0g es densa en
H(C). En denitiva, estos teoremas aseguran la hiperciclicidad en el espa-
cio de las funciones enteras H(C) del operador traslacion a y del operador
derivada D denido para cada f 2 H(C) como Df(z) = f 0(z).
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En la siguiente Seccion del Captulo, incluiremos aplicaciones a la Teora de
Operadores. Deniremos los operadores backward shift sobre ciertos espacios
de Hilbert y apoyandonos en el Teorema 3.1.6, daremos condiciones necesarias
y sucientes que caracterizaran su hiperciclicidad.
Por ultimo, en la Seccion cuarta introducimos uno de los problemas clasicos
dentro de la hiperciclicidad. Problema que tiene su origen en el Teorema 3.1.6
y que volveremos a encontrar en el Captulo 4.
3.1 Condiciones sucientes de hiperciclicidad.
A lo largo de toda la Seccion,X sera un F-espacio separable, y T un operador
lineal y continuo de X en s mismo; la separabilidad viene impuesta como
condicion necesaria para que pueda hablarse de hiperciclicidad. Recordemos
que para un F-espacio X, la topologa viene dada por una distancia invariante
por traslaciones d . Para cualquier x 2 X, cualquier y 2 X y cualquier " > 0,
notaremos kxk = d(x; 0) y B(y; ") = fx 2 X : ky   xk < "g.
Denicion 3.1.1 Sea X un F-espacio. Para cada elemento y 2 X, cada
numero natural N 2 N y cada numero positivo " > 0, denotaremos por
F (y;N; ") al conjunto
F (y;N; ") = fx 2 X : kT nx  yk < " para algun n  Ng:
Lema 3.1.1 Para cada elemento y 2 X, cada numero natural N 2 N y cada
numero positivo " > 0, el conjunto F (y;N; ") es abierto.
Demostracion. Por la continuidad de la aplicacion T basta probar que
F (y;N; ") =
[
nN
T n (B(y; ")) ;
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donde por T n se entiende la aplicacion inversa T 1 compuesta n veces. La
igualdad es inmediata por la siguiente cadena de equivalencias:
x 2 F (y;N; ")() existe n  N tal que kT nx  yk < "()
existe n  N tal que T nx 2 B(y; ")()
existe n  N tal que x 2 T n (B(y; "))() x 2 [
nN
T n (B(y; ")) :

Proposicion 3.1.2 Si un operador T posee un elemento hipercclico, entonces
tiene un conjunto G-denso de elementos hipercclicos.
Demostracion. Sea U el conjunto de elementos hipercclicos para T . En
primer lugar observemos que, por el Teorema 1.6.3, si U es no vaco, entonces
es denso en X y ademas
fT nx : n 2 Ng  U para todo x 2 U : (1)
Por otra parte, dado que X es separable, existe un conjunto denso y nu-
merable en X. Fijamos fykgk2N una sucesion densa en X.
Veamos que U se puede expresar como una interseccion numerable de abier-
tos F (y;N; "). En concreto
U = \
j;N;k2N
F (yj; N; 1=k): (2)
Sea x un elemento de U . Por (1) sabemos que para todo N 2 N, TNx es
hipercclico para T , de donde para cada k 2 N y cada j 2 N tenemos que
existe un numero natural m 2 N tal que
kTm(TNx)  yjk < 1
k
;
o lo que es igual, x 2 F (yj; N; 1=k). Por lo tanto,
U  \
j;N;k2N
F (yj; N; 1=k):
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Sea ahora x 2 \
j;N;k2N
F (yj; N; 1=k). Hay que demostrar que la orbita de x
es densa en X, es decir:
Dado " > 0; y dado y 2 X; existe n 2 N tal que kT nx  yk < ": (3)
Fijamos " > 0 e y 2 X. Por ser la sucesion fykgk2N densa, existe un
numero natural m de modo que
ky   ymk < "
2
:
Pero x 2 \
j;N;k2N
F (yj; N; 1=k), luego para cualquier terna de numeros natu-
rales j;N; k se tiene que
kT nx  yjk < 1
k
para algun n  N:
Tomando en particular j = m y k tal que 1
k
< "
2
, obtenemos
kT nx  ymk < "
2
: (4)
Y usando (3),(4) y la desigualdad triangular, nos queda que
kT nx  yk  kT nx  ymk+ kym   yk < ";
lo que demuestra que
\
j;N;k2N
F (yj; N; 1=k)  U , con ello tenemos (2) y la
prueba concluye. 
Nota 3.1.3 Este resultado tan solo es valido si hablamos de hiperciclicidad.
En el caso de tener una sucesion de operadores fTn : n 2 Ng el razonamiento
falla, pues en la prueba juega un papel fundamental el hecho de que la com-
posicion sea una operacion interna en la familia fT n : n 2 Ng.
Una consecuencia curiosa de la Proposicion 3.1.2 y del Teorema de Baire
es la siguiente.
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Corolario 3.1.4 Sea fTngn2N una sucesion de operadores lineales y conti-
nuos. Si para cada n 2 N existe un elemento Tn-hipercclico, entonces existe
un elemento Tn-hipercclico para todo n 2 N
Demostracion. Para cada n 2 N denotemos por Un el conjunto de elemen-
tos hipercclicos para Tn. Por hipotesis, cada Un es no vaco, luego por la
Proposicion 3.1.1 cada Un es un conjunto G-denso en X. As, el Teorema de
Baire nos garantiza que
\
n2N
Un es denso y, en particular, no vaco, es decir,
existe un elemento x 2 \
n2N
Un, y por tanto x es un elemento Tn-hipercclico
para todo n 2 N. 
Nota 3.1.5 Teniendo en cuenta este resultado y los teoremas de MacLane y
Birkho, podemos encontrar una funcion entera hipercclica respecto del ope-
rador traslacion y del operador diferenciacion a la vez.
Pasemos a demostrar a continuacion el resultado principal de esta Seccion,
el cual nos proporcionara condiciones sucientes para la hiperciclicidad de un
operador T . Este resultado fue dado, de manera independiente, por Gethner
y Shapiro en [GeS, Theorem 2.2] y por Kitai en [Kit, Theorem 1.4]. En
ambos casos su enunciado y demostracion se inspira en el resultado de Rolewicz
(Teorema 2.1.1) visto en el Captulo anterior.
Teorema 3.1.6 Sea X un F-espacio separable y T : X ! X un operador
lineal y continuo. Supongamos que existe un subconjunto denso D de X y una
aplicacion S : X ! X, tales que:
(a) T  S = Id en X.
(b) lim
n!1 kT
nxk = 0 y lim
n!1 kS
nxk = 0 para todo x 2 D:
Entonces el conjunto U := U(T ) es no vaco.
32 HIP. ESP. HILBERT
Demostracion. En la demostracion de la Proposicion 3.1.2 hemos visto que
U puede expresarse como una interseccion numerable de conjuntos abiertos
F (y;N; "). As, por el Teorema de Baire, es suciente probar que para cada
y 2 X; N 2 N y " > 0, el conjunto F (y;N; ") es denso en X.
Fijamos y 2 X; N 2 N; " > 0; z 2 X y  > 0. Tenemos que probar que
F (y;N; ") \B(z; ) 6= ;;
es decir, existe x 2 X tal que
kT nx  yk < " para algun n  N (1)
y
kx  zk < : (2)
Como D es denso en X, existen unos elementos y0; z0 2 D tales que
kz   z0k < 
2
y ky   y0k < "
2
:
Por la hipotesis (b), tenemos que T n y Sn convergen puntualmente a 0 en D,
luego existe n  N tal que se verican, simultaneamente, las dos condiciones
siguientes:
kT nz0k < "
2
y
kSny0k < 
2
:
Consideremos x = Sny0 + z0. Se verica que:
kx  zk  kx  z0k+ kz0   zk =
kSny0k+ kz0   zk < 
2
+

2
= ;
por tanto x cumple (2).
Ademas, por la hipotesis (a), es inmediato que para cualquier numero na-
tural n 2 N se tiene que T n  Sn = Id en X, y por la linealidad del operador
T y la desigualdad triangular
kT nx  yk = kT n  Sny0 + T nz0   yk =
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ky0   y + T nz0k 
ky0   yk+ kT nz0k < "
2
+
"
2
= "
As x 2 X cumple (1) y (2), y con ello F (y;N; ") es denso en X. 
Nota 3.1.7 Observemos que en realidad, hemos demostrado algo mas fuerte
que la hiperciclicidad del operador T . La prueba nos muestra que para cualquier
sucesion fnjgj2N estrictamente creciente a +1, existe todo un conjunto G-
denso de elementos x 2 X tales que fT njx : j  0g es denso en X, o lo que
es igual, se tiene que T es hereditariamente hipercclico para fnjg.
De hecho, un razonamiento parecido puede seguirse para obtener el siguiente
criterio suciente de universalidad, analogo al del Teorema 3.1.6.
Teorema 3.1.8 Sea X un F-espacio y sea D un subconjunto denso de X
y fTngn2N una sucesion de operadores lineales y continuos en X tales que
Tn ! 0 (n ! 1) puntualmente en D. Supongamos que para cada n  0
el operador Tn posee un inverso a la derecha Sn y que Sn ! 0 (n ! 1)
puntualmente en D. Entonces existe un conjunto G de elementos x 2 X tales
que fTnx : n 2 Ng es denso en X.
Ya comentamos anteriormente (Nota 3.1.5) que pueden conseguirse fun-
ciones universales en el sentido de Birkho y de MacLane al mismo tiempo.
Veamos ahora como podemos deducir estos dos primeros resultados sobre uni-
versalidad a partir del Teorema 3.1.6.
Corolario 3.1.9 (Teorema de Birkho) Para cada  2 C existe un con-
junto G-denso de funciones enteras f , tales que el conjunto de sus trasladadas
ff(z + n) : n 2 Ng es denso en H(C).
Demostracion. Vamos a aplicar el Teorema 3.1.6 con X = H(C), T el
operador traslacion por  (Tf(z) = f(z + ) para cada f 2 H(C)) y S el
34 HIP. ESP. HILBERT
operador traslacion por  . El problema consiste en encontrar un conjunto
denso enH(C) tal que las sucesivas potencias de T y S converjan puntualmente
a cero en el. Para ello, podemos suponer, sin perdida de generalidad, que  es
real. Entonces, para cada par de numeros enteros k > 0 y m  0, denimos
la funcion entera fm;k como
fm;k(z) = z
m 
"
sin(z=k)
(z=k)
#m+1
(z 2 C):
Si jamos m, se comprueba facilmente que
fm;k(z)! zm (k !1)
uniformemente en compactos de C. Tambien se verica que:
T nfm;k = (z + n)
m
24sin

z+n
k

z+n
k
35m+1  ! 0 (n!1) en H(C)
y
Snfm;k = (z   n)m
24sin

z n
k

z n
k
35m+1  ! 0 (n!1) en H(C):
Y por tanto fT ng
n2N y fSngn2N converjen puntualmente a cero en el subes-
pacio vectorial D generado por todas las funciones ffm;k : k > 0; m  0g.
Finalmente, D es denso en H(C), ya que por (1) cualquier polinomio esta en
el cierre de D y los polinomios son densos en H(C). 
Corolario 3.1.10 (Teorema de MacLane) Existe un conjunto G-denso de
funciones enteras f tales que el conjunto de todas sus derivadas ff (n) : n  0g
es denso en H(C).
Demostracion. Las hipotesis del Teorema 3.1.6 se satisfacen para X =
H(C), D el conjunto de todos los polinomios, T el operador diferencial y S el
operador integracion denido como
Sf(z) =
Z z
z0
f(t)dt (f 2 H(C); z 2 C);
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donde z0 2 C es jo y la integral esta tomada a lo largo de cualquier arco
recticable que une z0 y z. Es claro que T  S = Id en H(C), y que si p(z)
es un polinomio, entonces T np = 0 para todo n > grado(p). Por ultimo
Snp  ! 0 (n!1) en H(C), ya que
Sn ((z   z0)m) = m!(z   z0)
m+n
(m+ n)!
 ! 0 (n!1)
uniformemente en compactos de C. 
3.2 Un ejemplo de operador hipercclico en espacios de
Hilbert.
Denicion 3.2.1 Sea  = f(k) ; k  0g una sucesion decreciente de numeros
positivos tales que
 : = sup
(
(k)
(k + 1)
: k  0
)
< +1:
Llamaremos H2() al espacio de las funciones analticas en el disco unidad
D, f(z) =
1X
k=0
f^(k)zk, para las que
kfk2 : =
1X
k=0
jf^(k)j2  (k)2 < +1:
Nota 3.2.1 Si dotamos al espacio H2() del producto escalar
hf; gi =
1X
k=o
f^(k)g^(k)(k)2
se convierte en un espacio de Hilbert cuya norma asociada es k  k.
En esta Seccion vamos a estudiar la hiperciclicidad del operador backward
shift B denido sobre el espacio H2() como sigue. Si f(z) =
1X
k=0
f^(k)zk 2
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H2(), entonces B se dene como
Bf(z) =
1X
k=0
f^(k + 1)zk:
Notaremos por k  k a la norma usual en L(H2()).
Proposicion 3.2.2 Sea B el operador backward shift sobre el espacio de Hilbert
H2(). Entonces B esta bien denido y es un operador lineal y continuo.
Ademas, si
 : = sup
(
(k)
(k + 1)
: k  0
)
entonces kBk = .
Demostracion. Es evidente que si B esta bien denido entonces es lineal.
Sea f(z) =
1X
k=0
f^(k)zk 2 H2(), entonces
kBfk2 =
1X
k=0
jf^(k + 1)j2(k)2 =
1X
k=0
jf^(k + 1)j2(k + 1)2  (k)
2
(k + 1)2

2
1X
k=1
jf^(k)j2(k)2  2
1X
k=0
jf^(k)j2(k)2 = 2kfk2:
De donde se sigue que B esta bien denido, es continuo y kBk  .
Por otra parte, tomando fn(z) = z
n+1 se tiene que kfnk = (n + 1)2 y
kBfnk = kznk = (n). As,
kBk  sup
(kBfnk
kfnk : n 2 N
)
=
sup
(
(n)
(n+ 1)
: n 2 N
)
= ;
lo que nos asegura que kBk = . 
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El siguiente teorema nos proporcionara una condicion necesaria y suciente
para la hiperciclicidad del operador B sobre H2(). Dicha condicion tan solo
dependera de la sucesion .
Teorema 3.2.3 Sea  = f(k) ; k  0g una sucesion decreciente de numeros
positivos tales que
 : = sup
(
(k)
(k + 1)
: k  0
)
< +1:
Entonces, H2() posee elementos hipercclicos para el operador backward shift
B si y solo si lim
k!1
(k) = 0.
Demostracion. Supongamos en primer lugar que (k) no tiende a 0. En-
tonces
 : = inff(k) : k  0g > 0: (1)
Dado n 2 N, es facil comprobar que para cada f(z) =
1X
k=0
f^(k)zk 2 H2(),
Bnf(z) =
1X
k=0
f^(k + n)zk:
As,
kBnfk2 =
1X
k=0
jf^(k + n)j2(k)2 =
1X
k=0
jf^(k + n)j2(k + n)2  (k)
2
(k + n)2

 
sup
(
(k)
(k + n)
: k  0
)!2

1X
k=n
jf^(k)j2(k)2 
 
sup
(
(k)
(k + n)
: k  0
)!2
kfk2
Por otra parte, para cada k 2 N sea fk(z) = zk+n. Entonces Bnfk(z) = zk, de
donde
kBnk  sup
(kBnfkk
kfkk : k  0
)
= sup
(
(k)
(k + n)
: k  0
)
:
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As pues, obtenemos que
kBnk = sup
(
(k)
(k + n)
: k  0
)
para cada n 2 N: (2)
Pero por ser (k) decreciente y por (1), para cada n 2 N
(k)
(k + n)
 (0)

para todo k  0:
Luego,
kBnk  (0)

:
Por tanto, la orbita de cualquier funcion f(z) 2 H2(), fBnf : n 2 Ng, es
un conjunto acotado. En consecuencia ninguna funcion de H2() puede ser
B-hipercclica, pues de otro modo tendramos un conjunto denso y acotado
dentro de un Hilbert, de lo que se deduce que el espacio total sera acotado, y
el unico Hilbert acotado es el espacio trivial.
Recprocamente, supongamos ahora que (k) tiende a 0. Veamos que esta-
mos en condiciones de aplicar el Teorema 3.1.6. Para ello denimos el opera-
dor forward shift U sobre H2() de la siguiente forma: Si f(z) =
1X
k=0
f^(k)zk 2
H2(), entonces
Uf(z) : =
1X
k=0
f^(k)zk+1:
Tenemos que probar que existe un subconjunto D de H2() denso, tal que:
B converge puntualmente a 0 en D, (3)
U converge puntualmente a 0 en D, (4)
B  U = Id en H2(). (5)
Tomemos comoD el conjunto de todos los polinomios. Sea f(z) =
1X
k=0
f^(k)zk 2
H2(). Consideremos la siguiente sucesion de polinomios
fN(z) =
N 1X
k=0
f^(k)zk (N  1):
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Como f   fN =
1X
k=N
f^(k)zk, se tiene que
kf   fNk2 =
1X
k=N
f^(k)2(k)2:
Ahora bien,
1X
k=0
f^(k)2(k)2 = kfk2 < +1;
y con ello
lim
N!1
kf   fNk2 = 0:
Por tanto tenemos probada la densidad del conjunto D en H2().
En segundo lugar, el operador U es claramente lineal. Veamos que tambien
es continuo. Dada f(z) =
1X
k=0
f^(k)zk 2 H2(),
kUfk2 =
1X
k=0
jf^(k)j2(k + 1)2 =
1X
k=0
jf^(k)j2(k)2  (k + 1)
2
(k)2

 
sup
(
(k + 1)
(k)
: k  0
)!2
kfk2:
Por otra parte, si para cada k 2 N tomamos fk(z) = zk, entonces Ufk =
zk+1; y de manera analoga al calculo de kBnk, obtenemos que
kUk = sup
(
(k + 1)
(k)
: k  0
)
:
Dado que la sucesion f(k)gk0 es decreciente, podemos asegurar que kUk  1.
Para cada n 2 N se comprueba facilmente que Unf(z) =
1X
k=0
f^(k)zk+n, y por
tanto
kUnfk2 =
1X
k=0
jf^(k)j2(k + n)2:
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Si f es un polinomio, entonces la suma anterior es nita y, puesto que para
cualquier k 2 N lim
n!1 (k + n) = 0, se tiene
lim
n!1 kU
nfk = 0;
lo que nos lleva a (4).
En tercer lugar, si f es un polinomio, entonces existe algun numero k0 2 N
tal que f^(k) = 0 para todo k  k0. De donde es inmediato que
Bnf = 0 para todo n  k0;
es decir, conseguimos (3).
Por ultimo, si f(z) =
1X
k=0
f^(k)zk 2 H2(),
(B  U) (f(z)) = B
 1X
k=0
f^(k)zk+1
!
=
B
 
0 +
1X
k=1
f^(k   1)zk
!
=
1X
k=0
f^(k)zk = f(z):
En consecuencia, tambien tenemos (5).
Por (3), (4) y (5) basta aplicar el Teorema 3.1.6 para obtener la hipercicli-
cidad del operador backward shift B en H2(). 
Nota 3.2.4 Podramos generalizar una de las implicaciones de este ultimo
resultado (aquella en la que no es necesaria la monotona de la sucesion) al
caso de series bilaterales.
Sea  = f(k) : k 2 Zg una sucesion bilateral de numeros positivos tal
que:
(1) 1 := sup
(
(k + 1)
(k)
: k 2 Z
)
< +1
(2) 2 := sup
(
(k)
(k + 1)
: k 2 Z
)
< +1
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Sea L2(), el correspondiente espacio de las series formales de Laurent.
Redenamos adecuada y naturalmente los operadores forward shift y backward
shift sobre el espacio L2(). Sea f(z) =
+1X
 1
f^(k)zk 2 L2(), entonces
Bf(z) =
+1X
 1
f^(k + 1)zk
y
Uf(z) =
+1X
 1
f^(k)zk+1:
Se comprueba facilmente, mediante un calculo analogo al realizado en el Teo-
rema 3.2.2, que estos operadores son lineales y continuos y que
kBkL2() = 2
y
kUkL2() = 1:
En estas condiciones, aplicando el Teorema 3.1.6 como se ha hecho en la
demostracion del Teorema 3.2.3, se prueba el siguiente resultado.
Teorema 3.2.5 Sea  = f(k); k 2 Zg una sucesion bilateral de numeros
positivos tal que:
(a) 1 := sup
(
(k + 1)
(k)
: k 2 Z
)
< +1:
(b) 2 := sup
(
(k)
(k + 1)
: k 2 Z
)
< +1:
Entonces si lim
k!+1
(k) = 0 (resp. lim
k! 1
(k) = 0), L2() posee elementos
hipercclicos respecto del operador backward shift B (resp. forward shift U).
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3.3 El criterio de Hiperciclicidad.
Diversos autores (ver, por ejemplo, [GE1], [GoS], [An2], [Ber]) han ido mejo-
rando el resultado de Gethner y Shapiro y de Kitai enunciado como Teorema
3.1.6, aunque siempre manteniendo una base comun. Enunciamos a continua-
cion la forma mas debil de este criterio debida a Bes y Peris [BeP].
Teorema 3.3.1 (Criterio de Hiperciclicidad) Sea X un F-espacio sepa-
rable y T un operador lineal y continuo en X. Supongamos que existen dos
subconjuntos densos X0 e Y0 en X, una sucesion creciente fnkgk2N de en-
teros positivos y aplicaciones (que pueden ser no lineales y discontinuas) Snk :
Y0  ! X tales que:
(i) T nk  ! 0 puntualmente en X0.
(ii) Snk  ! 0 puntualmente en Y0.
(iii) T nk  Snk  ! IdY0 puntualmente en Y0.
Entonces T es hipercclico.
Si un operador T cumple las hipotesis del teorema anterior, se dice que
satisface el criterio de hiperciclicidad (para fnkg).
Trivialmente se tiene que si T cumple el Criterio de Hiperciclicidad, en-
tonces T es hipercclico. En cuanto al recproco, podemos asegurar lo siguiente.
En 1991 Salas [Sa1, Remark 2(b)] y D. A. Herrero [He1] han proporcionado
ejemplos de operadores en espacios de Hilbert que son hipercclicos pero que
no satisfacen el Criterio de Hiperciclicidad para la sucesion completa, es decir,
nk = k. Sin embargo, no se conocen ejemplos para el Criterio de Hiperciclici-
dad en su forma general.
En 1999 Bes y Peris [BeP] plantean el siguiente problema.
Si T es un operador hipercclico sobre un espacio de Hilbert (o sobre un
espacio de Banach), >satisface T el Criterio de Hiperciclicidad?
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En el mismo trabajo [BeP, Theorem 2.14] consiguen probar que la respuesta
es armativa para operadores sobre espacios de Frechet que sean caoticos, es
decir, hipercclicos y con un conjunto denso de puntos periodicos. Ademas
relacionan dicha cuestion con otro problema clasico en hiperciclicidad y del
cual hablaremos en el Captulo siguiente.
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Chapter 4
Hiperciclicidad de operadores
weighted shifts en espacios de
Hilbert
En el Captulo anterior hemos estudiado un criterio suciente sobre hiper-
ciclicidad de un operador T debido a Gethner y Shapiro, y como consecuencia
hemos deducido los clasicos teoremas de Birkho y MacLane. Gracias a este
criterio tambien se obtenan condiciones sucientes para la hiperciclicidad de
operadores backward shift entre espacios de Hilbert de tipo \Bergman". En
este Captulo veremos como se puede cerrar de manera positiva el resultado de
Gethner y Shapiro para weighted backward shifts. De hecho, esto no sera mas
que una consecuencia del estudio de la hiperciclicidad de dichos operadores en
espacios de Hilbert generales. Dicho estudio sera relacionado (Secciones 3 y
4) con algunos problemas clasicos en hiperciclicidad.
A partir de ahora vamos a trabajar con espacios de Hilbert separables y de
dimension innita. Recordemos que, en el marco de la hiperciclicidad, estas
ultimas condiciones son mnimas.
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4.1 Resultados preliminares.
Sean H1 y H2 dos espacios de Hilbert separables y de dimension innita. Se
dene la suma directa de ambos espacios, y la notaremos por H = H1 H2,
como
H = H1 H2 : = f(x1; x2) : xj 2 Hj j = 1; 2g:
Es facil comprobar que este nuevo espacio es de Hilbert si lo dotamos de la
siguiente norma
k(x1; x2)kH = (kx1kH1 + kx2kH2)1=2 :
Analogamente, si tenemos dos operadores Tj : Hj  ! Hj con j = 1; 2, se
dene la suma directa de ambos, y la notaremos por T = T1  T2, como
T = T1  T2 : H1 H2  ! H1 H2
(x1; x2) 7 ! (T1x1; T2x2):
Claramente la continuidad y linealidad de T1 y T2 se transmiten a T1  T2.
As, T1  T2 es un operador en H1  H2. Trasladandonos al marco de la
hiperciclicidad, la primera pregunta que nos surge es si existe alguna relacion
entre la hiperciclicidad de T1, T2 y T1  T2. Como nos muestra la siguiente
proposicion, se tiene que la hiperciclicidad de T1  T2 implica la de T1 y T2.
Proposicion 4.1.1 Si x = (x1; x2) es un elemento hipercclico para el opera-
dor T = T1  T2, entonces cada elemento xj, con j = 1; 2, es Tj-hipercclico.
Demostracion. Sea j = 1; 2. Vamos a probar que la orbita de xj respecto
de Tj es densa en Hj, es decir, dado yj 2 Hj y dado " > 0, existe un numero
natural Nj, tal que kTNjj xj   yjkHj < ".
Sea y1 2 H1, y2 2 H2 y " > 0. Como x es hipercclico para T y T kx =
(T k1 x1; T
k
2 x2) para todo k 2 N, entonces existe N 2 N tal que:
k(TN1 x1; TN2 x2)  (y1; y2)kH < ";
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y teniendo en cuenta la denicion de norma en H,
kTNj xj   yjkHj < " j = 1; 2:
As, x1 y x2 son T1 y T2-hipercclicos respectivamente. 
Sin embargo el recproco no es cierto en general. En 1991, Salas [Sa1]
proporciono un ejemplo de un operador T tal que tanto el como su adjunto T 
son hipercclicos. Ademas, a partir de un resultado no publicado de Deddens
(ver [HeW]) se tiene que su suma T  T  no es hipercclica. Es claro que, de
esta manera, se consiguen dos operadores T1 y T2 hipercclicos con T1  T2 no
hipercclico y T1 6= T2. En 1992 Herrero [He2] plantea, entre otros, el siguiente
problema.
Si T es hipercclico, >es T  T hipercclico?
En 1995, Salas [Sa2] resuelve armativamente esta cuestion para el caso de
los operadores bilateral forward and backward weighted shifts y los operadores
unilateral weighted backward shifts. Recogemos sus resultados en la Seccion
siguiente.
4.2 Weighted Shifts.
Recordemos en primer lugar que sobre el espacio de Hilbert `2(Z), si fengn2Z
es su base canonica, se dice que un operador T es del tipo bilateral weighted for-
ward shift (o mas brevemente bilateral weighted shift) si verica Ten = anen+1
para todo n 2 Z, donde la sucesion de pesos fangn2Z es un conjunto acotado
de C. Observemos tambien que podemos suponer, sin perdida de generalidad,
que los pesos son reales y positivos.
El primer teorema es basico para el desarrollo resto de la Seccion, ya que
nos caracterizara la hiperciclicidad de dichos operadores. Dado un operador T
bilateral weighted shift que es hipercclico, podemos obtener condiciones sobre
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los pesos con solo observar la accion de las potencias de T sobre el subespacio
generado por fek : a  k  bg. Por otro lado, si las condiciones sobre los
pesos se satisfacen, se pueden obtener elementos hipercclicos construyendolos
\pieza a pieza". Damos primero un resultado auxiliar.
Lema 4.2.1 Sea T un operador bilateral weighted shift. Si dados " > 0; q 2 N
y dos vectores
g; h 2 spanfej : jjj  qg
existe un numero n 2 N y un vector
u 2 spanfej : jjj  q + ng
tales que:
(i) kuk < ";
(ii) kT nu  gk < ";
(iii) kT nhk < ";
entonces el operador T es hipercclico.
Demostracion. Vamos a construir un vector f que sea hipercclico para T .
Veamos, en primer lugar, que kTk > 1. Supongamos que kTk  1; entonces
para n sucientemente grande tenemos, por (i) y (ii),
" > kT nu  gk  jkT nuk   kgkj  kgk   kT nuk 
kgk   kTknkuk > kgk   kTkn  "
Luego kgk < " (1 + kTkn)  2", y esto es valido para cualquier " > 0. As,
kgk = 0, lo que lleva a contradiccion, y por tanto debe ser kTk > 1.
Sea G =
8<:gk = Xjjjkhgk; ejiej : k 2 N
9=; un subconjunto denso de `2(Z) (por
ejemplo, aquellos elementos de `2(Z) con una cantidad nita de coecientes
no nulos y racionales).
HIP. OP. WEIGHTED SHIFTS EN ESP. HILBERT 49
Vamos a encontrar f de la forma
f =
1X
k=1
fk;
donde lim
k!1
kT nkfk gkk = 0 y fnkgk2N es una sucesion estrictamente creciente
a especicar.
Procedamos por induccion sobre k 2 N.
Sea n1 = 0 y f1 = g1.
Supongamos que para 1  j  k tenemos elegidos los numeros nj, tales
que n1 < n2 <    < nk, y los vectores
fj 2 spanfei : jij  2 + n1 + n2 +   + njg: (1)
Apliquemos la hipotesis del lema con los siguientes valores:
" = M nk  2 k 1 donde M = kTk;
g = gk+1
y
h = f1 +   + fk:
Es evidente por (1), que h 2 spanfej : jjj  2 + n1 + n2 +   + nkg; y como
la sucesion fnkgk2N es estrictamente creciente, tambien se tiene que
g = gk+1 2 spanfej : jjj  k + 1g  spanfej : jjj  2 + n1 + n2 +   + nkg:
Elegimos, pues, q = 2 + n1 + n2 +   + nk.
Obtenemos, de esta forma, un numero n 2 N sucientemente grande (con
n > nk) y un vector u 2 spanfej ; jjj  q+ng. Tomamos nk+1 = n y fk+1 = u.
De la tesis del lema se sigue que
kfk+1k < M nk  2 k 1; (2)
kT nk+1fk+1   gk+1k < M nk  2 k 1 (3)
y T nk+1
0@ kX
j=1
fj
1A < M nk  2 k 1: (4)
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Veamos, por ultimo, que f =
1X
k=1
fk es hipercclico. Como el conjunto G es
denso en H, basta probar que
lim
k!1
kT nkf   gkk = 0: (5)
Fijemos k 2 N. Por ser M = kTk > 1 y por (2), (3) y (4) se tiene queT nk
0@ 1X
j=1
fj
1A  gk
 T nk
0@k 1X
j=1
fj
1A+ kT nkfk   gkk+
1X
j=k+1
kT nkfjk 
M nk 12 k +M nk 12 k +
1X
j=k+1
Mnkkfjk 
M nk 12 k+1 +
1X
j=k+1
Mnk nj 12 j 
2 k+1 +
1X
j=k+1
2 j = 2 k+1 + 2 k  2 k+2:
Luego tenemos (5) y con ello la demostracion del Lema. 
Teorema 4.2.2 Sea T un operador bilateral (forward) weighted shift con suce-
sion de pesos positivos fangn2Z. Entonces T es hipercclico si y solo si para
cada " > 0 y cada q 2 N existe un numero natural n 2 N, sucientemente
grande, tal que para todo jjj  q se verica
n 1Y
s=0
as+j < " y
nY
s=1
aj s > 1=":
Demostracion. Supongamos, en primer lugar, que T es hipercclico y sea U
el conjunto de elementos hipercclicos para T . Por el Teorema 1.6.3 sabemos
que U es un conjunto denso. Fijemos " > 0, q 2 N. Sea  2 (0; 1) tal que

1  < ". Entonces existe un elemento x de U tal quex 
X
jjjq
ej
 < : (1)
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Pero si x 2 U , tambien T 2q+1x 2 U . As, podemos encontrar un numero
n 2 N, sucientemente grande, con n > 2q, de forma queT nx 
X
jjjq
ej
 < : (2)
Por (1), y trabajando en termino de los coecientes de x obtenemos
2 >
x 
X
jjjq
ej

2
=

X
j2Z
hx; ejiej  
X
jjjq
ej

2
=

X
jjjq
(hx; eji   1) ej +
X
jjj>q
hx; eji

2
=
X
jjjq
jhx; eji   1j2 +
X
jjj>q
jhx; ejij2:
Luego si jjj  q,
jjhx; ejij   1j  jhx; eji   1j < :
De donde
jhx; ejij > 1   (jjj  q):
Ademas, tambien tenemos
jhx; ejij <  (jjj > q):
Por otra parte, como podemos escribir x =
X
j2Z
hx; ejiej, por la linealidad y
continuidad de T llegamos a que
Tx =
X
j2Z
ajhx; ejiej+1;
y despues de aplicar n veces el operador T
T nx =
X
j2Z
 
n 1Y
s=0
aj+s
!
hx; ejiej+n:
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Fijemos j con jjj  q. En general, si jkj  q, por ser n > 2q se tiene que
q < n  q  n+ k, luego jn+ kj > q. As, por (2) obtenemos
2 >
T nx 
X
jkjq
ek

2
=

X
jkjq
 
n 1Y
s=0
ak+s
!
hx; eki  ek+n +
X
jkj>q
 
n 1Y
s=0
ak+s
!
hx; eki  ek+n  
X
jkjq
ek

2

X
jkjq
 
n 1Y
s=0
ak+s
!2
jhx; ekij2 
 
n 1Y
s=0
aj+s
!2
jhx; ejij2:
Por tanto, si jjj  q,
n 1Y
s=0
aj+s <

jhx; ejij <

1   : (3)
Veamos que tambien se cumple la otra desigualdad. Observemos que para
todo n 2 N, fej ngj2Z es tambien una base de H, luego podemos escribir
x =
X
j2Z
hx; ej niej n y analogamente se tiene
T nx =
X
j2Z
 
nY
s=1
aj s
!
hx; ej niej:
De nuevo por (2)
2 >
T nx 
X
jjjq
ej

2
=

X
jjjq
" 
nY
s=1
aj s
!
hx; ej ni   1
#
ej +
X
jjj>q
 
nY
s=1
aj s
!
hx; ej ni  ej

2

X
jjjq

 
nY
s=1
aj s
!
hx; ej ni   1

2
:
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Por consiguiente si jjj  q se tiene que
 
nY
s=1
aj s
!
hx; ej ni   1
 < :
Pero si jjj  q, como n > 2q, se cumple j   n  q   n <  q y por tanto
jj   nj > q. As jhx; ej nij <  y
nY
s=1
aj s >
1  
jhx; ej nij >
1  

(jjj  q): (4)
Por ultimo, como 0 <

1   < ", por (3) y (4) tenemos
n 1Y
s=0
as+j < " y
nY
s=1
aj s > 1=" para jjj  q:
Veamos el recproco. Supongamos, pues, que se da la siguiente condicion:
Dado  > 0 y q 2 N existe un numero n 2 N sucientemente grande, tal que
para todo jjj  q se verica
n 1Y
s=0
as+j < 
y
nY
s=1
aj s > 1=:
Para obtener la hiperciclicidad del operador T sabemos, por el Lema 4.2.1,
que basta probar que para cualquier " > 0, q 2 N y g; h 2 spanfej : jjj  qg
existe un numero natural n 2 N y un vector u 2 spanfej : jjj  q + ng tales
que
(i) kuk < ",
(ii) kT nu  gk < ",
(iii) kT nhk < ":
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Fijamos " > 0, q 2 N y g; h 2 spanfej : jjj  qg. Observamos que si
f =
X
jjjq
hf; ejiej, entonces T nf =
X
jjjq
 
n 1Y
s=0
as+j
!
hf; ejiej+n, y por tanto
kT nfk =
24X
jjjq
 
n 1Y
s=0
as+j
!2
jhf; ejij2
351=2 
max
(
n 1Y
k=0
aj+k : jjj  q
)0@X
jjjq
jhf; ejij2
1A1=2 =
max
(
n 1Y
k=0
aj+k : jjj  q
)
kfk:
As pues,
kT nfk  max
(
n 1Y
k=0
aj+k : jjj  q
)
kfk (5)
para todo f 2 spanfej : jjj  qg.
Consideremos ahora el operador T 1 denido sobre H como
T 1en =
1
an 1
en 1 para cada n 2 Z:
Notaremos por T n al operador T 1 compuesto n veces consigo mismo. Este
operador es, evidentemente, lineal, aunque ya no tiene por que ser acotado.
En estas condiciones, analogamente al caso del operador T n, dado un vector
f de la forma f =
X
jjjq
hf; ejiej, se tiene que
kT nfk  max
8<:
 
nY
k=1
aj k
! 1
: jjj  q
9=; kfk: (6)
Aplicamos la hipotesis tomando  <
"
maxfkgk; khkg+ 1 y q 2 N. Entonces
existe un numero natural n 2 N con n > 2q tal que para todo jjj  q se
verica
n 1Y
s=0
as+j <  y
nY
s=1
aj s > 1=: (7)
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Considerando u = T ng, es claro que u 2 spanfej : jjj  q + ng. Veamos
que las tres condiciones de la hipotesis del Lema 4.2.1 se satisfacen.
La condicion (ii) se tiene trivialmente por la eleccion de u. Por (6) y (7),
kuk = kT ngk  kgk < "
y por tanto tenemos (i). Por ultimo, para obtener (iii), basta considerar en
(5) f = h. As,
kT nhk  khk < ":
Por tanto, en virtud del Lema 4.2.1, T es hipercclico; lo que concluye la
demostracion del Teorema. 
Notas 4.2.3
1. Del mismo modo que se consigue caracterizar la hiperciclicidad de los
operadores bilateral weighted (forward) shifts, podemos caracterizar la
hiperciclicidad de los operadores bilateral weighted backward shifts. Basta
observar que existe una equivalencia unitaria con los bilateral weighted
(forward) shifts. De hecho, en el caso de un operador bilateral weighted
backward shift con pesos fakgk2Z, la condicion necesaria y suciente que
obtenemos para su hiperciclicidad es la del Teorema 4.2.2 suponiendo que
los pesos son fa kgk2Z, es decir, cambia el orden de las desigualdades.
2. Aunque el Teorema 4.2.2 esta enunciado tan solo en el marco del espacio
`2(Z), siguiendo de este modo la prueba original dada por Salas en 1995
(ver [Sa2, Theorem 2.1]), es claro que el proceso utilizado sigue siendo
valido si consideramos los espacios `p(Z) (1  p <1) o c0(Z).
Con vistas a mantener una simetra entre los enunciados y gracias a las
observaciones anteriores, podemos reescribir el Teorema 4.2.2 como sigue.
56 HIP. OP. WEIGHTED SHIFTS EN ESP. HILBERT
Teorema 4.2.4 Sea T un operador bilateral weighted forward shift (resp. back-
ward) sobre `p(Z) (1  p <1) o c0(Z). Entonces T es hipercclico si y solo
si existe una sucesion creciente fnkgk2N de enteros positivos tal que para todo
j 2 Z
nkY
n=1
aj+n  ! 0 (resp: 1) (k !1)
y
nkY
n=1
aj n  !1 (resp: 0) (k !1):
Corolario 4.2.5 Existe un operador hipercclico T cuyo adjunto T  es tambien
un operador hipercclico.
Demostracion. Se sabe (ver Proposicion 1.5.11 y Nota 4.2.3) que si T es
un operador backward (resp. forward) weighted shift, su adjunto T  es un
operador forward (resp. backward) weighted shift. As basta construir una
sucesion fak : k 2 Zg de modo que fakgk2Z y fbk = a kgk2Z satisfagan las
condiciones del Teorema 4.2.4. 
Como comentamos en la Seccion anterior, el resultado expuesto en este
ultimo corolario ya fue obtenido por el propio Salas en 1991 (ver [Sa1]). El
operador T proporcionado entonces como ejemplo era un operador de desplaza-
miento en el sentido de que casi exista una sucesion de pesos positivos, en con-
creto, an = a n salvo en una sucesion creciente (y muy rapidamente) fnkgk2N.
Observemos que estos ejemplos no son mejorables hasta completar la sucesion
simetrica para todo n 2 N, ya que ningun operador bilateral weighted shift
hipercclico puede tener pesos simetricos.
Corolario 4.2.6 Si T es un operador bilateral weighted shift tal que su sucesion
de pesos fangn2Z es simetrica, es decir, an = a n, entonces T no es hipercclico.
Demostracion. Veamos el caso en que T es un operador bilateral weighted
forward shift. El caso backward es analogo. Supongamos que " > 0 es tal
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que a0a1    an 1 < " y a 1    a n > 1=", es decir, tal que se tengan las dos
desigualdades del Teorema 4.2.2 para j = 0. Entonces, como ak = a k, se
tiene que
kTk  an = anan 1    a1
an 1    a1 =
a n    a 1
an 1    a1a0  a0 >
a0
"2
:
Luego "2 >
a0
kTk y no puede ser arbitrariamente peque~no. As por el Teorema
4.2.2, T no puede ser hipercclico. 
Los argumentos seguidos para probar el Teorema 4.2.2, se pueden adaptar al
caso de una suma directa de un numero nito de operadores bilateral weighted
shift no necesariamente iguales. Veamos el caso forward.
Teorema 4.2.7 Sea m 2 N, y sean Ti con 1  i  m operadores bilateral
weighted (forward) shifts (en `2(Z)) de modo que Tien = an;ien+1 para todo
n 2 Z. Entonces el operador suma directa T =
mM
i=1
Ti es hipercclico si y solo
si para cada " > 0 y cada q 2 N existe un numero n 2 N sucientemente
grande tal que para todo jjj  q se tiene que
max
(
n 1Y
k=0
aj+k;i : 1  i  m
)
< "
y
min
(
nY
k=1
aj k;i : 1  i  m
)
>
1
"
:
Demostracion. Por simplicidad de notacion supondremos que m = 2.
Supongamos primero que T = T1T2 es hipercclico. Fijamos q 2 N y " > 0.
Consideramos  > 0 tal que 
1  < ". Del mismo modo que en la demostracion
del Teorema 4.2.2, podemos encontrar un elemento x = (x1; x2) 2 H1  H2
hipercclico respecto de T tal que,x 
0@X
jjjq
ej;
X
jkjq
ek
1A < :
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Y teniendo en cuenta que k(y1; y2)k =
q
ky1k2 + ky2k2 llegaramos a que:
(1)
Si i = 1; 2
8<: jhxi; ejij > 1   si jjj  qjhxi; ejij en otro caso.
(2) Existe un numero sucientemente grande n 2 N, con n > 2q, tal queT nx 
0@X
jjjq
ej;
X
jkjq
ek
1A < :
Basta ahora operar igual que en el Teorema 4.2.2 para obtener que, para
i = 1; 2 y jjj  q,
n 1Y
s=0
aj+s;i <

jhxi; ejij
y
nY
s=1
aj s;i >
1  
jhxi; ej nij :
Y usando las desigualdades de (1) conseguimos
max
(
n 1Y
k=0
aj+k;i : i = 1; 2
)
< "
y
min
(
nY
k=1
aj k;i : i = 1; 2
)
>
1
"
:
Para ver el recproco, debemos probar un lema equivalente al Lema 4.2.1.
Lo enunciamos para el caso general, aunque veremos la demostracion para
m = 2.
Lema 4.2.8 Sea m 2 N y sea T =
mM
i=1
Ti con Ti, 1  i  m, operadores
bilateral weighted (forward) shift (en `2(Z)). Si para cada " > 0, cada q 2 N y
cada dos vectores
g; h 2 spanf(ej1 ; : : : ; ejm) : jj1j; : : : ; jjmj  qg
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existe un numero n 2 N sucientemente grande y existe un vector
u 2 spanf(ej1 ; : : : ; ejm) : jj1j; : : : ; jjmj  n+ qg
de manera que:
(i) kuk < ";
(ii) kT nu  gk < ";
(iii) kT nhk < ";
entonces T es hipercclico.
Demostracion. En primer lugar, sea G = f(gj; gk) : j; k 2 Ng donde8<:gj = Xjsjjhgj; esies : j 2 N
9=; es denso en `2(Z). Se puede conseguir una enu-
meracion de los elementos de G, fGn : n 2 Ng, de forma que Gn 2
spanf(ej; ek) : jjj; jkj  ng. Por ejemplo, basta considerar:
G1 = (g1; g1)
G2 = (g1; g2) G3 = (g2; g1)
G4 = (g1; g3) G5 = (g2; g2) G6 = (g3; g1)
  
es decir, ordenamos en primer lugar los pares segun la suma de sus subndices,
y dentro de los que suman igual ordenamos segun el subndice de la primera
componente del par.
Hacemos ahora una construccion analoga a la realizada en el Lema 4.2.1, es
decir, buscamos un vector f =
1X
k=1
fk tal que lim
k!1
kT nkfk   Gkk = 0, donde
fnkgk2N es una sucesion estrictamente creciente a elegir.
De nuevo las condiciones (i) y (iii) implican que kTk > 1.
Procedamos por induccion sobre k. Tomamos n1 = 0 y f1 = G1 y
suponemos construidos n1; : : : ; nk y f1; : : : ; fk tales que n1 < n2 <    < nk y
fj 2 spanf(es; et) : jsj; jtj  2 + n1 + n2 +   + njg.
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Sean:
" = M nk2 k 1 donde M = kTk > 1;
q = 2 + n1 + n2 +   + nk;
g = Gk+1 2 spanf(es; et) : jsj; jtj  k + 1g
y
h = f1 +   + fk 2 spanf(es; et) : jsj; jtj  2 + n1 + n2 +   + nkg:
Es claro que g; h 2 spanf(es; et) : jsj; jtj  qg. As obtenemos un numero
n 2 N sucientemente grande (con n > nk) y un vector u 2 spanf(es; et) :
jsj; jtj  q + ng cumpliendo (i), (ii) y (iii). Basta tomar ahora nk+1 = n y
fk+1 = u.
Razonando como en la demostracion del Lema 4.2.1, se sigue que el vector
f =
1X
k=1
fk;
de nuevo construido \pieza a pieza", es hipercclico para T . 
Para completar la demostracion del Teorema 4.2.7, basta aplicar el Lema
4.2.8 de manera completamente analoga a como se hizo en la demostracion del
caso m = 1 (Teorema 4.2.2). Simplemente tendremos que tener en cuenta que
para
g = (g1; g2) =
0@X
jjjq
hg1; ejiej;
X
jkjq
hg2; ekiek
1A 2 span f(ej; ek) : jjj; jkj  qg ;
ahora se verica
kT ngk  max
(
n 1Y
s=0
aj+s;i : jjj  q; i = 1; 2
)
kgk:
Con esto concluimos la demostracion. 
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Nota 4.2.9 Resaltamos que para obtener el caso m = 2 ha sido fundamental
dar una ordenacion de G. En general, para el caso m  2 hay que dar una
ordenacion de G = f(gj1 ; : : : ; gjm) : j1; : : : ; jm 2 Ng tal que
Gn 2 span f(ej1 ; : : : ; ejm) : jj1j; : : : ; jjmj  ng :
Una tal ordenacion esta tambien implcitamente considerada en el caso m = 1.
Observemos que con este ultimo resultado podemos proporcionar muchos
ejemplos de operadores T y S distintos entre s e hipercclicos tales que su
suma T  S no es hipercclica.
Corolario 4.2.10 Existen operadores hipercclicos S y T tales que S  T no
es hipercclico.
Demostracion. Elegimos dos sucesiones fak : k 2 Zg y fbk : k 2 Zg,
de forma que cada una de ellas satisfaga la condicion del Teorema 4.2.2, pero
no veriquen juntas la condicion del Teorema 4.2.7. En particular, podemos
construir fakgk2Z y fbkgk2Z de manera que max
(
sY
k=0
ak;
sY
k=0
bk
)
> 1 para
cualquier numero natural s 2 N. En estas condiciones, si S y T son los
correspondientes operadores weighted shifts, basta aplicar el Teorema 4.2.7
para obtener el resultado. 
4.3 Unilateral Backward Weighted Shifts.
En esta Seccion pretendemos obtener la version unilateral del Teorema 4.2.7.
Recordemos que un operador unilateral weighted backward shift T se dene
como Ten = anen 1 si n > 0 y por Te0 = 0 si n = 0, donde fen : n 2 Z+g
es la base canonica de `2(Z+). De nuevo podemos suponer que los pesos son
positivos.
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Antes de continuar debemos comentar que, as como el estudio de la hiperci-
clicidad de los operadores unilaterales backward weighted shift ha sido y sigue
siendo de gran interes de cara a la resolucion de problemas mas generales, el
caso de los operadores unilaterales forward weighted shifts puede ser cerrado
rapidamente.
Proposicion 4.3.1 Un operador unilateral weighted forward shift (en `2(Z+))
nunca es hipercclico.
Demostracion. Sea T el operador sobre `2(Z+) denido por Ten = anen+1
para todo n 2 Z+. Este operador, lineal y continuo, es el que llamamos
weighted forward shift. Sea x un elemento arbitrario de `2(Z+), x puede
escribirse de la forma
x =
1X
k=0
hx; ekiek:
Por tanto, para cada m 2 N se verica, por la linealidad y continuidad de T ,
Tmx =
1X
k=0
 
m 1Y
s=0
ak+s
!
hx; ekiek+m:
As, jado un numero natural n 2 N, para cada m  n, Tmx es de la forma
Tmx =
X
km
kek;
de donde la proyeccion ortogonal de la orbita de x sobre spanfek : k < ng
posee, a lo sumo, n elementos.
Ahora bien, supongamos que x es T -hipercclico y llamemosM = spanfek :
k < ng. Entonces, para todo " > 0 y todo y 2 M existe un numero natural
m 2 N tal que kTmx   yk < ". Y considerando las proyecciones ortogonales
sobre M y M?, obtenemos
kproyM(Tmx)  yk  kTmx  yk < ":
Por tanto se verica que la proyeccion ortogonal de la orbita de x es densa en
M , pero ya vimos que esta proyeccion posee a lo sumo n elementos, luego no
puede ser densa en M . De donde T no puede ser hipercclico. 
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Proposicion 4.3.2 Sea T un operador hipercclico en un espacio de Hilbert
H. Supongamos que B es un subespacio de H que es invariante por el adjunto
T  de T . Entonces la compresion de T a B es hipercclica en H.
Demostracion. Recordemos que dado un espacio de Hilbert H y un subes-
pacio B de el, la compresion de un operador T en H a B se dene como la
restriccion del operador PTP a B, donde P es la proyeccion ortogonal en B.
Supongamos que B es invariante por T . Sea x 2 B?. Tenemos que para
todo b 2 B
hTx; bi = hx; T bi = 0:
Luego Tx 2 B? y B? es invariante por T . En otras palabras
PT (I   P )  0
y
(I   P )T (I   P )  T (I   P ):
Para todo n 2 N se tiene
T n = (PTP )n +
nX
k=1
((I   P )T )k(PT )n kP + ((I   P )T (I   P ))n:
Veamoslo por induccion en n.
Caso n = 1:
PTP + (I   P )TP + (I   P )T (I   P ) =
= TP + T (I   P ) = T (P + I   P ) = T
Supongamos el caso n. Veamos n+ 1. Se tiene
 (PTP )n+1 = PT (PTP )n (porque P 2 = P ).

n+1X
k=1
((I   P )T )k(PT )n+1 kP =
(I   P )T (PT )nP +
n+1X
k=2
((I   P )T )k(PT )n+1 kP =
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nX
k=1
((I   P )T )k+1(PT )n kP + (I   P )T (PT )nP =
(I   P )T
 
nX
k=1
((I   P )T )k(PT )n kP
!
+ (I   P )T (PT )nP .
 ((I   P )T (I   P ))n+1 = (I   P )T ((I   P )T (I   P ))n.
Por otra parte, en la formula de induccion es claro que de los tres sumandos,
el primero siempre da un elemento de B y los otros dos dan un elemento de
B?. Luego por la linealidad y por ser B? invariante por T , se cumple
T n+1 = T
 
(PTP )n +
nX
k=1
((I   P )T )k(PT )n kP + ((I   P )T (I   P ))n
!
=
PT (PTP )n + (I   P )T (PTP )n+
+(I   P )T
 
nX
k=1
((I   P )T )k(PT )n kP
!
+ (I   P )T ((I   P )T (I   P ))n:
Basta observar ahora los tres puntos anteriores para obtener trivialmente el
caso n+ 1. Es mas, segun la observacion hecha antes, obtenemos que PT n =
(PTP )n.
Fijemos x 2 H y b 2 B. Entonces,
kT nx  bk = kPT nx+ (I   P )T nx  bk =
kPT nx  bk2 + k(I   P )T nxk2
1=2 
k(PTP )nx  bk = k(PTP )nPx  bk:
En particular si u es un elemento hipercclico para T , obtenemos que Pu es
un elemento hipercclico para PTP en B. 
Teorema 4.3.3 Sea T un operador unilateral weighted backward shift con
sucesion de pesos positivos fan : n  0g. Entonces T es hipercclico si y
solo si
sup
(
nY
s=1
as : n 2 N
)
= 1:
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Demostracion. Consideremos S el operador bilateral weighted shift sobre
`2(Z) cuyos pesos son
bn =
(
an si n 2 N0
1
2
si  n 2 N:
Trivialmente se tiene
(a) T es la compresion a `2(Z+) de S.
(b) Para todo j 2 Z, salvo constantes que no afectan al lmite, podemos
escribir
nY
s=1
bj s =
nY
s=1
1
2
= 2 n  ! 0 (n!1):
(c) Para todo j 2 Z y, de nuevo, salvo ciertas constantes que no inuyen, ten-
emos que existe una sucesion estrictamente creciente de enteros positivos
fnkgk2N tal que
nkY
s=1
bs+j =
nkY
s=1
an+j  !1 (k !1):
Basta aplicar ahora el Teorema 4.2.4 y la Proposicion 4.3.2 para concluir
la demostracion. 
Nota 4.3.4 Del mismo modo se podra haber enunciado
\Sean Ti, i = 1;    ;m operadores unilateral (backward) weighted shifts con
sucesiones de pesos positivos fan;i : n 2 Ng. Entonces
mM
i=1
Ti es hipercclico si
y solo si
sup
(
min
(
nY
s=1
as;i : 1  i  m
)
: n 2 N
)
=1:"
Para terminar con la Seccion damos una aplicacion del Teorema 4.3.3 a
los espacios de Hilbert de tipo Bergman dados en el Captulo anterior. Sea
 = f(k) : k  0g una sucesion de numeros positivos tal que
sup
(
(k)
(k + 1)
: k  0
)
<1:
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Ahora no vamos a exigir ninguna monotona a la sucesion . Recordemos
que por H2() entendamos el espacio de las funciones holomorfas en el disco
unidad D, f(z) =
1X
k=0
f^(k)zk, tales que
kfk2 =
1X
k=0
jf^(k)j2(k)2 < 1:
Recordemos tambien, que el operador backward shift B se dena para cada
f(z) =
P1
k=0 f^(k)z
k 2 H2() como,
Bf(z) =
1X
k=0
f^(k + 1)zk:
Ademas este operador es lineal, ya que los \pesos" (k)
(k+1)
, estan acotados.
En estas condiciones tenemos el siguiente resultado.
Corolario 4.3.5 Sea B un operador (weighted) backward shift como el ante-
rior. Entonces B es hipercclico si y solo si lim inf
k!1
(k) = 0.
Demostracion. Es facil comprobar que fzkgk0 es una base ortogonal de
H2(), por lo tanto
n
ek =
zk
(k)
o
k0 es una base ortonormal. As,
Bek = B
 
zk
(k)
!
=
zk+1
(k)
=
(k + 1)
(k)
 ek+1
de donde B es un realidad un operador unilateral weighted backward shift
cuya sucesion de pesos es
n
ak =
(k+1)
(k)
o
k0. Aplicando ahora el Teorema 4.3.3
y teniendo en cuenta que
nY
s=1
as =
(n+ 1)
(1)
, obtenemos la caracterizacion de
la hiperciclicidad de B. 
Con este ultimo Corolario, Salas [Sa2, Corollary 9] generaliza a cualquier
sucesion  el Teorema 3.2.3 dado en el Captulo anterior y que recoga un
resultado de Gethner y Shapiro [GeS, Theorem 4.1]. Recordemos que en aquel
caso, la sucesion  era decreciente.
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Por ultimo comentamos que con el estudio general de estos espacios H2()
hemos resuelto la hiperciclicidad de estos operadores weighted backward shift
en ciertos espacios de Hilbert clasicos. Si (k)  1 entonces se tiene el espacio
de Hardy para p = 2:
H2(D) =
(
f(z) 2 H(D) : sup
(Z 2
0
jf(rei)j2 d
2
: 0 < r < 1
)
<1
)
=
8<:f(z) =
1X
j=0
ajz
j :
1X
j=0
jajj2 <1
9=; :
Si (k) = (k + 1) 1=2 se obtiene el espacio de Bergman para p = 2
A2(D) =
(
f(z) 2 H(D) :
Z
D
jf(z)j2dA(z)

<1
)
=
8<:f(z) =
1X
j=0
ajz
j :
1X
j=0
jajj2
j + 1
<1
9=; ;
donde dA(z) es la medida (de supercie) de Lebesgue en el disco unidad D.
Por ultimo, si (k) = (k + 1)1=2 se consigue el espacio de Dirichlet
D =
(
f(z) 2 H(D) :
Z
D
jf 0(z)j2dA(z)

<1
)
=
8<:f(z) =
1X
j=0
ajz
j :
1X
j=0
jajj2(j + 1) <1
9=; :
Para un estudio mas profundo de las propiedades de estos espacios ver por
ejemplo [CMC].
4.4 Resultados nales.
En la segunda Seccion de este Captulo dejamos planteada la siguiente
cuestion.
Si T es hipercclico, >es T  T hipercclico?
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Los resultados dados en las dos Secciones anteriores permitieron a Salas
[Sa2, Corollary 2.10] dar una respuesta armativa cuando T es un operador
shift.
Teorema 4.4.1 Sea T un operador weighted shift hipercclico. Entonces T 
T      T es tambien hipercclico.
Demostracion. Al sumar siempre el mismo operador, es inmediato que las
condiciones que nos dan los Teoremas 4.2.4 y 4.2.7, en el caso bilateral, y el
Teorema 4.3.3 y la Nota 4.3.4, en el caso unilateral, coinciden, de donde se
sigue, trivialmente, el resultado. 
Por otra parte, la respuesta al problema general es claramente positiva si
T satisface el Criterio de Hiperciclicidad (Captulo 3, Seccion 3) porque en
el espacio suma directa, la convergencia puntual se traduce en convergencia
coordenada a coordenada. De hecho, en 1999 Bes y Peris [BeP, Theorem 2.3]
prueban que dicha condicion es necesaria.
Teorema 4.4.2 Sea T un operador lineal y continuo sobre un F-espacio se-
parable X. Entonces son equivalentes:
(i) El operador T  T es hipercclico (en X X).
(ii) T satisface el Criterio de Hiperciclicidad.
(iii) T es hereditariamente hipercclico respecto de cierta sucesion fnkg.
Este resultado muestra que el problema anteriormente planteado es equiva-
lente a preguntarse si todo operador hipercclico es hereditariamente hiperccli-
co respecto de alguna sucesion fnkg.
En 1992, Herrero [He2] (ver tambien [Sa2]) propuso otro problema intere-
sante. Se puede generalizar el concepto de hiperciclicidad exigiendo tan solo
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que exista una cantidad nita de elementos cuyas orbitas unidas formen un
subconjunto denso.
Denicion 4.4.1 Un operador lineal y continuo T sobre un espacio vectorial
topologico X se dice multihipercclico si existen elementos x1; : : : ; xm en X
tales que el conjunto fT nxj : n  0; 1  j  mg es denso en X.
Claramente la hiperciclicidad implica la multihiperciclicidad. Es mas, pode-
mos dar el siguiente resultado.
Proposicion 4.4.3 Sea T un operador hipercclico en un espacio vectorial
topologico X. Entonces para cada m 2 N, el operador Tm es multihipercclico
en X.
Demostracion. Sea x un elemento T -hipercclico. Fijemos m 2 N. Para
cada j = 1; : : : ;m consideramos
xj = T
j 1x:
Entonces,
fTmnxj : n  0; j = 1; : : : ;mg = fT nx : n  0g
y por tanto el conjunto es denso y Tm es multihipercclico. 
En 1992 Herrero [He2, Conjecture 1] conjeturo que en espacios de Hilbert
la multihiperciclicidad implica la hiperciclicidad. En concreto:
Sea T : H ! H un operador sobre un espacio de Hilbert H tal que existe
fx1; : : : ; xmg  H cumpliendo que fT nxj : n  0; j = 1; : : : ;mg es
denso en H. >Es T hipercclico? >Es algun elemento xj T -hipercclico?
70 HIP. OP. WEIGHTED SHIFTS EN ESP. HILBERT
Este problema ha sido estudiado por diversos autores (ver [GE2, Problem
4], [Mil], [MiM], [Sa2]). En concreto en 1995 [Sa2, Corollary 2.11] proporciono
una respuesta positiva para los operadores weighted shifts.
Proposicion 4.4.4 Si T es un operador weighted shift multihipercclico, en-
tonces T es hipercclico.
Demostracion. Probaremos tan solo el caso bilateral. Sean x1; : : : ; xk ele-
mentos de H tales que
k[
i=1
fT nxi : n  0g es densa en `2(Z). Entonces existe
un elemento xi (sin perdida de generalidad podemos suponer que es x1), y dos
sucesiones fnsgs2N y fqsgs2N tales que
kT nsx1  
X
jjj<qs
ejk < 1
2s
:
Argumentando como se hizo en la demostracion del Teorema 4.2.2, se obtiene
que los pesos de T satisfacen las condiciones sucientes de hiperciclicidad. 
En 1995, Ansari [An1, Theorem 1] (ver tambien [An2, Note 3] y [Bou])
probo que si T es un operador hipercclico en un espacio de HilbertH, entonces
T n es hipercclico para todo n 2 N. Es mas, T y T n poseen los mismos ele-
mentos hipercclicos. Segun esto, los elementos xi elegidos en la demostracion
de la Proposicion 4.4.4 son en realidad elementos T n-hipercclicos.
Muy recientemente, en 2000, Peris [Per] y Costakis [Cos] han propor-
cionado, de manera independiente, una respuesta armativa a la conjetura
de Herrero para operadores denidos sobre espacios localmente convexos. El
problema sigue abierto para espacios topologicos generales.
Chapter 5
Hiperciclicidad de operadores
weighted shifts en espacios de
Frechet
En los Captulos anteriores hemos estudiado la hiperciclicidad de los opera-
dores de desplazamiento denidos sobre espacios de Hilbert. En este Captulo
vamos a ofrecer el primer ejemplo conocido sobre hiperciclicidad de un ope-
rador weighted shift sobre un espacio de Frechet. Dicho ejemplo se debe a
V. Mathew [Mat] y fue proporcionado en 1994.
Antes de continuar debemos comentar que en estos ultimos a~nos se han
producido algunos avances en este marco. En 1999 F. Martnez y A. Peris
[MaP] extienden los resultados de Salas vistos en el Captulo 4 (Teoremas
4.2.2 y 4.2.7) a espacios de Kothe.
Denicion 5.0.2 Una matriz innita A = (aj;k)j;k2N se dice que es una ma-
triz de Kothe si para todo j; k 2 N, 0  aj;k  aj;k+1; y para cada j 2 N existe
un natural k 2 N con aj;k > 0. Para 1  p < 1, se denen los espacios
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escalonados de Kothe como sigue
p(A) :=
8><>:x 2 KN : kxkk :=
0@ 1X
j=1
jxjaj;kjp
1A1=p <1; para cada k 2 N
9>=>; ;
para p =1 y p = 0
1(A) :=

x 2 KN : kxkk := supfjxjjaj;k : j 2 Ng <1; para cada k 2 N

;
0(A) :=

x 2 KN : lim
j!1
xjaj;k = 0; para cada k 2 N

:
y son espacios de Frechet al dotarlos de las seminormas fkkkgk2N (en el caso
p = 0 se consideran las mismas seminormas que en el caso p =1).
En 1991, K-G.Grosse-Erdman [GE3] da una extension de los resultados de
Salas a sucesiones de espacios de Frechet en los cuales la base canonica feng
forma una base de Schauder.
5.1 Un espacio de Frechet.
Consideremos el espacio H(C) de las funciones enteras. Se sabe que dicho
espacio dotado de la topologa de la convergencia uniforme en compactos es
un espacio metrico completo. Sin embargo, como veremos a continuacion, no
es esta la unica topologa que convierte a H(C) en un espacio de Frechet.
Es conocido que una serie de potencias
1X
n=0
anz
n con an 2 C dene una
funcion entera si y solo si
lim
n!1 janj
1=n = 0;
diciendose, en tal caso que la sucesion fangn2N es una sucesion entera.
Obviamente, por la unicidad del desarrollo en series de potencias de una
funcion entera, podemos expresar el espacio H(C) indistintamente en terminos
de funciones o en terminos de sucesiones enteras.
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En 1948, V. Ganapathy Iyer proporciono (ver [Gan]) la siguiente denicion.
Denicion 5.1.1 Sean f(z) =
1X
n=0
anz
n y g(z) =
1X
n=0
bnz
n dos funciones en-
teras. Entonces denimos d(f; g) como
d(f; g) = sup
n
ja0   b0j; jan   bnj1=n : n  1
o
: (1)
En el mismo artculo, Ganapathy Iyer probo que realmente d dene una
metrica en el conjunto de las funciones enteras. Es mas, H(C) con esta metrica
es un espacio metrico completo y separable; y la topologa generada en H(C)
por d es equivalente a la topologa usual en H(C), es decir, la topologa de
la convergencia uniforme en compactos de C (ver [Gan, Theorems 1-3]). A lo
largo de todo este Captulo supondremos que H(C) esta dotado de la topologa
inducida por la metrica (1).
Del mismo modo que en el marco de los espacios de Hilbert surgen de
manera natural los operadores weighted shifts, tambien va a ocurrir lo mismo
en H(C). Veamos como.
Denicion 5.1.2 Se dene el operador backward shift B sobre H(C) como
B : H(C)  ! H(C)
f(z) =
1X
n=0
anz
n 7 ! Bf(z) =
1X
n=1
anz
n 1:
Es claro que B esta bien denido y es lineal y continuo. Ahora bien, si
queremos que el operador de desplazamiento B tambien asigne unos ciertos
pesos !n 2 C, tendremos que imponer alguna condicion que nos asegure que1X
n=1
!nanz
n 1 sea siempre una funcion entera.
Teorema 5.1.1 Sea f!ngn2N una sucesion de numeros complejos tales que
M : = sup
n
j!nj1=n : n 2 N
o
< 1:
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Para cada funcion f(z) =
1X
n=0
anz
n 2 H(C) denimos:
Bf(z) =
1X
n=1
!nanz
n 1 =
1X
n=0
!n+1an+1z
n;
es decir B(a0; a1; a2; : : : ; an; : : :) = (!1a1; !2a2; : : : ; !nan; : : :). Entonces B esta
bien denido y es lineal y continuo en H(C). A dicho operador B sobre H(C)
se le llama weighted backward shift con pesos f!ngn2N.
Demostracion. Sea f(z) =
1X
n=0
anz
n 2 H(C). Entonces lim
n!1 janj
1=n = 0 y
j!n+1an+1j1=n  M n+1n jan+1j1=n (para cada n  0):
As, Bf(z) 2 H(C). Trivialmente B es lineal. Veamos la continuidad de B.
Recordemos que si f(z) =
1X
n=0
anz
n 2 H(C), entonces
kfk = d(f; 0) = supfja0j; janj1=n : n 2 Ng:
Como Bf(1) =
1X
n=0
!n+1an+1 2 C, se tiene que
lim
n!+1 j!n+1an+1j = 0:
Luego existe un numero natural n0 2 N tal que
j!n+1an+1j < 1 (para cada n  n0);
y por tanto
j!n+1an+1j1=n  j!n+1an+1j1=n+1 (para cada n  n0):
As, existe una constante C > 0 de forma que
j!n+1an+1j1=n  C  j!n+1an+1j1=n+1 (para cada n  0):
De donde,
kfk = sup
n
j!1a1j; j!n+1an+1j1=n : n 2 N
o

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C  sup
n
j!1a1j; j!n+1an+1j1=n+1 : n 2 N
o

C M  sup
n
ja1j; jan+1j1=n+1 : n 2 N
o

M  C  sup
n
ja0j; janj1=n : n 2 N
o
= M  C  kfk:
Luego B es continuo y concluye la demostracion. 
Nota 5.1.2 Analogamente, si f!ngn2N  C con sup
n
j!nj1=n : n 2 N
o
<1,
se dene el operador weighted forward shift S con pesos f!ngn2N sobre H(C)
como
Sf(z) =
1X
n=0
!n+1anz
n+1;
es decir, S(a0; a1; : : : ; an; : : :) = (0; w1a0; w2a1; : : : ; wn+1an; : : :). Entonces S
esta bien denido y es lineal y continuo.
5.2 Hiperciclicidad de operadores weighted shifts en el
espacio de las funciones enteras.
Una vez introducida la topologa de H(C) y los operadores B y S, estamos
en condiciones de estudiar la hiperciclicidad de dichos operadores. El resultado
que veremos a continuacion fue dado en 1994 por Mathew [Mat, Theorem 2.2].
Teorema 5.2.1 Sea f!ngn2N una sucesion de numeros complejos no nulos
cumpliendo las dos siguientes condiciones
(i) lim
n!+1!n =1:
(ii) ! = sup
n
j!nj1=n : n 2 N
o
< +1:
Entonces el operador weighted backward shift B con pesos f!ngn2N es hiperc-
clico.
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Demostracion. Para obtener la hiperciclicidad de B vamos a aplicar el
criterio suciente dado en el Teorema 3.1.6. Consideremos D el conjunto de
los polinomios con coecientes racionales. Entonces D es denso en H(C) (ver
[Gan, Theorem 1]). Tenemos que demostrar que
(a) Bn converge puntualmente a cero en D (n!1).
(b) Existe un operador S : H(C)! H(C) tal que B  S = Id en H(C).
(c) Sn converge puntualmente a cero en D (n!1).
Es trivial que, si p(z) es un polinomio, entonces Bnp = 0 para todo n >
grado(p(z)). As tenemos (a).
Como !n  ! 1 (n ! 1), la sucesion

1
j!nj
1=n
n2N
esta acotada, y
podemos considerar S el operador weighted forward shift con pesos
n
1
!n
o
n2N.
Con ello obtenemos trivialmente la condicion (b).
Por ultimo veamos (c). Fijamos p(z) 2 D. Entonces existe un numero
natural m 2 N tal que
p(z) =
mX
k=0
ckz
k:
Sea n 2 N. Es facil comprobar que
Snp(z) =
mX
k=0
ck
!k+1   wk+n z
k+n:
Luego
kSnpk = sup
n
(an;k)
1
n+k : 0  k  m
o
;
donde
an;k : =
jckj
jwk+1   wk+nj (0  k  m):
Se tiene que an;k  0 para todo n 2 N y para todo k = 0; : : : ;m. Mas aun,
ck = 0() an;k = 0 para todo n 2 N:
As, si k 2 f0; : : : ;mg es tal que ck = 0 obtenemos
lim
n!1(an;k)
1
n+k = lim
n!1 0 = 0;
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y si es tal que ck 6= 0,
lim
n!1
an+1;k
an;k
= lim
n!1
1
j!k+1+nj = 0;
porque lim
n!1!n = 1. Ahora bien, limn!1
an+1;k
an;k
= lim
n!1(an;k)
1
n+k (ver [Ru3,
Theorem 3.37]) y por tanto
lim
n!1(an;k)
1
n+k = 0 para todo k = 0; : : : ;m;
y por (1),
kSnpk  ! 0 (n!1):
Con ello tenemos (c) y como observamos anteriormente, por el Teorema 3.1.6,
el operador B posee elementos hipercclicos. 
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