ABSTRACT. An analogue of the Davis-Kahan sin 2Θ theorem from [SIAM J. Numer. Anal. 7 (1970), 1-46] is proved under a general spectral separation condition. This extends the generic sin 2θ estimates recently shown by Albeverio and Motovilov in [Complex Anal. Oper. Theory 7 (2013), 1389-1416]. The result is applied to the subspace perturbation problem to obtain a bound on the arcsine of the norm of the difference of the spectral projections associated with isolated components of the spectrum of the unperturbed and perturbed operators, respectively.
INTRODUCTION AND MAIN RESULTS
The subspace perturbation problem is a fundamental problem in operator perturbation theory that deals with the variation of spectral subspaces for a self-adjoint or normal operator under a perturbation, see, e.g., [8] and [15] . Some of the major contributions to this field of research have been made by Davis and Kahan [12] . Extensions and generalizations of their results have been considered in several works such as [4, 5, 17, 18, 19, 25] .
The main objective in these studies is to bound trigonometric functions of the operator angle associated with spectral subspaces of the unperturbed and perturbed operators, respectively.
Our main result is the following variant of the Davis-Kahan sin 2Θ theorem.
Theorem 1. Let A be a self-adjoint operator on a separable Hilbert space H such that the spectrum of A is separated into two disjoint components, that is,
spec(A) = σ ∪ Σ with d := dist(σ, Σ) > 0 .
Moreover, let V be a bounded self-adjoint operator on H, and let Q be an orthogonal projection in H onto a reducing subspace for A + V . Then, the operator angle Θ = Θ(E A (σ), Q) associated with the subspaces Ran E A (σ) and Ran Q satisfies
Here, E A (σ) denotes the spectral projection for A associated with σ.
For a definition of the operator angle associated with two closed subspaces of a Hilbert space, a self-adjoint operator whose spectrum lies in the interval [0, π 2 ], see Section 2 below; see also [16] .
It should be emphasized that the projection Q in Theorem 1 is not assumed to be a spectral projection for A + V and that the operator A is allowed to be unbounded.
It is also worth mentioning that the bound (1.1) is of an a priori type since the spectral separation condition is imposed on the unperturbed operator A only. By switching the roles of A and A+V , one may impose the analogous condition on the perturbed operator A + V instead, which results in the corresponding a posteriori type estimate.
Theorem 1 is a direct analogue of the Davis-Kahan sin 2Θ theorem from [12] . There, it is additionally assumed that the convex hull of one of the spectral components σ and Σ is disjoint from the other one, that is, conv(σ) ∩ Σ = ∅ or vice versa. The corresponding estimate is the same as (1.1), except for the constant π 2 being replaced by 1. Note that the Davis-Kahan sin 2Θ theorem is formulated in [12] for arbitrary unitary-invariant norms including the standard Schatten norms. A corresponding extension of Theorem 1 is discussed in Section 4 below.
An immediate consequence of Theorem 1 is the generic sin 2θ estimate recently proved by Albeverio and Motovilov in [5] ,
This is due to the elementary inequality sin(2 Θ ) ≤ sin 2Θ ; for the second representation of θ in (1.2), see equation (2.6) below. In this respect, we may call (1.1) the generic sin 2Θ estimate. It should be emphasized that, in contrast to (1.1), no extension of (1.2) to norms other than the usual bound norm is at hand. Clearly, the estimates (1.1) and (1.2) provide no useful information if V ≥ d π . On the other hand, for perturbations V satisfying V < d π , the sin 2Θ estimate (1.1) implies that sin 2Θ < 1, so that the spectrum of Θ has a gap around 
Note that Θ may a priori have spectrum both in [0, α] and
. This depends on the reducing subspace for A + V that is considered, see Remark 2.6 below.
In this regard, Theorem 1 is in general stronger than the corresponding result of the sin 2θ estimate (1.2) since the latter provides information only on the maximal angle θ = Θ between the subspaces Ran E A (σ) and Ran Q, cf. [5, Remark 4.2] . However, if it is known that θ ≤ π 4 , then sin 2Θ = sin 2θ, so that, in this case, both estimates agree.
As an application to the subspace perturbation problem, we obtain the following bound on the maximal angle between the corresponding spectral subspaces for the unperturbed and perturbed operators A and A + V , respectively. 
where
d, see [5] . However, for perturbations V satisfying V ≤ The paper is organized as follows: Section 2 forms the main part of this work. There, we recall the notion of the operator angle associated with two closed subspaces of a Hilbert space and give the proofs of Theorem 1 and Corollary 2. We also discuss the statement of Corollary 2 in the situation of the original Davis-Kahan sin 2Θ theorem, see Remark 2.9. Section 3 is devoted to an alternative, straightforward proof of the sin 2θ estimate (1.2) that is not based on Theorem 1 and is more direct than the one by Albeverio and Motovilov in [5] .
Finally, in Section 4 we extend Theorem 1 to symmetrically-normed ideals such as the standard Schatten classes, see Theorem 4.2. We also discuss the more general case of normal operators A in this section, see Remark 4.3.
Throughout this paper we use the following notations:
The space of bounded linear operators from a Hilbert space H to a Hilbert space K is denoted by L(H, K), and · stands for the usual bound norm on L(H, K). If H = K, we simply write L(H) := L(H, H). The identity operator on H is denoted by I H . For an orthogonal projection P in H we write P ⊥ := I H − P .
Given a linear operator B on a Hilbert space, its domain and its range are written as Dom(B) and Ran(B), respectively. Finally, if B is self-adjoint, E B (∆) denotes the spectral projection for B associated with a Borel set ∆ ⊂ R.
PROOF OF THEOREM 1 AND COROLLARY 2
We start with briefly recalling some well-known facts on the separation of closed subspaces. For a more detailed discussion on this material, see [10] and [12, Section 3] ; see also [5] , [16] , [25] , and references therein.
Let P and Q be two orthogonal projections in a Hilbert space H. Following [10] , we introduce the closeness operator C := C(P, Q) := P QP + P ⊥ Q ⊥ P ⊥ and the separation operator
Since P and Q are self-adjoint, C and S are self-adjoint as well. Moreover, one has
The operator angle associated with the subspaces Ran P and Ran Q can now be introduced via the functional calculus as
Clearly, Θ is self-adjoint and its spectrum lies in the interval 0, π 2 . Furthermore, taking into account (2.1) and (2.2), the operators C and S can be represented as (2.3) C = cos 2 Θ and S = sin 2 Θ .
It should be mentioned that in many works such as [16] and [18] the operator angle is introduced in a slightly different way. There, instead of Θ in (2.2), its restriction to Ran P , or even to the maximal subspace of Ran P where it has trivial kernel, is considered. The above definition (2.2) follows the approach by Davis and Kahan (cf. [12, Eqs. (1.16) and (1.17) ]; see also [12, p. 17] ) and provides a generalization of their notion of the operator angle, see Remark 2.6 below.
As in [1, Section 34], one has
In particular, (2.6)
Thus, suitable norms of the operator angle Θ or of trigonometric functions thereof can be used to measure the difference between the subspaces Ran P and Ran Q.
Remark 2.1. If the subspaces Ran P and Ran Q are equivalently positioned (cf. [10] ), that is,
then there exists a unitary operator U ∈ L(H) such that [12] , and it turns out to be very convenient to formulate our considerations in this generality.
The following result has already played a crucial role in the proof of the original Davis-Kahan sin 2Θ theorem in [12] , and it is one of the key ingredients for our proof of Theorem 1 as well.
Lemma 2.2 (cf. [12, Section 7]). Let P and Q be two orthogonal projections in a Hilbert space H, and denote
Proof. For the sake of completeness, we give a proof in the current notations.
In view of (2.3), one computes (2.7)
Denote R := KP K. Clearly, R is again an orthogonal projection in H since K is self-adjoint and unitary. Taking into account that
and, similarly, that
Combining (2.7)-(2.9) yields
which proves the claim by taking the square roots.
The preceding Lemma 2.2 motivates to consider suitable bounds on sin Θ. In this respect, the following proposition is essential for our considerations. 
Then, the operator angle Θ = Θ(E
The proof of Proposition 2.3 mainly relies on the following well-known result. 
Proof of Proposition 2.3. Proposition 2.4 implies that
The claim now follows from (2.6) and the identity
An extension of Proposition 2.3 to symmetrically-normed ideals is discussed in more detail in Section 4 below. Let us recall that a closed subspace U ⊂ H is called invariant for a linear operator B in H if B maps the intersection Dom(B) ∩ U into U .
The subspace U is called reducing for B if both U and its orthogonal complement U ⊥ are invariant for B and the domain Dom(B) splits as
Clearly, U is reducing for B if and only if U ⊥ is.
We are now able to proof the main result of this work.
Proof of Theorem 1. In essence, we follow the proof in [12, Section 7] . As in Lemma 2.2, let K denote the self-adjoint unitary operator on H given by
Since Ran Q is reducing for A + V , the splitting property (2.11) implies that K maps Dom(A + V ) = Dom(A) onto itself. It also follows from (2.11) and the invariance of the subspaces Ran Q and Ran
is therefore self-adjoint and satisfies (2.13)
Clearly, the spectra of A and D coincide, that is,
In particular, one has (2.14)
Considering D by (2.13) as a perturbation of A, and taking into account that dist(σ, Σ) = d > 0, it now follows from Proposition 2.3 that
where the last inequality is due to the fact that KV K = V since K is unitary. In view of (2.14) and Lemma 2.2, this proves the claim.
If, in the situation of Theorem 1, it is known that θ := Θ ≤ π 4 , then one has sin 2Θ = sin 2θ. In this case, taking into account (2.6), the bound (1.1) can equivalently be rewritten as 
Since S(P, Q ⊥ ) = C(P, Q) and, therefore, sin Θ(P, Q ⊥ ) = cos Θ(P, Q) , it follows from (2.16) that
Now, suppose that R is an orthogonal projection onto a reducing subspace for
Let x ∈ Ran R ∩ Ran Q with x = 1. Using the identity (P − R)x = (P − Q)x and the inclusion (2.16), one observes that
Taking into account (2.17), for y ∈ Ran R ∩ Ran Q ⊥ , y = 1, one obtains in a similar way that
Combining (2.18) and (2.19) yields that Θ(P, R) has spectrum both in [0, α] and In the situation of Corollary 2, the projection Q is chosen very specifically,
can be regarded as the perturbation of the spectral subspace Ran E A (σ) for the unperturbed operator A, see [5] . It turns out that, in this case, the condition θ ≤ 
Proof. In view of Theorem 1 (or more precisely, estimate (2.15)), it suffices to show the inequality
Assume that (2.20) does not hold. Then, since the path [0, 1] ∋ t → P t is assumed to be norm continuous with P 0 = E A (σ) and P 1 = Q, there is τ ∈ (0, 1) such that
On the other hand, taking into account that Ran P τ is reducing for A + τ V and that τ V < d π , it follows from inequality (2.15) that
which is a contradiction to (2.21). This shows inequality (2.20). [12] , that is, 
For the particular case of
Q = E A+V O d/2 (σ) ,
as in Corollary 2 this bound can equivalently be rewritten as
It is easy to verify that V = x and that spec(A + V ) = {± √ 1 − x 2 }.
Using (2.23), a straightforward computation shows that
where U = cos θ − sin θ sin θ cos θ .
In particular, this implies that
Hence, inequality (2.22) is sharp.
THE GENERIC sin 2θ ESTIMATE
In this section, we present an alternative, straightforward proof of the generic sin 2θ estimate (1.2) that uses a different technique than the one presented for Theorem 1 and, at the same time, is more direct than the one in [5] .
It is worth mentioning that the inequality (2.15), and therefore also Corollary 2, can be deduced from the estimate (1.2) as well since sin 2Θ = sin 2θ whenever θ = Θ ≤ π 4 . An immediate advantage of the sin 2θ estimate is that it can be formulated without the notion of the operator angle, see Proposition 3.3 below.
Given two self-adjoint operators B 0 and B 1 on Hilbert spaces H 0 and H 1 , respectively, recall that a bounded operator Y ∈ L(H 0 , H 1 ) is called a strong solution to the operator Sylvester equation
We need the following well-known result, which also plays a crucial role for the extension of the symmetric sin Θ theorem in Section 4, see Proposition 4.1 below. 
where f d is any function in L 1 (R), continuous except at zero, such that
In particular, Y satisfies the norm bound
and this constant is sharp in (3.5) .
Proof. (3.3) . In this case, the solution to (3.1) admits a representation similar to (3.4) , and the constant c in (3.5) has to be replaced by some constant less than 2.91, see [7] [22] .
We now give a straightforward proof of the sin 2θ estimate (1.2). One immediately visible difference to the proof in [5] is that the proof given below is direct and is not deduced from the corresponding a posteriori estimate. In addition, the key idea of the argument presented here can easily be reduced to one single equation, namely equation (3.11) below, which makes this proof very transparent. 
where θ := arcsin E A (σ) − Q denotes the maximal angle between the subspaces Ran E A (σ) and Ran Q.
Proof. The case θ = π 2 is obvious. Assume that θ < π 2 , that is, (3.7)
E A (σ) − Q < 1 .
Denote H 0 := Ran E A (σ) and H 1 := H ⊥ 0 = Ran E A (Σ), and let
with Dom(A) = Dom(A 0 )⊕ Dom(A 1 ) be the representations of V and A as 2× 2 block operator matrices with respect to the decomposition
It is well known (see, e.g., [16, Corollary 3.4 (i)]) that under the condition (3.7) there is a unique operator X ∈ L(H 0 , H 1 ) such that the range of Q is the graph of X, that is, Ran Q = {x ⊕ Xx | x ∈ H 0 }. This operator X satisfies
Moreover, the operator U ∈ L(H) given by
is unitary and satisfies
, and
it follows from [24, Theorem 4.1] (see also [2, Lemma 5.3] ) that X is a strong solution to the operator Riccati equation
A straightforward calculation shows that
Denote P := E A (σ). Equations (3.9) and (3.10) then imply that
for g ∈ Dom(A 0 ), where the restriction P ⊥ U * V U P | H 0 is considered as an operator from H 0 to H 1 . Comparing equation (3.11) with the Sylvester equation (3.2), it follows from the bound in Theorem 3.1 given by (3.5) and (3.6) that
Since 2 X /(1 + X 2 ) = 2 tan θ/(1 + tan 2 θ) = sin(2θ) by (3.8), this proves the claim.
SYMMETRICALLY-NORMED IDEALS
In this section, we extend Theorem 1 to symmetrically-normed ideals of the algebra of bounded operators. In the presentation of the concept of symmetricallynormed ideals we mainly follow [13, Chapter III] .
Let H be a separable Hilbert space. Recall that a non-zero subspace S ⊂ L(H) is called a two-sided ideal of L(H) if for every T ∈ S and every choice of operators K, T ∈ L(H) one has KT L ∈ S. It is well-known (see, e.g., [13, Theorem III.1.1]) that every two-sided ideal S ⊂ L(H) contains the operators of finite rank and that either S = L(H) or S ⊂ S ∞ , where S ∞ := S ∞ (H) denotes the twosided ideal of compact operators in L(H). At this point it should be emphasized that we allow for the case S = L(H).
A norm · on a two-sided ideal S ⊂ L(H) is called symmetric if it has the following properties:
The ideal S is called a symmetrically-normed ideal if there is a symmetric norm
· on S such that (S, · ) is complete. Clearly, every symmetric norm · on a two-sided ideal S is unitary-invariant, that is, for every unitary operator U ∈ L(H) one has
Moreover, it follows by polar decomposition that for every T ∈ S the operators |T | = √ T * T , T * , and |T * | also belong to S and (4.1)
Examples for symmetric norms on every two-sided ideal S are the Ky Fan norms · n , n ∈ N, which are defined as the sum of the first n singular values, that is,
Recall (see, e.g., [13, Theorem II.7.1] ) that the n-th singular value of T ∈ L(H) can be introduced as
In particular, one has s 1 (T ) = T , and the sequence (s n (T )) n is non-increasing, hence convergent. Moreover, T ∈ L(H) is compact if and only if (s n (T )) n converges to zero, see [13, T n = sup
where the supremum is taken over all orthonormal systems {x j } n j=1 and {y j } n j=1
in H, cf. also [13, Lemma II.4.1] . The Ky Fan norms play a very distinguished role in our considerations: For a symmetrically-normed ideal S with norm · , we say that (S, · ) admits Ky Fan's dominance theorem if for T ∈ L(H) and S ∈ S with (4.5)
T n ≤ S n for all n ∈ N one has T ∈ S and T ≤ S . Note that (4.5) implies that T is compact if S is compact. Indeed, in case of (4.5), (s n (T )) n converges to zero if (s n (S)) n does. It is shown in [6] that every symmetric norm · on S = L(H) is equivalent to the usual bound norm on L(H) and that (L(H), · ) admits Ky Fan's dominance theorem in the above sense.
In case of S ⊂ S ∞ , it is well-known that (S, · ) admits Ky Fan's dominance theorem if (S, · ) is generated by a symmetric norming function, see [13, Section III.4] . If S S ∞ , this is the case if and only if for (T n ) n ⊂ S with sup n∈N T n < ∞ and T n → T ∈ L(H) in the weak operator topology one has T ∈ S and T ≤ sup n∈N T n , cf. [13, Theorems III.5.1 and III. 5.2] . This latter characterization has been used, for instance, in [2] , [8] , and [21] .
Well-known examples of symmetrically-normed ideals satisfying Ky Fan's dominance theorem are the standard Schatten classes S p for 1 ≤ p ≤ ∞, see [13, Section III.7] .
In order to extend Theorem 1 to symmetrically-normed ideals, one requires a suitable extension of the symmetric sin Θ theorem. A corresponding variant of Proposition 2.4 is known in principle (see [8] and [21] ), whereas the identity (2.10) does not hold for arbitrary norms. Nevertheless, one can proceed as in [12] and use [12, Lemmas 6.1 and 6.2] instead of (2.10).
In the present work, we choose a direct way to extend the symmetric sin Θ theorem. This approach, however, utilizes the connection to the operator Sylvester equation just as well, so that Theorem 3.1 plays a crucial role in the our reasoning too.
In contrast to the formulation of Proposition 2.3 and the hypotheses in [8] and [21] , we do not restrict ourselves to the case of spectral projections here. In this regard, let us recall that if U is a reducing subspace for a linear operator B, then the restrictions B| Dom(B)∩U and B| Dom(B)∩U ⊥ are called the parts of B associated with U and U ⊥ , respectively. It is well-known that these parts are self-adjoint if B is self-adjoint. Proposition 4.1 (The symmetric sin Θ theorem for symmetrically-normed ideals). Let A be a self-adjoint operator on a separable Hilbert space H, let V ∈ L(H) be self-adjoint, and suppose that P and Q are orthogonal projections onto reducing subspaces for A and A + V , respectively. Let A 0 and A 1 denote the parts of A associated with Ran P and Ran P ⊥ , respectively, and let Λ 0 and Λ 1 likewise be the parts of A + V associated with Ran Q and Ran Q ⊥ .
Assume that there is d > 0 such that
If V ∈ S for some symmetrically-normed ideal S with norm · such that (S, · ) admits Ky Fan's dominance theorem, then one has sin Θ = |P − Q| ∈ S and
where Θ = Θ(P, Q) is the operator angle associated with Ran P and Ran Q.
Proof. Denote
We show that the operator X satisfies
where f d ∈ L 1 (R) is any function as in Theorem 3.1. Since Ran P is reducing for A, the projection P commutes with A, that is, P x ∈ Dom(A) and P Ax = AP x for all x ∈ Dom(A) = Dom(A + V ), see, e.g., [14, Section III.5.6]. Analogously, Q ⊥ commutes with A + V . Hence, one has
for all x ∈ Dom(A), that is, the operator Y := P Q ⊥ is a strong solution to the operator Sylvester equation Since by (4.6) the spectra of the parts A 0 and Λ 1 are separated with distance at least d, it follows from Theorem 3.1 that
Indeed, by functional calculus the subspaces Ran P and Ran Q ⊥ are reducing for e itA and e −it(A+V ) , respectively, and the associated parts are given by e itA 0 and e −itΛ 1 . Hence, for x ∈ Ran Q ⊥ and y ∈ Ran P equation (4.8) agrees with (3.4), and for x ∈ Ran Q or y ∈ Ran P ⊥ equation (4.8) holds since both sides of (4.8) are trivial in this case.
Since the spectra of A 1 and Λ 0 are likewise separated with distance at least d, the analogous reasoning shows that (4.9) y, P ⊥ Qx = R y, e itA P ⊥ V Qe −it(A+V ) x f d (t) dt for x, y ∈ H .
Combining (4.8) and (4.9) yields (4.7). Taking into account representation (4.4) and the fact that every Ky Fan norm is unitary invariant, it follows from (4.7) that for arbitrary orthonormal systems {x j } n j=1 and {y j } n j=1 in H, n ∈ N, one has n j=1 y j , Xx j ≤ R n j=1 y j , e itA T e −it(A+V ) x j |f d (t)| dt
Again by (4.4), this implies that X n ≤ f d L 1 (R) · T n and hence, in view of the identity (3.6), that X n ≤ π 2d · T n for all n ∈ N. Since (S, · ) admits Ky Fan's dominance theorem, one concludes that X = P − Q ∈ S and P − Q ≤ π 2
T d .
Due to the fact that sin Θ = |P − Q| ∈ S and sin Θ = P − Q by (2.5) and (4.1), it remains to show that T ≤ V .
Indeed, one observes that (cf. [12, Lemma 6.2])
and, therefore, 2 T ≤ 2 V since P − P ⊥ and Q − Q ⊥ are unitary.
In a similar way, one can also prove a corresponding extension of Proposition 2.4, but we do not need this here.
Using Proposition 4.1 instead of Proposition 2.3 in the proof of Theorem 1, we obtain the following extension of the sin 2Θ theorem to symmetrically-normed ideals. 
We close this work with a concluding observation that addresses the case of normal operators A. 
Remark 4.3. A statement analogous to Proposition 4.1 holds if the operator A is assumed to be only normal and V is just bounded such that

