Abstract. The Theoretical and Experimental Tomography in the Sea
depths of 1500 m, was described as nonpenetrative (no density jump at the base of the mixed layer) and highly heterogeneous over the area, which was 50 to 100 km in extent. The presence of lateral variability and horizontal advection associated with mesoscale activity was pointed out.
In this paper, the THETIS I data are again considered, with a focus on the time evolution of the threedimensional temperature field. Temperature measurements are selected because they constitute the largest data set, and temperature turns out to be an excellent marker of water masses. It is necessary to adopt a unified method of analysis for the different data types because of the rapid changes in the field, of the range of scales involved, and of the diversity of measurements available. CTD surveys, for instance, cannot be considered to be synoptic. A standard inverse procedure is applied, in conjunction with a Kalman filter which accounts for time evolution in the form of persistence. Thus all the data are incorporated under the same assumptions on their scales of variability. Inevitably, some filtering of the field results from this approach, but one can always return to the original measurement to observe a given local process ).
The method developed for our analysis is presented in of similarities in the space and time spectral windows attached to each data set makes any analysis based on comparisons difficult. The problem of inadequate sampling is illustrated by the classical way of using CTD data: in order to access the horizontal structure of the field, the data collected during a cruise are assumed synoptic, and it is hard to distinguish, in the reconstructed maps, the relative contribution of time and space variability. The present approach takes explicitly into account the nature of the sampling and exploits the complementarity of the data sets. We choose to reconstruct a temperature field defined by a finite number of parameters characterizing its horizontal resolution, vertical representation, and timescale. Each data set is used to constrain the field through a relation defining its influence on the parameters of the field. This relation contains implicitly the date and position of the measurement. With such a process, all the information about the temperature field which projects on the space described by the parameters is extracted from the data.
Four data sets have been selected as providing temperature information. The CTD and XBT data are vertical profiles at single points in the horizontal and at single times. The fixed point temperature sensors give good temporal coverage but at single points in the three space dimensions. These first three data types are usually refered to as "direct measurements", but the terminology: "point measurements" would be more accurate. The last data set is provided by the tomographic measurements. They are "integral data" available with good time resolution. The measured travel times are inversely related to the sound speed encountered along the path of the acoustic rays. The validation and evaluation of this data set are exposed by SSGD. Figure 2 . At each cruise, it was attempted to repeat the sections 5øE, 6øE, and 42øN. Table 2 gives an overview of the vertical and temporal coverage provided by the temperature recording, while Table 3 summarizes the spatial extension of the tomographic array by listing the periods covered by each tomographic pair.
Implementation of the Method
Our goal is to reconstruct the evolution of the temperature field over the duration of the experiment from data sets characterized by spectral contents which differ both in time and space. The "state vector" is defined as a finite set of parameters, efficiently representing the features of the field under study. The value of these parameters will then be estimated from the available data set at a discrete number of instants. The choice of a state vector is obviously conditioned by the field we wish to estimate, but it also depends strongly on the data type and sampling available. Conversely, the esti- 1  T1-T2  2  T1-T3   3  T1-T4  4  T1-T5   5   6   7   8   9   10   11   12   13   14   15   T1-T6  T2-T3  T2-T4   T2-T5  T2-T6  T3-T4  T3-T5  T3-T6  T4-T5   T4-T6  T5-T6 
The vertical profile c•(z) deduced from a fit to the CTD data set is shown in Figure 3 . The RMS relative error made in representing 5T from (1) is 10% from 0 to 100m, 6% from 100 to 500 m, 2% from 500 to 1000 m, 4% from 1000 to 1500m, and 20% below 1500m. The slightly higher surface error is due to mixing which modifies the T-S relationship. The large deep value for the relative error corresponds to a decrease of the 5T variance, not to an increase of the error. In the following the sound speed and temperature variable will be considered as perfectly equivalent. The tomographic data set being the core of our observing system, the state vector x is defined in terms of sound speed, the results being later converted to temperature by (1). This choice, based on computational convenience criteria, has little influence on the results.
In order to deal with a reduced number of parameters, the sound speed anomaly 5C is projected on a limited number of vertical modes. The most efficient representation is ensured by taking the first empirical orthogonal functions (EOFs). The principal components analysis is performed on the sound speed profiles deduced from the CTD data set. The modes' efficiency for representing the sound speed perturbation can be measured through the percentage of total variance represented. In THETIS 1, the first five modes, shown in Figure 3 , represent 96.6% of the total variance. The main features of the vertical structure variability are clearly seen; they are linked to the surface layers, Levantine Intermediate Water, and deep convection variability which, during this 1991-1992 winter, only reached 1700m. CTD data were used to test the vertical basis and typical profiles of sound speed anomaly were reconstructed with five modes: as expected, the sharp gradients are smoothed off, but the main features are represented.
The vertical mode coefficients, representing the horizontal variations of the field, are decomposed in a truncated Fourier series. This type of representation has been implemented and evaluated in a previous simulation [Gaillard, 1992] 
First Diagnostics
The model is run from November 28 (day 331) to April 15 (day 480) with a half day time step. An overview of the data available at each time step is given in Figure 4 , which shows the number of data elements, for each data type, as a function of time. In this representation, there is no information about the weight of this data. One acoustic ray path is considered as one piece of data, one temperature sensor is considered as one piece of data regardless of vertical coherence between all sensors of a thermistor chain, one XBT or shallow CTD provides four to six layer data depending on depth, and one CTD deeper than 1500m gives five In the LIW layer the maximum temperature is found initially in the northeast corner, along the path of the NMC. The LIW enters the area by this corner and fills the Gulf of Lion. Temperature starts to decrease over the whole area by January 17-23. The largest temperature decrease is observed in the northeast where a very cold event, happening on February 2 at T1, brings water colder than the water produced inside the area by mixing with the above water. The water entering at this corner may result from mixing which has taken place upstream, in the Ligurian Sea, a region where convection can also occur. In the south, the cooling is slower and a stationary blob of LIW stays in place for 30 days. Because of inadequate sampling, the exact shape of this blob and possible connection with the outside are difficult to define. Despite strong surface cooling at T5 the deficit in temperature at LIW level is stronger at T6.
As in the surface layer, the cooled water masses have been redistributed. During the preconditioning period shown, the evolution in the deep layer is very slow and we see mostly weak mesoscale activity. There seems to The large-scale view of the preconditioning leading to convection is that it results from a locally intensified surface forcing, applied on an area where the water masses are confined by the general circulation. From our observations it appears that the process is more complicated and that the effect of spatial variability cannot be neglected for its understanding or when doing heat budgets. Two scales play an equally important role during the preconditioning.
(1) The water masses cooled by the atmospheric forcing are redistributed in the Gulf of Lion during the preconditioning phase. This makes it difficult to predict from the surface layers maps the exact place where convection is likely to start. These mesoscale horizontal processes may correspond to the instabilities predicted by the two-layer model of Gascard [1978] .
(2) The area is not totally isolated from the rest of the basin. The entrance conditions are modified during the preconditioning by mixing which has taken place outside the area. On the other hand, cold water may be exported, slowing down the preconditioning process. The general circulation is an important element of the final budget. In the Gulf of Lion, at the end of the THETIS i convective period, the water above 750m is anomalously cold, while it is anomalously warm between 750 and 1500 m, with respect to the initial temperature profile. The same contrast exists in space: the historical data compiled by Brasseur el al. [1994] show that the surface layer in the Gulf of Lion is anomalously cold with respect to the rest of the western basin. At the shallow levels at least, a pool of warm water is then available close to the convection area, for mixing with the cold water. At depth, the anomalously warm water, in density balance at the base of the mixed water column, will spread horizontally into the deep Mediterranean basin, providing a mechanism for deep water temperature increase.
The horizontal maps shown in Plate 2a-2c give some idea of the timescale on which the exchanges take place. We observe in the days following convection a period of rapid evolution: the surface capping already started during convection continues; at level 2, warm water appears at the eastern boundary after March 9 and the convected area is globally displaced toward the north- In layer 2 the LIW entering from the southeast nearly reaches the central point 42øN-5øE; at that time the LIW water layer there is thicker than it has been at any other time of the experiment. The amount of LIW entering the northeast corner is still very weak, suggesting a change in the general circulation pattern of this water mass. The secondary cooling event reaches layer 2 in the north and is responsible for the reopening of the chimney in the northwest corner (T5).
In the deep layer, the path of the convected water is hard to track. The water mass initially in the center seems to migrate toward the northwest corner, while some of it may escape through the southern and western side (this part of the array is poorly instrumented).
The general increase of temperature within the Gulf of Lion relative to initial conditions indicates that mixing is taking place within the convection area.
At the end of the experiment (April 25), the stratification inside the Gulf of Lion is not restored to its initial conditions. The final structure is characterized by a weakened vertical gradient of temperature with a deficit in LIW and an increased deep water temperature (0.01 øto 0.02 øC).
Buoyancy and Heat Budgets
The temperature evolution presented above is better understood when related to the atmospheric forcing and buoyancy budgets, which trigger and control the vertical mixing. Without resorting to a full surface forced numerical model of the region, which is beyond the scope of the present study, the simplest mixed layer model is used to evaluate whether surface fluxes can account for the observed changes in upper ocean stratification and the onset of convection, to assess the importance of advection, and to determine to what extent the spatial variability of the initial density field and of the forcing field can account for the location of the convective event.
Mixed Layer Model and Buoyancy Budgets
If at some time there exists a mixed layer (with uniform density, temperature, and salinity) of depth h(t), a surface buoyancy flux QB acting for a time step dt gives a density increase: dp -(gh) -• QBdt. This creates an instability which induces mixing and deepening of the mixed layer to a new depth h(t)+ dh. Assuming the mixing to be nonpenetrative, continuity of density at the base of the mixed layer, where the density profile is p(z), requires dp: p'(h)dh. Eliminating dp between the two expressions gives the implicit relation for the evolution of h(t):
which integrates to
Qsdt -g [p(h) -p(z)] --(s)
Not surprisingly, the importance of the density gradient
if(h) appears here: for a given flux increment Q•dt, dh is inversely proportional to if(h) (the weakest the stratification, the largest the deepening). The right hand side of (5), •(h), is the integrated buoyancy to depth
h; it is a measure of the stability of the water column, a weight per unit area [Gill, 1982] 
Conclusion
Temperature turns out to be a good marker of water mass changes as they occur during winter convection. It is also the parameter most commonly measured by the various in situ devices. Consequently, temperature has been chosen for performing the analysis of the convective event observed during the THETIS I experiment. This paper has presented a method for analyzing a parameter which is made available from diverse types of measurements. The objective analysis technique used treats the various data sets within a unifying systematic framework, with clear assumptions on the length scales that can be observed. Each data point is injected in the analysis when and where it becomes available. The estimated field is thus resolved by combining the various spectral windows in time and space, providing a time-evolving three-dimensional representation of the field. The local effect of mesoscale processes which usually disturbs the budget estimations can be reduced by performing volume averages. We can now have access to more reliable estimates of the heat content evolution. 
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