A variety of simulation methodologies have been used for modeling reaction-diffusion dynamics -including approaches based on Differential Equations (DE), the Stochastic Simulation Algorithm (SSA), Brownian Dynamics (BD), Green's Function Reaction Dynamics (GFRD), and variations thereon -each offering tradeoffs with respect to the ranges of phenomena they can model, their computational tractability, and the difficulty of fitting them to experimental measurements. Here, we develop a multiscale approach combining efficient SSA-like sampling suitable for well-mixed systems with aspects of the slower but space-aware GFRD model, assuming as with GFRD that reactions occur in a spatially heterogeneous environment that must be explicitly modeled. Our method extends the SSA approach in two major ways. First, we sample bimolecular association reactions following diffusive motion with a time-dependent reaction propensity. Second, reaction locations are sampled from within overlapping diffusion spheres describing the spatial probability densities of individual reactants. We show the approach to provide efficient simulation of spatially heterogeneous biochemistry in comparison to alternative methods via application to a MichaelisMenten model.
I. INTRODUCTION
Simulation methods have become a valuable adjunct to experimental work, facilitating the interpretation of experimental data and inferences about experimentally unobservable aspects of biomolecular dynamics [1] , yet accurate simulations remain challenging for many biochemical processes crucial to living systems. The need for improvements in simulation technology is particularly acute for macromolecular assembly systems, which are central to nearly all cellular processes, yet frequently not directly observable experimentally due to their small scale and rapid dynamics [2] . Intractability of experimental approaches is particularly acute for understanding self-assembly in vivo, which may operate quite differently from purified in vitro models due to such effects as spatial confinement [3] [4] [5] , macromolecular crowding [6, 7] , and influences of extrinsic cellular factors [8] . The challenges of developing simulations that are both accurate and efficient, especially for hard-to-model systems like self-assembly, has led to extensive work on models and algorithms for biochemical simulation seeking to balance computational efficiency with fidelity to the complexity of the underlying biology.
The Gillespie Stochastic Simulation Algorithm (SSA) [9, 10] was particularly influential in establishing a computational framework for efficient sampling of chemical reaction trajectories, especially for small copy-number settings typical of biochemistry in the cell. The SSA has proven a valuable tool for understanding the kinetics of reaction networks, i.e., tracking the evolving populations of interacting reactant species, when older methods based on deterministic differential equation systems * russells@andrew.cmu.edu are too inaccurate or computationally infeasible [11] [12] [13] . Many improvements have been made to efficiency of the basic method either via approximations or for particular spaces of model parameter [14] [15] [16] [17] [18] [19] [20] [21] [22] . Yet the SSA is not explicitly spatial and instead treats the reactants as uniformly distributed at all times, aside from transient fluctuations. To better capture spatial heterogeneity, extensions of the SSA have been developed based on the reaction diffusion master equation (RDME), typically partitioning the reaction volume into compartments or voxels for which the usual well-mixed assumption applies in each compartment [23, 24] . In these spatial Gillespie models, reactants can react within a compartment or diffuse to an adjacent compartment. However, there is an inherent conflict between accuracy (smaller compartments imply higher spatial resolution) and the well-mixed assumption (better satisfied with larger compartments and/or diffusion rates). In fact, even in the limit of fast diffusion rates, RDME may not converge to the Chemical Master Equation (CME) underlying the Gillespie algorithm [25] .
Brownian dynamics (BD) methods provided an opposite extreme of efficiency/realism tradeoffs for such modeling, allowing detailed, off-lattice spatial dynamics but at a cost of much greater computational cost. Coarse-grained BD methods have been widely used in self-assembly modeling, as they can deal well with systems with complicated spatial heterogeneity or geometrically intricate structures [26] [27] [28] [29] [30] [31] [32] [33] . However, their need to explicitly model diffusion trajectories of single particles creates high computational demands due to the large gap between timescales of diffusive motion versus those of typical molecular assembly processes.
Green's function reaction dynamics (GFRD [34, 35] ) provided an alternative approach to capture spatial heterogeneity in simulating reaction-diffusion systems while taking advantage of SSA-like efficient discrete event simulation without requiring spatial discretization. In-stead of generating sample trajectories from the CME or RDME through MCMC, or numerically solving the many-body Smoluchowski equation as in Brownian Dynamics, GFRD analytically solves the Smoluchowski equation for single molecules and molecular pairs in terms of Green's functions. These Green's functions describe the probability of finding a molecule (pair) at a certain location and time given a known position(s) at an earlier time. A maximum time step is chosen such that, with high probability, at most two molecules come into contact, a requirement for analytical tractability. This single/pairwise interaction assumption becomes more valid with smaller time steps, introducing a tradeoff between accuracy and efficiency. Reactions are incorporated through the boundary conditions, and the method combines into a single step propagation through space and reactions between particles. eGFRD [36] is a more recent exact algorithm which removes the accuracy/efficiency trade-off by including the concept of "protective domains" first developed by Oppelstrup et al. [37] . These domains are geometrically simple mathematical boundaries enclosing single molecules or pairs, each of which requires a distinct Green's function solution yielding next event types (domain escape or reaction) and waiting times. Because the time steps are now domain specific, eGFRD is an asynchronous algorithm allowing increased efficiency in some circumstances, although the additional mathematical complexity comes at significant computational expense.
Despite these advances, the most challenging systems remain out of reach of molecular simulation methods without substantial simplifications [2] . New advances in models and algorithms for efficient but physically realistic simulation remain a pressing concern if the field is to continue to move towards solving the grand challenge of truly comprehensive and predictive models of whole-cell biochemistry. In the present work, we develop an alternative methodology intended to maintain the spatially realistic nature of eGFRD's reaction sampling, while reducing computational complexity.
THEORETICAL FRAMEWORK
Consider the bimolecular association reaction system:
where A and B are hard-sphere species with radii r A and r B and diffusion coefficients D A and D B . There are two traditional treatments of diffusion influenced reactions. The first was introduced by Smoluchowski [38] and later extended by Collins and Kimball (CK) [39] . At time t=0, a single particle of species A is held fixed at the origin and an initial surrounding concentration gradient is set up for the mobile species B molecules. They showed that
where Φ(t) is the probability flux across a boundary sphere for the A particle at radius R, and c 0 is the initial uniform concentration for species B. The simultaneous diffusion of both species is incorporated by setting D as the sum of their respective diffusion coefficients. In this picture, c(r, t) is found by solving the diffusion equation
subject to initial condition c(r, 0) = c 0 and the radiation boundary condition D(∂c/∂r) r=R = kc(R, t) where k has the nature of a specific reaction rate. The solution c(r, t)/c 0 is a complicated function and obeys the relation
where k i is the limiting value k(t ⇒ 0). Naqvi et al. [40] (sections III.-IV.) updates this, by replacing the diffusion equation with a discrete random walk model from which it is obtained in the limit of sufficiently long time and distance scales, as
with ∆ equal to two thirds the scattering mean free path. The second treatment is due primarily to Noyes [41] and considers an isolated pair of reactive molecules separating from a nonreactive encounter. They showed that
where k 0 is defined as "the rate constant applicable for an equilibrium molecular distribution" [42] and h(t)dt is the "probability two molecules separating from a nonreactive encounter at time zero will react with each other between t and t + dt" [41] . This can be recast into the form ( [40] Eq.47)
where R 0 denotes the distance between two molecules separating from a nonreactive encounter at time zero, and the survival probability S(t; r 0 , R) is defined as
The function h(t) appearing in Noyes' fundamental relation can be inferred as the special case
To be clear, r 0 is the separation distance immediately after a nonreactive encounter. Naqvi argues that r 0 = R, the reactive contact distance defined in the boundary condition, but instead r 0 = R 0 = R + ∆. The exact expression for p(t; r 0 , R) depends on various assumptions, e.g., that the discrete random walks taken by the particles are accurately described by a continuous diffusion equation. In this case, one needs to make further assumptions about initial conditions and boundary conditions.
In the CK picture, the reaction rate evolves only during the time window beginning with the initial condition and ending with a reaction. The assumption here is that immediately after a reaction, the system returns the concentration surrounding the product molecule to the fixed initial value. As such, the formalism may not be suitable to an event-driven, explicitly spatial simulation. Chew et al. [43] with their microscopic lattice method address this issue by deriving their lattice parameters as analogues to the effective or steady state reaction rates in the continuum CK/Noyes theory. This ensures the model behaves similarly to the theory over suitably long time scales.
While our treatment of diffusion influenced reactions is similar to the particle pair approach in Noyes theory, there are notable differences. Instead of using probabilistic arguments to derive reaction rate functions suitable for a differential equation model, we use them to derive reaction propensities suitable for a discrete event SSA. Our conception is as follows: Given a collection of molecules in an explicit and bounded 3d space, and assuming a maximum diffusion time before which we observe their positions, reaction waiting times can be randomly sampled using pairwise propensity functions. The probability density we focus on is not h(t) = p(t; r 0 = R 0 , R), but rather p(t; r, R) where r is interpreted as the initial separation, and R is the separation below which a reaction can occur.
In the remainder of the paper we describe the model and implementation, which we refer to as the DiffusionBased Embedding of the Stochastic Simulation Algorithm in Continuous Space (DESSA-CS) method, in reference to an earlier space-free method [44] based on an accelerated SSA algorithm [17] , and demonstrate its effectiveness in comparison to prior alternatives through application to a Michaelis-Menten model.
II. METHODS
Algorithm 1 summarizes our general procedure for offlattice spatial stochastic simulation. It makes use of a discrete event structure similar to the stochastic simulation algorithm, with the addition of routines for sampling reaction locations. This sampling is based on diffusion spheres containing n sigma standard deviations of the Gaussian distributions describing each particle, similar to GFRD. The resulting positions (due to reactions and position-only updates) are therefore restricted to be within the diffusion spheres, no matter the choice of n sigma (typically 3-5).
In contrast with existing simulation methods in which the boundaries of the simulation volume are either periodic or reflective, we utilize an alternate approach. The state of each molecule is given by the mean and variance of its Gaussian probability distribution, therefore we do not have access to precise positions or velocities. As such, the action of a periodic boundary condition is not well defined. Our approach to wait time sampling is to allow the diffusion spheres of molecules near the boundary to extend a small distance beyond the boundary, typically a small fraction of the container length. When sampling reaction locations, we implement a reflective boundary procedure designed to keep the molecules within the simulation volume while respecting the physics of diffusion.
Algorithm 1 DESSA-CS procedure 1: Initialize Event Queue: For each assembly, consider self events (unimolecular reaction, position-only update) and pair events (bimolecular reaction) and add to the queue the earliest self event and pair event for each assembly. Extract the next event on the queue.
5:
if event is bimolecular and valid then 6: sample location for product given waiting time; update data structures; add next self event(s) to the queue; add next potential bimolecular events to the queue.
7:
else if event is unimolecular event and valid then 8: sample locations for both products; update data structures; add next self event(s) to the queue; consider each product and add next potential bimolecular events to the queue.
9:
else if event is position-only update and valid then 10: sample location; update data structures; add next position-only update to the queue; add next potential bimolecular events to the queue.
11:
(Apply boundary conditions to product(s) if necessary, before adding new events to the queue.) 12: until max allowed simulation time or max allowed number of reactions is reached
SAMPLING BIMOLECULAR REACTION WAITING TIMES
Consider a set of K possible bimolecular reactions, i.e., distinct pairs of individual molecules each represented as a point particle, and assume each molecule traverses an explicit 3d space by diffusion. For each molecule pair, k, there exists a reaction propensity a k (t; s)dt describing the probability of an encounter and subsequent reaction of that pair, within some small time interval [t, t + dt) after the most recently executed event at time s. The waiting time, t wait , before the next reaction of reactant pair k can be sampled via the equation [45] 
which determines the time at which the integrated propensity equals an exponentially distributed random variable. Because each of our propensity functions are unique to their associated molecular pair, the reaction channels defined in the original SSA and in Anderson's modified next reaction method [45] at the the species level are now defined at the molecule pair level. At the moment a given molecule's state is updated, the probability density describing its center of mass is concentrated at a single point, i.e., a Dirac delta function centered on that point. As time progresses, the probability density spreads as a Gaussian. This is the free diffusion Green's function solution of the diffusion equation [34] . The positions of two molecules A and B are therefore described by two independent Gaussian random variables,
In order to evaluate Pr(encounter & reaction | t), we factor the joint probability as Pr(encounter | t) * Pr(reaction | encounter). The latter factor is expressed as a time-independent intrinsic reaction rate constant, c, such that c dt is the constant reaction probability for each small time interval.
Point Particles
In evaluating the former factor, Pr(encounter | t), we assume the initial positions of A and B are known and ask the following question: given a sampled position x A of molecule A taken after time t, what is the probability a sampled position x B of molecule B after time t will be close to A? Here "close" means at a distance less than a threshold denoting contact or an encounter.
This question can be answered in the language of distributions of quadratic forms in random variables. We define the quadratic form Q(t) as the squared Euclidean distance between Gaussian random variates x A and x B .
Thus,
where R 2 enc is the square of the encounter threshold distance. Theorem 4.2b.1 of Mathai & Provost [46] provides a formula in terms of an infinite power series expansion which we use for evaluation.
The coefficients z h (t) are defined recursively and depend on µ AB = µ B − µ A , and Σ AB (t) = (Σ A + Σ B ). See Appendix A for a full description. Convergence is defined by no change to 5 places after the decimal for 10 successively higher order approximations. For very small t and large initial separation, the approximation can oscillate wildly about zero. In these parameter regions where numerical instability is detected, we set the CDF to zero. With isotropic diffusion, the reaction propensity for a given R 2 enc , d = norm(µ AB ) and intrinsic rate c can be reparameterized as a function of the variance v of X B−A (t) rather than a function of time directly. This variance is simply the diagonal element of Σ AB (t).
The time to next reaction can now be determined by evaluating
and inferring t wait from the variance value, should it exist. Figure 2 visualizes the wait time sampling procedure. One added complication is that the DESSA-CS algorithm is event driven. After each event, potential new reactions are considered for the product(s) of that most recently executed event. This implies that the position of the product (e.g., reactant A) is known precisely, while its potential partner (e.g., reactant B) has been diffusing for a time t of f set and thus has its position represented by a Gaussian random variable. Any integrated propensity up through v(t of f set ) must therefore be discounted when sampling the variance at which a reaction occurs. See Figure 1 for an illustration. The sampling procedure is described in Algorithm 2. A Matlab implementation of the algorithm is available on GitHub [47, 48] . Note that our propensity function describing Pr(encounter & reaction | t) is equivalent to p(t; r, R) from the Noyes theory under the assumption that the molecules are dimensionless point particles for which there is no minimum separation distance. In this case, there is no need to go beyond the free diffusion Green's function solution to the diffusion equation as there are no boundary conditions enforcing a minimum pairwise separation.
Particles with Finite Size
Assume both particles are spherical and R defines the center-to-center distance at contact. The propensity function is again constructed as Pr(encounter & reaction | t), however we now express the probability of an encounter given an initial separation as Pr(encounter) = p(R, t; r 0 , 0). Assuming p(r, t; r 0 , 0) obeys a diffusion equation, and is subject to the initial condition 
where B = (1 + c 4πRD )/R is a function of the intrinsic rate constant, c. The propensity function is a(t)dt = p(R, t; r 0 , 0) c dt and the time to next reaction, t wait , can be determined from the integrated propensity by evaluating
with r k ∼ unif orm[0, 1] and τ = tDB 2 . The waiting time is inferred as t wait = τ * /DB 2 . As in the point particle context, when molecule B of the molecular pair has been diffusing for a time t of f set when we are sampling reactions for molecule A, the integrated propensity up through t of f set must first be subtracted from the L.H.S. of Eq. 7. Alternately, Eq. 6 can be numerically integrated. 
Else, no reaction is sampled. Update particle positions.
SAMPLING BIMOLECULAR REACTION LOCATIONS Diffusion Sphere Intersection Volume
Again we make use of the labels A and B for the specific molecules undergoing the next association reaction. At this time, the spatial region available for the reaction consists of the intersection of the diffusion spheres bounding their independent Gaussian probability distributions. In order to correctly sample from this region, henceforth called the overlap volume (OV), we consider its progression.
While the OV grows continuously due to diffusion, for the purpose of location sampling at a given time we have found it useful to classify it into one of 5 distinct cases. Sampling procedures are described below for each case. Figure 3 visualizes the two trajectories available to the diffusion sphere OV. The first trajectory applies when D B > 4D A and passes through cases 1, 2, 3 and 5. The second trajectory applies when D A < D B < 4D A and passes through cases 1, 2, 4 and 5. Given the current system time t, the waiting time until the next reaction of A and B, t wait , and the system time at which the state B was last updated, we can infer t A−elapsed and t B−elapsed , the durations during which each had been diffusing before the reaction, which includes the waiting time to the reaction. Using t A−elapsed and t B−elapsed to define the diffusion spheres at the moment the molecules react, we can infer the OV case.
Case 2 begins when the radius of the faster diffusing particle (here, B) is equal to d, the distance between the Gaussian means of A and B. This radius can be computed as R B (t) = n sigma √ 6D B t, where n sigma is the number of standard deviations bounded by the sphere. The starting time for this case is given by
Starting times for cases 3-5 are calculated as follows:
Path 1 Case 3 Start Case 5 Start
Case 4 Start Case 5 Start
Equiprobability Rings
The line AB connecting the initial known positions of A and B defines an axis of symmetry in the sense that within the OV there exist rings centered on this axis, whose points are equidistant from A and equidistant from B. The rings are therefore sets of equiprobability points from which molecule positions might be sampled. Each ring is uniquely defined by two numbers, its distance to the initial position of A, r A , and the CCW angle, θ A , of its topmost point with respect to the line AB. After sampling (r A , θ A ), the reaction location can be chosen uniformly at random from on the ring. These variables are illustrated in Fig. 4 , which specifically shows their instantiation for Case 2 of the analysis. Figure 2 . Examples of successful and unsuccessful sampling of a biomolecular reaction waiting time. In both subfigures, the solid curve is the integrated reaction propensity associated with two reactants described by Gaussians with means separated by 8µm. The left subfigure shows the successful sampling of a bimolecular reaction waiting time as there is a variance value (and thus, a waiting time) at which the integrated reaction propensity equals the exponentially distributed random number, 0.2. In the right subfigure, the exponentially distributed random number is 0.26, and so there is not sufficient integrated propensity for a reaction to occur. The propensity curve corresponds to an intrinsic rate constant 6 * 10 7 s −1 , encounter radius squared R 
Case 1
Sampling rA
In order to sample r A correctly, we re-weight the probability density in the OV, i.e., compute a posterior probability. Define h ring (θ A ) as the radius of the ring whose points are at distance r A and for which the top most point defines a line with A at angle θ A . The circumference of this ring is 2πh ring (θ A ). Integrating this circumference over the available θ A range allows us to determine the size of the set of points at distance r A .
The upper limit of integration, θ A−max , is calculated by considering the triangle defined by the three points: A, B, I. The base (AB) length is d. The side BI has length R B since I is the point at which (r A , θ A ) intersects the OV, i.e., a point on the B diffusion sphere. The remaining side length is r A . From the law of cosines, θ A−max is calculated in terms of the side lengths.
The bounds on r A defining the OV are Sampling θA|rA, t
The tuple (θ A , r A ) uniquely defines a ring of equiprobability points within the OV from which a single reaction location can be chosen uniformly at random. Thus, the probability with which a given θ A is sampled should be proportional to the size of the corresponding ring.
Consider the triangle defined by the points A, B, J where J is a point in the OV at (θ A , r A ). The length of side BJ is r B (θ A ) and can be computed with the Law of Cosines. The height of this triangle, h ring , is again the radius of the ring passing through point J. Figure 4 provides a visual description of the relevant Case 2 variables. Variables for the other cases are defined similarly. For any r A less than or equal to (R B − d), the full angular range of region 2 is available, i.e., θ ∈ (0, π). As r A increases from (R B −d) to R A , the available positions within region 2 decrease to 0. We capture this dependence with the angle integration limits, (0, θ A−end ), where θ A−end = π for r A ≤ (R B − d). The logic behind the form of w(r A ) is analogous to case 1, however.
Sampling θA|rA, t Sampling here is analogous to case 1, with updates to the available angle ranges for a given r A .
The angular max is given by θ A−max = π for r A ≤ (R B − d), and
otherwise.
Case 3
In this case, the full range in r A (∈ [0, R A ]) is available. Therefore, no re-weighting of probabilities is needed.
Sampling here is analogous to case 1, but with the full range of angles available.
Case 4
Sampling rA Sampling here is analogous to case 2.
Sampling here is also analgous to case 2.
, and θ A ∈ [0, θ A−max ]. The angular max is given by θ A−max = π for r A ≤ (R B − d), and
Case 5
Determining Bimolecular Reaction Locations by Rejection Sampling
Because PDFs in each case may be complicated functions, we cannot always sample from them directly. Instead, we first draw a sample of our variable (e.g., x) uniformly from its feasible range. In order to determine whether this sample is accepted or rejected, we utilize an envelope function, Q(x) whose probability density at all feasible points is at least as great as that of the PDF from which we want an observation. The sample x is accepted if q(x) drawn uniformly from [0, Q(x)] is less than P DF (x).
Reflective Boundary Conditions Figure 5 illustrates our method for handling hard (i.e., reflective) simulation walls during location sampling. After a bimolecular reaction is scheduled, the diffusion sphere overlap volume still defines the region beyond which the reaction is not allowed -even in the presence of boundaries. First, an unconstrained reaction location is sampled and the displacements for both particles noted. Next, assume the reaction location happens to be outside the simulation volume. Because the unconstrained spatial probability densities describe radial displacements from either particle's initially known location, application of reflective boundary conditions need only guarantee both particles' piecewise linear paths each sum to the noted displacements, and terminate within the simulation volume.
One potential issue is that within the finite simulation volume, the reaction propensity never decays to zero. Instead, it eventually reaches a plateau equal to the wellmixed approximation. Therefore, we should limit the diffusion time such that the unconstrained particles might diffuse to a distance greater than a boundary, but not so long that the well-mixed assumption applies. A second potential issue is that in the finite particle representation, volume exclusion should prevent sampled locations from leading to particle overlap. We define two molecules to be overlapping if the distance between their Gaussian means is less than R, the minimum allowed separation, and neither molecule has been diffusing for longer than R 2 /6D. In the event overlap is detected, a new location is sampled.
III. RESULTS

Application: Michaelis-Menten
We applied DESSA-CS to the well known MichaelisMenten enzymatic reaction system within a 90µm 3 volume. The original benchmark was developed by Andrews [51] and updated by Chew et al. [43] to account for the extreme run time demands of eGFRD. Figures 6 and 7 display our results for the updated benchmark, displaying the population dynamics for molecular species E, S, ES and P, which obey the binding rules E + S ⇔ ES ⇒ P. Figure 8 shows comparable results for eGFRD. Simulation run times for the point particle and finite particle representations respectively were 20 seconds and 37 seconds, roughly two orders of magnitude faster than eGFRD (see Figure 5 of Chew et al. [43] and Table I below).
In the point particle simulations, the data set consisted of 800 linearly spaced distances in [R 
10
−6 ,T maxDif f use ]. The run time necessary for this data set was roughly ∼ 19.6 * 10 3 s. In the finite representation, the 1600 linearly spaced variances were replaced with 1800 linearly spaced time points. Computation of the integrated propensity data set required ∼ 1.05 * 10 3 s. An important difference between the point particle and finite particle representations is that in the former case, P r(encounter | t) does not depend on the intrinsic reaction rate while in the latter case it does. This allowed us to compute integrated encounter probabilities before simulation time when considering point particles. The integrated propensities used during the simulation were obtained from these by multiplication with the intrinsic rate. The implication is that for a single pre-computed data set, simulations can be run with many values of the diffusion rates and intrinsic reaction rates. For models capable of producing large or complex oligomers, it may become necessary to compute such data sets at multiple R enc values. In the finite particle representation, integrated propensity data sets must be pre-computed for each combination,
IV. CONCLUSIONS AND DISCUSSION
We have presented a novel event-based method for simulating reaction diffusion systems in continuous space and in the presence of planar or curved boundaries. As in the Gillespie algorithm and related methods, we sample bimolecular reaction waiting times by utilizing propensity functions. However, with the introduction of 3d space, the reaction propensities now depend explicitly on the time reactants diffuse, allowing them to encounter one another. The result is that we integrate the propensity function of each reactant pair in order to determine whether (and when) a reaction is possible in a specified duration. While the method is inspired by ideas from GFRD and eGFRD, our method for sampling reaction locations given the waiting time is, to our knowledge, novel relative to other spatial simulation methods. We rely on two assumptions: (1) that reactions must happen in the region both reactants' diffusion spheres overlap and (2) that the probability distributions characterizing the possible distances either reactant has traveled are Gaussian and independent. This implies there are rings of equiprobable points at constant distance from the Gaussian means of the reactants and suggests a method to sample such a ring: first, sample a distance, r A from one reactant, and then sample the angle w.r.t. the axis connecting the means given r A . Each ring is uniquely determined by this distance and angle, and the reaction location can then be selected uniformly at random from on the ring. We compare our method with its most relevant competitor, eGFRD, on the modified Michaelis-Menten benchmark model described in Chew et al. [43] . The dynamics displayed by eGFRD, Spatiocyte (implementing a microscopic lattice method), and Smoldyn are quantitatively similar. DESSA-CS Figure 5 . (Left) Shown are applications of the reflective boundary condition after a position-only-update event (e.g. E) or after a bimolecular reaction event (e.g. A&B, G&H). (Single Reflection) In the bimolecular case, we reflect about an axis defined by the two intersection points of the lines connecting the reactants with the product, and the boundary. This ensures that the distances traveled by both particles remains the same. When these lines exit the simulation box through the same face (e.g. A&B), the reflection axis is parallel to the face. When the lines exit though different faces (e.g. G&H), the axis must be computed and the reflection can be implemented with the Rodrigues rotation formula in the appropriate reference frame. (Multiple Reflection) Depending on the location of the reactants and the distances they travel, the post-reflection location may end up outside a different boundary, though to a lesser extent. We simply need to update the reactant positions to be the boundary intersection point(s) and reapply the reflection procedure. In principle, this procedure works for any simulation volume, including those with curved boundaries. (Right) For a cubic simulation volume, we determine through which face (and at what point) a reactant (A) first passed if it is found outside the simulation volume. In this case, the pre-reflection location A' exceeds the simulation volume along more than 1 dimension which means it is necessary to compute dIntersect for each 2d plane exceeded by A', and then compute the intersection point, I, for the face with minimum dIntersect. are taken from Figure 5 of Chew et al. [43] . In order to reproduce similar dynamics, we chose the intrinsic bimolecular rate constant k bimol = 6.3 * 10 7 s −1 (with R −1 (governing ES ⇒ E + S and ES ⇒ E + P ), diffusion coefficient D = 1µm 2 s −1 , intrinsic bimolecular rate constant k bimol = 1 * 10 −2 s −1 , and particle radius r = 0.01µm are taken from Figure 5 of Chew et al. [43] shows a substantial improvement over the run time of eGFRD, achieving run times generally comparable to the discrete-time alternatives Smoldyn and Spaciocyte MLM.
The method as presented leaves several avenues for extension and improvement in future work. DESSA-CS is able to achieve its comparatively high run time efficiency by exploiting the fact that, under certain assumptions, wait time sampling can be described by a deterministic part applicable in many circumstances, and a stochastic part specific to each reactant pair. We can therefore perform much of the expensive deterministic computations once, independently of each simulation run. Those assumptions include isotropic diffusion as the primary method of transport, and that reactions between distinct pairs of molecules are described by time-inhomogenous Poisson processes with mean parameter equal to the integrated propensity (this implies exponentially distributed waiting times). These are reasonable assumptions, yet both may be relaxed in future work. Numerically integrating these reaction propensities when considering new reactions at every step of the simulation can lead to the same computations being performed thousands or millions of times. Only the sampling of the exponentially distributed random numbers must be performed for all potential bimolecular reactions. The overall accuracy of the method is dependent on the resolution of the precomputed integrated propensity curves. Spaciocyte MLM 13s ∆t = 1ms, r = 38.73nm periodic spatial lattice / fixed [43] Spaciocyte MLM 276s ∆t = 67µs, r = 10nm periodic spatial lattice / fixed [43] Table I. Method Comparison on Updated Benchmark from Chew et al. [43] . Diffusion coefficients are 1µm 2 s −1 . The local eGFRD simulation was run using the open source simulation environment E-Cell version 4 [50] .
