INTRODUCTION
Several artificial neuron models are best described by a set of continuous differential equations that define the evolution of some variables over time, e.g. the membrane potential of the neuron. When these models are connected together, we obtain a differential equation system with complex inter-dependent interactions. To gain the solution of such a system, in general it requires a numerical integration since in the vast majority of cases there is no analytical solution. Regardless of the numerical method used to we would like to emphasize the fact that all these numerical methods actually require a central clock to synchronize computations. For instance, to compute the model variables at time t explicit methods use the information available on all model variables at time t − 1. Since the spirit of neural networks lies in the so-called distributed property, it is rather counter-intuitive to rely implicitly on such a central clock. In this context, we would like to study the extent to which we can remove this central clock and implement asynchronous computations. This has been already studied in the case of cellular automata [1, 2, 3, 4] and parallel computations [5, 6] where different levels of numerical synchrony are considered. The highest level corresponds to the whole system being periodically evaluated and updated, while the lowest level corresponds to an undefined period of time after which a system unit is evaluated. Some proof of convergence have been proposed in the excellent work of [7] where he assumes all functions to be of type K. However this condition does not hold for differential equation systems as ours with several distinct fixed points. Consequently the convergence conditions of asynchronous calculations shown in [7] do not apply for our model and hence the convergence of the synchronous and asynchronous to the same fixed point is not guaranteed asshown in our numerical experiments. In this work, we focus on three levels, namely the synchronous, the asynchronous uniform and asynchronous non-uniform level. Firstly, we define these levels and then introduce the model under study. In the subsequent section , we present numerical experiments which reveal different aspects of the three computation schemes.
SYNCHRONOUS AND ASYNCHRONOUS COMPUTATION
Consider a generic discrete set of n first order differential equations:
with a set of initial conditions:
When an analytical solution can not be found, the evolution of such a system can be approximated using numerical integration. For sake of notation, we use the explicit forward Euler method, however the subsequent definitions may apply to other methods as well. The Euler method provides us with an approximation for first order differential equations as given below.
or
where S is a set of integers between 1 and n andS represents the complement of S . Since ∆x i (t) = 0 stipulates f i (x 1 (t), x 2 (t), ..., x n (t)) = 0 from Eq. (1) it can be concluded that system's fixed points are independent of the choice of S , .
In the following paragraphs, we discuss different choices of S yielding different evaluation types.
Synchronous evaluation
The conventional update rule evaluates all elements synchronously, i.e. S is the set of all integers between 1 and n, S = {1, 2, . . . , n}. Consequently, (2) can be expressed as:
Usually, this approximation is iterated over time until the desired state is reached, e.g. a given final time t f inal .
The order of updates of the x i does not affect the result and all elements are updated only once in each time step ∆t. From a mathematical perspective, this procedure corresponds to the conventional definition of the explicit Eulerforward approximation. From a physical perspective, this procedure assumes a common or unified time for all variables x i (t).
Asynchronous evaluation
We may also consider the equations in (2) to represent independent elements, even if they are linked to each other. Consequently, each element might have its own update time. In this case, for each update, the set S is set to a single integer i chosen randomly from the interval [1; n]. Therefore, each element x i is updated separately and the evaluation is asynchronous. In other words, at each time point the asynchronous procedure only updates a single randomly chosen element x i . This computation procedure is known as local update [3, 4, 8] .
One way to implement this scheme is to choose one element to update in each time interval ∆t/n without taking into account the elements chosen before. In statistical terms, this evaluation resembles the urn model with return where n elements are drawn from the urn in each time interval ∆t. Consequently, it is possible that the update of one element is repeated several times, while others elements retain their values. We call this procedure the non-uniform asynchronous computation.
Algorithm 1 Computational asynchronous evaluation (uniform)
In contrast, another procedure may define a more uniform asynchronous evaluation and guarantees that each element is evaluated only once in the time interval ∆t as shown in the Algoritm 1.Here, shu f f le( [1. .n]) denotes the sequence randomization of integers in the interval [1..n]. This evaluation scheme corresponds to an homogenous system where all elements evolve along a common time axis. In a statistical sense, this evaluation resembles the urn model without return and a complete return of all elements after the time ∆t. Therefore, all elements are updated before an element can be updated again. In this case, the sequence of updates affects the results obtained. We call this procedure the uniform asynchronous computation.
THE MODEL
The subsequent discussion is based on a degenerate dynamic neural field whose behavior reflects the major phenomena observed in the full neural field model presented in [9] . Mathematically, the model can be expressed as [10] 
with the absorbing boundary conditions
Here I x , I y are the external inputs such that I x = 1, I y = I and I is the constant external input, 0 < I ≤ 1. Furthermore, we choose 0 < α < 2. A detailed stability analysis shows [10] that the system (3) has two stable fixed points, (x, y) = (0, 1) and (x, y) = (1, 0), two saddle nodes and a stable fixed point at (x, y) = (1, 1) for I > 1 − α/4. Since dynamic neural fields are mainly concerned with competition among units, this model provides us a very simple competition mechanism where the increase of one variable is dependent on both its difference from the other variables and from the input. In the following discussion, model parameters are defined as I x = I y = I = 1 and α = 0.5. For these parameters, the model exhibits stable nodes at (0, 1), (1, 0) and (1, 1) and saddle points at (1, 0.5), (0.5, 1). Hence the analytical model (3) predicts that trajectories starting in the origin (x, y) = (0, 0) approach the stable fixed point (1, 1) by virtue of the symmetry of x and y. The subsequent section shows a few numerical studies on the properties of the asynchronous computation.
RESULTS

Experiment 1 : Basins of attraction
The objective of this experiment is to find the set of initial points, called the basin of attraction, for which the trajectories reach the state (1, 1) with a probability of 0.9 or greater. The experiment is performed with different values of ∆t and results for ∆t = 0.1 are shown in Fig. 1 .
The figure reveals that the synchronous computation yields a larger basin of attraction compared to the asynchronous computation. Furthermore, it is found that for the asynchronous computation the increase of ∆t diminishes the basin of attraction,while the basin of the non-uniform computation is smaller than that of the uniform computation. The latter result is obvious for ∆t = 0.1, for which the synchronous and the asynchronous-uniform basin of attraction are similar while the asynchronous non-uniform basin is much smaller. Therefore, it can be concluded that the values of ∆t for which reliable asynchronous non-uniform computations can be performed accurately, are very small.
Experiment 2 : Effect of the time step ∆t
To further study the effect of the time step ∆t, we simulate 1000 trajectories for various ∆t and count the number of trajectories converging to the fixed points (1, 1), (0, 1) and (1, 0) .These points were respectively approached by the
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Asynchronous Non-uniform FIGURE 2. Effect of the time step ∆t on the number of trajectories reaching the fixed point (1, 1) for asynchronous computation. The number of trajectories approaching the fixed point (1, 1) is denoted by blue circles, the trajectories to (1, 0) and (0, 1) are red plus-signs and green crosses, respectively. The maximum number of trajectories is 1000. Figure 2 reveals that the number of trajectories converging to (1, 1) decrease rapidly with increasing ∆t for the asynchronous non-uniform computation, while the number of trajectories converging to (1, 0), (0, 1) increases. This could be interpreted as a numerical de-stabilization of (1, 1) and in turn numerical stabilization of (1, 0), (0, 1). The asynchronous uniform computation yields a high number of trajectories converging to (1, 1) in the interval ∆t ∈ [0.01; 0.25]. Increasing ∆t beyond this interval results in more trajectories converging to the corner points (1, 0), (0, 1). Therefore, one could say that the uniform computation keeps the fixed point (1, 1) numerically stable for larger ∆t than the non-uniform computation.
Experiment 3 : Convergence speed
Finally, we investigate the convergence speed of the trajectories starting from (0, 0). We have simulated 1000 trajectories for each different value of the time step ∆t in {0.01, 0.02, .., 0.5}. Then, we calculated the average value T of the time taken by the trajectories to reach the fixed point (1,1) which is approached by the space region [0.9; 1.0] × [0.9; 1.0]. Figure 3 shows that both types of asynchronous computations are faster than the synchronous computation, for ∆t < 0.3. Moreover, an asynchronous uniform evaluation is faster than the corresponding asynchronous nonuniform evaluation.
CONCLUSION AND FUTURE DIRECTIONS
In this paper we investigated the possibility of asynchronously evaluating a system of inter-dependent continuous differential equations. We find that asynchronous computation breaks the symmetry between variables and thus yields asymmetric trajectories. This phenomenon is more evident in the case of non-uniform asynchronous computation. Moreover, in uniform computation, the increase of ∆t does not have a significant effect on the basin of attraction of a stable fixed point. However, in non-uniform computation increasing value of ∆t greatly reduces the basin of attraction. The maximum value of the time step that allows the convergence to the analytical fixed point is much higher in the uniform case. Finally, a quick investigation of the speed of the different computation types reveals a clear advantage towards the uniform asynchronous computation compared to corresponding non-uniform version and the synchronous computation. Similar observations are also mentioned in [5] .
To conclude, our preliminary results underline several interesting properties of uniform asynchronous computation. Other properties like robustness to noise are currently under investigation. Also, this type of computation appears more natural for distributed paradigms such as neural networks. A thorough study of the biological plausibility for this kind of computation would be desirable.
