A log-linear cognitive diagnosis model (LCDM) is estimated via a global optimization approachparticle swarm optimization (PSO), which is an efficient method of handling local maxima problem. The application of the PSO to LCDM estimation is introduced, explicated, and evaluated via a Monte Carlo simulation study in this article. The aim of this paper is to fill the gap between the field of psychometric modeling and machine learning estimation techniques.
Introduction
Cognitive diagnostic models (CDMs) have been developed to identify whether a student masters each attribute required for solving corresponding items. For instance, Addition, Substation, Multiplication, and Division are four common attributes defined in math ability assessment practice, where test items such as "2+4-1" measure the first two attributes and "4x2/3" measure the last two attributes. In addition to educational testing, CDMs are useful in psychological measurement. For example, literature indicates that neuro-vegetative symptoms (NS) are a general construct that contains three attributes: depression (DEP), fatigue (FAT), and sleeplessness (SLE)Using CDMs allows researchers/practitioners to investigate the attributes for a given patient. Applied works can be found in more topics, for example, Stefanutti, Anselmi, and Robusto [1] uses the CDM framework to construct leaning map.
To ensure the reliability of a measure, multiple items are always preferred. To illustrate, the Medical College Admission Test (MCAT), which is designed to measure the mastery of four attributes, biology, physical, verbal, and writing, contains more than 50 items for each attribute. Among the item data types, binary scale is the most common one that has been adopted in many surveys and measures. Recent advances in model development have produced general diagnostic models, for instance, generalized Deterministic Input; Noisy "And" gate model (G-DINA), General Diagnostic Model (GDM) [2] , and Log-linear Cognitive Diagnosis Model (LCDM) [3] .
A LCDM (G-DINA or GDM) provides great flexibility such as 1) subsuming most latent variables, 2) enabling both additive and non-additive relationships between attributes and items simultaneously, and 3) syncing with other psychometric models, increasing insightfulness.
It can be proved that LCDM can be converted to core CDMs such as Deterministic Input; Noisy "And" gate (DINA), Noisy Input; Deterministic "And" gate model (NIDA), and the Reparameterized Unified Model, whereas examples of disjunctive models include the Deterministic Input; Noisy "Or" gate model. Throughout the article, the general diagnostic model is referred as a LCDM for consistency purpose.
The Log-linear Cognitive Diagnosis Model
As a member of latent class models, a LCDM is mathematically defined as:
(1) where = ( 1 , 2 , … , is the correct/incorrect response vector of respondent p on a test comprised of items, and element is the corresponding response on item i. is the probability of membership in latent class c, and is the probability of correct response to item i by respondent p who belongs to class c.
Suppose there are attributes. The cognitive state of a respondent is denoted by attribute vector = ( 1 , 2 , … , ), where each element in is a 1/0 binary variable indicating whether a respondent has mastered ℎ attribute . There are a total number of 2 possible attribute patterns (i.e., classes).
To illustrate, a respondent with a pattern = (0, 1, 1, 0 ) has mastered the second and the third attributes, but not the first and the forth ones. Similarly, if the pattern becomes = (1, 1, 1, 1 ), it means the respondent has mastered all attributes. To identify attributes that are required to solve each item, content experts provide a Q-matrix of size * , where and are the numbers of items and attributes in a test respectively. The ( , ) entry of the Q-matrix is 1 when item i is associated with attribute , and otherwise = 0. Given respondent p's attribute pattern is , the conditional probability of item i can be stated as:
Where is the set of Q-matrix entries for item i, ,0 is the intercept parameter, where represents a vector of size (2 − 1) * 1 that contains main effect and interaction effect parameters of item i, and ( , ) is a vector of size (2 − 1) * 1 with linear combinations of the and . Particularly, ( , ) inside the exponent function can be expressed as:
Where ,1,( ) and ,2,( , ′ ) are the main effect for th attribute and a two-way interaction effect for and ′ . Since elements of and are binary, ( , ) contains binary elements, which indicate effects needed to be estimated. For an item measuring A attributes, A-way interaction effects should be specified in ( , ) . Table 1 shows a concrete example of a measure with 3 attributes: Item 1 that measures 1 only has two estimates, where Item 3 measuring all three attributes has 8 estimates in total.
Current Estimation Methods and Problems
A variant of CDMs, LCDMs have been estimated using various algorithms, including (1) the expectation maximization (EM) [4] and (2) Markov chain Monte Carlo (MCMC) algorithms that are featured as the main estimation genres [5] . As a saturated version of CDMs, estimating LCDMs encounter more difficulties than simpler variants, such as DINA and DINO.
The EM algorithm is an iterative algorithm that involves two steps at each iteration; The E (expectation) step for computing individual's class membership and so forth the probability of membership at Equation 1, and the M (maximization) step for estimating item parameters (i.e., at Equations 2 and 3). The E and M steps are repeated until the parameter estimates converge to the maximum (log-) likelihood. The EM algorithm is reasonably fast and thus frequently used in practice. However, the increment of the number of latent classes would slow down the computation dramatically. On the other hand, the MCMC algorithms have become popular over the past decades [6] [7] , and the idea has been implemented in CDMs [8] . Jiang and Carter use MCMC to estimate LCDMs [9] . Compared with the EM algorithm, at many occasions the MCMC algorithms take longer to converge because the estimation relies on random sampling that involves accept/reject decision. Unlike the EM algorithm, whose updating is directional, there are a certain number of iterations in the MCMC algorithms making no progress on the estimation process. Compared with MCMC algorithms, the EM one has more users due to its wide integration in statistical software packages.
Both genres of algorithms suffer inappropriate convergence issue without parameter constraints, meaning that the LCDM estimation is likely to encounter (1) local maxima and (2) label switching problems [10] . To be concrete, there will be multiple local maxima of the log-likelihood function that trap the algorithms. Particularly, the EM algorithm is known to converge at local maxima instead of global maxima, where only the latter provides legitimate estimates. Label switching, on the other hand, leads to unreasonable interpretations of item parameters as well as disruption of the converging process. Rupp, Templin, and Henson [11] outlined the parameter constraint approach, for example, ensuring the positive-ness of , in Equation 3 and forcing the 2way interaction effect ,2,( , ′ ) to be bigger than the corresponding negative main effects -,1,( ) and -,1,( ′ ) . Evidence suggests that the parameter constraint approach would decrease of risk of reaching local maxima and keeping label consistency [11] , however, the constrained true sampling space remains unknown due to mathematical complexity. In addition, current estimation methods do not fully utilize high performance computing facility that has been rapidly developed. To reach global maxima in a derive-free mean as well as perform estimation in a parallel computing platform, a novel algorithm based upon particle swarm optimization is proposed to estimate LCDMs. In the following sections, the proposed algorithm is described thoroughly as well as its application to LCDM estimation.
Particle Swarm Optimization
The Particle Swarm Optimization (PSO) is a stochastic algorithm that belongs to the Swarm Intelligence methods family. Inspired by the social behavior of bird flocking and fish schooling, Eberhart and Kennedy [12] proposed PSO to find solutions to optimization problems, such as numerical integration and the travelling salesman problem [13] , [14] . The term 'particle' represents a natural agent that possesses swarm behaviors (i.e., the ability of performing social interaction). Examples of swarm behaviors include (1) improving themselves to expected levels and (2) interacting with their neighborhood. In the sense of estimation, each particle stochastically explores permissible space to yield the optimal solution. The PSO is particularly useful when solutions do not exist analytically or specifically have been proven to be theoretically intractable.
The strategy of the PSO algorithm is outlined as follows: each particle l represents a candidate solution to the optimization problem in a D-dimensional space, where the particle' current solution and velocity are presented by = ( 1 , 2 , … , ) and = ( 1 , 2 , … , ) . Note that in parallel computing framework, each particle can be allocated to a processing unit such that multiple particles can be executed simultaneously. The velocity is the updating step of a particle from its current solution to a future one. In addition, as the PSO algorithm stores information from its iteration history, the optimal solution of particle l (local best;
) and the optimal solution across all particles (global best; g ) are used to guide velocity updates.
Mathematically the iterative updating of velocity and solution can be expressed as:
vel lj t = w t * vel lj t−1 + c 1 r 1 t (x best lj t−1 − x lj t−1 ) + c 2 r 2 t (x best gj t−1 − x lj t−1 ),
where and are the solution and the velocity of particle l respectively at iteration t. Parameters 1 and 2 are learning/acceleration factors for each term exclusively situated in the range of 2 to 4. Parameter is called inertia weight (0 ≤ ≤ 1) that can be adaptively changed along iterations. Finally, 1 and 2 are random numbers sampled from 0 to 1 independently. Tremendous variants of the PSO (hybrid PSO) have been proposed to improve the algorithm performance, for example, manipulating parameters and , particle mutation, and adaptively tuning velocity [15] , [16] . The next section outlines the customized PSO to estimate LCDMs.
Hybrid PSO-EM Algorithm
The proposed algorithm is called the hybrid PSO-EM (HPSOEM) algorithm. As the name indicates, it integrates the properties of the hybrid PSO into the EM algorithm. That is, the hybrid PSO is used to replace the aforementioned M step. Pseudocode of the HPSOEM algorithm is outlined in Figure 1 . Explanation about the steps is present in the following paragraphs.
Step 2 outlines user-defined configurations of the HPSOEM algorithm: Meeting either condition-(1) maximum iteration number or (2) minimum variance of log-likelihood of all particles' local optimumwould stop the estimation. Like any algorithm, setting the maximum iteration number is necessary in real estimation practice. The unique part of the proposed algorithm is using the minimum variance of loglikelihood of all particles' local optimum to investigate converging status. The swarm effect brings particles to the space of the optimal solution such that eventually they all end up being identical.
Providing appropriate initial values, as mentioned in Steps 3 and 4, is helpful for starting the HPSOEM algorithm.
Figure 1. Hybrid PSO-EM Algorithm Pseudo Code
The results obtained from the EM algorithm can be used to serve as starting values of one particle. This practice allows some particle updating to start from closer numerical space. Step 6 (and therefore Step 20) is identical to the E step in the EM algorithm; that is, condition on which is obtained from the previous steps, the can be updated as:
where again, subscripts t, i, c, and p represent the iteration, item, latent class, and person respectively.
( | ) is the posterior class probability for a respondent, and therefore, the marginal probability of class membership is obtained by aggregating distribution on individual level.
In addition, when a solution violates the model constraint, its corresponding log-likelihood will be penalized to a certain degree. The larger the penalty is set, the less frequently the algorithm explores the solution's neighbor space. Inertia weight being set to be adaptive as Step 10 shows could "control the impact of the previous history of velocities on the current velocity and to influence the trade-off between global and local exploration abilities" of the updating particles [17] . In other words, balancing the explorations between global and local space, the adaptive strategy can effectively shorten converging time. The key element of the "hybrid" aspect is integrating the mutation idea, which is borrowed from evolutionary theory: mutation takes place when an organism needs to survive and have more offspring in a changing environment. In fact, this algorithm is named the evolutionary algorithm (EA). The essence is, if a particle has violated the model constraint for a pre-defined count consecutively, as Step 13 shows, this particle will be replaced by mutating from its local optimum and global optimum estimates, while its velocity will be reinitialized by random generation. The means of mutation can be found in EA literature [18] , [19] . In this paper, mutation of a particle is created by randomly selecting a half of the solution vector from the local optimum and the other from the global optimum. Finally, steps 12-19 are the M step, while Step 20 is the E step in the sense of the EM framework.
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Data Generation
A simulation study was conducted to examine the application of the HPSOEM to LCDM estimation. The simulations are based upon the Q-matrix provided in Templin and Bradshaw [13] , reproduced in Table 2 . There are four attributes and 28 items in total. Each item measures one or more attributes; that is, indicators can be cross-loaded in multiple latent traits simultaneously. For example, Item 1 measures the first attribute only, while Item 22 measures the second and the forth attributes. Provided the Qmatrix, LCDMs were selected to be the simulation framework. 
Independent Variables and Dependent Variables
Responses (i.e., simulated datasets) were generated via LCDMs. Particularly, item intercepts were randomly generated from [-0.1, 1], main effects were drawn uniformly from [0.5, 5], and interaction terms were sampled from a uniform distribution, where range was [-0.5, 0.5]. The situations where item parameters violate the aforementioned constraint rules, the generation would re-start until the values produced are in permissible numeric space. Given the number of attributes is 4, and the sum of membership probabilities is 1, there are 16 classes in total and the probability of class membership was set equal (i.e., [1/16, 1/16, …, 1/16]). This class membership probability vector was set to the parameters of a multinomial distribution, which was used to sample the attributes of respondents ( =2000), while there are no missing responses in the simulated dataset.
The replication number was set to 500. To investigate the estimation accuracy, a parameter recovery study was conducted. In particular, the bias and the root mean squared error (RMSE) of (1) item parameters and (2) membership probability parameters were evaluated. In addition, log-likelihood values were recorded.
Software and Hardware
R environment was used to conduct the simulation study. Currently R is one of the world's most popular languages due to its cost-free property, flexible extensions, rapid package updates, and active community supports. Throughout the paper, data generation and the algorithm comparisons were executed in R. The parameters consisted in the HPSOEM were set as follow: (1) the number of particles = 100, (2) the penalty of violating constraints = log-likelihood of current iteration, (3) the particle updating parameters ( 1 , 2 ) = (1.5, 1.5), and (4) inertia weight ( , ) = (0.9, 0.4). These settings have been verified to work more efficiently than other combinations across various computational simulations [21] , [20] . On the other hand, the CDM package. which implements the EM algorithm, was used to compare the estimation results. Note that the CDM package doesn't provide parameter constraint functions.
Simulation Results
As shown in the upper panel of Table 3 , overall both algorithms yield appropriate item parameter estimates, while in some situations one is better than the other. For both algorithms, all absolute biases are below 0.057 and RMSEs are lower than 0.220. The HPOSEM produces slightly more accurate results, except for the main effects. It can be seen that both intercept and main effect estimates have smaller biases than interaction effect ones. These findings are consistent with Templin and Bradshaw [22] . In particular, the EM algorithm produced unsatisfactory result in the interaction effects that led the bias to above 0.05. In addition, although not demonstrated in this paper, the EM algorithm indeed produced negative values for the main effect parameters, which are prohibited in the current context.
Figure 2. Distribution of Log-likelihood Difference between EM and HPSOEM
The bias for class membership probability is even more negligible (-0.002), and unsurprisingly the corresponding RMSE is 0.009. In addition to the investigation on parameters, log-likelihood difference between two algorithms is also monitored in Figure 2 . Within 95% confidence interval, the difference ranges from -1.00 to 2.96. More specifically, at under 5%level, it can't not be concluded that the HPSOEM yields a significant larger log-likelihood value than the EM does. However, when -level increases to 10%, the result becomes statistically significant.
Discussion and Conclusion
The purpose of this paper is to propose a machinelearning based algorithm for the estimation of LCDMs. In particular, the proposed estimator is a combination of the EM algorithm and the PSO techniques, which have been popular in neural networks and othersimilar fields. The performance of the proposed algorithm is evaluated through a simple simulation study of which the results indicate that it is an appropriate option to handle LCDM estimation task.
Although proved to be useful via the simulation study, it does not mean the HPSOEM is a perfect algorithm, as there isroom for the algorithm improvement. Above all, like other machine-learning estimation techniques (e.g., gradient boosting and random forest), tuning algorithm parameters is the most crucial yet difficut step when the HPSOEM is implemented. Throughout the article, the HPSOEM parameters such as inertia weights and updating parameters were chosen based upon literature recommendation. However, it is not necessarily the optimal combinations for estimating LCDMs. Beyond the scope of the present paper, a large-scale simulation may be needed to guide parameter tunning more sysmetically and efficiently. In addition, the missing data problem is not concerned here; in the future study, incorporating auxiliary information into the algorithm may help reduce estimation bias [23] . 
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