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Resumo
A famosa e amplamente estudada sequência de Fibonacci é determinada pela recor-
rência Fn = Fn−1 + Fn−2, onde F0 = 0 e F1 = 1. Podemos estender essa sequência





n−1 + · · · + F (k)n−k, onde F (k)−(k−2) = · · · = F (k)−1 = F (k)0 = 0 e F1 = 1. Vamos estu-
dar algumas equações Diofantinas envolvendo tais sequências. Num primeiro momento,
lembramos que um número perfeito é um natural que é soma de seus divisores próprios.
Então, vamos aplicar formas lineares em logaritmo para achar números perfeitos pares
em sequências de Fibonacci generalizadas. Em outras palavras, vamos estudar a equação
F
(k)
n = 2p−1(2p − 1). Em outro problema, vamos estudar a valorização 2−ádica de F (k)n ,
quando k = 4, a fim de procurar fatoriais nessa sequência, ou seja, vamos estudar a
equação Qn = m!. Também, vamos usar técnicas parecidas para resolver um caso partic-
ular da equação de Brocard-Ramanujan, n2 = m! + 1, quando o inteiro n é um número
da sequência mencionada previamente.
Palavras-chave: Equações Diofantinas; Sequências de Fibonacci Generalizadas; Números
de k−bonacci; Números Perfeitos; Formas Lineares em Logaritmo, Valorização p−ádica;
Fatorial; Equação de Brocard-Ramanujan.
ii
Abstract
The famous and widely studied Fibonacci sequence is determined by the recurrence
Fn = Fn−1 + Fn−2, where F0 = 0 and F1 = 1. We can extend this sequence for higher
order recurrences. So, for k ≥ 2 and n ≥ −(k − 2), let F (k)n = F (k)n−1 + · · · + F (k)n−k, where
F
(k)
−(k−2) = · · · = F (k)−1 = F (k)0 = 0 and F1 = 1. We shall study some Diophantine equations
involving such sequences. First, we recall that a perfect number is a natural number which
equals the sum of all its proper divisors. Then, we shall apply linear forms in logarithms to
find even perfect numbers in genereralized Fibonacci sequences. In other words, we shall
study the Diophantine equation F (k)n = 2p−1(2p − 1). In another problem, we shall study
the 2− adic valuation of F (k)n , when k = 4, in order to find factorials in that sequence,
i.e., we shall study the equation Qn = m!. Also, we shall use similar techniques to solve a
particular case of the Brocard-Ramanujan equation, n2 = m! + 1, when the integer n is a
number of the previously mentioned sequence.
Key Words: Diophantine Equations; Generalized Fibonacci Sequence; K−bonacci






1.1 Sequências de Fibonacci k−generalizadas . . . . . . . . . . . . . . . . . . . 6
1.2 Formas lineares em logaritmo . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3 Método de redução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Outros resultados auxiliares . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Números Perfeitos Pares na Sequência de Fibonacci Generalizada 20
2.1 A equação F (k)n = 2p−1(2p − 1) . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Um limitante para n e p em termos de k . . . . . . . . . . . . . . . . . . . 21
2.3 Os casos pequenos: 3 ≤ k ≤ 167 . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 n 6= 2p+ 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 n = 2p+ 1 e a conclusão do Teorema 2.1 . . . . . . . . . . . . . . . . . . . 28
3 A Valorização 2-ádica de Qn e a Equação Qn = m! 30
3.1 Alguns lemas preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 A valorização 2-ádica de Qn . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 A equação Qn = m! . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Um Caso Particular da Equação de Brocard-Ramanujan 48
4.1 T 2n = m! + 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1.1 A valorização 2−ádica de Tn − 1 . . . . . . . . . . . . . . . . . . . . 49
4.1.2 A valorização 2−ádica de Tn + 1 . . . . . . . . . . . . . . . . . . . . 50
iv
4.1.3 Resolvendo T 2n = m! + 1 . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Q2n = m! + 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.1 A valorização 2-ádica de Qn + 1 . . . . . . . . . . . . . . . . . . . . 54
4.2.2 A valorização 2−ádica de Qn − 1 . . . . . . . . . . . . . . . . . . . 55




Poucos historiadores sabem ao certo em que época viveu Diofanto de Alexandria.
Alguns sustentam a hipótese de que ele viveu no século III D. C., outros que ele foi con-
temporâneo a Herão e pouco se sabe sobre sua história pessoal. O que é amplamente
conhecido é a herança que esse deixou para o estudo da Álgebra e da Teoria dos Números
ao estabelecer o estudo de equações com soluções nos inteiros, conhecidas em sua home-
nagem como equações Diofantinas. Em aspectos mais formais, dada uma função f , uma
equação Diofantina é uma equação do tipo
f(x1, x2, . . . , xn) = 0,
onde procuramos soluções (x1, . . . , xn) ∈ Zn.
Historicamente, as equações Diofantinas têm sido parte central do estudo em Teoria
dos Números. Várias dessas foram objeto de estudos, como as equações de Pell, os triplos
pitagóricos e como exemplo mais famoso, a equação do Último Teorema de Fermat.
Como consequência do estudo em torno de diferentes tipo de equações Diofantinas,
surgiram também vários procedimentos e técnicas diferenciadas para resolvê-las. Podemos
destacar o método algébrico e o método modular (utilizado por A. Wiles na solução do
Último Teorema de Fermat). Em nossos estudos utilizaremos o método das formas lineares
em logaritmo, o mais indicado e adequado para a resolução de equações Diofantinas
exponenciais.
O método das formas lineares em logaritmo será útil para a resolução da primeira
equação apresentada neste trabalho, mas será conveniente para a resolução das equações
restantes. Para essas, técnicas diferentes serão introduzidas para resolver equações Dio-
fantinas envolvendo fatoriais, a utilizar-se uma consequência da Fórmula de de Polignac.
Em todos os casos, entretanto, estaremos estudando equações Diofantinas envolvendo
números da sequência de k−bonacci (ou simplesmente números de k−bonacci), uma gen-
eralização importante da sequência de Fibonacci.
Em 1202, o matemático Leonardo de Pisa, conhecido como Fibonacci, estabeleu em
seu livro Liber Abaci um problema sobre o crescimento em uma população de coelhos,
seguindo as seguintes regras:
• Um casal (uma fêmea e um macho) recém-nascido de coelhos é colocado em um
campo;
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• Esses coelhos são capazes de reproduzir com um mês de idade de forma que a fêmea
dá a luz a um novo casal (uma fêmea e um macho) no final do segundo mês;
• os coelhos nunca morrem;
• cada casal sempre vai se reproduzir e gerar um novo casal com um macho e uma
fêmea a partir do segundo mês.
Note que no primeiro mês temos apenas um casal de coelhos. Um novo casal será
gerado apenas no final do segundo mês, logo teremos dois casais no terceiro mês. O novo
casal, vai gerar um próximo casal apenas no final do quarto mês, enquanto o primeiro
vai produzir mais um. Portanto teremos 3 casais no quarto mês, 5 no quinto mês, etc...
Logo, teremos a seguinte sequência
1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, . . . .
Em termos formais, essa sequência pode ser definida pela recorrência Fn = Fn−1 + Fn−2,
com termos iniciais F0 = 0 e F1 = 1. Essa sequência ficou conhecida como sequência de
Fibonacci (esse nome foi utilizado primeiramente por Édouard Lucas no século 19).
Seja k ≥ 2, vamos denotar por F (k)n = (F (k)n )n≥−(k−2), a sequência de Fibonacci





n+k−1 + · · ·+ F (k)n , (1)
onde F (k)−(k−2) = F
(k)
−(k−2)+1 = · · · = F0 = 0 e F1 = 1. Tal sequência também é conhecida
por sequência de Fibonacci generalizada de ordem k ou sequência de k−bonacci. Para
k = 2 temos a sequência de Fibonacci, para k = 3 a sequência de Tribonacci, para k = 4
a sequência de Tetranacci, etc...
Dado um número natural n, seja σ(n) a soma de todos os divisores de n, então n é
dito perfeito quando σ(n) = 2n. Os números perfeitos possuem uma extensa história na
matemática, de todos os resultados os envolvendo talvez o mais conhecido seja o teorema
de Euclides-Euler, o qual caracteriza todos os números perfeitos pares.
Teorema (Euclides-Euler) Um natural n par é perfeito se, e somente se, existe um
primo p tal que 2p − 1 também é primo e n = 2p−1(2p − 1).
Ainda não é conhecida a existência de números perfeitos ímpares ou a existência
de infinitos números perfeitos (sequer pares, pois esse problema está relacionado com
a existência de infinitos primos de Mersenne), mas sabe-se que, se um número perfeito n é
ímpar, então n = pax2, onde p é um primo que satisfaz p ≡ a ≡ 1 (mod 4). Luca, em [36],
provou que não existem números perfeitos na sequência de Fibonacci e mais tarde provou
junto com Huguet, em [37], que não existe número perfeito da forma Fmk/Fk. O mesmo
resultado foi obtido por Phong, em [54], de forma independente. Se torna imediatamente
natural se perguntar sobre a existência de números perfeitos nas sequências de k−bonacci.
Aqui, vamos responder em parte essa pergunta. Mais precisamente, vamos provar a não
existência de números perfeitos pares em sequências de k−bonacci quando k 6≡ 3 (mod 4).
Então, temos o seguinte resultado:
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Teorema. A equação Diofantina
F (k)n = 2
p−1(2p − 1) (2)
não apresenta soluções para inteiros positivos n, k e p, onde p e 2p − 1 são primos, se ao
menos uma das seguintes condições for satisfeita:
1. 2 ≤ k ≤ 167;
2. n 6= 2p+ 1;
3. n = 2p+ 1 e p ≥ k;
4. n = 2p+ 1, p < k e k 6≡ 3 (mod 4);
5. n = 2p+ 1, p < k, k ≡ 3 (mod 4) e 2p− k + 1 6= 2k−p+1.
Em particular, não há nenhum número perfeito par em (F (k)n )n≥−(k−2) quando k 6≡ 3
(mod 4).
Para obter tal resultado, vamos utilizar um eficiente método para resolver equações
Diofantinas, o método das formas lineares em logaritmo, combinado com um método de
redução e um método adicional desenvolvido por Bravo e Luca. Tal método foi utilizado
para a resolução de diversas equações Diofantinas envolvendo números de k−bonacci.
Por exemplo, Bravo e Luca resolveram, em [7], o problema de achar potências de 2 que
são números de k−bonacci. Em 2013, duas conjecturas envolvendo F (k)n foram provadas.
A primeira foi provada por Bravo e Luca, em [9], e envolve achar números com apenas
um dígito distinto em sequências de k−bonacci e a segunda envolve uma conjectura de
Noe e Post, em [51], sobre coincidências em termos dessas sequências, provada de forma
independente por Marques em [44] e por Bravo e Luca em [8].
Tal método entretanto pode não ser efetivo para a resolução de equações Diofantinas
não exponenciais, como por exemplo as que envolvem fatoriais. Erdös e Selfridge, em [19],
provaram que n! é uma potência perfeita, apenas quando n = 1. No caso Fibonacci, Luca
provou, em [35], que Fn é um produto de fatoriais apenas quando n = 1, 2, 3, 6, 12, e que o
maior produto de números de Fibonacci que é um fatorial é F1F2F3F4F5F6F8F10F12 = 11!
em [39], juntamente com Stănică. Para tais, ele utilizou o Teorema do Divisor Primitivo,
mas tal resultado é inexistente para recorrências de ordem maior, como F (k)n . Logo, teremos
que usar algum outro método.
Como, para cada k ≥ 2, cada sequência possui características muito específicas parece
bem difícil obter uma fórmula geral para a valorização 2−ádica de F (k)n . Em 2014, Marques
e Lengyel, em [47], forneceram uma fórmula fechada para a valorização 2−ádica para os




0, se n ≡ 1, 2 (mod 4);
1, se n ≡ 3, 11 (mod 16);
2, se n ≡ 4, 8 (mod 16);
3, se n ≡ 7 (mod 16);
ν2(n)− 1, se n ≡ 0 (mod 16);
ν2(n+ 4)− 1, se n ≡ 12 (mod 16);
ν2((n+ 1)(n+ 17))− 3, se n ≡ 15 (mod 16).
E utilizaram esse resultado para demonstrar que os únicos resultados para a equação
Diofantina Tn = m! são (n,m) ∈ {(1, 1), (2, 1), (3, 2), (7, 4)} .
Aqui vamos proceder de forma similar para resolver a equação F (4)n = Qn = m!, quando
n 6≡ 75 (mod 80). Vamos obter o seguinte resultado:
Teorema. Para n ≥ 1, n 6≡ 75 (mod 80), temos que
ν2(Qn) =

17, se n = 78
0, se n ≡ 1, 2 (mod 5);
1, se n ≡ 3 (mod 10);
2, se n ≡ 4, 9 (mod 20);
3, se n ≡ 5, 8 (mod 20);
ν2(n) + 2, se n ≡ 0 (mod 20);
ν2(n+ 10) + 2, se n ≡ 10 (mod 20);
ν2(n+ 6) + 1, se n ≡ 14 (mod 20);
ν2(n+ 1) + 1, se n ≡ 19 (mod 20);
ν2((n+ 5)
2) + 1, se n ≡ 15, 35, 55 (mod 80);
ν2((n+ 2)
2) + 1, se n ≡ 18, 38, 58 (mod 80);
ν2((n+ 2)(n− 78)) + 1, se n ≡ 78 (mod 80), n > 78.
Para então provar o seguinte teorema:
Teorema. As únicas soluções para a equação Diofantina
Qn = m! (3)
em inteiros positivos m,n 6≡ 75 (mod 80) são
(n,m) ∈ {(1, 1), (2, 1), (3, 2)} .
A mais famosa equação Diofantina envolvendo fatoriais foi proposta por Brocard em
[11], em 1876, e independentemente por Ramanujan em [55], [56, p. 327], em 1913. A
equação Diofantina
m! + 1 = n2 (4)
é então conhecida como a equação Diofantina de Brocard-Ramanujan, ou simplesmente
equação de Brocard-Ramanujan.
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Recentemente, Berndt e Galway, em [4], não acharam nenhuma solução da equação
Diofantina de Brocard-Ramanujan para números até m = 109 e diferentes das soluções
triviais m = 4, 5 e 7. Entretanto, a equação ainda é um problema em aberto.
Em 2012, Marques, em [43], provou que (m,n) = (4, 5) é a única solução dessa equação
quando n é um número de Fibonacci. Mais uma vez, a prova depende do Teorema do
Divisor Primitivo e também de algumas propriedades algébricas de Fn ± 1.
Aqui, vamos procurar soluções (m,n) da equação de Brocard-Ramanujan onde n é
uma número de Tribonacci. Com efeito, vamos mostrar que
Teorema. Não existem soluções (m,n) ∈ Z2 para a equação
T 2n = m! + 1. (5)
Além disso, vamos também achar as soluções da equação para o caso Tetranacci. De
fato, temos o seguinte resultado:
Teorema. A equação
Q2n = m! + 1 (6)




Antes de desenvolver os resultados principais apresentados aqui, vamos precisar de
alguns resultados envolvendo sequências de Fibonacci k−generalizadas, formas lineares
em logaritmo e valorização p−ádica de fatoriais.
1.1 Sequências de Fibonacci k−generalizadas
Em 1202 o matemático Leonardo de Pisa estabeleceu, pela primeira vez, uma se-
quência recorrente relacionada com um problema envolvendo a quantidade populacional
de coelhos. No século 19, o teórico dos números Édouard Lucas estudou tal sequência
pela primeira vez de forma detalhada. Tal sequência ficou conhecida como sequência de
Fibonacci e é definida pela recorrência
Fn = Fn−1 + Fn−2,
onde F0 = 0 e F1 = 1. Como já dito anteriormente, a sequência de Fibonacci já foi
amplamente estudada e possui inúmeras propriedades já conhecidas. Dentre as quais,












β = − 1
α





Observação: Note que, como α− 1 = 1/α, então












e então α e β possuem exatamente a mesma parte fracionária.
Aqui, trabalharemos com uma determinada generalização da sequência de Fibonacci.
No caso, dado k ≥ 2, sejam F (k)0 = F (k)−1 = · · · = F (k)−(k−2) = 0 e F (k)1 = 1 e a sequência
definida pela seguinte recorrência, para n ≥ 2 :




n−2 + · · ·+ F (k)n−k. (1.1)
Tal sequência é definida, para cada k ≥ 2, como a sequência de Fibonacci genera-
lizada de ordem k, sequência de Fibonacci k−generalizada ou sequência de k−bonacci.
Além disso, os números pertencentes a tal sequência são conhecidos como números de
k−bonacci. Temos que o polinômio característico da sequência é pk(x) = xk − xk−1 −
· · · − 1. Note que, pela Lei dos Sinais de Descartes, pk(x) tem no máximo uma raiz real
positiva. Chamaremos tal raiz de α(k)(aqui, escrevemos o índice sobrescrito para enfatizar
a dependência em k, mas podemos denotar, quando não existem ambiguidades, apenas








e logo pk+1(α(k)) = −1. Assim α(k+1) > α(k), para todo k. E como pk(2) = 1 para todo
k, temos que à medida que k tende a infinito, α(k) se aproxima de 2. Note também que,
quando x = 2(1− 2−k),
xk − · · · − 1 = xk − x
k − 1
x− 1
= 2k(1− 2−k)k − 2
2k(1− 2−k)k − 2k
2k − 1
=






Assim, α(k) está entre 2(1− 2−k) e 2 para todo k.
As outras raizes de pk(x) estarão todas dentro do círculo unitário, pelo seguinte Teo-
rema provado por Miller, em [50]:
Teorema 1.1. Toda raiz β 6= α de pk(x) satisfaz
|β| < 1.
Como consequência direta, temos que pk(x) é irredutível sobre Q e suas raízes são
todas irracionais. Além disso, note que (x− 1)pk(x) = rk+1(x) = xk+1 − 2xk + 1. Assim,
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denotando as raizes de pk(x) por {α1, α2, . . . , αk} , onde α1 = α sempre denotará a raiz
real positiva fora do círculo unitário, temos que as raízes de rk+1(x) serão 1, α1, α2, . . . , αk.
Portanto, r′k+1(x) = xk−1((k+ 1)x−2k). Note que r′k+1(x) se anula apenas em x = 0 (que










(2k)k+1 − 2k+1kk(k + 1) + (k + 1)k+1
(k + 1)k+1
=
2k+1kk(−1) + (k + 1)k+1
(k + 1)k+1
,






(pois 2k/(k + 1) /∈ Z), então, 2k+1kk(−1) + (k + 1)k+1 6= 0 e todas as raízes de pk(x)
são simples. Finalmente, note que α é raiz de pk(x) se, e somente se, 1/α é raiz de
qk(x) := 1− x− x2 − · · · − xk.
Vamos agora procurar uma forma similar à formula de Binet exposta acima para






2 + 3(α− 2)α
n−1 +
β − 1





















































































































































xk − · · · − 1 = xk − x
k − 1
x− 1 .










)k = αj − 12 + (k + 1)(αj − 2) .
E assim provamos o seguinte teorema:





2 + (k + 1)(αi − 2)α
n−1
i , (1.3)
onde α1, . . . , αk são as raizes de pk(x) = xk − xk−1 − · · · − 1.
Note que, para k = 2 a equação dada acima coincide com a equação (1.2). Observe
também que, como existe apenas uma raiz α de pk(x) que está fora do círculo unitário, a
contribuição das outras que tem módulo menor do que 1 deve se aproximar de 0 à medida
que n vai para infinito. De forma que





2 + (k + 1)(x− 2) . (1.4)
O Lema a seguir expõe, para k ≥ 2 dado, algumas propriedades da função g(x, k)(como
função de x).
Lema 1.3. Seja k ≥ 2, então
1. g(2− 1/k, k) = 1;
2. g(2, k) = 1
2
;
3. g(x, k) é contínua e descrescente no intervalo [1− 1/k,∞) ;
4. g(x, k) > 1
x
no intervalo (2− 1/k, 2).
Demonstração. 1. Temos que








2k − k − 1 = 1.
2. Também temos que
g(2, k) =
2− 1





















g(x, k) = +∞,




2 + (k + 1)(x− 2) =
1
x
=⇒ x2 − x = 2 + (k + 1)(x− 2)
=⇒ x2 − (k + 2)x+ 2k = 0
=⇒ x = 2, x = k ≥ 2.
Assim, g(x, k) e 1/x se interceptam em x = 2 e x = k, e como 1/x < g(x, k) em
x = 2− 2/k + 1 e as duas são contínuas, então g(x, k) > 1
x
em (2− 1/k, 2).
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2 + (k + 1)(α− 2)α
n−1
= F (k)n − g(α, k)αn−1,
onde α é a raiz real positiva de xk − xk−1− · · · − 1 = 0. Então, temos que Ek(n) satisfaz,
para n ≥ 2
Ek(n) = Ek(n− 1) + Ek(n− 2) + · · ·+ Ek(n− k).
Demonstração. Por definição, temos que
F (k)n = F
(k)
n−1 + · · ·+ F (k)n−k.
Além disso, αk = αk−1 + · · ·+ α + 1 e portanto




n − g(α, k)αn−1
= F
(k)
n−1 + · · ·+ F (k)n−k − g(α, k)αn−2 − · · · − g(α, k)αn−(k+1)
= g(α, k)αn−2 + Ek(n− 1) + · · ·+ g(α, k)αn−(k+1) + Ek(n− k)
− g(α, k)αn−2 − · · · − g(α, k)αn−(k+1)
= Ek(n− 1) + Ek(n− 2) + · · ·+ Ek(n− k).
Teorema 1.5. Seja F (k)n o n−ésimo número de k−bonacci, n ≥ −(k − 2) e α a única
raiz real positiva de xk − xk−1 − · · · − 1 = 0 de forma que






Demonstração. Primeiramente vamos provar o teorema para n = −1,−2, . . . ,−(k − 2),
depois para n = 0. E finalmente faremos para n ≥ 1. Pela definição de F (k)n , temos
que F (k)0 = 0 = F
(k)
−1 = · · · = F (k)−(k−2), logo, para esses casos, é suficiente provar que
|g(α, k)αn−1| < 1/2. Para −(k − 2) ≤ n ≤ −1, note que, como α−1 < 1 e












Para n = 0, não é difícil mostrar que g(α, k)α−1 < 1/2 para k = 2 ou k = 3. Note









6k − 1 . (1.6)
Pelo Lema 1.3 e pela equação (1.5),
g(α, k) < g(2− 1/3k) = 3k − 1
5k − 1 . (1.7)
Assim, pelas equações (1.6) e (1.7),
g(α, k)α−1 <
3k − 1
5k − 1 ·
3k
6k − 1 <
(3k) · 1




Para n = 1, temos que Ek(1) = F
(k)
1 − g(α, k)α1−1 = 1 − g(α, k). Mas pelo Lema 1.3,




Suponha, por absurdo, que para algum n ≥ 2, |Ek(n)| ≥ 1/2. Seja n0 o menor inteiro
tal que isso aconteça. Subtraindo as duas equações
Ek(n0 + 1) = Ek(n0) + · · ·+ Ek(n0 − (k − 1))
Ek(n0) = Ek(n0 − 1) + · · ·+ Ek(n0 − k),
obtemos
Ek(n0 + 1) = 2Ek(n0)− Ek(n0 − k).
Como n0 − k < n0, então |Ek(n0 − k)| < 1/2 e |Ek(n0)| > |Ek(n0 − k)| . E assim
0 < Ek(n0)−Ek(n0−k) = Ek(n0+1)−Ek(n0). Portanto, podemos concluir indutivamente
que |Ek(n0 + i)| > · · · > |Ek(n0 + 1)| > |Ek(n0)| o que contraria o fato da contribuição




para todo n ≥ 2.
Vamos expor mais alguns resultados necessários sobre números de k−bonacci.
Lema 1.6. Para 2 ≤ n ≤ k + 1,
F (k)n = 2
n−2. (1.8)




k+j−2 − i2j−3. (1.9)
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Demonstração. Primeiramente, pela definição de F (k)n , temos que F (k)n−1 = F
(k)




F (k)n − F (k)n−1 = F (k)n−1 + · · ·+ F (k)n−k − F (k)n−2 − · · · − F (k)n−1 − F (k)n−(k+1)
= F
(k)
n−1 − F (k)n−(k+1).
Logo,
F (k)n = 2F
(k)
n−1 − F (k)n−(k+1). (1.10)
Agora, para 2 ≤ n ≤ k + 1, temos que F (k)n−(k+1) = 0 e, portanto,





n−2 = · · · = 2n−2F (k)n−(n−2) = 2n−2F (k)2 = 2n−2,
provando a primeira parte do teorema.
Agora, se 2 ≤ j ≤ k+1, queremos mostrar que F (k)k+j−2k+j−2− j2j−3. Vamos proceder





k+1 − F1 = 2(2k+1)− 1 = 2k+2 − 1.
Agora, suponha que a equação (1.9) seja verdadeira para F (k)k+j−1. Note que j − 1 ≤ k,





k+j−1 − F (k)j−1
= 2(2k+j−3 − (j − 1)2j−4)− 2j−3
= 2k+j−2 − (j − 1)2j−3 − 2j−3
= 2k+j−2 − j2j−3,
e o teorema está provado.
Teorema 1.7. Seja F (k)n o n−ésimo número de k−bonacci e α a única raiz real positiva
de xk − xk−1 − · · · − 1 = 0, então
αn−2 ≤ F (k)n ≤ αn−1, para n ≥ 1.
Demonstração. Vamos proceder por indução em n ≥ 2, para um k ≥ 2 dado. Note que,
pelo Lema 1.6, para 2 ≤ n ≤ k + 1, F (k)n = 2n−2 e o resultado segue para esses casos.
Suponha, então, que o resultado seja verdadeiro para todo inteiro menor que n ≥ k + 2,
logo
αn−3 ≤ F (k)n−1 ≤ αn−2
αn−4 ≤ F (k)n−2 ≤ αn−3
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...
αn−k−2 ≤ F (k)n−k ≤ αn−k−1.
Como αk = αk−1 + · · ·+ α + 1, então
αn−2 = αn−3 + · · ·+ αn−k−2
αn−1 = αn−2 + · · ·+ αn−k−1.
Portanto, somando as equações na hipótese de indução acima, temos que
αn−3 + αn−4 + · · ·+ αn−k−2 ≤ F (k)n−1 + F (k)n−2 + · · ·+ F (k)n−k ≤ αn−1 + αn−2 + · · ·+ αn−k−1
=⇒ αn−2 ≤ F (k)n ≤ αn−1.
1.2 Formas lineares em logaritmo
Nesta seção vamos explicar um pouco como utilizar formas lineares em logaritmo
para resolver equações Diofantinas exponenciais. Em 1966, Baker estabeleceu o seguinte
importante resultado:
Teorema 1.8. Sejam α1, α2, . . . , αn números algébricos sobre C, diferentes de 0 e 1 tais
que logα1, logα2, . . . , logαn são linearmente independentes sobre Q. Então, para todos
(β0, β1, β2, . . . , βn) ∈ Q\ {(0, 0, . . . , 0)}, temos que
β0 + β1 logα1 + · · ·+ βn logαn 6= 0.
Mas o resultado mais importante de Baker veio 9 anos mais tarde, o qual fornece uma
cota inferior para formas lineares em logaritmo de algébricos:
Teorema 1.9. Sejam α1, α2, . . . , αn números algébricos sobre C, diferentes de 0 e 1. Além
disso, sejam b1, b2, . . . , bn inteiros tais que
b1 logα1 + · · ·+ bn logαn 6= 0.
Então
|b1 logα1 + · · ·+ bn logαn| ≥ (eB)−C ,
onde B := max {|b1| , . . . , |bn|} e C é uma constante efetivamente computável dependente
apenas de n e α1, α2, . . . , αn.














onde a é o coeficiente líder do polinômio minimal de γ sobre Z e (γ(j))1≤j≤s são os conju-
gados de γ sobre Q.
O próximo resultado foi fornecido por Matveev em [49] e será essencial em nossos
procedimentos futuros.
Teorema 1.10. Sejam γ1, . . . , γn números algébricos reais e b1, . . . , bn inteiros. Seja D o
grau da extensão finita Q(γ1, . . . , γn) sobre Q e, finalmente, sejam Aj números reais que
satisfazem
Aj ≥ max {Dh(γj), |γj| , 0.16} , para todo j = 1, . . . , n.
Suponha que
B ≥ max {|b1| , . . . , |bn|} .
Se γb11 · · · γbnt 6= 1, então∣∣γb11 · · · γbnt − 1∣∣ ≥ exp(−1.4 · 30t+3 · t4.5 · · ·D2(1 + logD)(1 + logB)A1 · · ·An).
Então, se queremos resolver uma equação Diofantina exponencialG(m1,m2, . . . ,mn) =
0 em inteiros positivos, podemos usar o teorema acima para transformar essa equação
em uma inequação do tipo |b1 logα1 + · · ·+ bn logαn| > exp (−C logmn). Além disso,
podemos usar algumas ferramentas para transformar a equação em outra desigualdade da







e como C e k são contantes e mn/ logmn tende a infinito à medida que mn cresce, então
nossa equação possui um número finito de soluções. Ou seja, max {m1, . . . ,mn} < K.
Assim, podemos usar algum método computacional para calcular essas soluções mecani-
camente.
1.3 Método de redução
Se a constante K mencionada no final da seção anterior for muito grande, talvez não
seja tão simples e talvez até não seja possível calcular as soluções da equação Diofantina
exponencial G(m1, . . . ,mn) = 0. Para tal, podemos utilizar algum método para reduzir
essa constante de forma a facilitar a resolução do nosso problema. Aqui, vamos precisar
do seguinte resultado de Dujella e Pethö([18]):
Teorema 1.11. Suponha que M seja um inteiro positivo. Seja p/q um convergente da
fração contínua do número irracional γ tal que q > 6M e sejam A,B números reais com
A > 0 e B > 1. Seja  = ‖µq‖−M ‖γq‖ , onde µ ∈ R e |a| denota o inteiro mais próximo
de um número real a. Se  > 0, então não há soluções para o inequação
0 < mγ − n+ µ < A ·B−k
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em inteiros positivos m,n e k com
m ≤M e k ≥ log(Aq/)
logB
.
1.4 Outros resultados auxiliares
O método de formas lineares em logaritmo é extremamente eficiente para equações
Diofantinas exponenciais (ou que possam ser expressadas de forma exponencial), mas
pode não ser eficiente no caso de outros tipos de equações Diofantinas, como uma equação
envolvendo fatoriais, por exemplo.
Aqui, vamos expor alguns resultados auxiliares que nos ajudarão na resolução de
equações Diofantinas envolvendo fatoriais. Primeiramente, vamos definir formalmente o
conceito de valorização(ou ordem) de um racional.
Seja p ∈ Z primo. Todo inteiro a ∈ Z pode ser escrito como a = pνp(n)a′ , onde p não
divide a′ e tal representação é única. Assim, podemos definir:
Definição 1. Seja um primo p ∈ N. A valorização p−ádica em Z é a função
νp : N ∪ {0} −→ R,





onde p e a′ são primos entre si.
Vamos extender νp para os racionais da seguinte forma: se x = a/b ∈ Q, então,
νp(x) = νp(a)− νp(b).
Por coveniência, a partir deste momento, vamos estabelecer que νp(0) = +∞. Vamos





onde p não divide ab.
Temos as seguintes propriedades da valorização p−ádica:
Lema 1.12. Para todo x, y ∈ Q, temos que
1. νp(xy) = νp(x) + νp(y)
2. νp(x+ y) ≥ min{νp(x), νp(y)}.
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Demonstração. 1. Temos que x = pνp(x)a/b, y = pνp(y)c/d e xy = pνp(xy)e/f , onde p














e, como a valorização é única, temos
νp(xy) = νp(x) + νp(y).
2. Temos que










Seja ν =min{νp(x), νp(y)}, logo:
















como νp(x)− ν ≥ 0 e νp(y)− ν ≥ 0, então
νp(x+ y) ≥ min {νp(x), νp(y)} .
Agora, vamos proceder à fórmula de de Polignac, a fim de achar um limitante para
fatoriais em termos de sua valorização p−ádica.
Vamos denotar por bac a parte inteira de um real a.





























= q1 = cq2 + r2, com r2 ≤ c− 1.
Portanto,
a = bq1 + r1 = b(cq2 + r2) + r1 = bcq2 + br2 + r1.
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Como







Teorema 1.14. (Fórmula de de Polignac) Sejam n um número natural, p um número






















Demonstração. Vamos proceder por indução sobre n ≥ 1. Para n = 1, o resultado segue
diretamente. Logo, suponha que seja válido para todo m < n, assim, temos que os
múltiplos de p entre 1 e n são


































































e o resultado segue.































































































Números Perfeitos Pares na Sequência
de Fibonacci Generalizada
2.1 A equação F (k)n = 2p−1(2p − 1)
Conforme mencionado previamente, estamos direcionando nossos estudos para sequên-
cias de Fibonacci generalizadas de ordem k ≥ 3. Neste capítulo, vamos procurar números
perfeitos pares em tais sequências. Por agora, vamos estabelecer que p denota um número
primo, tal que 2p − 1 também é primo. Como sabemos, um número inteiro n é dito
perfeito quando σ(n) = 2n, onde σ(n) é a soma de todos os divisores positivos de n.
Também sabemos que, pelo Teorema de Euclides-Euler, todo número perfeito par é da
forma 2p−1(2p − 1). Com isso, queremos achar as soluções (se existirem) da equação
Diofantina
F (k)n = 2
p−1(2p − 1). (2.1)
Assim, neste capítulo, vamos provar o seguinte teorema:
Teorema 2.1. A equação Diofantina (2.1) não apresenta soluções para inteiros positivos
n, k e p, onde p e 2p−1 são primos, se ao menos uma das seguintes condições for satisfeita:
1. 2 ≤ k ≤ 167;
2. n 6= 2p+ 1;
3. n = 2p+ 1 e p ≥ k;
4. n = 2p+ 1, p < k e k 6≡ 3 (mod 4);
5. n = 2p+ 1, p < k, k ≡ 3 (mod 4) e 2p− k + 1 6= 2k−p+1.
Em particular, não há nenhum número perfeito par em (F (k)n )n≥−(k−2) quando k 6≡ 3
(mod 4).
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Observação: É importante mencionar que, apesar da restrição k 6≡ 3 (mod 4),
acredita-se que todas as soluções da equação (2.1) estão caracterizadas. Uma justificativa
intuitiva para tal, se deve ao fato de todas essas soluções acontecerem se, e somente se,
2p− k + 1 = 2k−p+1. (2.2)
Pois, se p < k e (2.2) é válida, podemos escrever t = k − p, e obter
2p− k + 1 = p+ p− k + 1 = p+ t+ 1 = 2t+1 = 2k−p+1.
Assim, não só temos que ter p e 2p−1 primos, como temos também que p = 2t+1− t−1 e
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t+1−t−1 − 1 devem ser números primos. Lembrando que o conjunto dos números primos
tem densidade nula nos naturais pelo Teorema do Número Primo e acredita-se que o
conjunto dos primos de Mersenne também tem densidade nula no conjunto dos números
primos pela Conjectura de Wagstaff.
Tal observação vai ao encontro da revisão do artigo [20] feita por Florian Luca ao site
MathSciNet.
Disponível em: <www.ams.org/mathscinet>. Acesso em: 21 de Janeiro de 2016.
2.2 Um limitante para n e p em termos de k
Primeiramente, note que F (k)n é uma potência de 2 para todo 1 ≤ n ≤ k + 1, logo
podemos supor que n > k + 1. Aqui, iremos estabelecer um limitante para n e p em
termos de k. Iremos provar o seguinte resultado:
Lema 2.2. Se (n, k, p) é uma solução inteira da equação Diofantina (2.1) com n > k+1,
então
n < 1.7 · 1014k4 log3 k e p < 1.2 · 1014k4 log3 k. (2.3)






i = g(α, k)α
n−1 + Ek(n) = 2p−1(2p − 1) = 22p−1 − 2p−1.
Logo,
g(α, k)αn−1 − 22p−1 = −2p−1 − Ek(n) < 0. (2.4)
Portanto, dividindo os dois lados por 22p−1 e usando o Teorema 1.5, temos que:∣∣∣∣g(α, k)αn−122p−1 − 1
∣∣∣∣ = ∣∣∣∣ 2p−122p−1 + Ek(n)22p−1
∣∣∣∣ < ∣∣∣∣ 12p + 122p
∣∣∣∣ = 12p
∣∣∣∣1 + 12p
∣∣∣∣ < 12p−1 . (2.5)
Agora, a fim de podermos usar o Teorema 1.10, vamos definir t := 3,
γ1 := g(α, k), γ2 := 2, γ3 := α
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e
b1 := 1, b2 := −2p+ 1, b3 := n− 1.
Para tal escolha, temos que D = [Q(α) : Q] = k. Também temos que h(γ2) = log 2.
Além disso, temos que os conjugados α2, . . . , αk de α estão dentro do círculo unitário,
logo log(max {1, |αi|}) = log 1 = 0, para todo 2 ≤ i ≤ k. Portanto,










Vamos então achar uma estimativa para h(γ1). Primeiramente, temos que:
h(γ1) = h(g(α, k)) = h
(
α− 1
2 + (k + 1)(α− 2)
)
.






2 + (k + 1)(αi − 2)
)
,
temos, como consequência direta do Teorema Fundamental das Funções Simétricas (uti-
lizando as funções simétricas elementares e as relações de Girard), que fγ1(x) ∈ Q [x].
Portanto, o coeficiente lider a0 do polinômio minimal de γ1 sobre Z divide
∏k
i=1(2 + (k +
1)(αi − 2)). Escrevendo Ψk(y) :=
∏k
i=1(y − αi), observe que
|Ψk(y)| < max
{






(2 + (k + 1)(αi − 2))
∣∣∣∣∣









= (k + 1)k
∣∣∣∣Ψk (2− 2k + 1
)∣∣∣∣
< 2k(k + 1)k.
Além disso, usando desigualdade triangular, temos que
|2 + (k + 1)(αi − 2)| = |(k + 1)(α1 − 2)− (−2)| ≥ (k + 1) |αi − 2| − 2 > k − 1 > 1,
e que 2 + (k + 1)(α− 2) > 1/2, pois 2(1− 2−k) < α < 2 e k > 2.
Portanto, ∣∣∣∣ αi − 12 + (k + 1)(αi − 2)






















(k log 2 + k log(k + 1) + k log 2)
= log(k + 1) + log 4
= log(4k + 4).
Assim, podemos tomar A1 := k log (4k + 4), A2 := k log 2 e A3 := 0.7.
Note que |−2p+ 1| e |n− 1| são ambos maiores do que 1, logo max {|b1| , |b2| , |b3|} =
max {2p− 1, n− 1}. Usando a equação (2.1), o Teorema 1.7 e o fato de que 2p− 1 > 2p/2
para todo p ≥ 2, temos que




Assim, podemos escolher B := 2n − 3. Além disso, pela equação (2.4), temos que
g(α, k)αn−12−2p+1 < 1. Logo, estamos prontos para utilizar o Teorema 1.10.
Portanto, usando que 1 + log k < 2 log k e log(4k + 4) < 2.6 log k, quando k ≥ 3,∣∣∣∣g(α, k)αn−122p−1 − 1
∣∣∣∣ ≥ exp (−0.98 · 306 · 34.5 · k4(1 + log k)(1 + log(2n− 3)) log(4k + 4) log 2)
> exp
(−3.7 · 1011k4 log2 k(1 + log(2n− 3))) .
Usando esse fato, a desigualdade (2.5) e que 1 + log(2n − 3) < 2 log n para n ≥ 2,
temos que
exp
(−3.7 · 1011k4 log2 k(1 + log(2n− 3))) < 1
2p−1
⇒ 2p−1 < exp (3.7 · 1011k4 log2 k(1 + log(2n− 3)))
⇒ log 2p−1 < 3.7 · 1011k4 log2 k(1 + log(2n− 3)) < 7.4 · 1011k4 log2 k log n
⇒ log 2p−1 < 7.4 · 1011k4 log2 k log n
⇒ p− 1 < 10.6759 · 1011k4 log2 k log n.
Agora, note que αn−2 ≤ F (k)n = 2p−1(2p − 1) = 22p−1 − 2p−1 < 22p−1. Portanto,
2p− 1 > 0.8n− 1.7, (2.8)
assim 2p− 2 > 0.8n− 2.7⇒ p− 1 > 0.4n− 1.35.
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Logo,
p− 1 < 10.6759 · 1011k4 log2 k log n




< 2.7 · 1012k4 log2 k. (2.9)
Agora, note que, para x > e, a função x/ log x é crescente. Suponha que, para A ≥ 3,
x
log x
< A⇒ x > 2A logA > e,










que é uma contradição. Portanto,
x
log x
< A⇒ x < 2A logA.
Assim, colocando x := n e A := 2.7 · 1012k4 log2 k, temos que
n < 1.7 · 1014k4 log3 k. (2.10)
Além disso, usando a desigualdade (2.7), temos que
p < 1.2 · 1012k4 log3 k.
Isso conclui a prova do lema.
2.3 Os casos pequenos: 3 ≤ k ≤ 167
Na seção passada, estabelecemos uma primeira cota de n e p em função de k. Neste
momento, vamos estudar os casos onde 3 ≤ k ≤ 167. Mais precisamente, vamos provar o
seguinte lema:
Lema 2.3. A equação (2.1) não apresenta soluções para n > k + 1 e 3 ≤ k ≤ 167.
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Demonstração. Primeiramente, podemos usar o programa Mathematica para verificar em
tempo hábil que não há soluções da equação (2.1) para p ≤ 23. Assim, vamos assumir
que p > 23. Aplicado o logaritmo e usando as equações (2.4) e (2.5) temos que
0 < (2p− 1) log 2− (n− 1) logα + log(1/g(α, k)) < 1.001 · 2−p+1.
Dividindo a equação acima por logα, obtemos
0 < (2p− 1)γk − (n− 1) + µk < 3.6 · 2−p, (2.11)
onde γk = log 2/ logα(k), µk = log(1/g(α(k), k))/ logα(k) e α(k) é a raiz real positiva de
xk − xk−1 − · · · − 1 = 0.
Note que, se γk for racional, então γk = p/q para inteiros positivos p e q. Assim
p/q = log 2/ logα(k) ⇒ 2q = (α(k))p. Conjugando essa relação por algum automorfismo
do grupo de Galois do polinômio característico da sequência sobre Q e usando o fato
de que tal automorfismo deixa Q fixo, temos que 2q =
∣∣∣(α(k)i )q∣∣∣ < 1, para i > 1, o
que é absurdo, pois q ≥ 1. Logo, γk é irracional e, portanto, possui fração contínua
infinita. Seja qm,k o denominador do m-ésimo convergente da fração contínua de γk.








q90,k < 4.4 · 10102.
Agora, vamos definir k := ‖µkq90,k‖ −Mk ‖γkq90,k‖ e assim
min
3≤k≤167
k = 0.0000571469 . . . .
Temos, pelo Lema 2.2, que 2p − 1 < Mk. Assim, colocando A = 3.6 e B = 2, pelo








≤ log(3.6 · 4.4 · 10
102/0.000057146)
log 2
= 356.917 . . . .
Então, pela equação (2.8), temos que n ≤ 890, e como 2p − 1 é primo, então
p ∈ {2, 3, 5, 7, 13, 17, 19, 31, 61, 89, 107, 127} .
Basta verificar pelo Mathematica que a equação (2.1) não tem solução para nenhum desses
casos e o lema está provado.
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2.4 n 6= 2p + 1
Note que o lema da seção anterior prova a primeira parte do Teorema 2.1. Vamos
agora direcionar os estudos à prova dos itens restantes. Mais precisamente, aqui, para o
caso quando n 6= 2p+ 1.
Pelo Lema 2.3, podemos considerar k ≥ 168. Assim, usando o Lema 2.2, temos que
n < 1.7 · 1014k4 log3 k < 2k/2.
Seja, agora, λ := 2 − α > 0. Como 2(1 − 2−k) < α < 2, então λ < 2 − 2(1 − 2−k) =
1/2k−1. Ou seja, λ ∈ (0, 1/2k−1). Além disso,








onde usamos o fato de que log(1 − x) ≥ −2x para todo x < 1/2. Também temos que
e−x ≥ 1− x para todo x ∈ R. Logo,
αn−1 ≥ 2n−1(1− λ(n− 1)).
Note que λ(n− 1) < (n− 1)/2k−1 < 2k/2/2k−1 = 2/2k/2. Logo





< αn−1 < 2n−1 +
2n
2k/2
ou ∣∣αn−1 − 2n−1∣∣ < 2n
2k/2
.
Note agora que g(α, k) = (α − 1)/(2 + (k + 1)(α − 2)) como uma função de α é uma





(2 + (k + 1)(α− 2))2 .
Usando o Teorema do Valor Médio, existe θ ∈ (α, 2) tal que
g(α, k) = g(2, k) + (α− 2) ∂g
∂α
(θ, k).
Para k ≥ 3 temos que |[∂g/∂α] (θ)| = (k − 1)/(2 + (k + 1)(θ − 2))2 < k.
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Portanto,
|g(α, k)− g(2, k)| = |α− 2|
∣∣∣∣ ∂g∂α(θ, k)
∣∣∣∣ = λ ∣∣∣∣ ∂g∂α(θ, k)
∣∣∣∣ < 2k2k .
Escrevendo





e |η| < 2k
2k
.
Além disso, como g(2, k) = 1/2,
g(α, k)αn−1 = 2n−2 +
δ
2
+ 2n−1η + ηδ.
Observe que∣∣∣∣g(α, k)αn−122p−1 − 1
∣∣∣∣ < 12p−1 =⇒ ∣∣22p−1 − g(α, k)αn−1∣∣ < 22p−12p−1 = 2p.












Usando os fatos de que 4k/2k < 1/2k/2 e 8k/23k/2 < 1/2k/2, temos que
∣∣2n−2 − 22p−1∣∣ < 2p + 5 · 2n−2
2k/2
,
ou equivalentemente ∣∣1− 22p−n+1∣∣ < 2p−n+2 + 5
2k/2
.











pois n > k.
Temos que n 6= 2p+ 1, logo 2p ≥ n ou n ≥ 2p+ 2. No primeiro caso, 2p− n+ 1 ≥ 1,




No segundo caso, 2p− n+ 1 ≤ 0, logo n− 2p− 1 ≥ 1. Portanto,∣∣1− 22p−n+1∣∣ = ∣∣∣∣1− 12n−2p−1
∣∣∣∣ ≥ 1− 12n−2p−1 ≥ 1− 12 = 12 .
Portanto, ( 3
√
2)k < 18 ⇒ k ≤ 13, que é absurdo. Assim, a equação (2.1) não tem
solução quando n 6= 2p+ 1.
2.5 n = 2p + 1 e a conclusão do Teorema 2.1
Observe que, pelos cálculos executados nas seções anteriores deste capítulo, con-
seguimos demonstrar os dois primeiros itens do Teorema 2.1. Aqui, vamos considerar
os casos restantes, nos quais n = 2p+ 1. Assim, podemos considerar uma nova versão da




p−1(2p − 1). (2.12)
Demonstraremos agora que a equação (2.12) não tem solução. Para tal, vamos con-
siderar dois casos.
Caso 1: p ≥ k.





para todo p ≥ k. Com efeito, vamos mostrar que a relação acima vale independente da
primalidade de p e para tal, vamos proceder por indução em p ≥ k. Na base de indução,
p = k, temos, pelo Lema 1.6, que
2k−1(2k − 1)− F (k)2k+1 = 2k−1(2k − 1)− 22k−1 + (k + 1)2k−1
= (k + 1)2k−2 − 2k−1
> 0.




=⇒ F (k)n + F (k)n−1 + · · ·+ F (k)n−k+1 ≤ F (k)n−1 + · · ·+ F (k)n−k+1 + F (k)n−k + F (k)n
=⇒ F (k)n+1 ≤ 2F (k)n .
Suponha agora que F (k)2p+1 < 2p−1(2p − 1). Assim
F
(k)
2p+3 ≤ 4F (k)2p+1
< 2p(2p+1 − 2)
< 2p(2p+1 − 1).
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O que conclui nossa indução e, consequentemente, esse caso. Logo, a equação (2.12)
não tem solução quando p ≥ k.
Caso 2: p < k.
Neste caso, como supomos que n = 2p + 1 > k + 1, então k/2 < p < k ⇒ 2 ≤




2p−1 − (2p+ 1− k)22p−k−2.
Juntando essa relação com a equação (2.12), temos que
2p+ 1− k = 2k−p+1.
Note que, se k é par, então 2p−k+1 é ímpar, logo k−p+1 = 0 e 2p+1−k = 1⇒ 2p = k
e k = p− 1, o que é absurdo. Portanto, k é ímpar. Se k ≡ 1 (mod 4), então, com l ∈ Z,
2p+ 1− k = 2p+ 1− 4l − 1 = 2(p− 2l),
e como p− 2l é ímpar, então a valorização 2-ádica de 2p + 1− k é 1. Logo, k − p + 1 =
1⇒ k = p, que é absurdo.
Assim, juntando as seções anteriores, concluimos a demonstração do Teorema 2.1.
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Capítulo 3
A Valorização 2-ádica de Qn e a
Equação Qn = m!
Neste capítulo vamos direcionar nossos estudos para a resolução da equação Diofantina
Qn = m!. (3.1)
Observe que, diferentemente da equação (2.1), não podemos proceder aqui da mesma
forma, uma vez que geralmente o método das formas lineares em logaritmo à la Baker
não se aplica nesse caso. Por outro lado, como dito anteriormente, Luca resolveu a equação
Fn = F
(2)
n = m! tendo como base o Teorema do Divisor Primitivo. Mais uma vez, não
temos tal propriedade para sequências de k-bonacci. Vamos aqui seguir um processo
análogo ao feito por D. Marques e T. Lengyel para resolver a equação Tn = m! para obter
Teorema 3.1. As únicas soluções para a equação Diofantina
Qn = m! (3.2)
em inteiros positivos m e n 6≡ 75 (mod 80) são
(n,m) ∈ {(1, 1), (2, 1), (3, 2)} .
3.1 Alguns lemas preliminares
Num primeiro momento, vamos estabelecer alguns lemas preliminares.
Lema 3.2. Para inteiros n,m com n ≥ 0 e m ≥ 4, temos que
Qn+m = Qm−3Qn + (Qm−3 +Qm−4)Qn+1 + (Qm−3 +Qm−4 +Qm−5)Qn+2 +Qm−2Qn+3.
Demonstração. Queremos achar α1, α2, α3 e α4 tais que
Qn+m = α1Qn + α2Qn+1 + α3Qn+2 + α4Qn+3.
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Note que, Qn+m+1 = α1Qn+1+α2Qn+2+α3Qn+3+α4Qn+4, Qn+m+2 = α1Qn+2+α2Qn+3+
α3Qn+4+α4Qn+5 e Qn+m+3 = α1Qn+3+α2Qn+4+α3Qn+5+α4Qn+6. Portanto, desejamos
resolver o seguinte sistema linear
Qn+m = α1Qn + α2Qn+1 + α3Qn+2 + α4Qn+3
Qn+m+1 = α1Qn+1 + α2Qn+2 + α3Qn+3 + α4Qn+4
Qn+m+2 = α1Qn+2 + α2Qn+3 + α3Qn+4 + α4Qn+5
Qn+m+3 = α1Qn+3 + α2Qn+4 + α3Qn+5 + α4Qn+6
Reescrevendo o sistema linear acima em forma matricial, temos que
Qn Qn+1 Qn+2 Qn+3
Qn+1 Qn+2 Qn+3 Qn+4
Qn+2 Qn+3 Qn+4 Qn+5














Para n = 0, temos que
Q0 Q1 Q2 Q3
Q1 Q2 Q3 Q4
Q2 Q3 Q4 Q5














e, assim, a matriz aumentada é
0 1 1 2 Qm
1 1 2 4 Qm+1
1 2 4 8 Qm+2
2 4 8 15 Qm+3
 .
Note que, pela equação (1.10) para k = 4, temos que 2Qm+2−Qm+3 = Qm−2, 2Qm+1−
Qm+2 = Qm−3, 2Qm −Qm+1 = Qm−4 e Qm −Qm−3 −Qm−4 − 2Qm−2 = Qm−1 −Qm−2 =
Qm−3 +Qm−4 +Qm−5.
Assim, podemos fazer algumas operações elementares para obter
0 1 1 2 Qm
1 1 2 4 Qm+1
1 2 4 8 Qm+2
2 4 8 15 Qm+3
→

0 1 1 2 Qm
1 1 2 4 Qm+1
1 2 4 8 Qm+2
0 0 0 1 Qm−2
→

0 1 1 2 Qm
1 1 2 4 Qm+1
1 0 0 0 Qm−3




0 1 1 2 Qm
0 1 0 0 Qm−3 +Qm−4
1 0 0 0 Qm−3
0 0 0 1 Qm−2
→

0 0 1 0 Qm−3 +Qm−4 +Qm−5
0 1 0 0 Qm−3 +Qm−4
1 0 0 0 Qm−3





α2 = Qm−3 +Qm−4;
α3 = Qm−3 +Qm−4 +Qm−5;
α4 = Qm−2,
e o lema está provado.
Lema 3.3. Para todo s ≥ 1 ímpar e t ≥ 7, vale que
Q2t−5·5s ≡ 2t−3 (mod 2t−2).
Demonstração. Procederemos por indução em t simultaneamente nas congruências abaixo
Q2t−55s−2 ≡ 0 (mod 2t−2);
Q2t−55s−1 ≡ 2t−4δ (mod 2t−2);
Q2t−55s ≡ 2t−3 (mod 2t−2);
Q2t−55s+1 ≡ 2t−3 + 1 (mod 2t−2),
(3.3)
onde s = 2r + 1, e δ = 1 ou 3 se r é par ou ímpar, respectivamente.
Primeiramente, para a base de indução t = 7, temos
Q20s−2 ≡ 0 (mod 32);
Q20s−1 ≡ 8δ (mod 32);
Q20s ≡ 16 (mod 32);
Q20s+1 ≡ 17 (mod 32),
(3.4)
e então, fazemos indução em s ≥ 1 simultaneamente nas congruências acima. Todas as
congruências seguem a mesma ideia, e note que todas são válidas para s = 1. Suponha
que sejam válidas para s ímpar. Assim, pelo Lema 3.2 para a primeira congruência, temos
que
Q20(s+2)−2 = Q20s+38
= Q20s−3Q38 + (Q20s−3 +Q20s−4)Q39 + (Q20s−3 +Q20s−4 +Q20s−5)Q40
+Q20s−2Q41
≡ 0 + 16(Q20s−3 +Q20s−4) + 0 + 0 (mod 32)
≡ 0 (mod 32),
onde usamos que Q20s−3, Q20s−4 são ímpares pela equação (1.10) para k = 4 e Q38 ≡
Q40 ≡ 0 (mod 32).
Para a segunda congruência da base de indução, temos que
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Q20(s+2)−1 = Q(20s+2)+37
= Q20s−1Q37 + (Q20s−1 +Q20s−2)Q38 + (Q20s−1 +Q20s−2 +Q20s−3)Q39
+Q20sQ40
≡ 8δ + 0 + 16 + 0 (mod 32)
≡ 8(δ + 2) (mod 32),
onde usamos que Q20s−3 ≡ 1− 8δ (mod 32) pela recorrência de Qn.
Agora, suponha que a terceira congruência seja verdade para s ímpar. Logo, pelo
Lema 3.2, temos, para s+ 2, que
Q20(s+2) = Q20s+40 = Q(20s+3)+37
= Q20sQ37 + (Q20s +Q20s−1)Q38 + (Q20s +Q20s−1 +Q20s−2)Q39 +Q20s+1Q40
≡ Q20s + 16(Q20s−1 +Q20s−2) (mod 32)
≡ 16 (mod 32).
Para a última congruência, temos que
Q20(s+2)+1 = Q20s+41 = Q(20s+3)+38
= Q20sQ38 + (Q20s +Q20s−1)Q39 + (Q20s +Q20s−1 +Q20s−2)Q40 +Q20s+1Q41
≡ 0 + 16(Q20s +Q20s−1) + 0 + 17 (mod 32)
≡ 17 (mod 32).
Vamos agora prosseguir para a indução em t ≥ 7. Para tal, vamos, primeiramente,
executá-la para Q2t−5·5s−2 ≡ 0 (mod 2t−2). As outras congruências de (3.3) seguirão
os mesmos passos. Note que, pela definição de Qn, temos que Q2t−3·5s−3 ≡ 1 − 2t−4δ
(mod 2t−2) e Q2t−3·5s−4 ≡ 2t−3 − 1 (mod 2t−2). Podemos reescrever essas relações e (3.3)
da seguinte forma
Q2t−55s−2 = a12t−2;




t−2 + 2t−3 + 1;
Q2t−55s−3 = a52t−2 + 1− 2t−4δ;
Q2t−3·5s−4 = a62t−2 + 2t−3 − 1,
(3.5)




= Q2t−55s−2Q2t−55s−3 + (Q2t−55s−2 +Q2t−55s−3)Q2t−55s−2
+(Q2t−55s−2 +Q2t−55s−3 +Q2t−55s−4)Q2t−55s−1 +Q2t−55sQ2t−55s−1
= (a52
t−2 + 1− 2t−4δ)(a12t−2)
+(a52
t−2 + 1− 2t−4δ + a12t−2)a12t−2
+(a52
t−2 + 1− 2t−4δ + a12t−2 + a62t−2 + 2t−3 − 1)(a22t−2 + 2t−4δ)
+(a32
t−2 + 2t−3)(a22t−2 + 2t−4δ)
≡ 0 (mod 2t−1),
onde usamos o fato de que 2t− 4 ≥ t− 1 para t ≥ 7.
Para a segunda congruência, temos que
Q2t−45s−1 = Q(2t−55s+2)+(2t−55s−3)
= Q2t−55s−1Q2t−55s−3 + (Q2t−55s−1 +Q2t−55s−2)Q2t−55s−2
+(Q2t−55s−1 +Q2t−55s−2 +Q2t−55s−3)Q2t−55s−1 +Q2t−55sQ2t−55s
= (a22
t−2 + 2t−4)(a52t−2 + 1− 2t−4δ)
+(a22
t−2 + 2t−4 + a12t−2)(a12t−2)
+(a22
t−2 + 2t−4 + a12t−2 + a52t−2 + 1− 2t−4)(a22t−2 + 2t−4δ)
+(a32
t−2 + 2t−3)(a32t−2 + 2t−3)
≡ a22t−2 + 2t−4δ + a22t−2 + 2t−4δ (mod 2t−1)
≡ 2t−3δ (mod 2t−1).
Para a terceira congruência de (3.3), temos que
Q2t−45s = Q(2t−55s+2)+(2t−55s−2)
= Q2t−55s−1Q2t−55s−2 + (Q2t−55s−1 +Q2t−55s−2)Q2t−55s−1




t−2 + 2t−4 + a12t−2)a12t−2
+(a22
t−2 + 2t−4 + a12t−2 + a52t−2 + 1− 2t−4)(a32t−2 + 2t−3)
+(a32
t−2 + 2t−3)(a42t−2 + 2t−3 + 1)
≡ 2t−2 (mod 2t−1),
onde usamos o fato de que 2t− 6 ≥ t− 1 para t ≥ 7.
Vamos, então, partir para a quarta e última congruência de (3.3). Então, temos que
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Q2t−45s+1 = Q(2t−55s+3)+(2t−55s−2)
= Q2t−55sQ2t−55s−2 + (Q2t−55s +Q2t−55s−1)Q2t−55s−1




t−2 + 2t−3 + a22t−2 + 2t−4δ)(a22t−2 + 2t−4δ)
+(a32
t−2 + 2t−3 + a22t−2 + 2t−4δ + a12t−2)(a32t−2 + 2t−3)
+(a42
t−2 + 2t−3 + 1)(a42t−2 + 2t−3 + 1)
≡ a42t−2 + 2t−3 + 1a42t−2 + 2t−3 (mod 2t−1)
≡ 2t−2 + 1 (mod 2t−1),
o que conclui nossa indução e o lema está provado.
Ainda temos mais um lema a provar antes de seguirmos em frente.
Lema 3.4. Para todo s ≥ 1 ímpar e t ≥ 8, vale que
Q2t−3·5s−2 ≡ 2t+2 (mod 2t+3).
Demonstração. O procedimento para a demonstração é análogo àquele do lema anterior,
mas agora iremos executar indução simultaneamente nas seguintes congruências
Q2t−35s−2 ≡ 2t+2 (mod 2t+3);
Q2t−35s−1 ≡ 2t−25s (mod 2t+3);
Q2t−35s ≡ 2t−113s (mod 2t+3);
Q2t−35s+1 ≡ 2t−19s+ 1 (mod 2t+3).
(3.6)
Usando a definição de Qn, temos que Q2t−3·5−3 ≡ 1 + 2t+2 − 2t−2 · 13s (mod 2t+3) e
Q2t−3·5−4 ≡ 2t−2 · 34s − 1 (mod 2t+3). Reescrevendo as relações acima e (3.6) da mesma
forma que fizemos no lema anterior, temos, para b1, . . . , b6 ∈ Z, que
Q2t−55s−2 = b12t+3 + 2t+2;
Q2t−55s−1 = b22t+3 + 2t−2 · 5s;
Q2t−55s = b32
t+3 + 2t−1 · 13s;
Q2t−55s+1 = b42
t+3 + 2t−1 · 9s+ 1;
Q2t−55s−3 = b52t+3 + 1 + 2t+2 − 2t−2 · 13s;
Q2t−55s−4 = b62t+3 + 2t−2 · 34s− 1;
(3.7)
Vamos primeiramente fazer a base de indução s = 1 e executar a indução em t ≥ 7.
Como no lema anterior, o procedimento segue os mesmos passos para as quatro congruên-
cias acima. Primeiramente, vamos executar a indução no caso s = 1 para Q2t−35−2 ≡ 2t+2
(mod 2t+3).
35
Para t = 7, temos que Q2t−35−2 = Q24·5−2 = Q78 ≡ 512 (mod 1024). Vamos então
supor que o lema seja verdade para t. Logo, temos que
Q2t−2·5−2 = Q(2t−3·5+1)+(2t−3·5−3)
= Q2t−3·5−2 ·Q2t−3·5−3 + (Q2t−3·5−2 +Q2t−3·5−3)Q2t−3·5−2
+(Q2t−3·5−2 +Q2t−3·5−3 +Q2t−3·5−4)Q2t−3·5−1 +Q2t−3·5−1Q2t−3·5
= (b12
t+3 + 2t+2)(b52
t+3 + 1 + 2t+2 − 2t−2 · 13)
+(b12
t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13)(b12t+3 + 2t+2)
+(b12
t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13 + b62t+3 + 2t−2 · 33)
×(b22t+3 + 2t−2 · 5)
+(b22
t+3 + 2t−2 · 5)(b32t+3 + 2t−1 · 13)
≡ 2t+2 + 2t+2 (mod 2t+4)
≡ 2t+3 (mod 2t+4),
o que conclui a indução em t e por consequência a base da indução em s. Sigamos assim à
segunda parte da indução, para s ≥ 1. Nesse caso, vamos supor então que Q2t−35s−2 ≡ 2t+2
(mod 2t+3). Dessa forma, temos que
Q2t−35(s+1)−2 = Q2t−35+1+2t−35s−3
= Q2t−3·5−2 ·Q2t−3·5s−3 + (Q2t−3·5−2 +Q2t−3·5−3)Q2t−3·5s−2
+(Q2t−3·5−2 +Q2t−3·5−3 +Q2t−3·5−4)Q2t−3·5s−1 +Q2t−3·5−1Q2t−3·5s
= (b12
t+3 + 2t+2)(b52
t+3 + 1 + 2t+2 − 2t−2 · 13s)
+(b12
t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13)(b12t+3 + 2t+2)
+(b12
t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13 + b62t+3 + 2t−2 · 33)
×(b22t+3 + 2t−2 · 5s)
+(b22
t+3 + 2t−2 · 5)(b32t+3 + 2t−1 · 13s)
≡ 2t+2 + 2t+2 (mod 2t+4)
≡ 2t+3 (mod 2t+4),
o que conclui a indução em s para essa primeira congruência.
Partiremos agora para a congruência Q2t−35s−1 ≡ 2t−25s (mod 2t+3). Então, vamos
mostrar aqui que Q2t−3·5s−1 ≡ 2t−2 · 5s (mod 2t+3). Para a base de indução s = 1, vamos
fazer indução sobre t ≥ 7 para mostrar que Q2t−3·5−1 ≡ 2t−2 · 5 (mod 2t+3). Para t = 7, é
facilmente verificável. Suponhamos entao que a congruência seja válida para t, e assim
Q2t−2·5−1 = Q(2t−3·5+1)+(2t−3·5−2)
= Q2t−3·5−2 ·Q2t−3·5−2 + (Q2t−3·5−2 +Q2t−3·5−3)Q2t−3·5−1






t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13)(b22t+3 + 2t−2 · 5)
+(b12
t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13 + b62t+3 + 2t−2 · 33)
×(b32t+3 + 2t−1 · 13)
+(b22
t+3 + 2t−2 · 5)(b42t+3 + 2t−1 · 9 + 1)
≡ b22t+3 + 2t+2 · 5 + b22t+3 + 2t−2 · 5 (mod 2t+4)
≡ 2t−1 · 5 (mod 2t+4),
concluindo a base de indução. Suponha então que essa relação vale para s, com isso,
temos que
Q2t−3·5(s+1)−1 = Q(2t−3·5s−2)+(2t−3·5+1)
= Q2t−3·5−2Q2t−3·5s−2 + (Q2t−3·5−2 +Q2t−3·5−3)Q2t−3·5s−1





t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−2 · 13)(b22t+3 + 2t−2 · 5s)
+(b12
t+3 + 2t+2 + b52
t+3 + 1 + 2t+2 − 2t−213 + b62t+3 + 2t−233)
×(b32t+3 + 2t−113s)
+(b22
t+3 + 2t−2 · 5)(b42t+3 + 2t−1 · 9s+ 1)
≡ 2t−2 · 5s+ 2t−2 · 5 (mod 2t+3)
≡ 2t−2 · 5(s+ 1) (mod 2t+3).
E a indução para a segunda congruência está terminada. Para a terceira congruência
Q2t−35s ≡ 2t−113s (mod 2t+3), vamos proceder da mesma forma. Para s = 1, vamos
provar por indução que Q2t−35 ≡ 2t−113 (mod 2t+3). Para t = 7, é simples computar que
Q80 ≡ 832 (mod 1024). Supondo então que a congruência para s = 1 seja válida para t,
temos que
Q2t−2·5 = Q(2t−3·5+2)+(2t−3·5−2)
= Q2t−3·5−1 ·Q2t−3·5−2 + (Q2t−3·5−1 +Q2t−3·5−2)Q2t−3·5−1
+(Q2t−3·5−1 +Q2t−3·5−2 +Q2t−3·5−3)Q2t−3·5 +Q2t−3·5Q2t−3·5+1
= (b22
t+3 + 2t−2 · 5)(b12t+3 + 2t+2)
+(b22
t+3 + 2t−2 · 5 + b12t+3 + 2t+2)(b22t+3 + 2t−2 · 5)
+(b22
t+3 + 2t−2 · 5 + b12t+3 + 2t+2 + b52t+3 + 1 + 2t+2 − 2t−2 · 13)
×(b32t+3 + 2t−1 · 13)
+(b32
t+3 + 2t−1 · 13)(b42t+3 + 2t−1 · 9 + 1)
≡ 0 + 0 + b32t+3 + 2t−1 · 13 + b32t+3 + 2t−1 · 13 (mod 2t+4)
≡ 2t · 13 (mod 2t+4).
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Com a base de indução s = 1 completa, suponha que Q2t−35s ≡ 2t−113s (mod 2t+3)
seja verdade. Assim,
Q2t−2·5(s+1) = Q(2t−3·5+2)+(2t−3·5s−2)
= Q2t−3·5−1 ·Q2t−3·5s−2 + (Q2t−3·5−1 +Q2t−3·5−2)Q2t−3·5s−1
+(Q2t−3·5−1 +Q2t−3·5−2 +Q2t−3·5−3)Q2t−3·5s +Q2t−3·5Q2t−3·5s+1
= (b22
t+3 + 2t−2 · 5)(b12t+3 + 2t+2)
+(b22
t+3 + 2t−2 · 5 + b12t+3 + 2t+2)(b22t+3 + 2t−2 · 5s)
+(b22
t+3 + 2t−2 · 5 + b12t+3 + 2t+2 + b52t+3 + 1 + 2t+2 − 2t−2 · 13)
×(b32t+3 + 2t−1 · 13s)
+(b32
t+3 + 2t−1 · 13)(b42t+3 + 2t−1 · 9s+ 1)
≡ 0 + 2t−1 · 13s+ 0 + 2t−1 · 13 (mod 2t+3)
≡ 2t−1 · 13(s+ 1) (mod 2t+3),
e a indução da terceira congruência de (3.6) está completa.
Partiremos agora para a indução da quarta e última congruência. Mais uma vez,
colocando s = 1 para realizar indução sobre t ≥ 7. Como antes, o caso t = 7 é facilmente
computável, então vamos supor que Q2t−35+1 ≡ 2t−19 + 1 (mod 2t+3). Portanto, temos
que
Q2t−2·5+1 = Q(2t−3·5+3)+(2t−3·5−2)
= Q2t−3·5 ·Q2t−3·5−2 + (Q2t−3·5−1 +Q2t−3·5)Q2t−3·5−1
+(Q2t−3·5−1 +Q2t−3·5 +Q2t−3·5−2)Q2t−3·5 +Q2t−3·5+1Q2t−3·5+1
= (b32
t+3 + 2t−1 · 13)(b12t+3 + 2t+2)
+(b32
t+3 + 2t−1 · 13 + b22t+3 + 2t−2 · 5)(b22t+3 + 2t−2 · 5)
+(b32
t+3 + 2t−1 · 13 + b22t+3 + 2t−2 · 5 + b12t+3 + 2t+2)
×(b32t+3 + 2t−1 · 13)
+(b42
t+3 + 2t−1 · 9 + 1)(b42t+3 + 2t−1 · 9 + 1)
≡ b42t+3 + 2t−1 · 9 + b42t+3 + 2t−1 · 9 + 1 (mod 2t+4)
≡ 2t · 9 + 1 (mod 2t+4).
Com a base da indução terminada, vamos supor que Q2t−35s+1 ≡ 2t−19s+1 (mod 2t+3).
Logo, temos que
Q2t−2·5(s+1)+1 = Q(2t−3·5+3)+(2t−3·5s−2)
= Q2t−3·5 ·Q2t−3·5s−2 + (Q2t−3·5−1 +Q2t−3·5)Q2t−3·5s−1
+(Q2t−3·5−1 +Q2t−3·5 +Q2t−3·5−2)Q2t−3·5s +Q2t−3·5+1Q2t−3·5s+1
= (b32
t+3 + 2t−1 · 13)(b12t+3 + 2t+2)
+(b32
t+3 + 2t−1 · 13 + b22t+3 + 2t−2 · 5)(b22t+3 + 2t−2 · 5s)
+(b32
t+3 + 2t−1 · 13 + b22t+3 + 2t−2 · 5 + b12t+3 + 2t+2)
×(b32t+3 + 2t−1 · 13s)
+(b42
t+3 + 2t−1 · 9 + 1)(b42t+3 + 2t−1 · 9s+ 1)
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≡ 0 + 0 + 0 + 2t−1 · 9 + 2t−1 · 9s+ 1 (mod 2t+4)
≡ 2t−1 · 9(s+ 1) + 1 (mod 2t+4).
O que conclui a indução da quarta congruência de (3.6) e a demonstração do lema.
3.2 A valorização 2-ádica de Qn
Antes de direcionar nossa atenção à solução da equação (3.1), ainda precisamos cal-
cular a valorização 2-ádica de Qn. Essa nos fornecerá a ferramenta fundamental para
solucionarmos a equação em questão. Em outras palavras, vamos, nesta seção, demon-
strar o seguinte resultado:
Teorema 3.5. Para n ≥ 1, n 6≡ 75 (mod 80), temos que
ν2(Qn) =

17, se n = 78
0, se n ≡ 1, 2 (mod 5);
1, se n ≡ 3 (mod 10);
2, se n ≡ 4, 9 (mod 20);
3, se n ≡ 5, 8 (mod 20);
ν2(n) + 2, se n ≡ 0 (mod 20);
ν2(n+ 10) + 2, se n ≡ 10 (mod 20);
ν2(n+ 6) + 1, se n ≡ 14 (mod 20);
ν2(n+ 1) + 1, se n ≡ 19 (mod 20);
ν2((n+ 5)
2) + 1, se n ≡ 15, 35, 55 (mod 80);
ν2((n+ 2)
2) + 1, se n ≡ 18, 38, 58 (mod 80);
ν2((n+ 2)(n− 78)) + 1, se n ≡ 78 (mod 80), n > 78.
Demonstração. Vamos dividir essa demonstração nos 11 casos apresentados acima (note
que o caso n = 78 é trivial).
Caso 1: n ≡ 1, 2 (mod 5).
Note que, pela equação (1.10) para k = 4, temos que Qn −Qn−5 é par. Portanto,
Qn é ímpar⇐⇒ Qn−5 é ímpar,
logo, como Q1 = Q2 = 1, temos que
ν2(Qn) = 0, se n ≡ 1, 2 (mod 5),
e esse caso está provado.
Caso 2: n ≡ 3 (mod 10).
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Observe que, para provar esse caso, é suficiente provar que
Qn ≡ 2 (mod 4), se n ≡ 3 (mod 10).
Sendo assim, vamos proceder por indução na congruência acima, onde n = 10l+ 3, l ≥ 0.
Temos que l = 0 ⇒ Q3 = 2 ≡ 2 (mod 4). Suponha agora que a congruência seja
verdade para l. Assim, pelo Lema 3.2, temos que
Q10(l+1)+3 = Q(10l+5)+8
= Q8Q10l+2 + (Q20l+2 +Q20l+1)Q9 + (Q10l+2 +Q10l+1 +Q10l)Q10 +Q11Q10l+3
= 56Q10l+2 + 108(Q10l+2 +Q10l+1) + 208(Q10l+2 +Q10l+1 +Q10l) + 401Q10l+3
≡ 0 + 0 + 0 + 401 · 2 (mod 4)
≡ 2 (mod 4),
e esse caso está provado.
Caso 3: n ≡ 4, 9 (mod 20).
Para esse caso a congruência correspondente será
Qn ≡ 4 (mod 8), se n ≡ 4, 9 (mod 20).
Vamos fazer, primeiramente, o caso n ≡ 4 (mod 20), o caso n ≡ 9 (mod 20) seguirá
praticamente os mesmos cálculos. Assim, temos que n = 20l + 4 e já temos o que
precisamos para fazer a indução sobre l ≥ 0. Para l = 0, Q4 = 4 ≡ 4 (mod 8). Suponha
agora que a congruência seja válida para l. Logo, temos que
Q20(l+1)+4 = Q(20l+6)+18
= Q18Q20l+3 + (Q20l+3 +Q20l+2)Q19 + (Q20l+3 +Q20l+2 +Q20l+1)Q20
+Q21Q20l+4
= 39648Q20l+3 + 76424(Q20l+3 +Q20l+2) + 147312(Q20l+3 +Q20l+2 +Q20l+1)
+283953Q20l+4
≡ 0 + 0 + 0 + 283953 · 4 (mod 8)
≡ 4 (mod 8),
o que finaliza a primeira indução.
Agora, vamos fazer a indução para o caso n ≡ 9 (mod 20). Assim, temos que n =
20l + 9 e já temos o que precisamos para fazer a indução sobre l ≥ 0. Para l = 0,




= Q18Q20l+8 + (Q20l+8 +Q20l+7)Q19 + (Q20l+8 +Q20l+7 +Q20l+6)Q20
+Q21Q20l+9
= 39648Q20l+8 + 76424(Q20l+8 +Q20l+7) + 147312(Q20l+8 +Q20l+7 +Q20l+6)
+283953Q20l+9
≡ 0 + 0 + 0 + 283953 · 4 (mod 8)
≡ 4 (mod 8),
e esse caso também está provado.
Caso 4: n ≡ 5, 8 (mod 20).
Para esse caso, vamos provar a congruência correspondente,
Qn ≡ 8 (mod 16), se n ≡ 5, 8 (mod 20).
Vamos, primeiramente, fazer o caso n ≡ 5 (mod 20), mais uma vez, o caso n ≡ 8
(mod 20) seguirá praticamente os mesmos cálculos.
Assim, temos que n = 20l + 5. Para l = 0, Q5 = 8 ≡ 8 (mod 16). Suponha agora que
a congruência seja válida para l. Logo, temos que
Q20(l+1)+5 = Q(20l+7)+18
= Q18Q20l+4 + (Q20l+4 +Q20l+3)Q19 + (Q20l+4 +Q20l+3 +Q20l+2)Q20
+Q21Q20l+5
= 39648Q20l+4 + 76424(Q20l+4 +Q20l+3) + 147312(Q20l+4 +Q20l+3 +Q20l+2)
+283953Q20l+5
≡ 0 + 0 + 0 + 283953 · 8 (mod 16)
≡ 8 (mod 16),
onde usamos que Q20l+7 + Q20l+6 é par, pois, pelo Caso 1, é a soma de dois ímpares. O
que finaliza a indução.
Agora, temos que n = 20l + 8. Para l = 0, Q8 = 56 ≡ 8 (mod 16). Suponha agora
que a congruência seja válida para l. Logo, temos que
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Q20(l+1)+8 = Q(20l+10)+18
= Q18Q20l+7 + (Q20l+7 +Q20l+6)Q19 + (Q20l+7 +Q20l+6 +Q20l+5)Q20
+Q21Q20l+8
= 39648Q20l+7 + 76424(Q20l+7 +Q20l+6) + 147312(Q20l+7 +Q20l+6 +Q20l+5)
+283953Q20l+8
≡ 0 + 0 + 0 + 283953 · 8 (mod 16)
≡ 8 (mod 16),
onde usamos mais uma vez que Q20l+7 +Q20l+6 é par devido ao Caso 1. E então esse caso
também está provado.
Caso 5: n ≡ 0 (mod 20).
Note que, nesse caso, temos que n = 2t−5 · 5s, com s ≥ 1 ímpar e t ≥ 7. Portanto,
pelo Lema 3.3, temos que ν2(Qn) = t− 3. Por outro lado,
ν2(n) + 2 = ν2(2
t−55s) + 2 = t− 5 + 2 = t− 3 = ν2(Qn).
Caso 6: n ≡ 10 (mod 20).
Agora, usamos as congruências apresentadas na demonstração do Lema 3.3 juntamente
com a definição da sequência de Tetranacci para mostrar que Q2t−55s−10 ≡ 2t−3(δ − 2)
(mod 2t−2). Então, como nesse caso n = 2t−5 · 5s− 10, com s ≥ 1 ímpar e t ≥ 7,
ν2(n+ 10) + 2 = ν2(2
t−55s) + 2 = t− 3 = ν2(Qn).
Caso 7: n ≡ 14 (mod 20).
Procedendo como no Caso 6, ou seja, usando as congruências apresentadas na demon-
stração do Lema 3.3, temos que Q2t−55s−6 ≡ 2t−4δ (mod 2t−2). Portanto, como nesse caso
n = 2t−5 · 5s− 6, com s ≥ 1 ímpar e t ≥ 7,
ν2(n+ 6) + 1 = ν2(2
t−55s) + 1 = t− 4 = ν2(Qn).
Caso 8: n ≡ 19 (mod 20).
Aqui, temos que n = 2t−5 ·5s−1, com s ≥ 1 ímpar e t ≥ 7. Segue diretamente das con-
gruências apresentadas na demonstração do Lema 3.3 que Q2t−55s−1 ≡ 2t−4δ (mod 2t−2).
Logo,
ν2(n+ 1) + 1 = ν2(2
t−55s) + 1 = t− 4 = ν2(Qn).
Caso 9: n ≡ 15, 35, 55 (mod 80).
Note que, se n ≡ 15 (mod 80), então n = 80l + 15. Assim, temos que
ν2((n+ 5)
2) + 1 = 2ν2(80l + 20) + 1 = 2ν2(20(4l + 1)) + 1 = 5.
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Assim, queremos provar que ν2(Qn) = 5 quando n = 80l + 15. Para tal, vamos executar
uma indução sobre l ≥ 0 análoga às feitas nos Casos 1 e 2. Assim, nossa congruência
correspondente será
Qn ≡ 25 (mod 26) se n ≡ 15 (mod 80).
Para a base de indução l = 0, temos que
n = 15 =⇒ Qn = Q15 = 5536 ≡ 32 (mod 64).
Suponha então que a congruência seja válida para l e, portanto, temos que
Q80(l+1)+15 = Q(80l+17)+78
= Q78Q80l+14 + (Q80l+14 +Q20l+13)Q79
+(Q80l+14 +Q80l+13 +Q80l+12)Q80 +Q81Q80l+15
≡ 0 + 0 + 0 + 25 (mod 26)
≡ 25 (mod 26),
onde usamos que Q78 ≡ Q80 ≡ 0 (mod 64), Q81 ≡ 1 (mod 64), Q79 ≡ 32 (mod 64) e
(Q80l+14 +Q20l+13) é par pelos Casos 2 e 7. O que conclui a indução.
O caso n ≡ 55 (mod 80) segue exatamente os mesmos cálculos, pois
ν2((n+ 5)
2) + 1 = 2ν2(80l + 60) + 1 = 2ν2(20(4l + 3)) + 1 = 5.
Assim, queremos provar que ν2(Qn) = 5 quando n = 80l + 55. Para tal, vamos
executar uma indução sobre l ≥ 0 também análoga às feitas nos Casos 1 e 2. Assim,
nossa congruência correspondente será
Qn ≡ 25 (mod 26) se n ≡ 55 (mod 80).
Para a base de indução l = 0, é fácil computar que Qn = Q55 ≡ 32 (mod 64). Suponha
então que a congruência seja válida para l e, portanto, temos que
Q80(l+1)+55 = Q(80l+57)+78
= Q78Q80l+54 + (Q80l+54 +Q20l+53)Q79
+(Q80l+54 +Q80l+53 +Q80l+52)Q80 +Q81Q80l+55
≡ 0 + 0 + 0 + 25 (mod 26)
≡ 25 (mod 26),
onde usamos mais uma vez que Q78 ≡ Q80 ≡ 0 (mod 64), Q81 ≡ 1 (mod 64), Q79 ≡ 32
(mod 64) e que (Q80l+14+Q20l+13) é par pelos Casos 2 e 7. E da mesma forma, concluimos
a indução.
Para o caso n ≡ 35 (mod 80), temos que
ν2((n+ 5)
2) + 1 = 2ν2(80l + 40) + 1 = 2ν2(40(2l + 1)) + 1 = 7.
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Assim, queremos provar, nesse caso, que ν2(Qn) = 7. Que traz a congruência correspon-
dente
Qn ≡ 27 (mod 28) se n ≡ 35 (mod 80), (3.8)
ou seja, n = 80l + 35. Para l = 0, segue que Q35 = 2775641472 ≡ 128 (mod 256).
Agora, pela equação (1.10) para k = 4, temos que Q80l+38 = 2Q80l+42 − Q80l+43,
e pela definição de Qn, temos que Q80l+37 + Q80l+36 = Q80l+38 − Q80l+35 − Q80l+34 e
Q76 +Q77 = Q78−Q75−Q74. Além disso, note que Q78 ≡ Q75 ≡ 0 (mod 28), Q74 = 26s1,
como s1 ímpar, e que, pelo Caso 7, Q74Q80l+34 ≡ 0 (mod 28). Finalmente, observe que,
pelo Caso 2, Q80l+43 = 2s2, que Q80l+42 = s3, com s2, s3 ímpares, e que Q76 é ímpar, logo,
pela hipótese da indução, Q76Q80l+35 ≡ 27 (mod 28).
Agora, suponha que a congruência (3.8) seja verdade para l. Assim, temos que
Q80(l+1)+35 = Q(80l+40)+75
= Q75Q80l+37 + (Q80l+37 +Q20l+36)Q76
+(Q80l+37 +Q80l+36 +Q80l+35)Q77 +Q78Q80l+38
= Q75Q80l+37 + (Q80l+38 −Q20l+35 −Q80l+34)Q76
+(Q80l+38 −Q80l+34)Q77 +Q78Q80l+38
= Q75Q80l+37 + (Q80l+38 −Q80l+34)(Q77 +Q76)−Q80l+35Q76 +Q78Q80l+38
≡ 0 + (Q80l+38 −Q80l+34)(Q78 −Q75 −Q74) + 27 + 0 (mod 28)
≡ 27 −Q80l+38Q74 (mod 28)
≡ 27 + 26s1(Q80l+43 − 2Q80l+42) (mod 28)
≡ 27 + 27s1(s2 + s3) (mod 28)
≡ 27 (mod 28),
pois s2 + s3 é par. Assim, a indução está completa.
Caso 10: n ≡ 18, 38, 58 (mod 80).
Esse caso é análogo ao Caso 9. Note que, se n ≡ 18 (mod 80), então n = 80l + 18 e
assim
ν2((n+ 2)
2) + 1 = 2ν2(80l + 20) + 1 = 2ν2(20(4l + 1)) + 1 = 5.
Com isso, chegamos à congruência correspondente
Qn ≡ 25 (mod 26) se n ≡ 18 (mod 80),
e exatamente como no caso anterior, procedemos por indução sobre l. Para l = 0, temos
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Q18 = 39648 ≡ 32 (mod 64). Supondo então que a congruência é válida para l, temos que
Q80(l+1)+18 = Q(80l+20)+78
= Q78Q80l+17 + (Q80l+17 +Q20l+16)Q79
+(Q80l+17 +Q80l+16 +Q80l+15)Q80 +Q81Q80l+18
≡ 0 + 0 + 0 + 25 (mod 26)
≡ 25 (mod 26).
Os cálculos para n ≡ 58 (mod 80) são praticamente os mesmos. Assim, nesse caso,
n = 80l + 58 e
ν2((n+ 2)
2) + 1 = 2ν2(80l + 60) + 1 = 2ν2(20(4l + 3)) + 1 = 5.
Com isso, chegamos à congruência correspondente
Qn ≡ 25 (mod 26) se n ≡ 58 (mod 80),
e exatamente como no caso anterior, procedemos por indução sobre l. Para l = 0, é
simples computar que Q58 ≡ 32 (mod 64). Supondo então que a congruência é válida
para l, temos que
Q80(l+1)+58 = Q(80l+60)+78
= Q78Q80l+57 + (Q80l+57 +Q20l+56)Q79
+(Q80l+57 +Q80l+56 +Q80l+55)Q80 +Q81Q80l+58
≡ 0 + 0 + 0 + 25 (mod 26)
≡ 25 (mod 26).
Para n ≡ 38 (mod 80), temos que n = 80l + 38, e fazemos indução análoga ao caso
n = 80l + 35. Para l = 0, temos que Q38 = 19878720128 ≡ 128 (mod 256). Supondo que
é verdade para l, temos que
Q80(l+1)+38 = Q(80l+40)+78
= Q78Q80l+37 + (Q80l+37 +Q20l+36)Q79
+(Q80l+37 +Q80l+36 +Q80l+35)Q80 +Q81Q80l+38
= Q75Q80l+37 + (Q80l+38 −Q20l+35 −Q80l+34)Q76
+(Q80l+38 −Q80l+34)Q77 +Q78Q80l+38
≡ 0 + 0 + 0 + 27 (mod 28)
≡ 27 (mod 28),
onde usamos o Caso 9.
Caso 11: n ≡ 78 (mod 80), n > 78.
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Neste caso, sabemos que 160 divide exatamente um entre n+ 2 e n−78. Vamos supor
que 160 | n+ a, para algum a ∈ {2,−78}. Assim ν2(n+ b) = 4, para b ∈ {2,−78}\{a}, e
então, queremos provar que
ν2(Qn) = ν2(n+ a) + 5.
Mas, pelo Lema 3.4,
Q2t−35s−a ≡ 2t+2 (mod 2t+3).
Portanto
ν2(Qn) = ν2(Q2t−35s−a) = t+ 2 = ν2(n+ a) + 5.
Isso completa esse caso e consequentemente a prova do teorema.
Observação: O caso n ≡ 75 (mod 80) é bastante complicado. Nesse caso, o com-
portamento de ν2(Qn) é bastante similar ao caso n ≡ 78 (mod 80), o que sugere que
ν2(Qn) = ν2((n+ 5)(n+ 75)) + 1, quando n ≡ 75 (mod 80). Mas esses valores diferem dos
esperados quando n ≡ 555 (mod 640).
De fato, é possível (e não muito complicado) mostrar que a valorização nesse caso não
pode ter a forma ν2(P (n)) + k, onde P (n) é um polinômio em n e k é uma constante
inteira. Assim, as técnicas utilizadas para os outros casos se tornam ineficazes quando
n ≡ 75 (mod 80). O que torna necessária uma nova forma de lidar com o problema.
3.3 A equação Qn = m!
Nesta seção, vamos usar o Teorema 3.5 para resolver a equação (3.1) quando n 6≡ 75
(mod 80). Assim, vamos demonstrar o seguinte resultado:
Teorema 3.6. As únicas soluções para a equação Diofantina
Qn = m! (3.9)
em inteiros positivos m e n 6≡ 75 (mod 80) são
(n,m) ∈ {(1, 1), (2, 1), (3, 2)} .
Demonstração. Se m ≤ 22, é fácil ver que as únicas soluções para a equação (3.1) são as
já listadas no enunciado do teorema. Então, vamos supor que m ≥ 23, então (1.93)n−1 >
Qn = m! ≥ 23! e, logo, n > 80. Usando o Lema 1.15 (para p = 2) juntamente com o






− 1 ≤ ν2(m!) = ν2(Qn)
< ν2(n(n+ 10)(n+ 6)(n+ 1)(n+ 5)
2(n+ 2)3(n− 78)) + 15
≤ 10ν2(n+ ω) + 15,
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para ω ∈ {0, 1, 2, 5, 6, 10,−78}. Então ν2(n+ ω) ≥ (m− blogm/ log 2c − 16)/10 e então,
2b(m−blogm/ log 2c−16)/10c divide n + ω. Em particular, 2b(m−blogm/ log 2c−16)/10c ≤ |n+ ω| ≤














Por outro lado, pelo Teorema 1.7, (1.92)n−2 < Qn = m! < (m/2)m e logo n <











≤ log(1.6m log(m/2) + 80)
log 2
.
Essa desigualdade implica em m ≤ 121 e então n < 1.6 · 121 log(130/2) + 2 = 796, 272 . . ..
Agora, usando o Mathematica, não obtemos nenhuma solução para a equação (3.1) com
23 ≤ m ≤ 121 e 81 ≤ n ≤ 796. Com isso, a prova do teorema está completa.
47
Capítulo 4
Um Caso Particular da Equação de
Brocard-Ramanujan
Já conhecemos a equação de Brocard-Ramanujan, m!+1 = n2. Aqui, vamos trabalhar
com um caso particular dessa equação, onde n é um número de Tribonacci ou Tetranacci.
Com efeito, usaremos aqui as técnicas e resultados obtidos no capítulo anterior e procu-
raremos as soluções de
(F (k)n )
2 = m! + 1, (4.1)
quando k = 3 ou k = 4.
4.1 T 2n = m! + 1
Primeiramente, vamos estudar a equação (4.1) quando k = 3. Vamos precisar de alguns
resultados preliminares desenvolvidos por D. Marques e T. Lengyel [47] análogos aos da
seção 3.1.
Lema 4.1. Para todos inteiros n,m, com n ≥ 0 e m ≥ 2, temos que
Tn+m = Tm−2Tn + (Tm−3 + Tm−2)Tn+1 + Tm−1Tn+2.
Lema 4.2. Para todo s ≥ 1 e t ≥ 6, temos que T2t−3s ≡ s2t−4 (mod 2t−3).
Demonstração. Iremos proceder por indução em s para provar simultaneamente as seguintes
congruências
T2t−3s ≡ s2t−4 (mod 2t−3), T2t−3s−1 ≡ 0 (mod 2t−3), T2t−3s+1 ≡ 1 (mod 2t−3). (4.2)
Primeiramente, vamos lidar com a base de indução s = 1. Então, queremos provar
que, para todo t ≥ 6, vale
T2t−3 ≡ 2t−4 (mod 2t−3), T2t−3−1 ≡ 0 (mod 2t−3), T2t−3+1 ≡ 1 (mod 2t−3).
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Vamos proceder por indução em t. Claramente as congruências valem para t = 6. Por-
tanto, suponha que elas sejam válidas para t. Então usamos o lema 4.1 para T2t−2 =
T(2t−3−1)+(2t−3+1) a fim de obter
T2t−2 = T
2
2t−3−1 + (T2t−3−2 + T2t−3−1)T2t−3 + T2t−3T2t−3+1. (4.3)
Usando a relação de recorrência da definição de Tribonacci, obtemos T2t−3−2 ≡ 2t−4 + 1
(mod 2t−3). Agora, escrevemos T2t−3−2 = 1 + 2t−4 + a2t−3, T2t−3−1 = b2t−3, T2t−3 =
2t−4 + c2t−3 e T2t−3+1 = 1 + d2t−3. Assim, obtemos
T2t−2 = b
222t−6 + (1 + 2t−4 + (a+ b)2t−3)(2t−4 + c2t−3) + (2t−4 + c2t−3)(1 + d2t−3)
≡ 2t−4 + c2t−3 + 2t−4 + c2t−3 (mod 2t−2)
≡ 2t−3 (mod 2t−2),
como desejado. Aqui usamos o fato de que 2t−8 ≥ t−2, pois t ≥ 6. Procedemos de forma
similar para provar as outras congruências de (4.3). Agora, por hipótese de indução, vamos
supor que as congruências em (4.2) valem para s. Então, usamos o mesmo procedimento
(e o Lema 4.1) para T2t−3(s+1) = T(2t−3s−1)+(2t−3+1) e obtemos o resultado.
Procedendo à equação (4.1), vamos primeiramente calcular as valorizações de Tn − 1
e Tn + 1.
4.1.1 A valorização 2−ádica de Tn − 1
Nesse caso, temos que
Teorema 4.3. Para n ≥ 5, temos que
ν2(Tn − 1) =

0, se n ≡ 0, 3 (mod 4);
1, se n ≡ 5 (mod 8);
ν2(n− 2)− 1, se n ≡ 2 (mod 8);
ν2(n+ 2)− 1, se n ≡ 6 (mod 8);
ν2((n− 1)(n+ 7))− 3, se n ≡ 1 (mod 8).
Demonstração. Primeiramente, note que, pela equação (1.10) para k = 3, temos que
Tn − 1 é ímpar para todo n ≡ 0, 3 (mod 4), o que prova o primeiro caso. Agora note
que, a fim de provar o segundo caso, é suficiente provar que Tn ≡ 3 (mod 4). Nesse caso,
temos que n = 8k+ 5, k ≥ 0. Então procederemos por indução sobre k. Para k = 0 segue
trivialmente, pois T5 − 1 = 7− 1 = 6 = 2 · 3. Logo, vamos supor que T8k+5 ≡ 3 (mod 4).
Usando o Lema 4.1, temos que
T8(k+1)+5 = T(8k+5)+8
= T6T8k+5 + (T6 + T5)T8k+6 + T7T8k+7
= 13T8k+5 + 20T8k+6 + 24T8k+7
≡ 3 (mod 4).
49
No terceiro caso, para t ≥ 6 e s ≥ 1 ímpar, escrevemos n = 2t−3s + 2. Agora, pelo
Lema 4.2, temos que
T2t−3s+2 = T2t−3s+1 + T2t−3s + T2t−3s−1
≡ 1 + 2t−4 + 0 (mod 2t−3)
≡ 1 + 2t−4 (mod 2t−3).
Logo
ν2(Tn − 1) = t− 4 = ν2(2t−3s)− 1 = ν2(n− 2)− 1.
Vamos proceder da mesma forma no quarto caso. Para t ≥ 6 e s ≥ 1 ímpar, escrevemos
n = 2t−3s− 2. Então, pelo Lema 4.2, temos que
T2t−3s−2 = T2t−3s+1 − T2t−3s − T2t−3s−1
≡ 1− 2t−4 − 0 (mod 2t−3)
≡ 1 + 2t−4 (mod 2t−3).
Portanto
ν2(Tn − 1) = t− 4 = ν2(2t−3s)− 1 = ν2(n+ 2)− 1.
Para o quinto e último caso, n ≡ 1 (mod 8). Sabemos que 16 divide exatamente um
entre n−1 e n+7. Suponhamos que 16|n+a, para algum a ∈ {−1, 7}. Então ν2(n+b) = 3
para b ∈ {−1, 7} \ {a}, e logo, queremos provar que
ν2(Tn − 1) = ν2(n+ a).
Para tal, escrevemos n = 2t−2s − a, para t ≥ 5 e s ≥ 1 ímpar, e procedemos como no
Lema 4.2 para provar que
T2t−2s−a − 1 ≡ 2t−2 (mod 2t−1).
Portanto
ν2(Tn − 1) = t− 2 = ν2(n+ a) + 1,
e a demonstração está completa.
4.1.2 A valorização 2−ádica de Tn + 1
Agora, vamos proceder à prova do seguinte teorema:
Teorema 4.4. Para n ≥ 1, temos que
ν2(Tn + 1) =

15, se n = 61;
0, se n ≡ 0, 3 (mod 4);
1, se n ≡ 1, 2, 6 (mod 8);
3, se n ≡ 5 (mod 16);
ν2((n+ 3)
2)− 3, se n ≡ 13, 29, 45 (mod 64);
ν2((n− 61)(n+ 3))− 3, se n ≡ 61 (mod 64), n > 61.
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Demonstração. Os dois primeiros casos são triviais. O terceiro e o quarto seguem os
mesmos passos. Note que, para prová-los, é suficiente provar que Tn ≡ 1 (mod 4) quando
n ≡ 1, 2, 6 (mod 8) e Tn ≡ 7 (mod 16) quando n ≡ 5 (mod 16).
Logo, primeiramente, vamos escrever n = 8l + 1 e proceder por indução sobre l ≥ 0.
Para a base de indução n = 0 o resultado segue trivialmente, pois T1+1 = 2. Suponhamos,
então, que T8l+1 ≡ 1 (mod 4). Assim
T8(l+1)+1 = T(8l+1)+8
= T6T8l+1 + (T6 + T5)T8l+2 + T7T8l+3
= 13T8l+1 + (13 + 7)T8l+2 + 24T8l+3
≡ 1 (mod 4).
Para o caso n ≡ 2 (mod 8), vamos escrever n = 8l + 2 e proceder por indução sobre
l ≥ 0. Para a base de indução n = 0 o resultado segue trivialmente, pois T2 + 1 = 2.
Suponhamos, então, que T8l+2 ≡ 1 (mod 4). Assim
T8(l+1)+2 = T(8l+2)+8
= T6T8l+2 + (T6 + T5)T8l+3 + T7T8l+4
= 13T8l+2 + (13 + 7)T8l+3 + 24T8l+4
≡ 1 (mod 4).
Agora, vamos escrever n = 8k + 6 e proceder por indução sobre k ≥ 0. Para k = 0,
segue diretamente, pois T6 + 1 = 13 + 1 = 14 = 2 · 7. Agora, temos que
T8(l+1)+6 = T(8l+6)+8
= T6T8l+6 + (T6 + T5)T8l+7 + T7T8l+8
= 13T8l+6 + 20T8l+7 + 24T8l+8
≡ 1 (mod 4).
Para o caso n ≡ 5 (mod 16), vamos escrever n = 16l + 5 e proceder por indução
sobre l ≥ 0. Para a base de indução n = 0 o resultado segue trivialmente, pois T5 + 1 =
8. Suponhamos, então, que T16l+5 ≡ 7 (mod 16). Como mostramos acima, temos que
T16l+6 ≡ 1 (mod 4), logo T16l+5 = 4r + 1, onde r ∈ N. Assim
T16(l+1)+5 = T(16l+5)+16
= T14T8l+5 + (T14 + T13)T8l+6 + T15T8l+7
= 1705T8l+5 + (1705 + 927)T8l+6 + 3136T8l+7
≡ 15 + 8T16l+6 (mod 16)
≡ 15 + 8(4r + 1) (mod 16)
≡ 7 (mod 16).
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Agora, note que, se n ≡ 13 (mod 64),
ν2((n+ 3)
2)− 3 = 2ν2(n+ 3)− 3
= 2ν2(64k + 13 + 3)− 3 = 2ν2(16(4k + 1))− 3 = 2 · 4− 3
= 5.
Então, é suficiente provar que Tn ≡ 31 (mod 64). Mais uma vez, procederemos por
indução. Primeiramente, note que T13 = 927 ≡ 31 (mod 64). Agora, temos que
T64(k+1)+13 = T(64k+13)+64
= T62T64k+13 + (T62 + T61)T64k+14 + T63T64k+15
≡ −1 + 32T64k+14 (mod 64).
Mas, pelo caso anterior, temos que T64k+14 ≡ 1 (mod 4). Logo,
T64(k+1)+13 ≡ −1 + 32T64k+14 (mod 64)
≡ 32− 1 (mod 64)
≡ 31 (mod 64).
Antes de partir para o próximo caso, vamos mostrar que T64l+30 ≡ 1 (mod 8). Para
tal, vamos também proceder por indução. É trivial para a base de indução l = 0. Agora,
temos que
T64(l+1)+30 = T(64l+30)+64
= T62T64l+30 + (T62 + T61)T64l+31 + T63T64l+32
≡ 1 (mod 8),
logo, T64l+32 = 8l + 1.
Agora, quando n ≡ 29 (mod 64), temos que
ν2((n+ 3)
2)− 3 = 2ν2(n+ 3)− 3
= 2ν2(64k + 29 + 3)− 3 = 2ν2(32(2k + 1))− 3 = 2 · 5− 3
= 7.
Então, é suficiente provar que Tn ≡ 127 (mod 256). Mais uma vez, procederemos por
indução. Primeiramente, é fácil mostrar que T29 ≡ 127 (mod 256). Agora, temos que
T64(l+1)+29 = T(64l+29)+64
= T62T64l+29 + (T62 + T61)T64l+30 + T63T64l+31
≡ 95 + 32T64l+30 (mod 256)
≡ 95 + 32(8r + 1) (mod 256)
≡ 127 (mod 256).
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Agora, note que, se n ≡ 45 (mod 64),
ν2((n+ 3)
2)− 3 = 2ν2(n+ 3)− 3
= 2ν2(64k + 45 + 3)− 3 = 2ν2(16(4k + 3))− 3 = 2 · 4− 3
= 5.
Então, é suficiente provar que Tn ≡ 31 (mod 64). Mais uma vez, procederemos por
indução. Primeiramente, note que é trivial mostrar que T45 ≡ 31 (mod 64). Agora,
temos que
T64(k+1)+45 = T(64k+45)+64
= T62T64k+45 + (T62 + T61)T64k+46 + T63T64k+47
≡ −1 + 32T64k+14 (mod 64).
Mas, pelo caso anterior, temos que T64k+46 ≡ 1 (mod 4). Logo,
T64(k+1)+45 ≡ −1 + 32T64k+14 (mod 64)
≡ 32− 1 (mod 64)
≡ 31 (mod 64).
Para o último caso, o procedimento é o mesmo feito no último caso do Teorema 4.3.
Note que, como n ≡ 61 (mod 64), 128 divide exatamente um entre n − 61 e n + 3.
Suponhamos que 128|n + a, para algum a ∈ {−61, 3}. Então ν2(n + b) = 6 para b ∈
{−61, 3} \ {a}, e logo, queremos provar que
ν2(Tn + 1) = ν2(n+ a) + 3.
Para tal, escrevemos n = 2t−2s − a, para t ≥ 8 and s ≥ 1 ímpar, e realizamos o mesmo
procedimento realizado no Lema 4.2 para provar que
T2t−2s−a + 1 ≡ 2t+1 (mod 2t+2).
Portanto
ν2(Tn + 1) = t+ 1 = ν2(n+ a) + 3,
e a demonstração está completa.
4.1.3 Resolvendo T 2n = m! + 1
Agora, vamos proceder de forma similar ao Teorema 3.6 para resolver a equação de
Brocard-Ramanujan para números de k−bonacci.
Teorema 4.5. Não existem soluções (m,n) ∈ Z2 para a equação
T 2n = m! + 1. (4.4)
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Demonstração. Se n ≤ 61, uma busca direta mostra que não há soluções para a equação
(5). Logo, podemos supor que n > 61 e então m ≥ 30. Usando o Lema 1.15 e os Teoremas






− 1 ≤ ν2(m!) = ν2(Tn − 1) + ν2(Tn + 1)
< ν2((n+ 2)(n− 2)(n− 1)(n+ 7)(n+ 3)3(n− 61)) + 5
≤ 8ν2(n+ ω) + 5,
para algum ω ∈ {−61,−2,−1, 2, 3, 7}. Então ν2(n + ω) ≥ (m − blogm/ log 2c − 6)/8 e
então, 2b(m−blogm/ log 2c−6)/8c divide n+ω. Em particular, 2b(m−blogm/ log 2c−6)/8c ≤ |n+ω| ≤














Por outro lado, pelo Lema 1.7, temos que (1.83)2n−4 < T 2n = m! + 1 < 2(m/2)m e











≤ log(0.9m log(m/2) + 63.6)
log 2
.
Essa desigualdade traz m ≤ 78 e então n < 0.9 · 78 log(78/2) + 2.6 = 259.782 . . .. Agora,
usando um procedimento no Mathematica não obtemos nenhuma solução para a equação
(5) com 30 ≤ m ≤ 78 e 62 ≤ n ≤ 259.
4.2 Q2n = m! + 1
Agora, vamos proceder da mesma forma para resolver a equação (F (k)n )2 − 1 = m!,
quando k = 4. Primeiramente, vamos estabelecer as valorizações 2−ádicas de Qn + 1 e
Qn − 1.
4.2.1 A valorização 2-ádica de Qn + 1
Teorema 4.6. Para n ≥ 1, temos que
ν2(Qn + 1) =

0, se n 6≡ 1, 2 (mod 5);
1, se n ≡ 1, 2, 7 (mod 10);
ν2((n+ 4)(n+ 14)) + 1, se n ≡ 6 (mod 10).
Demonstração. Primeiramente, note que, pela equação (1.10) para k = 4, temos que
Qn−1 é ímpar para todo n ≡ 0, 3, 4 (mod 4), o que prova trivialmente o primeiro caso. O
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restante da demonstração seguirá os mesmos passos do caso k = 3, ou seja, procederemos
por indução nos três primeiros casos. Assim, no caso onde n ≡ 1 (mod 10), temos que
n = 10l + 1. Para o caso n = 1 é trivial, pois Q1 + 1 = 2. Vamos supor que Qn + 1 ≡ 2
(mod 4) ou Qn ≡ 1 (mod 4). Logo, usando o Lema 3.2 e o Teorema 3.5, temos que
Q10(l+1)+1 = Q(10l+3)+8
= Q8Q10l +Q9(Q10l +Q10l−1) +Q10(Q10l +Q10l−1 +Q10l−2) +Q11Q10l+1
≡ 0 + 0 + 0 + 1 (mod 4)
≡ 1 (mod 4).
Para os casos, n ≡ 2, 7 (mod 10), temos que n ≡ 2 (mod 5). Logo, n = 5l + 2. Com
isso, vamos fazer nossa indução. Para n = 2, Q2 + 1 = 2 e o resultado se segue. Vamos
supor que Q5l+2 + 1 ≡ 2 (mod 4). Portanto
Q5(l+1)+2 = Q(5l+4)+3
= Q3Q5l+1 +Q4(Q5l+1 +Q5l) +Q5(Q5l+1 +Q5l +Q5l−1) +Q6Q5l+2
≡ 1 (mod 4).
Para o caso onde n ≡ 6 (mod 10), note que 20 divide exatamente um entre n + 4 e
n + 14. Suponhamos que 20|n + a, para algum a ∈ {4, 14}. Então ν2(n + b) = 1 para
b ∈ {4, 14} \ {a}, e logo, queremos provar que
ν2(Qn + 1) = ν2(n+ a) + 2.
Mas, para t ≥ 6, pela demonstração do Lema 3.3, temos que
Q2t−5·5s−4 = Q2t−5·5s −Q2t−5·5s−1 −Q2t−5·5s−2 −Q2t−5·5s−3
≡ 2t−3 − 2t−4δ − 1 + 2t−4δ (mod 2t−2)
≡ 2t−3 − 1 (mod 2t−2),
e o resultado segue.
4.2.2 A valorização 2−ádica de Qn − 1
Teorema 4.7. Para n ≥ 3, temos que
ν2(Qn − 1) =

0, se n 6≡ 1, 2 (mod 5);
1, se n ≡ 6 (mod 10);
ν2((n− 1)(n+ 9)) + 1, se n ≡ 1 (mod 10);
ν2((n− 2)(n+ 3)) + 1, se n ≡ 2 (mod 5).
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Demonstração. Primeiramente, note que, pela equação (1.10), temos que Qn− 1 é ímpar
para todo n ≡ 0, 3, 4 (mod 4), o que prova trivialmente o primeiro caso. Para o segundo
caso, note que podemos escrever n = 10l + 6 e proceder por indução sobre l ≥ 0. Para
l = 0, temos que ν2(Qn − 1) = ν2(Q6 − 1) = ν2(14) = 1. Vamos então supor que
ν2(Q10l+6 − 1) = 1, em outras palavras, que Q10l+6 ≡ 3 (mod 4).
Assim, usando o Lema 3.2, temos que
Q10(l+1)+6 = Q(10l+8)+8
= Q8Q10l+5 +Q9(Q10l+5 +Q10l+4) +Q10(Q10l+5 +Q10l+4 +Q10l+3)
+Q11Q10l+6
= 56Q10l+5 + 108(Q10l+5 +Q10l+4) + 208(Q10l+5 +Q10l+4 +Q10l+3)
+401Q10l+6
≡ 0 + 0 + 0 + 1 · 3 (mod 4)
≡ 3 (mod 4),
e a indução está completa.
Para o caso onde n ≡ 1 (mod 10), note que 20 divide exatamente um entre n − 1 e
n + 9. Suponhamos que 20|n + a, para algum a ∈ {−1, 9}. Então ν2(n + b) = 1 para
b ∈ {−1, 9} \ {a}, e logo, queremos provar que
ν2(Qn + 1) = ν2(n+ a) + 2.
Mas, para t ≥ 7, pela demonstração do Lema 3.3, temos que
Q2t−5·5s+1 ≡ 2t−3 + 1 (mod 2t−2),
e o resultado se segue.
Vamos agora estudar o caso onde n ≡ 12 (mod 20). Nesse caso, n = 20l + 12 e
vamos mostrar por indução que ν2(Qn − 1) = 2. Primeiramente, para l = 0 temos que
ν2(Qn − 1) = ν2(Q12 − 1) = ν2(772) = 2. Vamos então supor que ν2(Q20l+12 − 1) = 2, ou
Q201+12 ≡ 5 (mod 8). Assim, usando o Lema 3.2, temos que
Q20(l+1)+12 = Q(20l+14)+18
= Q18Q20l+11 +Q19(Q20l+11 +Q20l+10) +Q20(Q20l+11 +Q20l+10 +Q20l+9)
+Q21Q20l+12
= 39648Q10l+11 + 76424(Q10l+11 +Q10l+10)
+147312(Q10l+11 +Q10l+10 +Q10l+9) + 283953Q10l+12
≡ 0 + 0 + 0 + 1 · 5 (mod 8)
≡ 5 (mod 8),
o que termina a indução.
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Quando n ≡ 2 (mod 20), podemos escrever, para t ≥ 7 e s ≥ 1 ímpar, n = 2t−5 ·5s+2.
Agora, note que, pelo Lema 3.3, temos que Q2t−5·5s+2 ≡ 2t−4δ + 1 (mod 2t−3). Mas por
outro lado temos que
ν2(n− 2) + 1 = ν2(2t−5 · 5s) + 1 = t− 4,
e com isso então, nesse caso, ν2(Qn − 1) = ν2(n− 2) + 1.
Observe que, quando n ≡ 12 (mod 20), então ν2(n− 2) + 1 = ν2(20l + 12− 2) + 1 =
ν2(10(2l+1))+1 = 2. Portanto, podemos concluir que ν2(Qn−1) = ν2(n−2)+1, quando
n ≡ 2 (mod 10).
No caso onde n ≡ 7 (mod 20), temos que n = 20l + 12. Vamos mostrar por indução
que ν2(Qn − 1) = 2. Primeiramente, para l = 0, temos que ν2(Qn − 1) = ν2(Q7 − 1) =
ν2(28) = 2. Vamos então supor que ν2(Q20l+7 − 1) = 2, ou Q201+12 ≡ 5 (mod 8). Assim,
usando o Lema 3.2, temos que
Q20(l+1)+7 = Q(20l+9)+18
= Q18Q20l+6 +Q19(Q20l+6 +Q20l+5) +Q20(Q20l+6 +Q20l+5 +Q20l+4)
+Q21Q20l+7
= 39648Q10l+6 + 76424(Q10l+6 +Q10l+5) + 147312(Q10l+6 +Q10l+5 +Q10l+5)
+283953Q10l+7
≡ 0 + 0 + 0 + 1 · 5 (mod 8)
≡ 5 (mod 8),
o que termina a indução. Observe que nesse caso ν2(n + 3) + 1 = ν2(20l + 7 + 3) + 1 =
ν2(10(2l + 1)) + 1 = 2, portanto, quando n ≡ 7 (mod 20), ν2(Qn − 1) = ν2(n+ 3) + 1.
Quando n ≡ 17 (mod 20), podemos escrever, para t ≥ 7 e s ≥ 1 ímpar, n = 2t−5·5s−3.
Agora, note que, pelo Lema 3.3, temos que Q2t−5·5s−3 ≡ 1 − 2t−4δ (mod 2t−3). Mas por
outro lado temos que
ν2(n+ 3) + 1 = ν2(2
t−5 · 5s) + 1 = t− 4,
e com isso então, nesse caso, ν2(Qn−1) = ν2(n+3)+1. Portanto, temos que ν2(Qn−1) =
ν2(n+ 3) + 1, quando n ≡ 7 (mod 10).
Como ν2(n+ 3) = 0 quando n ≡ 2 (mod 10) e ν2(n− 2) = 0 quando n ≡ 7 (mod 10),
então provamos que ν2(Qn− 1) = ν2((n+ 3)(n− 2)) + 1 quando n ≡ 2 (mod 5). E assim,
completamos a demonstração do teorema.
4.2.3 Resolvendo Q2n = m! + 1
Teorema 4.8. A equação
Q2n = m! + 1 (4.6)
não possui nenhuma solução em (m,n) ∈ Z2.
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− 1 ≤ ν2(m!) = ν2(Qn − 1) + ν2(Qn + 1)
< ν2((n− 2)(n− 1)(n+ 3)(n+ 4)(n+ 9)(n+ 14)) + 5
≤ 6ν2(n+ ω) + 5,
para algum ω ∈ {−2,−1, 3, 4, 9, 14}. Então ν2(n+ω) ≥ (m−blogm/ log 2c−6)/6 e então,
2b(m−blogm/ log 2c−6)/6c divide n+ω. Em particular, 2b(m−blogm/ log 2c−6)/8c ≤ |n+ω| ≤ n+14














Por outro lado, pelo Lema 1.7, temos que (1.92)2n−4 < Q2n = m! + 1 < 2(m/2)m e











≤ log(0.8m log(m/2) + 16.6)
log 2
.
Essa desigualdade traz m ≤ 55 e então n < 0.8 · 55 log(55/2) + 2.6 = 162.424 . . .. Agora,
usando um procedimento no Mathematica não obtemos nenhuma solução para a equação
(6) e a demonstração está completa.
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