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Abstract 
 
A widely used estimation method in estimating regression 
model parameters is the ordinary least square (OLS) that 
minimizes the sum of the error squares. In addition to the ease of 
computing, OLS is a good unbiased estimator as long as the error 
component assumption ( )  in the given model is met. 
However, in the application, it is often encountered violations of 
assumptions. One of the violation types is the violation of 
distributed error assumption which is caused by the 
existence of the outlier on observation data. Thus, a solid method 
is required to overcome the existence of outlier, that is Robust 
Regression. One of the Robust Regression methods commonly 
used is robust MM method. Robust MM method is a combination 
of breakdown point and high efficiency. Results obtained based on 
simulated data generated using SAS software 9.2, shows that the 
use of objective weighting function tukey bisquare is able to 
overcome the existence of extreme outlier. Furthermore, it is 
determined that the value of tuning constant c with Robust MM 
method is 4.685 and it is obtained95% of efficiency. Thus, the 
obtained breakdown point is 50%. 
 
Keywords : Objective function of Tukey bisquare,  
           Robust MM method, Outlier. 
 
 
 
 
Article 
 
1. Introduction

 
According to Willems and Aelst (2005), the least 
squares method for linear regression model is known to 
be very sensitive to data transmission. Outlieris an oddity 
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and signifies a data point that is totally different 
compared with other data (Tinungki, 2018). Various 
rules have been propose to reject the outlier (removing 
the existing data which contain outlier, after that the data 
is re-analyzed without outlier). The act of rejecting 
outlier is not a proper act. Occasionally, outliercan 
provide information that other data points can not 
provide, for example, it is caused by existence of outlier 
from a combination of unusual circumstances that may 
be very important and need to be investigated further 
(Blatná, Dagmar. 2006). 
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 Robust regression is an important method to 
analyzed data contaminated by outlier. Robust regression 
consists of 5 estimation methods, they are: M-estimator, 
Least Median Square (LMS) -estimator, Least Trimmed 
Square (LTS) -esterimeter, S-estimator, and 
MM-estimator (Salibian et al.,  2010). The MM 
estimation method was introduced by Tinungki, 2018. 
This estimate is a combination of estimation methods 
that have a high breakdown value (LTS-estimator or 
S-estimator) and M-estimator (Rousseeuw et al., 2012). 
 The solidity of an estimator can be measured based 
on the breakdown point and the efficiency of the 
estimator. Breakdownpoint is the proportion or 
percentage of contaminated data that can still be handled 
by an estimator before concluding a false estimation 
while, the efficiency refers to the accuracy of an 
estimator which is measured by the magnitude of a 
variable (Gad et al., 2016). 
   
2. Literature Review 
 
2.1 Regression Analysis Model 
 
Regression analysis is used to see whether there is 
a relationship between independent variables ( ) and the 
dependent variable ( ). If there is relation between 
variables (x) and  variables (y) it can be seen whether 
the rise or fall value of the variable (x) will cause the rise 
of the value of variable (y) or vice versa. The linear 
regression model can generally be written as follows 
( i=1,2,…,n)
 (2.1) 
 
Equation (2.1) can be written into the matrix 
notationas in the equation (2.2). 
 
            (2.2) 
where, 
, , 
 
The most widely used estimation method in 
estimating regression model parameters is the Ordinary 
Least Square (OLS) method, which is one of the 
parameter estimation methods used in minimizing the 
number of the error squares (Willems and Aelst.,2005). 
 
 (2.3) 
 
The normal equation to obtain the value of the β 
estimator by the least squares method is by obtaining a 
partial derivative of equation (2.3) to β and equate it to 
zero. 
 (2.4) 
 
The use of OLS requires several assumptions that 
must be satisfied by the error component( ) in the given 
model. These assumptions are usually known as classical 
assumptions of linear regression. In order to know 
whether the obtained of regression coefficients is 
appropriate to be accepted, it is necessary to test the 
possibility of violation of the classical assumptions 
(Koller et al., 2011). 
One of the causes of non-fulfillment of classical 
assumptions is the existence of outlieron the 
observational data. The existence of an outlier may cause 
the assumption of a distributed error  not 
satisfied, which cause bias in the obtained regression 
coefficient. Another method of parameter estimator that 
can overcome the outlier in observation data is robust 
method (Arellano et al., 2011). 
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One of the first steps to get a correct analysis is 
detecting the existence of an outlier. Even though an 
outlier is often known as error or noise, outlier may 
contain important information. The detected outlier is a 
distorted data candidate, which may lead to specific error 
in the model, estimated biased parameters, and wrong 
results. Hence, it is important to conduct outlier 
identification before modeling and analysis (Williams, et 
al, 2002). 
Chen Colin, 2002 mentions that historically, three 
types of outlier problems are overcame with robust 
regression: 1) Outliers in dependent variables (y), 2) 
Outliers in free variables (x) also called leverage points 
and 3) Outliers in dependent variables (y) and the 
independent variable (x). Rousseeuw et al, 2012 
described two types of outlier data in the regression. 
First, the-i observed data shows a large difference 
between the xi regression vectors and the central point of 
the data; such case is called leverage point. The second, 
the-i observed data shows a large difference between the 
dependent variable  and mean of predicted by the 
model; it called as regression outlier. 
 
2.2 Robust MM-Estimator 
 
According to Chen Colin, 2002, MM-estimator 
classes were first introduced by Stuart, Chaterine. 
2011,  for linear regression. According to Stuart & 
Chaterine. 2011, MM-estimator is defined in three 
steps. The first step, the estimated initial parameter of 
regression is calculated by using LTS-estimator method. 
The second step, calculating residual and robust 
estimation scale using M-estimator. The last, calculating 
the last parameter estimation using M estimator (Bailer 
et al., 2012). Robust MM method is a procedure used in 
estimating regression parameter (Kutner, M.H. 2004), 
which minimize the scale of error with breakdown point 
up to 50%. Robust MM method is as below 
  (2.5) 
By deriving the equation (2.5) on , it is obtained 
  (2.6) 
 
Where ψ is the derivation ofρ.By defining the weights 
  
Thus, the equation (2.6) is shown below 
 
 
 
 
 
which can be written into matrix form below 
 
 (2.7) 
 
Robust MM method is solved using Iterative Reweighted 
Least Square (IRLS) method as in the equation (2.8) 
(Fox, John. 2002). 
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(2.8) 
 
Parameter Significance Test 
 
1. Hypothesis 
 
 
2. Test Statistics: Wald Test 
 
3. Significance Level:  
4. Rejection Area H0: If the value of and degree 
of  freedom 1. 
 
3. Results and Discussion 
 
In this research, the data used is simulation data 
generated using software SAS 9.2. The application 
ofrobust MM method in estimating parameters β using 
simulation data for different sample sizes on three types 
of outliers, as follows: 
1. Determining the parameters for the population 
and . In this case it is set that  and  j = 
0,1. 
2. Generating , , and  for under the 
condition: 
 
 
 
 
 
 
 ‘normal’ Data 
Outlier in 
y 
Outlier in x Outlier in x 
and y 
t 
    
     
     
     
 
3. Choosing a random sample for , , 
and . The percentage of 'normal' data and 
outlier data (both on independent variables ( ), 
dependent variable ( ), and free variable ( ) and 
dependent variable ( )) it is set : 1)80% and 20% of 
the number of samples and 2) 55% and 45% of the 
number of samples. 
 
Analysis Method 
1. Generating the simulated data and choosing random 
samples of n = 20, n = 60, and n = 120 with 0% of the 
outlier proportion, 20% and 45% respectively on 
dependent variables, on independent variables, and 
on independent variable and dependent  variables. 
2. Conducting parameter estimation using least squares 
method (OLS). 
3. Conducting parameter estimation using robust M. 
a. Estimating the first β that is using the least 
squares method. 
b. Calculating the error value . 
c. Calculating the value 
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d. Calculating the value  
e. Calculating the weighting value( ) based on 
the specified weighting function. 
f. Calculating using least weighted square based 
on the weighting value . 
g. Repeating the step b to fin order to obtained the 
convergent value . 
h. Testing whether the independent variable (x) has 
a significant influence on the dependent variable 
(y) using the wald test. 
4. Performing parameter estimation using robust S 
method 
a. Estimating the first β that is using the least 
squares method. 
b. Calculating the error value . 
c. Calculating the value 
 
d. Calculating the value  
e. Calculating the weighting value ( ) based on 
the specified weighting function. 
f. Calculating using least weighted square based 
on weightingvalue . 
g. Repeating the step b to f in order to obtainedthe 
convergent value of . 
h. Testing whether the independent variable (x) has 
a significant influence on the dependent variable 
(y) using the wald test. 
 
5.Performing parameter estimation using robust  
  S method 
a. Estimating the first β that is using the least 
squares method. 
b. Calculating the error value . 
c. Calculating the value 
 
d. Calculating the value  
e. Calculating the weighting ( ) based on the 
specified weighting  function. 
f. Calculating using the least weighted square 
based on the weighting value . 
g. Repeating the step b to f in order to obtained the 
convergent value of . 
 027 
Overcoming the Existence of Extreme Outlier Databy Using Robust MM Method Based on  
The Objective Function of Tukey bisquare 
 
 
 
h. Testing whether the independent variable (x) has 
a significant influence on the dependent variable 
(y) using the wald test. 
6.  Performing parameter estimation using robust MM 
method. 
a. Estimating the first β that is using robust S 
method. 
b. Calculating the error value . 
c. Calculating the value 
 
d. Calculating the value  
e. Calculating the weighting value ( ) based on 
the specified weighting function, that is 
objective function with is Tukey 
Bisquare, which can be written in this following 
form: 
 
f. Calculating using the least weighted square 
based on the weighting value . 
g. Repeating the step b to f in order to obtained the 
convergent value . 
h. Testing whether the independent variable (x) has 
a significant influence on the dependent variable 
(y) using the wald test. 
7. Calculating Mean Square Error (MSE) based on the 
regression model obtained from OLS, and robust 
MM. 
 
Description: 
vector of estimated parameters 
vector of real coefficient model. 
8. Determining the best method based on the smallest 
MSE. 
 
3.1. Parameter Estimation 
Before performing the parameter estimation, the 
outlier identification was performed on simulation data 
for three sample numbers and three different outlier 
types along with data without outliers to ensure that the 
data obtained was in accordance with the objectives of 
the study. 
 
 
 
 
 
      (to be continued on p. 029.) 
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Figure 1. Scatter Plot variable y towards variable x. 
 
Based on the figure 1 above, it shows that 
Scatter Plot variable  y toward variable x when the 
outlier exists (on the left,  top), there is 20% leverage 
point (on the right, top), 20% outlier (on the right, below, 
and 20% bad average point (on the left, below). 
The outlier identification used by viewing the 
scatter plot variable y on variable x. Scatter plot for 
outlier proportion of 20% on each outlier type for n = 20. 
3.2. Robust MM Method 
  
The parameter estimation procedure of the robust MM 
method is as follows. 
1. Estimating the first β that is using the robust S 
method to obtain a breakdown point of 50%. 
2. Calculating the residual value . 
3. Calculating the value 
 
4. Calculating the value  
5. Calculating the weighted value (W_i) using Tukey's 
bisquare weighing function with  tuning constant 
value = 4.69 to obtain 95% efficiency. 
 
6. Calculating using least weighted square based 
on weighting value . 
 
7. Repeating the steps 2-6 until the convergent 
value is obtained. 
8. Testing whether the independent variable (x) has a 
significant influence on the dependent variable (y) 
using the wald test. 
 
The application of robust MM method in 
estimating parameter β using simulation data for 
different sample sizes on three types of outliers, can be 
seen in Table 1. 
 029 
Overcoming the Existence of Extreme Outlier Databy Using Robust MM Method Based on  
The Objective Function of Tukey bisquare 
 
 
 
 
Table1. Linear Model of Robust MM Method.
 
Types of Outlier 
N 
20 60 120 
Without Outlier    
20% Outlier 
Variabel X    
Variabel Y    
Variabel X and Y    
45% Outlier 
Variabel X    
Variabel Y    
Variabel X and Y    
From the 21 regression models obtained using the robust 
MM method, the Waldchi-square test results show that 
the independent variable (x) does not significantly affect 
the dependent variable (y) for n = 20 when there is 45%. 
Outlier in the dependent variable (y). Furthermore, the 
regression model obtained, shows the influence of 
independent variable (x) on the dependent variable (y) is 
significant. In the observational data containing 20% and 
45% outliers on the dependent variable x (good leverage 
point), OLS estimation results are able to work well. This 
can be viewed in Fig. 1 where the four method graphs 
coincide. Overall, the least squares method is the best 
method with minimum  MSE values. 
Good leverage points can improve the accuracy 
of regression coefficients. This can be seen by comparing 
the MSE and standard errors of the  
regression coefficients when there is no outlier and when 
there is an outlier on the x axis. 
 
 
 
Figure 2. Comparison of OLS Linear Model and  
            Robust MM Method. 
 
Based on Fig. 2, it shows that comparison of OLS 
Linear Model and Robust MM Method for n = 60 when 
there is 20% Good Leverage Point. In observational data 
containing bad leverage points, 45% of the MSE 
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identified from the four methods for n = 20 are very 
large. While, for n = 60 and n = 120 the result is the 
same as in the case when there is 20% of bad leverage 
point OLS and the robust MM methods is still able in 
estimating the regression parameters and produce a 
minimum MSE. 
 
4. Summary 
4.1 Conclusion 
Based on the research result, the conclusion is taken as 
follows: 
1. In estimating the multiple linear regression 
parameters containing the outlier, without 
eliminating the outlier, can use robust MM 
estimator regression method, using the objective 
weighting function Tukey Bisquare 
2. Robus MM estimator regression model can be 
used for data which contain outlier on the 
independent variables and dependent variables. 
3. Solution from therobust MM method is: 
 
with  
where  for and 
completed by using iterative reweighted least 
square (IRLS) method. The objective function 
used is the Tukey Bisquare function, which can 
overcome the extreme outlier and set the tuning 
constant c value for robustM  and MM method  
that is 4,68. Thus, it is obtained 95% efficiency 
and 1,55 for robust S method, which obtain 
50% breakdown point. 
4. Generally, based on standard error and the 
obtained MSE, robust MM method is good 
when outliers and bad leverage point are exists. 
However, the weakness of robust MM method 
is when the sample size is small and the 
proportion of large outliers is close to the 
breakdown point value. On the other hand, 
when good leverage point exists, the least 
squares method can still properly assess the 
regression parameters, it also can improve the 
accuracy of the regression coefficient. 
5. Robust regression estimation is performedin the 
selection of the tuning constant to make the 
estimation more specific and minimize the 
residual squares amount. 
 
4.2 Suggestion 
Further research can be conducted by comparing several 
robust methods, both the subject discussed in this study 
and other robust methods in situations where the error is 
not normally distributed (uniform distribution, t 
distribution, and so on). 
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