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COHOMOLOGICAL OBSTRUCTIONS TO NIELSEN
REALIZATION
BENA TSHISHIKU
Abstract. For a based manifold (M, ∗), the question of whether the surjec-
tive homomorphism Diff(M, ∗)→ pi0Diff(M, ∗) admits a section is an example
of a Nielsen realization problem. This question is related to a question about
flat connections on M -bundles and is meaningful for M of any dimension. In
dimension 2, Bestvina-Church-Souto [2] showed a section does not exist when
M is closed and has genus g ≥ 2. Their techniques are cohomological and
certain aspects are specific to surfaces. We give new cohomological techniques
to generalize their result to many locally symmetric manifolds. The main
tools include Chern-Weil theory, Milnor-Wood inequalities, and Margulis su-
perrigidity.
1. Introduction
Let M be a manifold with basepoint ∗ ∈M , and let Diff(M, ∗) denote the group
of C1-diffeomorphisms of M that fix ∗. Denote by Diff(M, ∗) → pi0Diff(M, ∗) the
natural surjection that sends a diffeomorphism to its isotopy class. The central
object in this paper is the point-pushing homomorphism
Push : pi1(M, ∗)→ pi0Diff(M, ∗),
where Push([γ]) is the isotopy class that “pushes ∗ along γ” (see Section 2).
Problem 1.1. Does the projection Diff(M, ∗)→ pi0Diff(M, ∗) admit a section over
the point-pushing homomorphism? In other words, does there exist a homomor-
phism ϕ : pi1(M, ∗)→ Diff(M, ∗) so that the following diagram commutes?
(1.1)
pi1(M, ∗)
Diff(M, ∗)
pi0Diff(M, ∗)
55
ϕ

//
Push
If ϕ exists we say Push is realized by diffeomorphisms.
Problem 1.1 is an instance of the general Nielsen realization problem, which asks
if a group homomorphism Λ → pi0Diff(M) admits a section Λ → Diff(M). For
example, let E → B be an M -bundle with associated monodromy representation
µ : pi1(B)→ pi0Diff(M).
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2 BENA TSHISHIKU
If µ is not realized by diffeomorphisms, then E → B does not admit a flat con-
nection. When E → B has a section, µ factors through pi0Diff(M, ∗), and if µ is
not realized by diffeomorphisms, then E → B does not admit a flat connection for
which the section is parallel (see Sections 2 and 3).
The Nielsen realization problem has a long history, with both positive and neg-
ative results. For example, when M is a surface see Kerckhoff [16], Morita [22],
Markovic [19], and Franks-Handel [10]; for examples in higher dimensions see Block-
Weinberger [3] and Giansiracusa [12].
This paper was inspired by the paper [2] of Bestvina-Church-Souto, which shows
that Push is not realized by diffeomorphisms when M is a closed surface of genus
g ≥ 2. These surfaces are simple examples of (finite volume) locally symmetric
manifolds M = Γ\G/K, where G is a semisimple real Lie group of noncompact
type, K ⊂ G is a maximal compact subgroup, and Γ ⊂ G is a torsion-free lattice.
We will study Problem 1.1 for locally symmetric manifolds and generalize the result
in [2] for surfaces to large classes of locally symmetric manifolds. We will focus on
the case when Γ ⊂ G is irreducible. To address Problem 1.1, we use the following
basic dichotomy of locally symmetric manifolds.
Type 1. M has at least one nonzero Pontryagin class.
Type 2. M has trivial Pontryagin classes.
Being Type (1) or Type (2) depends only on the group G when M = Γ\G/K
is compact; this is a consequence of the Proportionality Principle (see [15], Section
4.14). Following Borel-Hirzebruch [4], the author has determined precisely which
G yield Type (1) manifolds (this computation is completed in [28]). The following
table shows which M are Type (1) or (2) when G is simple. For G a product of
simple groups, M is Type (1) if and only if at least one factor of G is Type (1).
Type 1 Type 2
SU(p, q) p, q ≥ 1 and p+ q ≥ 2 SL(n,R) for n ≥ 2
SP(2n,R) n ≥ 2 SO(n, 1) for n ≥ 2
SO(p, q) p, q ≥ 2 and (p, q) 6= (2, 2) or (3, 3) SU∗(2n) n ≥ 2
SP(p, q) p, q ≥ 1 E6(−26)
SO∗(2n) n ≥ 3 SL(n,C) for n ≥ 2
G2(2) SO(n,C) for n ≥ 2
F4(4) SP(2n,C) for n ≥ 2
F4(−20) G2(C)
E6(6) F4(C)
E6(2) E6(C)
E6(−14) E7(C)
E7(7) E8(C)
E7(−5)
E7(−25)
E8(8)
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We further divide Type (2) examples according to the real rank of G and the
representation theory of Γ.
Type 2a. M = Γ\G/K has trivial Pontryagin classes, R-rank(G) ≥ 2, and every
finite dimensional unitary representation of Γ is virtually trivial.
Type 2b. M = Γ\G/K has trivial Pontryagin classes, and if R-rank(G) ≥ 2, then
Γ has a unitary representation Γ→ U(n) with infinite image.
Most Type (2) examples are Type (2a). For example, if M is Type (2) and
Q-rank(Γ) ≥ 1, then M is Type (2a); see [23] Theorem 13.3. There are also many
Type (2a) M with Q-rank(Γ) = 0; see Ch. 15 in [23] and the discussion in Section
5 below.
1.1. Results. The following theorems are the main results of this paper.
Theorem 1.2. Let M be a Riemannian manifold with nonpositive curvature. As-
sume that some Pontryagin class of M is nontrivial. Then Push is not realized by
diffeomorphisms. In particular, if M = Γ\G/K is an irreducible locally symmetric
manifold of Type (1), then Push is not realized by diffeomorphisms.
Theorem 1.3. Let G be a semisimple real Lie group with no compact factors. Let
K ⊂ G be a maximal compact subgroup and let Γ ⊂ G be an irreducible lattice. If
M = Γ\G/K has Type (2a) then Push is not realized by diffeomorphisms.
Theorem 1.4. Let G = SL2(R) × · · · × SL2(R), let Γ ⊂ G be a cocompact lattice
(possibly reducible), and let M = Γ\G/K. Then Push is not realized by diffeomor-
phisms.
Methods of Proof. The proofs of Theorems 1.2 and 1.4 have the same skeleton
as the proof of the main theorem in [2]. The key point is to show
(?) If M has nonpositive curvature and Push is realized by diffeomorphisms,
then the tangent bundle TM → M has the same Euler and Pontryagin
classes as a bundle with a flat GLn(R) connection.
This amounts to the following commutative diagram (see Section 6).
(1.2) H∗(M)
H∗(BGδ) H∗(BG)
H∗
(
BHomeo(Sn−1)
)
H∗(BGLnRδ) H∗(BGLnR)
uu
a∗
ii
b∗
oo
i∗ jj c∗
oo
j∗ tt d∗
Classical arguments and computations in algebraic topology (involving Chern-Weil
theory and Milnor-Wood inequalities) provide examples of M for which TM →M
has Euler or Pontryagin classes that differ from those of any flat bundle. By (?)
Push is not realized for these M .
The proof of Theorem 1.3 differs from the above outline in an essential way:
classical obstruction theory does not apply to manifolds of Type (2a) because they
have vanishing Pontryagin classes and the Milnor-Wood inequalities are ineffective.
We prove Theorem 1.3 using a combination of Margulis superrigidity and represen-
tation theory of Lie algebras. The rough idea follows. Suppose for a contradiction
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that Push is realized by diffeomorphisms, and let ρ0 : Γ → GLn(R) be the action
on the tangent space of ∗.
(i) Use Margulis superrigidity to extend ρ0 to G. The extension we will be
denoted ρ0 : G→ GLn(R).
(ii) Show that the restriction ρ0
∣∣
K
: K → GLn(R) has the same characteristic
classes as the isotropy representation ι : K → Aut(p) (Section 7.3.1). This
implies ρ0
∣∣
K
and ι are isomorphic representations by Proposition 7.4. In
particular, since ρ0
∣∣
K
is the restriction of a representation of G, the same
must be true of ι.
(iii) Show that ι is not the restriction of any representation of G.
Steps (ii) and (iii) combine to give the desired contradiction.
Remark. There are two main features of this paper that distinguish it from [2].
The first, mentioned above, is the use of Margulis superrigidity in the case when M
has no characteristic classes and classical algebraic topology arguments fail. The
second is a new, more general proof of (?). The proof of (?) in [2] relies on the well-
known theorem of Earle-Eells [7] that an M -bundle E → B is uniquely determined
by its monodromy pi1(B)→ Mod(M) when dimM = 2. This is false in general for
dimM > 2, but we account for this in Section 4 by proving a general fact about
fiberwise bordant sphere bundles.
Structure of the paper. In Section 2, we define the point-pushing homomor-
phism. In Sections 3 and 4 we recall the definitions of Euler and Pontryagin classes
of topological sphere bundles, define the notion of fiberwise bordant bundles, and
explain why fiberwise bordant sphere bundles have the same Euler and Pontryagin
classes. In Section 5 we describe how to determine if a Type (2) manifold has Type
(2a) or (2b). In Section 6, we adapt the argument of Bestvina-Church-Souto [2]
that translates Problem 1.1 to a problem about bordant sphere bundles. In Sec-
tions 7 and 8 we prove Theorems 1.2, 1.3, and 1.4, and in Section 9 we mention an
example related to the Zimmer program.
1.2. Acknowledgements. The author would like to thank D. Calegari for suggest-
ing the approach using superrigidity; the author thanks S. Weinberger for explaining
the relationship between this question and the Zimmer program; the author thanks
A. Hatcher for explaining the proof of Proposition 3.1; the author is grateful to
O. Randal-Williams for giving an alternate proof of Proposition 4.3, which greatly
simplified the author’s original argument. The author is indebted to his advisor B.
Farb who has been extremely generous with his time, energy, and advice through-
out this project. Thanks to B. Farb, K. Mann, and W. van Limbeek for extensive
comments on drafts of this paper, and thanks to T. Church, K. Mann, D. Stu-
denmund, W. van Limbeek, and D. Witte Morris for several useful conversations.
Finally, the author thanks the referee for carefully reading the paper and offering
valuable suggestions.
2. The point-pushing homomorphism pi1(M)→ pi0(Diff(M, ∗))
First we define Push. Then we express it as the monodromy of a fiber bundle
and relate Problem 1.1 to a question about flat connections.
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2.1. Point-pushing diffeomorphisms. The material of this subsection is well
known; for further details, see [8] Page 101. We begin with a simple example. Let
M ⊂ R2 be an annulus whose core curve γ ' S1 is the unit circle. Let ∗ = (1, 0)
be the basepoint. It is easy to construct a family ft : M → M of diffeomorphisms
that push ∗ around the curve γ and fix the boundary of the annulus pointwise. The
ending diffeomorphism f2pi is an example of a point-pushing diffeomorphism. See
the figure below.
Figure 1. γ determines a flow under whose time-2pi map is a
point-pushing diffeomorphism.
Point-pushing diffeomorphisms can be defined on any based manifold. Let M
be a manifold with basepoint ∗, and let γ : S1 → M be a smooth embedding of
the unit circle, and assume that γ(S1) passes through ∗. The positively oriented
unit-speed vector field on S1 defines a vector field on the γ(S1) ⊂ M , and this
vector field extends to a vector field on M that is identically zero outside a tubular
neighborhood of γ(S1). The flow of this vector field is an isotopy of M that moves
∗ around γ(S1), and the time-2pi map is a diffeomorphism fγ : M → M fixing ∗.
The map fγ is a point-pushing diffeomorphism associated to γ.
Given [γ] ∈ pi1(M), there are several choices involved in defining fγ ; however,
different choices result in isotopic diffeomorphisms. In particular, if γ and η are
loops that are homotopic relative to ∗, then fγ and fη are isotopic relative to ∗. In
other words, there is a well-defined homomorphism
Push : pi1(M, ∗) → pi0Diff(M, ∗)
[γ] 7→ [fγ ]
Since fγ is defined using a flow, fγ is isotopic to the identity; in other words, [fγ ] is
trivial in pi0Diff(M). On the other hand, fγ is not necessarily isotopic to the identity
through diffeomorphisms fixing ∗, and the isotopy class of fγ in pi0Diff(M, ∗) can be
interesting. In fact, the kernel of the Push map is contained in the center of pi1(M).
This fact is best viewed from the following perspective. Consider the evaluation
map
Diff(M)
η−→ M
f 7→ f(∗).
The preimage of ∗ ∈ M is Diff(M, ∗) ⊂ Diff(M). It is known that η is a bundle
map (see the proof of Theorem 4.6 in [8], which is completely general). The long
exact sequence of homotopy groups gives an exact sequence
pi1Diff(M)
η∗−→ pi1(M, ∗) P−→ pi0Diff(M, ∗)→ pi0Diff(M)→ 0.
From the abstract construction of the long exact sequence of a fibration, it is easy to
see that the connecting homomorphism P is equal to Push. The fact that ker(Push)
is central in pi1(M, ∗) follows from the fact that the image of η∗ is contained in the
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center of pi1(M, ∗) (see [13] Page 40). In particular, if M is a nonpositively curved
locally symmetric manifold of noncompact type, then the center of pi1(M) is trivial,
so Push is injective.
2.2. Point-pushing as monodromy. In this subsection we explain the geometric
nature of Problem 1.1. Let (M, ∗) and (F, ?) be based manifolds. Let X = M ×F ,
and denote by pM and pF the projections to M and F , respectively. Consider X
as a bundle over M , and let σ : M → X be any section with σ(∗) = ?. Using σ,
one can define local trivializations on X → M so that the transition maps lie in
Diff(F, ?). It is not hard to see that the monodromy pi1(M, ∗) → pi0Diff(F, ?) of
this bundle is the composition
pi1(M)
(pF ◦σ)∗−−−−−→ pi1(F ) Push−−−→ pi0Diff(F, ?).
Now consider the special case when (F, ?) = (M, ∗), so that X = M ×M . Take
σ to be the diagonal map ∆ : M →M ×M . Then as a bundle with section, X has
monodromy
Push : pi1(M)→ pi0Diff(M, ∗).
This interpretation of Push allows us to interpret a lift ϕ : pi1(M)→ Diff(M, ∗) in
(1.1) as follows. Recall that for any pair of manifolds M,F , a smooth F -bundle
E →M is determined by a map M → BDiff(F ). More precisely, there is a bijective
correspondence{
Homotopy classes of maps
M → BDiff(F )
}
←→
{
Isomorphism classes of
F -bundles E →M
}
.
Similarly, a flat F -bundle over M is determined by a holonomy homomorphism
pi1(M) → Diff(F ) (this is explained further in Section 3), and there is a bijective
correspondence{
Conjugacy classes of
representations pi1(M)→ Diff(F )
}
←→
{
Isomorphism classes of flat
F -bundles E →M
}
.
In a similar fashion, homotopy classes of maps M → BDiff(F, ?) are in bijective
correspondence with isomorphism classes of F -bundles E →M with a distinguished
section, and conjugacy classes of representations pi1(M)→ Diff(F, ?) are in bijective
correspondence with isomorphism classes of F -bundles E →M with a distinguished
section and a foliation transverse to the fibers such that the section is one of the
leaves.
In particular, the bundle X = M ×M → M with section ∆ : M → M ×M
defined above is classified by a map f : M → BDiff(M, ∗). The monodromy is the
induced map on fundamental groups
f∗ = Push : pi1(M)→ pi1
(
BDiff(M, ∗)) ' pi0Diff(M, ∗).
M ×M → M is flat (with respect to ∆) if M ×M has a foliation transverse to
the “vertical” foliation (whose leaves are {x} × M) and such that the diagonal
{(x, x) : x ∈M} ⊂M ×M is one of the leaves. If M ×M →M is flat with respect
to ∆, then the holonomy ϕ : pi1(M)→ Diff(M, ∗) realizes Push.
In [2], Bestvina-Church-Souto show that Push is not realized for M = Sg a
closed surface of genus g ≥ 2. The cases g = 0, 1 are uninteresting: For g = 0 there
is no question since pi1(S0) = 0; for g = 1 a lift ϕ does exist, but only because
the map Push: pi1(T2)→ pi0Diff(T2, ∗) is trivial. This is illustrated topologically in
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Figure 2. For a punctured surface, the fundamental group is free, and so Push is
also realized in this case.
fγ(η)η
γ
Figure 2. Shows a homotopy (rel basepoint) between fγ(η) and
η; from this and the fact that fγ(γ) = γ it follows that Push(γ) is
trivial in Diff(M, ∗).
3. Characteristic classes and flat bundles
In this section we recall some well-known facts about characteristic classes and
flat bundles. Then we describe a construction of the Pontryagin classes of a locally
symmetric manifold using the action on the visual boundary by homeomorphisms.
The material of this section will be used heavily in Sections 4 and 7.
Euler class of sphere bundles. We briefly recall the obstruction theory definition
of the Euler class, which we will use in the next section. For details see [26] Section
32. Let pi : E → B be an oriented topological F -bundle, and assume that B is
triangulated. Let m be the smallest integer so that pim(F ) is nontrivial. Choose a
section σ : B(m) → E over the m-skeleton B(m); this can be done inductively using
the fact that pii(F ) = 0 for i < m. The obstruction to extending the section from
the m-skeleton to the (m+ 1)-skeleton is measured by a simplicial (m+ 1)-cochain
e : {(m+ 1)-simplices of B} → pim(F ).
It is easy to show that e is a cocycle and that different choices of the section on the
m-skeletonB(m) define cohomologous cocycles. Then the class [e] ∈ Hm+1(B;pim(F ))
depends only on the bundle E → B. When F is a sphere, [e] is called the Euler
class of E and is denoted e(E).
Pontryagin classes of sphere bundles. The Pontryagin classes pi ∈ H∗(BOn)
are invariants of real vector bundles. The following proposition shows that these
invariants can also be defined for topological Rn-bundles.
Proposition 3.1. The inclusion g : On ↪→ Homeo(Rn) induces a surjection
g∗ : H∗
(
BHomeo(Rn)
)→ H∗(BOn)
with rational coefficients.
This is indicated by Novikov’s theorem on topological invariance of Pontryagin
classes. The proof below uses Kirby-Siebenmann [17], and was explained to the
author via email by A. Hatcher.
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Proof of Proposition 3.1. Let Topn be the semi-simplicial group for which BTopn
is a model for the classifying space BHomeo(Rn). There is a fibration
Topn/On → BOn → BTopn
In the limit n → ∞, this sequence becomes Top/O → BO → BTop. Kirby-
Siebenmann [17] show that Top/O has finite homotopy groups; it follows that
Top/O has finite homology groups with Z coefficients. Then BO → BTop is a
rational homology equivalence, and there exists a unique class p˜i ∈ H4i(BTop;Q)
that restricts to the Pontryagin class pi ∈ H4i(BO;Q). Now to obtain the propo-
sition, note that the restriction
H∗(BTop)→ H∗(BO)→ H∗(BOn)
can also be factored as H∗(BTop) → H∗(BTopn) → H∗(BOn). Thus the re-
striction of p˜i to H
4i(BTopn;Q) gives a class that maps to pi ∈ H4i(BOn;Q), as
desired. 
From Proposition 3.1, Pontryagin classes of Sn−1-bundles can be defined as fol-
lows. Define a homomorphism α : Homeo(Sn−1)→ Homeo(Rn) using the Alexan-
der trick: α(f) performs the homeomorphism f on the sphere of radius r for every
r > 0, and α(f) fixes the origin. This induces maps between classifying spaces and
hence a map
α∗ : H∗
(
BHomeo(Rn)
)→ H∗(BHomeo(Sn−1))
Note that the restriction of α to the subgroup On ⊂ Homeo(Sn−1) is the standard
action On → Homeo(Rn), so there is a commutative diagram
(3.1)
H∗
(
BHomeo(Rn)
)
H∗
(
BHomeo(Sn−1)
)
H∗(BOn)
//α
∗
((g∗ vv
By Proposition 3.1, there is a class p˜i ∈ H4i
(
BHomeo(Rn)
)
with g∗(p˜i) = pi.
Since Diagram 3.1 commutes, α∗(p˜i) ∈ H4i
(
BHomeo(Sn−1)
)
is nontrivial. We refer
to the classes qi = α
∗(p˜i) as the Pontryagin classes of topological Sn−1-bundles,
and we refer to the class q = 1 + q1 + · · ·+ q[n/2] as the total Pontryagin class.
Flat bundles. Let F be a topological space and let G ⊂ Homeo(F ) a subgroup.
Let B be a manifold and let ρ : pi1(B) → G be a homomorphism. Define E as
the quotient of B˜ × F by the diagonal action of pi1(B), where pi1(B) acts by deck
transformations on B˜ and by ρ on F . Then E has a natural projection E → B
with fiber F . An F -bundle E → B obtained from this construction is called a flat
G-bundle or a bundle with flat G structure.
A flat bundle comes equipped with a foliation: The space B˜ × F is naturally
foliated by subspaces B˜ × {f} for f ∈ F , and this foliation descends to a foliation
on E so that the leaves are covering spaces of the base. The existence of such a
foliation allows one to define parallel transport along curves in the base, in a way
that is well-defined up to homotopy (preserving endpoints). Then parallel transport
of loops at a basepoint ∗ ∈ B define a holonomy map pi1(B, ∗) → Homeo(F ), and
this recovers the representation ρ that was used to define E. This shows that flat
bundles pi : E → B are characterized by the existence of a foliation on E whose
leaves project to B as covering spaces.
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Let E → B be a flat G-bundle. Because E has parallel transport that is well
defined up to homotopy, one can define local trivializations on E → B so that the
transition maps are locally constant. Then the structure group of E reduces to Gδ,
which is the group G viewed as a topological group with the discrete topology. The
classifying space for bundles with flat G structure is the space BGδ. The identity
map Gδ → G is continuous and induces a map BGδ → BG which corresponds to
forgetting the flat structure.
Significance of the structure group. Here is an example that illustrates the
importance of the structure group G in the definition of flat G-bundle. Let Sg be
a closed surface of genus g ≥ 2, and let E → Sg be an oriented topological circle
bundle. By definition, the structure group of E → Sg is contained in the group
of orientation-preserving homeomorphisms Homeo(S1). In fact, since Homeo(S1)
deformation retracts to the subgroup of rotations SO(2), the bundle E → Sg is
isomorphic to a bundle E′ → Sg that has structure group SO(2). Hence the set of
isomorphism classes of circle bundles over Sg does not change if one changes the
structure group from Homeo(S1) to SO(2) or SL2R or PSL2R.
The story is different for flat bundles. It is not hard to show that the only flat
SO(2) circle bundle is the trivial bundle E = Sg × S1. On the other hand, the
unit tangent bundle T 1Sg → Sg has a flat PSL2R structure, and hence also a flat
Homeo(S1) structure. In contrast, T 1Sg does not have a flat GL
+
2 R structure by
Milnor’s inequality [6] (stated in Theorem 7.1) because the Euler number of the
unit tangent bundle is χ(Sg) = 2− 2g.
Pontryagin classes of a locally symmetric manifold. Let G be a semisimple
real Lie group without compact factors and let K ⊂ G be a maximal compact
subgroup. Let n = dimG/K. The manifold G/K is contractible and has a metric
of nonpositive curvature so that G acts on G/K isometrically. In addition G acts
on the visual boundary ∂(G/K) ' Sn−1 [1]. In general, the visual boundary of
a contractible, nonpositively-curved manifold has no natural smooth structure, so
even though G/K is an algebraic example, the action on ∂(G/K) is in general only
by homeomorphisms.
Fix Γ ⊂ G a lattice and denote M = Γ\G/K. The sequence
Γ ↪→ Gδ → G→ Homeo(Sn−1)
of maps of topological groups induces a sequence of maps of classifying spaces
(3.2) M → BGδ → BG→ BHomeo(Sn−1).
Under this map, the universal sphere bundle over BHomeo(Sn−1) pulls back to the
unit tangent bundle of M . This is shown in the lemma below.
Lemma 3.2. Let M be a complete Riemannian manifold of nonpositive curvature
with universal cover M˜ . The sphere bundle with monodromy given by the action of
the deck group pi1(M) on the ideal boundary ∂M˜ ' Sn−1 is isomorphic to the unit
tangent bundle of M .
Lemma 3.2 is proved in [28]. Here we discuss how to use (3.2) to study the Pon-
tryagin classes of locally symmetric manifolds. For a more complete investigation,
see [28].
Lemma 3.2 implies that the pullback of qi ∈ H4i
(
BHomeo(Sn−1)
)
along the map
in (3.2) is the i-th Pontryagin class pi(TM) ∈ H4i(M). Hence the kernel of the
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map H∗(BG)→ H∗(BGδ) is a potential obstruction to pi(TM) being nonzero. The
following theorem allows us to compute H∗(BG) → H∗(BGδ) for G a semisimple
Lie group.
Theorem 3.3 (See [20]). Let G be a real semisimple, connected Lie group; let GC
be its complexification. The sequence
H∗(BGC;Q)→ H∗(BG;Q)→ H∗(BGδ;Q)
induced by the maps Gδ → G → GC is “exact” in the sense that the kernel of
H∗(BG)→ H∗(BGδ) is the ideal generated by the images of Hi(BGC)→ Hi(BG)
for i > 0.
The proof of Theorem 3.3 uses Chern-Weil theory. As an illustrative example,
consider the case when G is a real compact Lie group. Then G is the maximal
compact subgroup of GC, so the inclusion G ↪→ GC is a homotopy equivalence.
This implies that H∗(BGC)→ H∗(BG) is an isomorphism. Then by Theorem 3.3
the map H∗(BG) → H∗(BGδ) is identically zero. For G = On this is the familiar
fact from Chern-Weil theory that a vector bundle with a flat (that is, curvature 0)
metric connection has vanishing Pontryagin classes. We now apply Theorem 3.3 to
G = GL+nR. This computation will be used in the proof of Theorem 1.2 in Section
7.
Corollary 3.4. The kernel of the map
j∗ : H∗
(
BGLn(R);Q
)→ H∗(BGLn(R)δ;Q)
is the algebra generated by the Pontryagin classes.
By Corollary 3.4, the only interesting characteristic class of flat GL+nR-bundles
is the Euler class (which is nonzero only for n even); moreover, since e2 = pn/2, the
square of the Euler class is not a characteristic class of flat GL+nR-bundles.
Proof of Corollary 3.4. The complexification of G = GL+nR is GLnC. By Theorem
3.3, to compute the kernel of H∗(BG)→ H∗(BGδ) it suffices to compute the image
of i∗ : H∗(BGLnC) → H∗(BGL+nR). From a theorem of Borel [5], H∗(BGLnC)
is a polynomial algebra Q[c1, . . . , cn] in the Chern classes and H∗(BGL+nR) is a
quotient of Q[p1, . . . , p[n/2], e] by the ideal (e) for n odd and (e2− pn/2) for n even.
Now i∗(c2i) = pi holds tautologically because the Pontryagin classes of a real
linear bundle are defined by taking Chern classes of the complexified bundle. In
addition, i∗(c2i−1) = 0 because the odd Chern classes of a complexified bundle
vanish; see [21] for details. Thus the image of i∗ is precisely the algebra generated
by the Pontryagin classes. 
4. Characteristic classes of fiberwise bordant bundles
This section is devoted to the study of characteristic classes of fiberwise bordant
Sn−1-bundles. Here is the main definition.
Definition 4.1. Two F -bundles E0 → M and E1 → M are fiberwise bordant if
there exists an F × [0, 1]-bundle E →M so that for i = 0, 1, the restriction in each
fiber to F × {i} determines a bundle isomorphic to Ei → M . The bundle E is
called a (fiberwise) bordism between E0 and E1.
We will prove that fiberwise bordant Sn−1-bundles have the same Euler and
Pontryagin classes. We begin with the Euler class.
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Lemma 4.2. If E0 → M and E1 → M are fiberwise bordant Sn−1-bundles, then
E0 and E1 have the same Euler class.
Proof. Let
Sn−1 × [0, 1]→ E →M
be a bordism between E0 → M and E1 → M . To compare the Euler classes, we
use the obstruction theory definition of the Euler class given in Section 3. Let
A = pin−1(Sn−1 × 0) ' pin−1(Sn−1 × 1),
let A′ = pin−1(Sn−1 × [0, 1]), and let α : A ∼−→ A′ be the isomorphism induced
by the inclusion of a component of the boundary. For i = 0, 1 choose sections
σi : M
(n−1) → Ei defined over the (n − 1)-skeleton of M . Obstruction theory
gives simplicial cocycles ei : Cn(M) → A. Our aim is to show that [e0] = [e1] in
Hn(M ;A).
The inclusions Ei ↪→ E induce sections M (n−1) σi−→ Ei ↪→ E, and the associated
obstruction cocycles are
e′i = α∗(ei) : Cn(M)
ei−→ A α−→ A′.
Now [e′0] = [e
′
1] in H
n(M ;A′) because the obstruction class in cohomology is inde-
pendent of the section. Then since α∗ : H∗(M ;A)
∼−→ H∗(M ;A′) is an isomorphism
and α∗[ei] = [e′i], it follows that [e0] = [e1]. 
Next we show that fiberwise bordant Sn−1-bundles have the same Pontryagin
classes. As discussed in Section 3, the Alexander trick defines a homomorphism
Homeo(Sn−1) → Homeo(Rn), so a Sn−1-bundle induces an Rn-bundle. Two Rn-
bundles are stably isomorphic if they become isomorphic after adding a trivial
bundle. More precisely, if f0, f1 : M → BHomeo(Rn) classify Rn-bundles, then
the bundles are stably isomorphic if f0 and f1 become homotopic after composing
with BHomeo(Rn) → BHomeo(Rn+k) for some k ≥ 0. To show fiberwise bordant
Sn−1-bundles have the same Pontryagin classes we show the induced Rn-bundles
are stably isomorphic.
Proposition 4.3. Let E0 → M and E1 → M be fiberwise bordant Sn−1-bundles.
Then the induced Rn-bundles are stably isomorphic.
Since adding a trivial bundle does not change the Pontryagin classes, the follow-
ing corollary is immediate.
Corollary 4.4. Fiberwise bordant Sn−1-bundles have the same Pontryagin classes.
The proof of Proposition 4.3 given below is due to O. Randal-Williams and
replaces a longer argument involving block bundles that appeared in an earlier
version of this paper.
Proof of Proposition 4.3.
Step 1. If E0 and E1 are fiberwise bordant S
n−1-bundles, then the induced Rn-
bundles are also fiberwise bordant. Let Homeo∂
(
Sn−1 × [−1, 1]) denote the group
of homeomorphisms of Sn−1× [−1, 1] that preserve (i.e. do not swap) the boundary
components Sn−1 × {−1} and Sn−1 × {1}.
For ϕ ∈ Homeo∂
(
Sn−1 × [−1, 1]), let ϕ−1, ϕ1 : Sn−1 → Sn−1 be the induced
homeomorphisms of the boundary components. By the Alexander trick ϕ−1, ϕ1
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can be coned off to homeomorphisms of Dn. Coning the boundary components of
Sn−1 × [−1, 1] defines a homeomorphism of(
Dn × {−1}) ∪ (Sn−1 × [−1, 1]) ∪ (Dn × {1}) ' Sn,
and after applying the Alexander trick once more, we obtain a homeomorphism of
Dn+1 ' Dn × [−1, 1]. Ultimately this defines a homomorphism
Homeo∂(S
n−1 × [−1, 1])→ Homeo∂(Dn × [−1, 1])→ Homeo∂(Rn × [−1, 1]).
The second homomorphism is induced by the inclusion Rn ↪→ Dn as the interior of
the closed disk.
Step 2. Fiberwise bordant Rn-bundles are isomorphic after adding a trivial bundle.
We have two homomorphisms
+, − : Homeo∂(Rn × [−1, 1]) ⇒ Homeo(Rn) (·)×1R−−−−→ Homeo(Rn × R).
The first pair of homomorphisms is the restriction to either of the boundary compo-
nents. To show that fiberwise bordant bundles are isomorphic after adding a trivial
bundle it suffices to show that + and − are homotopic (through homomorphisms).
We argue this as follows.
Given ϕ ∈ Homeo∂(Rn × [−1, 1]), let
0 : Homeo∂(Rn × [−1, 1])→ Homeo(Rn × R)
be the homomorphism that extends by ϕ−1 on Rn × (−∞,−1] and by ϕ1 on Rn ×
[1,∞). For any τ ∈ (−∞,∞), there is a similar homomorphism
τ : Homeo∂(Rn × [−1, 1])→ Homeo(Rn × R)
that performs ϕ in the interval Rn× [τ, τ + 1] and extends to Rn×R in the obvious
way. Taking τ → ∞ one obtains the homomorphism +, and taking τ → −∞ one
obtains −. Since the homomorphisms τ are homotopic through homomorphisms,
one concludes that + and − are homotopic. 
5. Arithmetic lattices, superrigidity, and Type (2) manifolds
The proof of Theorem 1.3 uses superrigidity. We recall the statement here, and
then describe how to determine if a manifold has Type (2a) or (2b). For more
information, see [23].
Theorem 5.1 (Margulis superrigidity). Let G be a connected, real, linear semisim-
ple Lie group with R-rank(G) ≥ 2 and let Γ ⊂ G be an irreducible lattice. Let
ψ : Γ→ GLn(R) be any homomorphism. Assume that the complexification of G is
simply connected, G has no compact factors, and the Zariski closure of ψ(Γ) has no
compact factors. Then there exists a continuous homomorphisms ψ̂ : G→ GLn(R)
that agrees with ψ on a finite index subgroup of Γ.
The assumption that the complexification GC is simply connected can be elim-
inated by passing to a finite cover Ĝ → G. Note that if Γ ⊂ G is a lattice, then
there is a finite index subgroup Λ ⊂ Γ that is isomorphic to a lattice in Ĝ (this
follows from the fact that Γ is residually finite). For this reason, passing to the
finite cover Ĝ will not affect our arguments in Section 7.
The key condition for applying Theorem 5.1 to a higher rank lattice is that the
Zariski closure ψ(Γ) has no compact factors. If Γ is nonuniform, this condition
holds for every representation (as mentioned in the introduction).
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Let M = Γ\G/K be a Type (2a) manifold, and let ψ : Γ → GLn(R) be a
representation. It follows from the definition of Type (2a) that ψ(Γ) has no compact
factors, so every representation of Γ virtually extends. If M has Type (2b), then
some representations of Γ will extend to G and some will not.
Type (2a) versus Type (2b). We now will use the restriction of scalars con-
struction to describe how to determine if a Type (2) locally symmetric manifold
has Type (2a) or (2b). Let F be a number field and let H ⊂ SLN (R) be a subgroup
defined over F ; let S∞ be the real and complex places of F , and let O be the ring
of integers of F . Let HO be the matrices in H with entries in O. After choosing an
embedding for each place, consider the diagonal embedding ∆ : F →⊕R⊕⊕C,
which defines an embedding
∆ : HO →
∏
σ∈S∞
Hσ.
Then HO is a lattice in
∏
Hσ. In fact, for any arithmetic lattice Γ ⊂ G, there exists
F and H and a surjection
∏
Hσ → G with compact kernel so that the projection
of ∆(HO) is Γ (up to commensurability).
If Γ is obtained by restriction of scalars with F and H as above, then Γ has a
map to a compact group with infinite image if and only if Hσ is compact for some
embedding σ : F → C. Furthermore, if Γ maps to a compact group Γ → U with
infinite image, then the Zariski-closure of the image is a factor of
∏
Hσ (see [18]
7.6.1 on Page 243).
When G is simple, there exists an embedding σ with Hσ compact if and only if
F is a nontrivial extension of Q. For explicit examples see [23].
6. Main construction
In this section we show that if Push is realized by diffeomorphisms, then TM has
the same Euler and Pontryagin classes as a bundle with a flat GLn(R) connection.
To show this, we generalize a construction from [2] to dimM > 2. If Push is
realized by diffeomorphisms, then the action of pi1(M) on (M, ∗) can be lifted to an
action on the universal cover M˜ with a global fixed point ∗˜. This action extends to
the visual boundary ∂M˜ . By blowing up M˜ at ∗˜, we obtain an action of pi1(M) on
Sn−1× [0, 1], which defines a fiberwise bordism between two Sn−1-bundles. By the
work of Section 4, these two bundles have the same Euler and Pontryagin classes.
One of these Sn−1-bundles is the unit tangent bundle (induced from the action
of pi1(M) on ∂M˜). The other S
n−1-bundle has a flat GLn(R) connection (it is
induced from the action of pi1(M) on the tangent space of ∗˜). Thus TM has the
same Pontryagin classes as a bundle with flat GLn(R) connection.
Let M be a complete Riemannian manifold with nonpositive sectional curvature,
and let ∗ ∈M be a basepoint. Set Γ = pi1(M, ∗). Let p : M˜ →M be the universal
cover and choose a basepoint ∗˜ ∈ p−1(∗). Any diffeomorphism of M can be lifted
to M˜ ; in fact there are many lifts because any lift can be composed with a deck
transformation of M˜ to get another lift. This is expressed by the following short
exact sequence
1→ pi1(M) i−→ Diff(M˜)pi1(M) → Diff(M)→ 1.
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Here i : pi1(M) → Diff(M˜) is the action by deck transformations; the middle term
denotes the normalizer of the deck group and is the group of lifts of diffeomor-
phisms of M . In general, this sequence has no section; however, when restricted to
Diff(M, ∗) ⊂ Diff(M) the sequence splits: define a section
σ : Diff(M, ∗)→ Diff(M˜)pi1(M)
by choosing σ(f) to be the unique lift that fixes ∗˜ (choose any lift and post-compose
with the appropriate deck transformation). Now suppose, for a contradiction, that
there exists a lift ϕ : Γ→ Diff(M, ∗) of Push. Composing with σ gives a homomor-
phism
σ ◦ ϕ : Γ→ Diff(M˜, ∗˜)pi1(M)
and hence an action of Γ on M˜ with a global fixed-point. This action induces two
more actions:
(i) ρ0 : Γ→ Homeo(Sn−1) is the action on the unit tangent space at the fixed
point T 1∗˜ M˜ ' Sn−1,
(ii) ρ1 : Γ → Homeo(Sn−1) is the action on the visual boundary ∂M˜ ' Sn−1
as described in Lemma 6.1.
Lemma 6.1. Let γ ∈ pi1(M) and let Push(γ) ∈ pi0Diff(M, ∗). For any diffeomor-
phisms f ∈ Diff(M, ∗) representing Push(γ), the lifted diffeomorphism σ(f) extends
to the boundary ∂M˜ and acts on the boundary as the deck transformation i(γ).
Remark. For M a closed surface, Nielsen constructed a homomorphism
ρ : pi0Diff(M, ∗)→ Homeo(S1),
and the restriction of ρ to the point-pushing subgroup is the representation ρ1
above. This is explained in [8] in Sections 8 and 5.5.4.
Proof of Lemma 6.1. Choose an isotopy ft from the identity to f . This isotopy can
be lifted to M˜ to an isotopy from the identity of M˜ to a map f˜ covering f ; along
this isotopy, the basepoint ∗˜ is moved to i(γ)−1(∗˜) (action of the deck group). In
other words, f˜(∗˜) = i(γ)−1(∗˜). Recall that σ(f) is defined as the unique lift of f
that fixes ∗˜; therefore,
σ(f) = i(γ) ◦ f˜ .
Note that f˜ moves points a uniformly bounded amount, and so f˜ extends to M˜∪∂M˜
and acts trivially on ∂M˜ . Hence σ(f) = i(γ) ◦ f˜ extends to ∂M˜ and acts on ∂M˜
as i(γ). 
Our goal is to understand the relationship between the two actions ρ0 and ρ1.
We will do this using bundle theory. Since Γ ' pi1(M), the homomorphisms ρ0 and
ρ1 induce S
n−1-bundles with flat Homeo(Sn−1) connections
(6.1) E0 →M and E1 →M.
Furthermore, the two bundles E0, E1 are fiberwise bordant. To show this we use
the following lemma.
Lemma 6.2. Let Dn denote the closed disk. Let Λ ⊂ Homeo(Dn) be the subgroup
of homeomorphisms that fix the origin 0 ∈ Dn and are differentiable at 0. Then
there exists an action of Λ on [0, 1]× Sn−1 such that the restriction to {1} × Sn−1
is the Λ-action on ∂Dn and the restriction to {0}×Sn−1 is the Λ-action on T 10Dn.
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The proof of Lemma 6.2 uses the standard blow up construction. We prove
the lemma at the end of this section. Let us explain why Lemma 6.2 implies that
E0 → M and E1 → M are fiberwise bordant. Note that the compactification
X = M˜ ∪ ∂M˜ is diffeomorphic to the closed disk Dn because M has nonpositive
curvature. Assuming Push is realized, the induced action of Γ on M˜ gives an action
on Dn that is smooth on the interior and has global fixed point 0. This defines a
homomorphism Γ→ Λ ⊂ Homeo(Dn), so by Lemma 6.2, Γ acts on Sn−1 × [0, 1] so
that the restriction to Sn−1 × {0} is the Γ-action on T 1∗˜ M˜ and the restriction to
Sn−1 × {1} is the Γ-action on ∂M˜ . Define E → M to be the Sn−1 × [0, 1]-bundle
induced by the action of Γ on Sn−1× [0, 1]. Then E is a bordism between E0 →M
and E1 →M .
Let G = Isom(M˜). Note that the structure group of E1—the bundle whose
monodromy is the Γ-action on ∂M˜—is contained in G ⊂ Homeo(Sn−1) because Γ
acts as the deck group on ∂M˜ and the deck group action on ∂M˜ extends to G.
Similarly, the structure group of E0—the bundle induced by the action of Γ on
T 1∗˜ M˜—is contained in the image of GL
+
n (R) → Homeo(Sn−1) because Γ acts on
T∗˜M˜ linearly. In other words, the representations ρ0 and ρ1 factor:
ρ0 : Γ→ GL+n (R)δ → GL+n (R)→ Homeo(Sn−1)
and
ρ1 : Γ→ Gδ → G→ Homeo(Sn−1).
These maps produce Diagram 1.2. By Lemma 4.2 and Corollary 4.4, E0 →M and
E1 →M have the same Euler and Pontryagin classes, and so Diagram 1.2 commutes
on the Euler and Pontryagin classes in H∗
(
BHomeo(Sn−1)
)
. Then to show that
Push is not realized, it suffices to show that Diagram 1.2 does not commute on
cohomology. This is done in Section 7 for manifolds of Type (1) and (2a).
Proof of Lemma 6.2. Give [0, 1]×Sn−1 coordinates (t, θ). Viewing a point θ ∈ Sn−1
as a unit vector in Rn, define
pi : [0, 1]× Sn−1 → Dn
(t, θ) 7→ tθ.
When restricted to (0, 1]×Sn−1 this map is a diffeomorphism onto its image Dn\{0}.
Identify {0} × Sn−1 with the space of rays through the origin in T0Dn. Note that
Λ acts on this space because Λ acts differentiably at 0. Now for f ∈ Λ, define
f˜ : Sn−1 × [0, 1]→ Sn−1 × [0, 1] by
f˜(t, θ) =
{
pi−1 ◦ f ◦ pi(t, θ) t > 0
(0, df0(θ)) t = 0
It is an easy exercise to show that f˜ is a homeomorphism. It is obvious that f˜
restricts to {0, 1}×Sn−1 as desired. Then f 7→ f˜ defines the desired homomorphism
Λ→ Homeo([0, 1]× Sn−1). 
7. Proof of the main results
In this section we give proofs of Theorems 1.2, 1.3, and 1.4. We begin with the
easiest of our results.
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7.1. Proof of Theorem 1.4. In this subsection, let M be a product of hyperbolic
surfaces, or more generally any compact quotient of H2× · · · ×H2. We will use the
following generalization of Milnor’s inequality to show that Push : Γ→ pi0Diff(M, ∗)
is not realized by diffeomorphisms.
Theorem 7.1 (Bucher-Gelander [6]). Let M be a compact quotient of H2×· · ·×H2
(k times). Let E →M be a flat GL+2k(R)-bundle over M . Then
|eu(E)| ≤ 1
2k
|eu(TM)|.
The case k = 1 is due to Milnor.
Proof of Theorem 1.4. By Theorem 7.1, the unit tangent bundle of M has no flat
GL+2k(R) connection. Furthermore, since fiberwise bordant bundles have the same
Euler class (by Lemma 4.2), Theorem 7.1 implies that the unit tangent bundle
cannot be fiberwise bordant to a bundle with a flat GL+2k(R) connection. However,
if Push is realized, then by the construction of Section 6, there exists a fiberwise
bordism between the unit tangent bundle T 1M and a bundle with flat GL+2k(R)
connection. This contradiction shows that Push is not realized by diffeomorphisms.

The argument above is essentially the argument given in [2]; that paper focuses
on the case M is a surface, so k = 1. For k = 1, Theorem 7.1 is known as Milnor’s
inequality (see [6]).
One might wonder if the proof of Theorem 1.4 extends to other locally symmetric
manifolds. Unfortunately, with the current known results on bounded cohomology,
the answer is no. For example, the known bounds on the Euler number of a flat
GL2k(R)-bundle over a hyperbolic 2k-manifold are due to Smillie (see the comment
on Page 3 in [6]): If M2k is hyperbolic and if E → M is a flat GL+2k(R)-bundle,
then
|eu(E)| ≤ pi
k
2k · (2k − 1)!! · v2k |eu(TM)|.
Here (2k−1)!! = ∏ki=1(2i−1) and v2k is the volume of a regular ideal (2k)-simplex
in H2k. Unfortunately, for k ≥ 2 the fraction on the right-hand-side is greater than
1, and so does not provide an obstruction to TM being bordant to a bundle with a
flat GL+2k(R) connection. In the next section we exhibit the Pontryagin classes as
obstructions to point-pushing on nonpositively curved manifolds.
7.2. Proof of Theorem 1.2.
Proof of Theorem 1.2. Suppose for a contradiction that Push is realized. In Section
6, we showed that this produces Diagram (1.2) that commutes on the Pontryagin
classes and Euler class in H∗
(
Homeo(Sn−1)
)
. Let q ∈ H∗(BHomeo(Sn−1)) be the
total Pontryagin class defined in Section 3. Using the notation of Diagram 1.2, the
pullback b∗j∗d∗(q) is trivial since
d∗(q) = 1 + p1 + · · ·+ p[n/2]
is the total Pontryagin class in H∗(BGLn(R)) ' H∗(BOn), and
j∗(1 + p1 + · · ·+ p[n/2]) = 1
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by Corollary 3.4. On the other hand, a∗i∗c∗(q) is p(TM) by Lemma 3.2, and this is
nontrivial by assumption. Since Diagram (1.2) commutes, this is a contradiction.
Then Push is not realized by diffeomorphisms. 
Remark 7.2. We give two remarks in passing.
(i) In Theorem 1.2 we actually need to assume M has nontrivial Pontryagin
classes, rather than just nontrivial Pontryagin numbers. For example, if
M is complex hyperbolic, then the dual symmetric manifold is CPn, which
has zero Pontryagin numbers for n odd (see for example [21]).
(ii) There are non-locally symmetric manifolds to which Theorem 1.2 applies.
Ontaneda’s Riemannian hyperbolization (building on work of Charney-
Davis and Davis-Januszkiewicz) gives examples of many negatively curved
Riemannian manifolds that are not locally symmetric manifolds (see [25]).
Specifically, for any closed manifold Nn, one can construct a negatively
curved manifold Mn together with a map M → N so that the Pontryagin
classes of N pullback to the Pontryagin classes of M . Hence if N is any
manifold with nonzero Pontryagin classes, and M is a hyperbolization, then
Push : pi1(M, ∗)→ pi0Diff(M, ∗) is not realized by diffeomorphisms.
7.3. Proof of Theorem 1.3. In this section G will denote a semisimple Lie group
with no compact factors and real rank at least 2. Fix Γ ≤ G a lattice. Set
M = Γ\G/K and n = dimM . So far we have seen that when M has nonpositive
curvature, the Euler or Pontryagin classes are obstructions to realizing Push. Un-
fortunately, locally symmetric manifolds of Type (2) have trivial total Pontryagin
class p(TM), so the approaches of Sections 7.1 and 7.2 will not work for these
examples.
To overcome this problem, recall from Section 6 that if Push is realized, we obtain
a representation ρ0 : Γ→ GLn(R). If M is Type (2a), then ρ0 is not pre-compact,
and ρ0 extends to G→ GLn(R) by Margulis superrigidity. We leverage this fact to
reduce the realization problem to the representation theory of G.
The proof of Theorem 1.3 will proceed by the steps outlined in the introduction.
We complete Step (ii) in Sections 7.3.1 and 7.3.2. The proof of Step (iii) will be
carried out in Section 8. Finally, we prove Theorem 1.3 in Section 7.3.4.
7.3.1. The action of K on ∂(G/K). Here we give an algebraic description of the
action of K on the visual boundary ∂(G/K).
Lemma 7.3. The action of K ⊂ G on ∂G/K is induced by a linear representation
ι : K → GLn(R).
Proof. Since G has noncompact type, the symmetric manifold G/K has nonpositive
curvature, and the visual boundary ∂(G/K) can be defined as equivalence classes
of geodesic rays [1]. The exponential map defines a homeomorphism
(7.1) s : T 1eK(G/K)→ ∂(G/K)
and the action of K on G/K induces K-actions on T 1eK(G/K) and on ∂(G/K). It
is easy to see that s is equivariant with respect to these actions.
The action of K on T 1eK(G/K) can be described as follows. The adjoint action of
K on g = Te(G) decomposes into invariant subspaces k⊕ p, where k = Lie(K) and
p ' TeK(G/K). Since the conjugation action and the left action of K on G descend
to the same action on G/K, the action of K on TeK(G/K) ' p is isomorphic to
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the adjoint action of K on p ⊂ k ⊕ p = g. Thus the action of K on ∂(G/K) is
isomorphic to the action induced by ι : K → Aut(p). 
We will refer to the representation ι : K → Aut(p) as the isotropy representation.
7.3.2. Characteristic classes of representations. In this section we show that
the isomorphism class of a representation can be detected by the characteristic
classes of that representation. Let K be a compact group with maximal torus
S, and let α : K → GLn(C) be a continuous representation. Up to conjugation,
the restriction of α to S is diagonal, and there are continuous homomorphisms
λi : S → C×, so that for every s ∈ S
α(s) =
 λ1(s) . . .
λn(s)

The λi are called the weights of the representation, and they uniquely determine the
representation (see [11] Page 375). The space of weights is Hom(S,C×) ' H1(S;Z).
The representation α : K → GLN (C) induces a map on classifying spaces
α∗ : H∗(BGLn(C))→ H∗(BK),
and the images α∗(ci) of the Chern classes are invariants of the representation. In
other words, conjugate representations have the same Chern classes. In fact, the
converse is also true.
Proposition 7.4. Let α, β : K → GLN (C) be two representations. If the induced
maps α∗, β∗ : H∗(BGLn(C)) → H∗(BK) are equal, then α and β are isomorphic
representations.
In short, the proof is as follows. The Chern classes of a representation can be
computed by the weights of the representation, and if α and β have the same Chern
classes, then they must also have the same weights. A representation is determined
up to conjugacy by its weights, so representations with the same Chern classes must
be isomorphic.
Proof of Proposition 7.4. Borel-Hirzebruch [4] give an algorithm for computing α∗.
Choose a maximal torus S ⊂ K on which α is diagonal, and let λi ∈ H1(S;Z) be
the weights as above. The transgression for the fiber sequence S → ES → BS
defines an isomorphism τ : H1(S;Z) → H2(BS;Z), and we set ωi = τ(λi). The
polynomial
c(α) :=
N∏
i=1
(
1 + ωi) ∈ H∗(BS)
is invariant under the action of the Weyl group of S ⊂ K, and hence is in the image
of H∗(BK) → H∗(BS). Then according to Borel-Hirzebruch, α∗(ci) is equal to
the degree-i term of c(α).
Now if α∗ = β∗, then c(α) = c(β). Since H∗(BS) is a polynomial algebra, it is
a unique factorization domain, and hence the set of ωi’s for α coincide with the set
of ωi’s for β. Since the transgression τ is an isomorphism, this means that the λi’s
for α coincide with the λi’s for β. In other words, α and β have the same weights.
Since a representation is uniquely determined by its weights ([11] Page 375), α and
β are isomorphic representations. 
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7.3.3. Extending the isotropy representation. As discussed above, the proof
of Theorem 1.3 we will reduce to showing the following representation theory fact.
Theorem 7.5. Let M = Γ\G/K be a Type (2a) locally symmetric manifold. Then
the isotropy representation ι : K → Aut(p) does not extend to a representation of
G.
The proof is a somewhat lengthy detour and will be performed in Section 8.
7.3.4. Conclusion.
Proof of Theorem 1.3. As in the proofs of Theorems 1.2 and 1.4, we proceed by
contradiction. Let n = dim(M). Let ρ0, ρ1 : Γ → Homeo(Sn−1) be the represen-
tations constructed in Section 6, where ρ1 factors through the action of G on the
boundary of G/K and ρ0 factors through some linear action GLnR y T 1∗˜ (G/K).
This is express by the following (not-necessarily commutative) diagram
Homeo(Sn−1)Γ
GLnR
G
77
''h
77
''


Since M has Type (2a), h either has finite image or its Zariski closure has no
compact factors. After passing to a finite index subgroup of Γ and possibly replacing
G by a finite cover (see Section 5), h extends to G by Theorem 5.1. This is
expressed by the dashed arrow in the diagram above and the fact that the left
triangle commutes.
In addition, this diagram commutes on the level of H∗(B(−)) by Lemma 4.2 and
Proposition 4.4. Switching focus from Γ to K, there is a diagram
K G
GLnR
Homeo(Sn−1)
  //
,,
ψ
22f OO
g
This diagram commutes on the level of H∗(B(−)) because the preceding one does.
We claim that this implies that f and g ◦ ψ are isomorphic when restricted to
K. First note that g ◦ ψ∣∣
K
and f
∣∣
K
are induced by linear representations of K:
Tautologically, g◦ψ is induced by the linear representation ψ∣∣
K
: K → GLnR. Also
f
∣∣
K
is induced by the isotropy representation
ι : K → GL(p) ' GLnR,
as explained in Section 7.3.1. Since g◦ψ and f induce the same map on cohomology
of classifying spaces, this means ψ∗ and ι∗ : H∗(BGLnR) → H∗(BK) are equal.
By Proposition 7.4, ψ and ι are isomorphic representations.
Since ψ is the restriction of a representation of G, the same must be true of ι.
However, ι is not the restriction of any G-representation by Theorem 7.5. This
contradiction shows that Push is not realized by diffeomorphisms. 
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8. Extending the isotropy representation
The goal of this section is to prove Theorem 7.5. It is enough to prove Theorem
7.5 for G simple. Let G0 be a real simple Lie group with maximal compact subgroup
K0 ⊂ G0. Let k0 ⊂ g0 denote the corresponding Lie algebras. The adjoint action of
K0 on g0 decomposes into invariant subspaces g0 = k0 ⊕ p0. We want to show that
the isotropy representation ι : K0 → Aut(p0) does not extend to a representation
of G0.
To solve this problem, we convert to the Lie algebra and complexify k = k0 ⊗C,
g = g0 ⊗ C, and p = p0 ⊗ C. We face the following problem.
Problem 8.1. Show there is no representation of ρ : g→ End(V ) whose restriction
to k ⊂ g is isomorphic to the isotropy representation ι.
We will employ two arguments to solve this problem. One argument will apply
to complex G (see Section 8.4). The other argument will apply to G = SLn(R),
SU∗2n, SOn,1, and E6(−26).
In the latter case, we proceed by contradiction. Suppose ρ : g→ End(V ) exists.
Then ρ must be irreducible because the isotropy representation is irreducible. Here
we use that g is simple (see [14] Ch. VIII, Sec. 5). Let h1 ⊂ k and h ⊂ g be Cartan
subalgebras with h1 ⊂ h. Let r : h∗ → h∗1 be the map the restricts a weight of h to
a weight of h1. Let λ denote the highest weight of V and let λ1 denote the highest
weight of p. Since V solves the extension problem, r(λ) = λ1. This restricts the
possible λ to an affine subspace A of h∗. We further reduce the set of possible λ by
intersecting A with the cone of dominant weights. For the remaining λ we will see
that Vλ—the irreducible representation with highest weight λ—does not have the
right dimension (we must have dimV = dim p). From this we conclude that the
representation V does not exist.
8.1. Extending the isotropy representation for G = SLn(R). Here K = SOn.
After complexifying we reduce to proving the following lemma.
Lemma 8.2. Fix n ≥ 2. Let g = sln(C) and let k = son(C). Let g = k ⊕ p be the
decomposition of the adjoint representation of k on g. Then ι : k → End(p) does
not extend to a representation g→ End(p).
Proof. Let k = bn2 c. If n is even (resp. odd) define son(C) using the bilinear
form Bk =
(
0 Ik
Ik 0
)
(resp.
(
Bk
1
)
). The diagonal matrices form a Cartan
subalgebra h ⊂ sln(C), and the restriction h1 := h∩son(C) is a Cartan subalgebra of
son(C). Here h1 consists of diagonal matrices of the form ei− ei+k for i = 1, . . . , k.
Define L1, . . . , Ln : h→ C by x1 . . .
xn
 7→ xi.
The weight space h∗ is the quotient of the free C-vector space 〈L1, . . . , Ln〉 by the
relation L1+ · · ·+Ln = 0. Upon restriction r : h∗ → h∗1, there are further relations:
r(Li + Li+k) = 0 for i = 1, . . . , k and when n is odd r(Ln) = 0. Then h1 has a
basis L′1, . . . , L
′
k, where L
′
i = r(Li). With this notation, it is elementary to show
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that the weights of the isotropy representation son(C)→ End(p) are
±2L′i, L′i − L′j , ±(L′i + L′j), 0
for i 6= j. The multiplicity of 0 is k − 1, and all other weights have multiplicity 1.
Without loss of generality, the highest weight is 2L′1 (this follows the convention in
[11]). If this representation is the restriction of a (necessarily irreducible) represen-
tation sln(C) → End(V ) with highest weight λ, then r(λ) = 2L′1. Then λ has the
form λ = 2L1 + u where u is an integral element of ker r.
Case 1. If n is even, then
λ = 2 L1 + a1(L1 + Lk+1) + · · ·+ ak(Lk + L2k)
= 2L1 +
∑k−1
i=1 ai(Li + Lk+i) + ak Lk −
∑2k−1
i=1 ak Li
=
(
2 + a1 − ak
)
L1 +
∑k
i=2(ai − ak)Li +
∑k−1
i=1 (ai − ak)Lk+i
In the second line above we have used the relation
∑n
i=1 Li = 0. Since λ is a non-
negative sum of fundamental weights, the coefficient on Li is at least the coefficient
on Li+1. Then
2 + a1 − ak ≥ a2 − ak ≥ · · · ≥ ak−1 − ak ≥ 0 ≥ a1 − ak ≥ · · · ≥ ak−1 − ak.
In particular this implies that ai − ak = 0 for i = 1, . . . , k − 1. Then in fact,
λ = 2 L1.
However, the representation of sln(C) with highest weight 2L1 has dimension n(n+1)2 ,
which is equal to dim p = (n−1)(n+2)2 for no values of n. This shows the extension
does not exist when n is even.
Case 2. If n is odd, then
λ = 2L1 + a1(L1 + Lk+1) + · · ·+ ak(Lk + L2k) + ak+1L2k+1
= 2L1 +
∑k
i=1 ai Li +
∑k
i=1 ai Lk+i −
∑2k
i=1 ak+1 Li
= (2 + a1 − ak+1)L1 +
∑k
i=2(ai − ak+1)Li +
∑k
i=1(ai − ak+1)Lk+i
Again, in the second line we used the relation
∑n
i=1 Li = 0. Similar to Case (1),
this implies that
2 + a1 − ak+1 ≥ a2 − ak+1 ≥ · · · ≥ ak − ak+1 ≥ a1 − ak+1 ≥ · · · ≥ ak − ak+1 ≥ 0.
It follows that a1 = a2 = · · · = ak and a1 ≥ ak+1. Let c = a1 − ak+1. Then
λ = 2L1 + c(L1 + · · ·+ L2k)
where c ≥ 0. Let V be the the irreducible representation of sln(C) with highest
weight λ = 2L1 + c(L1 + · · ·+ L2k). We show dimV > dim p. Note that
λ′ = λ+ (L2 − L1) = (c+ 1)L1 + (c+ 1)L2 + c(L3 + · · ·+ L2k)
is another weight of V . The Weyl groupW ' Sn of h ⊂ sln(C) acts on the weights,
permuting the indices. The orbits of λ and λ′ under W have size
|W.λ| = n!
(2k − 1)! = n(n− 1)
and
|W.λ′| = n(n− 1)(n− 2)/2.
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Since λ and λ′ are in distinct W orbits, |W.λ|+ |W.λ′| is a lower bound on the di-
mension of V , and one can check that this lower bound is greater than the dimension
of p:
dimV ≥ |W.λ|+ |W.λ′| > dim p.
This shows the extension V cannot exist. 
8.2. Extending the isotropy representation for G = SU∗2n. Here K = SPn.
After complexifying we reduce to proving the following lemma.
Lemma 8.3. Fix n ≥ 2. Let g = sl2n(C) and let k = sp2n(C). Let g = k⊕ p be the
decomposition of the adjoint representation of k on g. Then ι : k → End(p) does
not extend to a representation g→ End(p).
Proof. Define sp2n(C) using the bilinear form Jn =
(
0 In
−In 0
)
. The diagonal
matrices form a Cartan subalgebra h ⊂ sl2n(C), and the restriction h1 := h∩sp2n(C)
is a Cartan subalgebra of sp2n(C). Here h1 consists of diagonal matrices of the form
ei − ei+k for i = 1, . . . , k. For i = 1, . . . , 2n, define Li : h→ C by x1 . . .
x2n
 7→ xi.
The weight space h∗ is the quotient of the free C-vector space 〈L1, . . . , L2n〉 by
the relation L1 + · · · + L2n = 0. Upon restriction r : h∗ → h∗1, there are further
relations r(Li + Li+n) = 0 for i = 1, . . . , n. Then h1 has a basis L
′
1, . . . , L
′
n, where
L′i = r(Li). With this notation, it is elementary to show that the weights of the
isotropy representation sp2n(C)→ End(p) are
±(L′i − L′j), ±(L′i + L′j), 0
for i < j. The multiplicity of 0 is n− 1, and all other weights have multiplicity 1.
Without loss of generality, the highest weight is L′1+L
′
2 (this follows the convention
in [11]). If this representation is the restriction of a (necessarily irreducible) repre-
sentation sl2n(C) → End(V ) with highest weight λ, then r(λ) = L′1 + L′2. Then λ
has the form λ = 2L1 + u where u is an integral element of ker r. To be precise,
λ = (L1 + L2) + a1(L1 + Ln+1) + · · ·+ an(Ln + L2n)
= L1 + L2 +
∑n
i=1 ai(Li + Ln+i) + anLn −
∑2n−1
i=1 an Li
= (1 + a1 − an)L1 + (1 + a2 − an)L2 +
∑n
i=3(ai − an)Li +
∑n−1
i=1 (ai − an)Ln+i
In the second line above we have used the relation
∑2n
i=1 Li = 0. Since λ is a non-
negative sum of fundamental weights, the coefficient on Li is at least the coefficient
on Li+1. Then
1+a1−an ≥ 1+a2−an ≥ a3−an ≥ · · · ≥ an−1−an ≥ 0 ≥ a1−an ≥ · · · ≥ an−1−an.
It follows that ai − an = 0 for i = 1, . . . , n− 1. Then in fact
λ = L1 + L2.
However, the representation of sl2n(C) with highest weight L1 + L2 has dimension
2n(2n−1), which is equal to dim p = (n−1)(2n+ 1) for no values of n. This shows
the extension does not exist. 
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8.3. Extending the isotropy representation for G = SOn,1 and G = E6(−26).
Let G = SOn,1. Upon complexification we are led to study the isotropy represen-
tation of k = son(C) ⊂ son+1(C) = g. The isotropy representation has dimension
dim g − dim k = n. On the other hand, the smallest nontrivial representation of g
has dimension n+ 1. Then the isotropy representation of k does not extend to g.
Let G = E6(−26). Upon complexification, we are led to study the isotropy
representation of k = f4(C) ⊂ e6(C) = g. The isotropy representation has dimension
dim g − dim f4 = 78 − 52 = 26. On the other hand, the smallest dimension of a
nontrivial representation of g is 27. Hence the isotropy representation of k does not
extend to g.
8.4. The extension problem when G is complex. Let G be a complex simple
Lie group with maximal compact subgroup K. In this case we argue as follows.
Suppose for a contradiction that the isotropy representation ι : k→ End(p) extends
to a representation ρ : g → End(p). After complexifying we have a representation
ρC : g⊕ g→ End(pC) that has the following key properties:
(1) ρC is irreducible.
(2) The restriction of ρC to the diagonal g ⊂ g⊕g is the adjoint representation
ad : g→ End(g).
(3) The restriction of ρC to the real form gR ⊂ g ⊕ g has a real structure (see
below).
Since ρC is irreducible, pC is isomorphic (as a representation of g ⊕ g) to a tensor
product V1 ⊗ V2, where V1 and V2 are irreducible representations of g. Since ρC
extends the adjoint representation of g, we must have dim(V1) · dim(V2) = dim g.
Finally, since ρC
∣∣
gR
has a real structure, neither V1 nor V2 is the trivial repre-
sentation. By considering the possible representations V1, V2 we conclude that
dimV1 · dimV2 > dim g. This is a contradiction, so the extension ρ : g → End(p)
does not exist.
To elaborate on this argument we need the following terminology. For a more
detailed treatment see [24].
Real forms and real structures on a representation. Let V be a complex
vector space. A real structure on V is an anti-linear involution S : V → V . For any
real structure the fixed vectors
V S = {v ∈ V : S(v) = v}
form a real vector space. For example, complex conjugation is a real structure on
V = Cn.
Let g be a complex Lie algebra with underlying real Lie algebra gR. A represen-
tation ρ : gR → End(V ) induces an obvious representation ρ : gR → End(V ) on the
conjugate vector space V . If ρ and ρ are isomorphic, then ρ is called self-conjugate.
A compatible real structure for ρ : gR → End(V ) is a real structure S : V → V
so that S ◦ ρ(x) = ρ(x) ◦ S for every x ∈ gR. A compatible real structure induces a
real representation gR → End(V S). In addition, a compatible real structure defines
an isomorphism between ρ and ρ. In other words, if the representation ρ has a
compatible real structure, then ρ is self-conjugate.
A real structure S : g → g on a complex Lie algebra defines a real Lie algebra
g0 := g
S , which is called the real form corresponding to S.
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We proceed to the statement of Proposition 8.4. For a complex Lie group g,
the underlying real Lie group gR is a real form of g ⊕ g. Denote by Aut(Π) the
group of permutations of the fundamental weights of g⊕g that preserve the Cartan
matrix of g, and let ν ∈ Aut(Π) be the Weyl involution associated to the real
form gR ⊂ g⊕ g (see [24]). The following lemma gives a criterion to determine if a
complex representation of gR has a real structure. This is a special case of Theorem
3 in Ch. 8 of [24].
Proposition 8.4. Let ρ1 : g → Aut(V1) and ρ2 : g → Aut(V2) be irreducible
(complex) representations with highest weights Λ1,Λ2, respectively. Let V = V1⊗V2
and ρ1 ⊗ ρ2 : g ⊕ g → Aut(V ) be the induced representation. Then the restriction
ρ1 ⊗ ρ2
∣∣
gR
has a real structure if and only if ν(Λ1) = Λ2.
We are finally ready to address the extension problem.
Proposition 8.5. Let G be a simple, complex Lie group. Let K ⊂ G be a maximal
compact subgroup. Then the isotropy representation ι : k→ End(p) does not extend
to a representation gR → End(p).
Proof. Suppose there exists a representation ρ : gR → End(p) so that ρ
∣∣
k
= ι. We
complexify this situation. Observe that kC ' g and the complexification of the
isotropy representation ιC : kC → End(pC) is isomorphic to the adjoint representa-
tion ad : g→ End(g). Furthermore, (gR)C ' g⊕ g, and the complexification of the
inclusion k ↪→ gR is the diagonal map ∆ : g→ g⊕ g. Then if the extension ρ exists,
there exists a extension ρC making the following diagram commute.
(8.1)
g
g⊕ g
End(pC)

∆
77
ρC
//ad
(It is worth noting that there is an obvious representation ρC that makes Diagram
8.1 commute. Let p1 : g⊕g→ g be projection to the first factor, and let ρC = ad◦p1.
However, the representation ad ◦ p1 cannot be the complexification of ρ because it
does not restrict in the correct way to gR ⊂ g⊕ g.)
Note that ρC must be irreducible because ad is irreducible. Then pC is isomorphic
(as a representation of g ⊕ g) to V1 ⊗ V2 for two irreducible representations V1, V2
of g. Furthermore,
dim(V1) · dim(V2) = dim(V1 ⊗ V2) = dim pC = dim g.
Let Λi ∈ h∗ be the highest weight of Vi. Then (Λ1,Λ2) ∈ h∗ ⊕ h∗ is the highest
weight of V1 ⊗ V2. The fact that ρC is the complexification of a solution ρ to the
real version of the extension problem implies that the restriction of ρC to gR ⊂ g⊕g
has a compatible real structure. By Proposition 8.4, this implies that Λ2 = ν(Λ1).
Then either V1 and V2 are both trivial or both nontrivial. Clearly they cannot
both be trivial, so they are nontrivial. Let d denote the smallest dimension of a
nontrivial representation of g. Then
dim(V1) · dim(V2) ≥ d2.
On the other hand, one checks that dim g < d2 in each case (see table below). This
contradiction implies that the extension ρ : g→ End(p) cannot exist. 
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g dim g d
sln(C) n2 − 1 n
sp2n(C) n(2n+ 1) 2n
son(C) n(n− 1)/2 n
g2(C) 14 7
f4(C) 52 26
e6(C) 78 27
e7(C) 133 56
e8(C) 248 248
9. Point-pushing and the Zimmer program
Let G be a semisimple real Lie group without compact factors and R-rank ≥ 2,
and let Γ ⊂ G be a lattice. The linear actions of Γ are essentially classified by the
Margulis Superrigidity Theorem 5.1. It follows from the classification that there
is a smallest dimension of a nontrivial linear representation of Γ. The Zimmer
program is concerned with classifying smooth actions of Γ on manifolds. Zimmer’s
conjecture states that there is a smallest dimension of a manifold M on which Γ
acts, and this dimension is computed explicitly from G (see [9]).
In Theorem 9.1 below we illustrate the Zimmer conjecture in a special case. This
example was shown to the author by S. Weinberger. Take Γ ⊂ G as above, and let d
be the smallest dimension of a nontrivial linear representation of G (if G is simple,
this is the dimension of the standard representation). Let M be any 4-manifold
with pi1(M) = Γ; this can be done because Γ is finitely presented (see [23]).
Theorem 9.1. Let G, Γ, M , and d be as above. If d ≥ 5 then Push is not realized
by diffeomorphisms.
Theorem 9.1 is an easy consequence of the Margulis Superrigidity Theorem 5.1
and the Thurston Stability Theorem 9.2.
Theorem 9.2 (Thurston stability [27]). Let Λ be a finitely generated group with
H1(Λ;R) = 0. Let M be a connected manifold. Assume that Λ acts on M by C1
diffeomorphisms. If there exists a global fixed point ∗ ∈ M and each λ ∈ Λ acts
trivially on T∗M , then Λ acts trivially on M .
Note that if Γ is a lattice in a semisimple real Lie group, then Γ is finitely
generated (see [23]). In addition, if G has rank at least 2, then Γ has no continuous
map to R (the image of any homomorphism Γ → GLn(R) has semisimple Zariski
closure). Then Γ satisfies the hypotheses of Theorem 9.2.
Proof of Theorem 9.1. Suppose, for a contradiction, that Push is realized ϕ : Γ→
Diff(M, ∗). Then Γ acts on the tangent space at the fixed point
α : Γ→ Aut(T∗M) ' GL4R.
As discussed in Section 5, the Zariski closure of α(Γ) is either finite or is a product
of factors in
∏
Hσ. Note that the smallest nontrivial representation of Hσ has
dimension d ≥ 5, so Hσ cannot be contained in the Zariski closure of α(Γ). Then
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α(Γ) must be finite, and Γ′ = ker(α) is finite index in Γ. By definition Γ′ acts
trivially on T∗(M), so Γ′ acts trivially on M by Theorem 9.2. Since ϕ is a lift of
Push, this implies that Γ′ is in the kernel of Push : Γ → pi0(Diff(M, ∗)). On the
other hand the kernel of Push is contained in the center of Γ, which is finite. This
is a contradiction, so Push is not realized by diffeomorphisms. 
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