a r t i c l e i n f o Keywords: Fractional derivative of high order Algebraic singularity Quadrature rule Chebyshev interpolation Error analysis Uniform approximation a b s t r a c t
There is comprehensive literature on the numerical method to approximate the fractional derivatives; see [5, 6] and the references therein. Few references, however, appear to exist on uniform approximation schemes for a certain interval of s except for our recent papers [7, 8] for 0 < q < 1. Particularly, paper [8] is for smooth functions f (s) while in [7] we treat the algebraically singular function f (s) = s α g(s) (α > −1), which is one of a practically important class of functions, with g(s)
being a smooth function.
The purpose of this paper is to uniformly approximate D q {s α g(s)} of an arbitrary non-integer q > 0 given by
This is a generalization of our previous method [7] for 0 < q < 1, which could treat only the case m = 0 in (4) . A simple extension of the method [7] would fail to approximate D q {s α g(s)} (m ≥ 1) uniformly. Although in [7] we use Lagrange interpolation of g(t) on the Chebyshev nodes t j = (1 + cos π j/n)/2 (0 ≤ j ≤ n), this interpolation is not enough for the uniform approximation of D q {s α g(s)}, m ≥ 1. In this paper we show that the uniform approximation is achieved with an Hermite interpolation of g(t) by using the derivatives g (k) (t) (1 ≤ k ≤ m) at both endpoints t = 0, 1 of [0, 1] in addition to the function values g(t j ) (0 ≤ j ≤ n) on the Chebyshev nodes.
This paper is organized as follows. In Section 2 we demonstrate that the use of the derivatives g (i) (t) at the both endpoints t = 0, 1 as well as the function values g(t) on [0, 1] in the integration rule is essential to uniformly bound the errors of the approximation to D q {s α g(s)} for 1 ≤ m < q < m + 1. In Section 3 we prove Theorem 2.1 on the convergence of the approximation obtained in Section 2. Sections 4 and 5 are devoted to an approximation scheme and numerical examples for the simplest case 1 < q < 2. Indeed, in Section 4 we show the evaluation of the approximation D q n {s α g(s)} by using auxiliary polynomials F n−1 (t) and G n (s). Further we express the derivative F ′ n−1 (t) by a sum of the Chebyshev polynomials whose coefficients satisfy a five-term inhomogeneous recurrence relation. Section 5 gives numerical examples.
Approximation to D q {s α g (s)} and error analysis
In this section we show that in order to get a uniform approximation to D q {s α g(s)}, whose errors are bounded independently of s, it is required to interpolate g(s) by using multiple abscissae at the endpoints t = 0, 1 as well as the internal abscissae in (0, 1). This means an Hermite interpolation [9, p. 101] of g(t) by the use of consecutive derivatives g (j) (t) (j = 1, 2, . . . , m) at t = 0, 1 as well as g(t i ), t i ∈ [0, 1].
Let ω n+1 (t) be defined by
where T n (x) and U n (x) (|x| ≤ 1) are Chebyshev polynomials of the first and second kinds, respectively. Then the zeros of ω n+1 (t) are the Chebyshev nodes t j = (1 + cos π j/n)/2 (0 ≤ j ≤ n). On the zeros of t m (1 − t) m ω n+1 (t) we interpolate g(t) by a polynomial p n+2m (t) of degree n + 2m. To this end, we start by interpolating g(t) on the zeros of ω n+1 (t) by p n (t) written by the shifted Chebyshev polynomials T k (2t − 1)
where the prime denotes the summation whose first term is halved. The coefficients a k are determined so that g(t j ) = p n (t j ) (j = 0, 1, . . . , n) and given by a k = 2δ k n ∑ n j=0 ′′ g(t j ) cos πjk n , where δ k = 1 (k = 0, 1, . . . , n − 1), δ n = 0.5 and the double prime denotes the summation whose first and last terms are halved. The coefficients a k can be efficiently evaluated by using the FFT [10] [11] [12] . Note that p n (0) = g(0) and p n (1) = g (1) . By using p n (t) (6) obtained above p n+2m (t) is written in the Newton form and expressed in terms of the Chebyshev polynomials again as follows,
New coefficients λ j (0 ≤ j ≤ 2m − 1) are determined so that each derivative p (k) n+2m (t) (1 ≤ k ≤ m) agrees with g (k) (t) at t = 0, 1. For the simplest case m = 1, (see Section 4). Using p n+2m (t) (7) in (4) gives an approximation to D q {s α g(s)} as follows,
Now we estimate the error of the approximation (8) . We shall use the notation that for n ≫ 1, a(n) ∼ b(n) and a(n) b(n) mean that lim n→∞ a(n)/b(n) = 1 and lim n→∞ a(n)/b(n) ≤ 1, respectively. Further define the norm ‖φ‖ of a function φ(t) (0 ≤ t ≤ 1) by ‖φ‖ = max 0≤t≤1 |φ(t)|. Let E ρ denote the ellipse in the complex plane z = x + iy,
with foci at z = 0, 1 and the sum of its major and minor axes is equal to ρ (>1). Assume that g(z) is single-valued and analytic inside and on E ρ . Then the error of p n+2m (t) interpolating g(t) at the zeros of t m (1 − t) m ω n+1 (t) is written in terms of the contour integral as follows [13,14, p. 150 ]
The error E n,m (s) of the approximation D q
From (12), it follows that
Theorem 2.1. Suppose that g(z) is single-valued and analytic inside and on E ρ (9) and let
where A m = 1 for m ≥ 1 and A 0 = 2 max{1, 1 + α}. Then the error E n,m (s) (14) of the approximation D q
In the case α ≥ q − m − 1 the error is bounded uniformly on 0 ≤ s ≤ 1 as ‖E n.m ‖ Φ n,m (ρ).
The proof of Theorem 2.1 is given in Section 3.
Proof of Theorem 2.1
To prove Theorem 2.1 we need to estimate ‖φ n,m ‖ in (14) . Let Q (t) and Q k (t) be defined by
respectively. Then since from (13) 
it follows that
In the following we evaluate ‖Q k ‖ and ‖V (m+1−k)
We start by evaluating ‖V (m+1−k) n,m ‖. By the change of variables z = (w + w −1 + 2)/4 given by (9) in (11) and noting that
which gives similarly to [8] ‖V
We proceed to evaluate
using (25) in (24) we have the recurrence relations for 0 ≤ k ≤ m
with starting values a 0 = 0 and b 0 = −2 1−2m . Proof. We prove (A), (B) and (C) by induction, individually. We start by proving (A). The case of k = 0 is trivial because a 0 = 0, b 0 = −2 1−2m . Assume that deg n a k = k − 1 and deg n b k = k for even k. Then from (26) and (27) we see that for odd
On the other hand, suppose that deg n a k = k and deg n b k = k − 1 for odd k. Then similarly we see for even k + 1 that deg n a k+1 = max{k, k} = k and deg n b k+1 = max{k + 1, k − 1} = k + 1.
We proceed to prove (B). The cases of k = 0 and 1 hold because b 0 = −2 1−2m and a 1 = 2 2−2m sn from (26), respectively. From (A), (26) and the induction hypothesis we see for even k that a k+1 = −2snb k + O(n k ) = (−1) k/2 2 2−2m+k s k+1 n k+1 + O(n k ). Similarly for odd k we see that b k+1 = 2sna k + O(n k ) = (−1) (k+1)/2+1 2 2−2m+k s k+1 n k+1 + O(n k ). We conclude by proving (C). The case k = 0 holds because a 0 = 0, b 0 = −2 1−2m . From (26) and the induction hypothesis that s|a k we see that s|a k+1 . Assume that b j = c j + sr j (0 ≤ j ≤ k), where r j is a multiple of n and c j is a constant. Then from (27) we see that b k+1 = c k+1 + sr k+1 . 
(28)
Further let A m = 1 (m ≥ 1) and A 0 = 2 max{1, 1 + α}. Then ‖Q m+1 ‖ ∼  Q m+1 := 2 2−m A m n m+1 .
(29) Proof. We have from (25) and Lemma 3.
where we define ‖a k ‖ = max 0≤u≤π |a k | = max 0≤t≤1 |a k |. Further since from (B) of Lemma 3.1 we see that a m+1 = sq m+1 and b m+1 = c m+1 + sr m+1 , where q m+1 and r m+1 are functions of s, c and n and c m+1 is a function of c and s, |Q m+1 (t)| = |s −1 {sq m+1 cos nu + (c m+1 + sr m+1 ) sin nu}| ≤ ‖q m+1 ‖ + ‖r m+1 ‖ + ‖c m+1 ‖ · | sin nu/s|. Noting that ‖q m+1 ‖ + ‖r m+1 ‖ = O(n m+1 ), | sin nu/s| ≤ n and ‖c m+1 ‖ is independent of n we can verify that ‖Q m+1 ‖ = O(n m+1 ) (n → ∞). For even m > 0 we see from (25) and Lemma 3.1 that ‖Q m+1 ‖ ∼ ‖q m+1 ‖ ∼ 2 2−m n m+1 , since m + 1 is odd. Similarly for odd m we see that ‖Q m+1 ‖ ∼ ‖r m+1 ‖ = 2 2−m n m+1 . For m = 0 we see that 
Using the above relation in (14) establishes Theorem 2.1.
Evaluation of D
In this section, we show how to evaluate the integral for D q {s α p n+2 (t)} for the simplest case m = 1 or 1 < q < 2. The values of λ 0 and λ 1 in (7) are given below. Lemma 4.1. Let n be an even positive integer. Let p n+2 (t) be a polynomial defined by (7) with m = 1. Then the coefficients λ 0 and λ 1 are given by
where a k are the coefficients of p n (t) in (6) .
Proof. We determine λ 0 and λ 1 so that p ′ n+2 (0) = g ′ (0) and p ′ n+2 (1) = g ′ (1). From (7) we have
Using the relations dT n (2t − 1)/dt = 2nU n−1 (2t − 1) and U n (±1) = (±1) n (n + 1) in (6), (32) and (33) we have
from which λ 0 and λ 1 are solved as shown in (30) and (31). Now we evaluate the rightmost hand of (8) for m = 1. Let polynomials h n+1 (t) of degree n + 1 and q n (t) of degree n be defined by
respectively. Substituting p n+2 (t) and h n+1 (t) above in (8) we have
where D q * {s α+2 q n−2 (s)} denotes the Caputo fractional derivative defined by (2) . The last equality of (36) is seen to hold by using the relations, derived from (34) and (35)
To evaluate the integral in the rightmost hand of (36) we need the following lemma.
Lemma 4.2.
Let h n+1 (t) and q n (t) be polynomials of degrees n + 1 and n given by (34) and (35), respectively. Then there exist polynomials F n−1 (t) of degree n − 1 and G n (s) of degree n such that
Proof. The proof can be done similarly to that of Lemma 1.1 in [7] .
The polynomial F n−1 (t) in (37) is also expanded in terms of the shifted Chebyshev polynomials; see (41) and (42). From (37) we have
where B(α + 1, 2 − q) is the beta integral. Since B(α + 1, 2 − q) = Γ (α + 1)Γ (2 − q)/Γ (α + 3 − q) and D q s α = s α−q Γ (α + 1)/Γ (α + 1 − q), from (36) and (38) we have the approximation D q n+2 {s α g(s)} as follows
Now we proceed to the computation of F n−1 (x) and G n (s) in (37) to evaluate the right-hand side of (39). From the differentiated results of both sides of (37) with respect to x we have
To evaluate F n−1 (x) and G n (s) in (40) we expand F ′ n−1 (x) in terms of the shifted Chebyshev polynomials
where we have omitted the dependency of b k on s. In what follows we define b k = 0 (k ≥ n−1) for convenience. Integrating both sides of (41) gives
with some constant γ independent of x and s. Similarly to [7] we have
By inserting in (40), F n−1 (x) (42), xF n−1 (x) (45) and
we have the following.
we have
The Chebyshev coefficients c k of p ′ n+2 (x) (46) can be evaluated [14] by
with starting values c n+2 = c n+3 = 0, where a n+2 k are the Chebyshev coefficients of p n+2 (x) in (7) . Similarly d k of p ′′ n+2 (x) is evaluated by
with starting values d n+2 = d n+1 = 0. The coefficients ξ k of h n+1 (t) are computed by the following recurrence relation
with starting values ξ n+3 = ξ n+2 = 0. The above recurrence relation (53) is derived by using (7) and (47) in (34). The coefficients η k of h ′ n+1 (x) and ζ k of q n (x) are evaluated by η k−1 = η k+1 + 4kξ k , k = n + 1, n, . . . , 1, ζ k−1 = 4ξ k − ζ k+1 − 2ζ k , k = n + 1, n, . . . , 1, with starting values η n+2 = η n+1 = 0 and ζ n+2 = ζ n+1 = 0, respectively.
The required value of G n (s) in (39) is obtained by computing the recurrence relation (50)-(52) in the backward direction with starting values b n−1 = b n = b n+1 = b n+2 = 0 in a stable way as shown in [7] . 
Numerical examples
The computation is performed in double precision arithmetic; the machine epsilon is 2.22 · · · × 10 −16 . We compute the following test problems of the case 1 < q < 2, α = q − 2,
= − a q−3 Γ (q + 1) cos{(q + 1) tan −1 (s/a)} (s 2 + a 2 ) (q+1)/2 , q = 1.1, 1.5, a = 0.05, 0.5. Table 1 shows the numbers of function evaluations N = n+3 including the numbers of derivatives and the maximum errors where s j = (j−0.5)/ν for large ν, say ν = 4000. We have chosen the values of n = N −3 among {3×2 k , 4 ×2 k , 5 ×2 k } (k = 2, 3, . . .) [11] .
