Abstract. We remark that the combination of the works of BenBassat-Brav-Bussi-Joyce and Alper-Hall-Rydh imply the conjectured local description of the moduli stacks of semi-Schur objects in the derived category of coherent sheaves on projective CalabiYau 3-folds. This result was assumed in the author's previous papers to apply wall-crossing formulas of DT type invariants in the derived category, e.g. DT/PT correspondence, rationality, etc. We also show that the above result is applied to prove the higher rank version of DT/PT correspondence and rationality.
1. Introduction 1.1. Moduli stacks of semi-Schur objects on Calabi-Yau 3-folds. The Donaldson-Thomas (DT for short) invariants were introduced by Thomas [Tho00] as holomorphic analogue of Casson invariants on real 3-manifolds. They count stable sheaves on Calabi-Yau 3-folds, and their rank one theory is conjectured (and proved in many cases [PP] ) to be related to Gromov-Witten invariants [MNOP06] . On the other hand, Joyce-Song [JS12] and Kontsevich-Soibelman [KS] introduced generalized DT invariants so that they also count strictly semistable sheaves, and proved their wall-crossing formula. It has been expected that the wall-crossing formula is also applied for DT type invariants counting Bridgeland semistable objects [Bri07] , or weak semistable objects [Tod10a] , in the derived category of coherent sheaves. Although almost all the technical details are parallel with [JS12] , there has been a technical issue, that is a certain local description of the moduli stack of semistable objects in the derived category. That technical issue was assumed in the author's previous papers [Tod10a] , [Tod13b] , [Tod11] , [Tod12] , [Tod13a] , [Tod] , so that the proofs of their main formulas on DT invariants were not mathematically rigorous except their Euler characteristic version 1 . The first purpose of this note is to remark that the above technical issue is now settled, just by combining the works of Ben-Bassat-BravBussi-Joyce [BBBBJ15] and Alper-Hall-Rydh [AHR] . As this fact was not explicitly mentioned in the literatures, we point it out in this article. of relative dimension dim Aut(E) − dim G.
The above result was first proved when E ∈ Coh(X) by JoyceSong [JS12] using gauge theory. In general, by the work of PantevToën-Vaquie-Vezzosi [PTVV13] , the stack M is the truncation of a smooth derived stack with a (−1)-shifted symplectic structure. Using this fact, Ben-Bassat-Brav-Bussi-Joyce [BBBBJ15] showed that M has Zariski locally an atlas which is written as a critical locus of a certain algebraic function. In particular, Theorem 1.1 was proved by them for a Schur object [E] ∈ M, i.e. Hom(E, E) = C. For a strictly semi-Schur object [E] ∈ M, the remaining issue has been whether we can take the function f to be invariant under the G-action. This issue was addressed by Bussi [Bus] , where she showed a result similar to Theorem 1.1 under the assumption that M is Zariski locally written as a quotient stack of the form [S/ GL n (C)] for a quasi projective variety S. Still it is not known whether the last assumption holds for M or not. However the work of Alper-Hall-Rydh [AHR] implies that the stack M locally near [E] ∈ M admits a smooth morphism of the form [S/G] → M for an affine variety S with relative dimension dim Aut(E) − dim G. We will see that the result of [AHR] is enough to conclude Theorem 1.1. Now given Theorem 1.1, all of the Hall algebra arguments in [JS12] , [Bri12] are applied for any heart A of a bounded t-structure in the derived category of coherent sheaves on a Calabi-Yau 3-fold X. In particular, following [Bri12] we can construct a Poisson algebra homomorphism from the regular elements of the motivic Hall algebra of A to the Poisson torus, which we will review in Subsection 2.6. Such a statement is relevant to apply the wall-crossing formula in the derived category.
1.2. Removing assumptions in the previous papers. The result of Theorem 1.1 was conjectured and assumed in the author's previous papers. Now we can remove that assumption from the results in [Tod10a, Theorem For example, let us focus on the DT/PT correspondence in [Tod10a]. Let X be a smooth projective Calabi-Yau 3-fold and take
Associated to the above data, we have two kinds of curve counting invariants
The invariant I n,β is the rank one DT invariant [MNOP06] , which virtually counts subschemes C ⊂ X with dim
On the other hand, P n,β is the Pandharipande-Thomas (PT for short) stable pair invariants [PT09] , which virtually counts pairs (F, s) where F is a pure one dimensional sheaf with [F ] = β, χ(F ) = n and s : O X → F is a morphism which is surjective in dimension one. The above two invariants are known to be related by
Here M(q) is the MacMahon function In any case, the formula (1) was proved by Bridgeland [Bri11] without using Theorem 1.1, so Theorem 1.1 is not essential in proving (1). On the other hand, it seems that Theorem 1.1 is essential in proving the higher rank version of the formula (1), which we discuss in the next subsection. Before this, let us discuss the difference of the arguments in [Tod10a] and [Bri11]. In [Tod10a], we regarded a subscheme C ⊂ X as an ideal sheaf I C , and a stable pair as a two term complex (O X s → F ). As they are rank one objects in the derived category, we used the Hall algebra of the heart of some t-structure to show the Euler characteristic version of (1). On the other hand, in [Bri11] a subscheme and a stable pair were regarded as coherent systems, which are one dimensional sheaves together with sections. The latter viewpoint has advantage in the point that everything can be worked out in the Hall algebra of one dimensional sheaves. So the result of Theorem 1.1 for coherent sheaves, which was already shown by [JS12] , was enough to prove the formula (1).
However, the above interpretation of a sheaf as a coherent system is only possible for a rank one object. A higher rank stable sheaf is not necessary regarded as data W ⊗ O X → F for some finite dimensional vector space W and a one dimensional sheaf F . So it is not obvious how to study the higher rank DT invariants using Hall algebras of one dimensional sheaves as in [Bri11].
1.3. Wall-crossing formula for higher rank objects. The second purpose of this article is to study higher rank DT invariants, for example giving a higher rank analogue of the formula (1). Here we emphasize that, contrary to the rank one case, Theorem 1.1 is essential to give a rigorous proof. Let us take an ample divisor ω on X and an element
be the DT invariant which virtually counts ω-slope stable sheaves E ∈ Coh(X) whose Chern character coincides with (2).
We define the notion of a PT stable object as an object
is a ω-slope stable sheaf and H 1 (I • ) is zero dimensional. This notion appeared in Jason Lo's work [Lo12] in describing certain polynomial stable objects [Bay09] . A PT stable object is a PT stable pair in the rank one case, but it is not necessary written as a reasonable pair in a higher rank case (cf. Subsection 3.2). We can define the invariant PT(r, D, −β, −n) ∈ Z (5) which virtually counts objects (4) whose Chern character is (2). When (r, D) = (1, 0), the invariants (3), (5) coincide with I n,β , P n,β respectively. The following is a higher rank analogue of the formula (1): Theorem 1.2. (Theorem 3.17) For a fixed (r, D, β), we have the following formula:
We note that the formula (1) is a special case of (6) by setting (r, D) = (1, 0). Indeed, the proof is essentially the same as in [Tod10a] in the rank one case, where we studied the wall-crossing phenomena in the category generated by O X and one dimensional sheaves shifted by [−1] in the derived category. We will also construct a similar abelian category and investigate a wall-crossing phenomena. However, in this article we simplified several arguments by considering certain nested torsion pairs in the abelian category rather than studying the weak stability conditions. Also as we work with the Hall algebra of a tstructure in the derived category (rather than that of one dimensional sheaves as in [Bri11]), the use of Theorem 1.1 is essential for the proof.
The generating series of PT invariants was also conjectured to be a rational function in [PT09] , which is required to formulate the PT/GW correspondence. The rationality conjecture was proved for the Euler characteristic version in [Tod10b] , and finally proved by Bridgeland [Bri11]. In the higher rank case, we have the following similar rationality statement:
where F (q) is the Laurent expansion of a rational function of q, and
) is a Laurent polynomial in q 1 6 with integer coefficients. Again the proof is essentially same as in [Tod10b] , but the proof is much simplified and we use Theorem 1.1 for the rigorous proof. Also contrary to the rank one case, the rational functions F (q), G(q , respectively in the higher rank case. By combining Theorem 1.2 and Theorem 1.3, we obtain the formula:
The above formula is a new structure result on DT invariants which is applied for any positive rank.
1.4. Related works. The result similar to Theorem 1.1 was once announced by Behrend-Getzler [BG] . Recently, Jiang [Jiab] proved the Behrend function identities given in Theorem 2.6 using the cyclic L ∞ -algebra technique and the unpublished work by Behrend-Getzler [BG] . So far, there exist some articles in which higher rank analogue of DT theory or PT theory has been studied [Tod10c] , [Sto12] , [Nag] , [CDP10] , [She11] . In these articles, all the higher rank objects were of the form (W ⊗ O X → F ), which do not cover all of the stable sheaves as we already mentioned. So our situation is much more general than the above previous articles.
It is a natural problem to extend the results of Theorem 1.2 and Theorem 1.3 to the motivic DT invariants introduced by KontsevichSoibelman [KS] . Still there exist some technical issues in this extension, e.g. the existence of an orientation data, but the numbers of issues are decreasing due to the recent progress on the rigorous foundation of motivic DT theory (cf. [BJM] , [Le] , [DM] , [Jiaa] [Joy15] . For any algebraic stack X , Joyce constructed a sheaf of vector spaces S 0 X satisfying the following property. For any scheme V , a smooth morphism V → X , and a closed embedding i : V ֒→ U for a smooth scheme U, there is an exact sequence
Here I ⊂ i −1 O U is the ideal sheaf of functions vanishing on V , and C V is the constant sheaf on V . For example if there is a regular function f : U → A 1 with V = {df = 0} and f | V red = 0, then
By definition a pair (X , s) for an algebraic stack X and s ∈ H 0 (S 0 X ) is called a d-critical stack if for any scheme V and a smooth morphism V → X , the section s| V ∈ Γ(V, S 0 X | V ) is written as (7) for some data (U, f, i). In this case, the data
is called a d-critical chart. Roughly speaking, a d-critical stack is an algebraic stack which locally has an atlas given by the critical locus of some function f , and the section s remembers the function f .
2.2.
Lunaétale slice theorem for algebraic stacks. It is wellknown that the stack of coherent sheaves on a projective scheme is Zariski locally written as a quotient stack. However, such a result is not known for the stack of objects in the derived category of coherent sheaves. The following result by Alper-Hall-Rydh [AHR] , simplified in the k = C case, will be useful to settle the above issue.
Theorem 2.1. ([AHR, Theorem 1.2]) Let X be a quasi-separated algebraic stack, locally of finite type over C with affine geometric stabilizers. Let x ∈ X be a point and G ⊂ Aut(x) a reductive subgroup scheme.
Then there exists an affine scheme S with a G-action, a point p ∈ S fixed by G, and a smooth morphism
We can say more on the above result, which we mention in the following remark:
Remark 2.2. From the construction of S in the proof of [AHR, Theorem 1.2], we have the 2-Cartesian diagrams:
Here T
[1]
x X ⊂ T x X is the first order infinitesimal neighborhood at zero, the top horizontal morphisms are induced by a G-equivariant embedding T
x X ֒→ S sending 0 to p, and the bottom horizontal morphisms are the natural closed immersions. In particular, the morphism Φ is of relative dimension dim Aut(x) − dim G, the morphism G = Aut(p) → Aut(x) between stabilizers induced by Φ coincides with the inclusion G ⊂ Aut(x), and the induced map on tangent spaces
2.3. Proof of Theorem 1.1. In what follows, X is a smooth projective Calabi-Yau 3-fold over C, i.e. K X = 0 and H 1 (X, O X ) = 0. We denote by M the stack of objects
By the result of Lieblich [Lie06] , the stack M is an algebraic stack locally of finite type. Using the theory of Joyce's d-critical stacks and Theorem 2.1, one can show an algebraic version of Theorem 1.1. The following Theorem 2.3 is a generalization of [Bus, Theorem 4 .3], and obviously implies Theorem 1.1.
be the maximal reductive subgroup. Then there exists a smooth affine scheme U with a G-action,
with f (p) = df | p = 0, and a smooth morphism
Then there is a G-equivariantétale morphism u : U → Ext 1 (E, E) with u(p) = 0, and under the natural identification
Proof. By [Lie06] , the stack M is locally quasi-separated. The geometric stabilizer at [E] ∈ M is Aut(E), which is an affine algebraic group as it is an open subscheme of Hom(E, E). Therefore applying Theorem 2.1 and noting Remark 2.2, there is an affine scheme S with a G-action, a G-invariant point p ∈ S and a smooth morphism
By [BBBBJ15, Corollary 3.19], the stack M extends to the d-critical stack (M, s). This fact is based on the result by Pantev-Töen-VaquieVezzosi [PTVV13] that the stack M is the truncation of a smooth derived stack with a (−1)-shifted symplectic structure. Since (9) is a smooth morphism, by [Joy15, Proposition 2.8], the pull-back
Since G is reductive, S is affine and p ∈ S is fixed by G, we can apply [Joy15, Proposition 2.43, Remark 2.47] to conclude the following: by shrinking S in a neighborhood of p ∈ S if necessary, there exists a G-
U is a smooth scheme with a G-action, f : U → A 1 is a G-invariant function and i : S ֒→ U is a G-equivariant embedding such that S = {df = 0} and f | S red = 0. Therefore the morphism (9) gives a desired smooth morphism (8).
By Remark 2.2, the morphism dΦ| p :
and the embedding i is G-equivariant, the morphism dΦ| p induces the
. Therefore by shrinking (S, U) if necessary, we can construct a desired G-equivariantétale morphism u : U → Ext 1 (E, E).
Behrend function identities.
In [Beh09] , Behrend constructed a canonical constructible function on any scheme, called the Behrend function. The Behrend function is naturally extended to algebraic stacks [JS12] . Using Theorem 1.1, the Behrend function ν M : M → Z on the moduli stack M in the previous subsection is described as follows:
where M f (0) is the Milnor fiber of the function f : V → C at 0 ∈ V in Theorem 1.1, and e(−) is the topological Euler number. The result of Theorem 1.1 implies the analogue of the Behrend function identities proved for coherent sheaves in [JS12] . We introduce some notation. First for a constructible function ν on a scheme M, we set
Below, we fix the heart of a bounded t-structure
Remark 2.4. Note that any object E ∈ A satisfies Ext <0 (E, E) = 0 by the definition of the t-structure, hence determines the point [E] ∈ M.
We have the following lemma:
Lemma 2.5. For E 1 , E 2 ∈ A, we have
Proof. The lemma follows from ext i (E 1 , E 2 ) = 0 for i < 0 by the definition of the t-structure, and the identity ext i (E 1 , E 2 ) = ext 3−i (E 2 , E 1 ) from the Serre duality.
Thirdly for E 1 , E 2 ∈ A and ξ ∈ P(Ext 1 (E 1 , E 2 )), we denote by E ξ ∈ A the object given by the extension class corresponding to ξ:
Under the above preparation, we can state the generalization of [JS12, Theorem 5.11] as follows: Theorem 2.6. For any heart of a bounded t-structure A ⊂ D b Coh(X) and E 1 , E 2 ∈ A, we have the following identities:
Proof Remark 2.7. By the proof of Theorem 1.1, the weaker statement of Theorem 1.1 holds after replacing G by its maximal torus. As proved in [Bus, Theorem 4.2], the latter weaker version is enough to prove Theorem 2.6.
Hall algebras.
We recall the notion of motivic Hall algebras following [Bri12] . Let S be an algebraic stack locally of finite type with affine geometric stabilizers. By definition, K(St/S) is defined to be the Q-vector space generated by isomorphism classes of symbols
where X is an algebraic stack of finite type with affine geometric stabilizers. The relations are generated by (cf. [Bri12, Definition 3.10])
(1) For every pair of X 1 , X 2 , we have
(2) For every geometric bijection ρ : X 1 → X 2 and a morphism ρ ′ : X 2 → S, we have
(3) For every pair of Zariski locally trivial fibrations h i : X i → Y and every morphism g : Y → S, we have
Let A ⊂ D b Coh(X) be the heart of a bounded t-structure such that the substack
consisting of objects in A is an open substack of M. Then the motivic Hall algebra of A is defined as
where p is the projection. There is an associative K(St/C)-algebra structure * on H(A) based on the Ringel-Hall algebras. Let Ex(A) be the stack of short exact sequences
) is given by the following Cartesian diagram
Obj(A)
The unit is given by 1 = [Spec C → Obj(A)] which corresponds to 0 ∈ A. Let Γ be the image of the Chern character map
Then Γ is a finitely generated free abelian group. The stack (12) decomposes into the disjoint union of open and closed substacks
where Obj v (A) is the stack of objects in A with Chern character v.
The algebra H(A) is Γ-graded
where
2.6. Poisson algebra homomorphism. It is easy to see that the affine line
is an invertible element. We define the subalgebra
to be generated by
is defined to be spanned by [Z → Obj(A)] so that Z is a variety. An element of H reg (A) is called regular. By [Bri12, Theorem 5.1], the submodule (14) is indeed a subalgebra with respect to the * -product.
Moreover the quotient
is a commutative algebra. Therefore for f, g ∈ H sc (A), we can define the following bracket on H sc (A):
By the * -product together with the above bracket {−, −}, we have the Poisson algebra structure on H sc (A). We define another Poisson algebra C(X) to be
Note that by the Riemann-Roch theorem, the Euler pairing (10) descends to the anti-symmetric bi-linear form
We will only use the following computation, which is an easy consequence of the Riemann-Roch theorem:
Here and in what follows, we use the notation (2) for the elements in Γ. The * -product on C(X) is defined by
The Poisson bracket on C(X) is defined by
The result of Theorem 1.1 leads to the following result:
There is a Poisson algebra homomorphism
such that for a variety Z with a morphism ρ : Z → Obj(A) which factors through Obj v (A), we have
Here ν M is the Behrend function on M restricted to Obj(A).
Proof. By Theorem 2.6, the assumption in [Bri12, Theorem 5.2] is satisfied, hence we conclude the result.
Higher rank DT/PT correspondence
In this section, we prove Theorem 1.2.
3.1. Donaldson-Thomas invariants. Below, we fix an ample divisor ω on a Calabi-Yau 3-fold X. Let us take an element v = (r, D, −β, −n) ∈ Γ (16) in the notation (2). Since Γ is the image of the Chern character map, we may regard
We also assume that
Recall that for a coherent sheaf E on X, its slope function µ ω is defined by
A sheaf E is called µ ω -(semi)stable if for any non-trivial subsheaf F ⊂ E, we have
By the coprime condition (17), the moduli space
of µ ω -semistable sheaves with Chern character (16) consists of µ ω -stable sheaves, and it is a projective scheme [HL97] . Also by the CY3 condition of X, the moduli space (18) is equipped with a symmetric perfect obstruction theory and the associated zero dimensional virtual class [Tho00] , [BF08] . The Donaldson-Thomas (DT) invariant (1)
• ) = 0 for any zero dimensional sheaf Q.
Let us consider its relationship to the rank one PT theory in [PT09] .
Example 3.2. Let E be a locally free µ ω -(semi)stable sheaf on X, F a pure one dimensional sheaf on X and s : E → F a morphism which is surjective in dimension one. Then the object
with E located in degree zero is a PT (semi)stable object. If E = O X , then it is nothing but the stable pair in [PT09] . If the rank is bigger than one, a reflexive sheaf may not be locally free. The following example gives an exotic PT stable object.
If an object
Example 3.4. Let U be a µ ω -stable reflexive sheaf which is not locally free at x ∈ X. Then Ext
given by a non-trivial extension
is a PT stable object. However it is easy to see that I
• is not quasiisomorphic to (21) for any torsion free sheaf E and a one dimensional sheaf F . ) 3.3. Tilting of Coh(X). Recall that a torsion pair on an abelian category A is a pair of full subcategories (T , F ) on A such that (1) We have Hom(T, F ) = 0 for T ∈ T , F ∈ F .
(2) For any E ∈ A, there is an exact sequence 0 → T → E → F → 0 with T ∈ T and F ∈ F . The category T is called the torsion part of the torsion pair (T , F ). For a torsion pair (T , F ) on A, its tilting is defined by
Here * means the extension closure. The tilting A † is known to be the heart of a bounded t-structure on D b (A) (cf. [HRS96] ). More generally, we introduce the following notion:
Definition 3.5. Let A be an exact category and F 1 , F 2 , · · · , F n full subcategories of A. Then we write
if the following conditions are satisfied:
(1) We have Hom(F i , F j ) = 0 for F i ∈ F i and F j ∈ F j with i < j.
(2) For any E ∈ A, there is a filtration
Remark 3.6. In the above definition, the n = 2 case corresponds to the torsion pair. Similarly to the torsion pair, the filtration (25) is unique if it exists. The filtration (25) is an analogue of the Harder-Narasimhan filtration in some stability condition. Also for any 1 ≤ i ≤ n, we have the torsion pair in A
Let (X, ω) be as in the previous subsections. For an interval I ⊂ R ∪ {∞}, we set
E is µ ω -semistable with µ ω (E) ∈ I ∪ {0}.
Let us take the numerical class as in (16). We set
By the existence of Harder-Narasimhan filtrations with respect to the µ ω -stability, we have the following torsion pair in Coh(X):
We take its tilting
By the construction, for any E ∈ A µ we have
Therefore the category
is an abelian subcategory of A µ . From the construction of (27), it is easy to see that
Here Coh ≤1 (X) is the category of sheaves F with dim Supp(F ) ≤ 1. Let µ ω be the slope function on Coh ≤1 (X) defined by
Similarly to the µ ω -stability, the above slope function on Coh ≤1 (X) defines the µ ω -stability on Coh ≤1 (X). For any interval I ⊂ R ∪ {∞}, we set
Then using the notation in Definition 3.5, we can write (28) as
Note that C ∞ consists of Q[−1] for zero dimensional sheaves Q. We will consider its subcategory Remark 3.8. Note that both of µ ω -semistable objects, PT-semistable objects with Chern character (16) are objects in D µ . Indeed, they are contained in the smaller subcategories Coh µ (X), Coh µ (X), C ∞ respectively.
Completions of Hall algebras.
It is known that the stack of objects in A µ forms an open substack of M (cf. [PT, Proposition 4.11]). Therefore by Subsection 2.6, we can define the Hall algebra H(A µ ) of A µ , the associated Poisson algebra H sc (A µ ), and the Poisson algebra homomorphism
We construct certain completions of the above Hall algebras, using some inequalities of Chern characters. First for any torsion free µ ω -semistable sheaf E on X, we have the Bogomolov inequality
Second by Langer [Lan09, Section 3], there is a function
such that any torsion free µ ω -semistable sheaf E satisfy
For a fixed (r, D) ∈ H 0 (X) ⊕ H 2 (X) satisfying (17), we define
Here β > 0 means that it is the Poincare dual of an effective algebraic one cycle on X. We have the following obvious lemma:
Lemma 3.9.
(1) For any E ∈ D µ with (ch 0 (E), ch 1 (E)) = (r, D),
, there is only a finite number of ways to write it
The above lemma also imply the following lemma, which will be used in Subseciton 4.2:
Lemma 3.10. The set of objects in D µ with a fixed Chern character is bounded.
Remark 3.11. For F ∈ A µ , it is easy to see that ch(F ) ∈ Γ ♯ if and only if F ∈ Coh ≤1 (X)[−1]. Hence we can also write H ♯ (A µ ) as
By Lemma 3.9 again, for any γ ∈ H ♯ (A µ ) with zero H 0 (A µ )-component, we have the well-defined elements
The following is the important consequence of Joyce's absence of pole result:
We also set
Similarly as above, C ♯ (X) is a Poisson algebra and C r,D (X) is a Poisson bi-module over C ♯ (X). The integration map (31) induces the maps
such that I ♯ is a Poisson algebra homomorphism and I r,D is a Poisson bi-module homomorphism over H ♯ (A µ ).
Elements of the Hall algebra. Let
be the stacks of µ ω -stable sheaves, PT-stable objects, respectively. The above lemma in particular implies that each connected component of (34) are of finite type. Also by Remark 3.8 and Lemma 3.9 (i), the Chern characters of objects in (34) are contained in Γ r,D . Therefore for ⋆ ∈ {DT, PT}, we obtain the elements
Then Lemma 3.13 implies that
Here M ⋆ (v) are the moduli spaces (18) for ⋆ = DT, (22) for ⋆ = PT respectively.
In the similar way, for any interval I ⊂ R ≥0 ∪ {∞} the stack of objects Obj(C I ) in C I decomposes into
such that each component Obj v (C I ) is a finite type stack. Here we have used the following map
Hence we have the element
Applying (32), we obtain the element
By Theorem 3.12, we obtain the element: 
Here we have used the Behrend's result [Beh09] describing virtual classes associated with symmetric obstruction theories by the integrations of his constructible functions.
Next we project elements (38) to H sc ♯ (A µ ) and apply the integration map (33). For µ ∈ Q ≥0 ∪ {∞} and a non-zero v ∈ Γ ♯ with µ ω (v) = µ, we obtain the invariant N v ∈ Q given by the following formula:
Below for (0, 0, −β, −n) ∈ Γ ♯ , we write
Remark 3.14. The invariant N n,β is a virtual count of µ ω -semistable sheaves F ∈ Coh ≤1 (X) with [F ] = β, χ(F ) = n, which played an important role in the wall-crossing of curve counting theory, e.g. [Tod12, Definition 4.7]. In particular if N n,β = 0, then β is either zero or a Poincaré dual of an effective one cycle on X, and n ∈ Z ≥0 .
The following fact is also standard, but we include the proof for completeness:
Lemma 3.15. For any interval I ⊂ R ≥0 ∪ {∞}, we have
Proof. By the the existence of Harder-Narasimhan filtrations with respect to the µ ω -stability, we have the identity in
In the RHS, we take the product with the decreasing order of µ. By taking the logarithm of both sides and multiplying (L − 1), we obtain the identity in H sc ♯ (A µ ):
Since χ(v 1 , v 2 ) = 0 for v i ∈ Γ ♯ , the property of the integration map I ♯ shows that
By (40), we obtain the desired identity.
3.7. Proof of Theorem 1.2. We denote by
the category of PT-semistable objects I
• with µ ω (I • ) = µ. Let B µ be the abelian category introduced in (29).
Lemma 3.16. We have the following identity in B µ :
Proof. By the definition of PT semistable objects, we have
It is enough to show that any object E in the LHS of (42) fits into an exact sequence
in B µ with T ∈ C ∞ and F ∈ Coh P µ (X). Suppose that E / ∈ Coh P µ (X). Then there is a non-zero morphism T → E for some T ∈ C ∞ . By Lemma 3.7, C ∞ is closed under quotients in B µ , so we may assume that T → E is injective in B µ . Then the quotient F = E/T in B µ is an object in the LHS of (42) by Lemma 3.7 again. Because A µ is noetherian (cf. the proof of [BMT14, Lemma 3.2.4]), the abelian category B µ is also noetherian, so this process must terminate. Hence we obtain the exact sequence (43).
Let us consider the series (20), (24). We are now ready to prove Theorem 1.2: Theorem 3.17. We have the following identity:
Proof. By Lemma 3.16, we have the following identity in H r,D (A µ ):
Using (37), we obtain the identity:
Then applying the Baker-Campbell-Hausdorff formula to (44), we obtain
We multiply (L − 1) to both sides, and project them to H 
By applying the integration map I r,D in (33), using (40) and the computation (15), we obtain the formula
By substituting (r, D) = (1, 0), t = 0, and comparing the computation of the series DT (1,0) (q, 0) in [BF08] , [LP09] , [Li06] , we obtain
Therefore we obtain the desired identity.
Rationality of higher rank PT invariants
In this section, we prove Theorem 1.3.
Category Coh
L µ (X). As before, let µ be the rational number (26), and D µ be the category (30). We define the following category
We prepare some lemmas on the above category.
Lemma 4.1. We have the following identity:
Proof. Using Lemma 3.7 and replacing Coh µ (X), C ∞ , C ∞ , Coh
in the proof of Lemma 3.16, we obtain the desired identity.
Proof. It is enough to show that any non-zero morphism φ : E → E is an isomorphism. Let 0 = F ⊂ E be the image of φ in B µ , and G ⊂ F the kernel of φ in B µ . Suppose that F E. Because of the coprime condition (17), we have either rank(F ) = 0 or rank(G) = 0. In the rank(F ) = 0 case, we have F ∈ Coh ≤1 (X)[−1]. On the other hand, we have F ∈ D µ by Lemma 3.7, hence F ∈ C [0,∞] . But this contradicts to E ∈ Coh L µ (X). In the rank(G) = 0 case, the condition E ∈ Coh L µ (X) implies that G ∈ C <0 . Also by Lemma 3.7, we have E/F ∈ C [0,∞] . Since ch(G) = ch(E/F ), we have the contradiction. Therefore we must have F = E. But then G ∈ B µ satisfies ch(G) = 0, hence G = 0. Therefore φ is an isomorphism.
By Lemma 4.1, the abelian category B µ is written as
The next proposition shows that the category Coh L µ (X) behaves well under the duality: Proposition 4.3. The abelian category B −µ is written as
Proof. Note that B µ is also written as Proof. Since the µ ω -stability is preserved under taking the tensor product with a line bundle L satisfying c 1 (L) = ω, we have N n,β = N n+β·ω,β . By noting Remark 3.14 and β · ω > 0, the desired property of (50) is an easy consequence of this periodicity. The following result is a higher rank version of the product expansion formula given in [Tod10b] , [Bri11]: Therefore by the same argument deducing (45) in the proof of Theorem 3.17, we obtain the following identity in H Therefore we obtain the desired result.
The result of Theorem 1.3 is a corollary of the above result:
Corollary 4.9. Theorem 1.3 holds.
Proof. This is a consequence of the formula (52) together with Lemma 4.5 and Lemma 4.7.
