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An Arguesian identity is an identity in GrassmannCayley algebras with certain
multi-linear properties of expressions in joins and meets of vectors and covectors.
Many classical theorems of projective geometry and their generalizations to higher
dimensions can be expressed as simple and elegant Arguesian identities. In a pre-
vious work we showed that an Arguesian identity can be unfolded with respect to
a vector variable to obtain a lattice inequality, which holds in various lattices. In
this paper, we extend this technique to an arbitrary variable. We prove that for any
variable v of an Arguesian identity I, a lattice inequality can be obtained by unfold-
ing I with respect to the variable v. This inequality and its dual are valid in the class
of linear lattices if the identity is of order 2, and in the congruence variety of
Abelian groups if the identity is of a higher order. Consequently, we obtain a family
of lattice identities which are self-dual over the class of linear lattices. In particular,
all the inequalities obtained by this method are valid in the lattice of subspaces of
a vector space, which are characteristic-free and independent of dimensions.
 2000 Academic Press
Key Words: Arguesian identities; GrassmannCayley algebra; linear lattices;
congruence variety of Abelian groups.
1. INTRODUCTION
The theory of GrassmannCayley algebras and the lattice theory are two
programs proposed in the last century for the algebraic renderings of
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expressions involving joins and meets of subspaces of vector spaces. The
purpose of the present work, together with that of two preceding papers
[27, 37], is to establish a full connection between these two subjects. We
develop a method which translates identities in GrassmannCayley
algebras systematically into lattice identities. Such lattice identities are valid
in various classes of lattices, depending on the structure of the identities. In
particular, all these lattice identities are valid in the lattices of subspaces of
vector spaces, which in turn gives a family of geometric theorems on the
incidence of subspaces that are characteristic-free and independent of
dimensions.
A GrassmannCayley algebra is essentially the exterior algebra of a vec-
tor space, equipped with two operations, join and meet. It is shown by
Doubilet et al. [8] that all the invariants of vectors and covectors in a
projective space can be expressed as a word in the GrassmannCayley
algebra, built out of joins and meets. This makes the GrassmannCayley
algebras an important algebraic tool in studying the invariants of projec-
tive spaces.
In 1994, Hawrylycz [18] discovered a class of identities in Grassmann
Cayley algebras. Classical theorems of projective geometry, such as those of
Desargues, Pappus, Bricard, Fontene , and their generalizations to higher
dimensions are revealed to be expressible as simple and elegant identities
holding among joins and meets of extensors. These identities were named
Arguesian identities, as each identity represents a projective invariant that
can be viewed as a generalization of the Desargues theorem in projective
spaces. As a consequence, a large number of geometric theorems are
obtained from the simple geometric interpretation of these identities.
Another algebraic approach to the invariant theory is the study of lat-
tices. Modular lattices, and more recently after Haiman [13, 14] and
Finberg et al. [9] linear lattices (that is, lattices of commuting equivalence
relations), were seen as an analog of Boolean algebra that is suitable
for the description of subspaces of vector spaces. Hawrylycz and Rota
conjectured that for any identity holding in the GrassmannCayley
algebra, a closely related identity, in which algebraic joins and meets are
replaced by lattice joins and meets, will hold in linear lattices, or modular
lattices. The lattice identity has the advantage that it is independent of
dimensions.
Perhaps the first progress toward this conjecture is the discovery of the
Arguesian law, which is the lattice generalization of the Desargues theorem.
The Desargues theorem in a projective plane can be stated as follows. Let
a, b, c, a$, b$, c$ be six distinct points in the projective plane lying in general
position. Then the lines aa$, bb$, cc$ are concurrent if and only if the points
bc & b$c$, ac & a$c$, and ab & a$b$ are collinear. The corresponding identity
in the GrassmannCayley algebra of step 3 is
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(a 6 a$) 7 (b6 b$) 7 (c6 c$)
=r[(b 6 c) 7 (b$ 6 c$)] 6 [(a 6 c) 7 (a$ 6 c$)] 7 [(a 6 b) 7 (a$ 6 b$)],
(1.1)
where r is a real-valued function of the vectors. It was first discovered by
Schu tzenberger [32] that the Desargues theorem is more precisely cap-
tured by a stronger lattice-theoretic condition, now known as the
Arguesian law. Since then, various authors, notably Jo nsson [21, 22],
Haiman [1416], Monk [24], Day and Pickering [6, 30], have found
equivalent lattice identities of the Arguesian law and have studied lattices
satisfying these identities. The following is the simplest version of the
Arguesian law that is due to Haiman [14],
c 7 ([(a 6 a$) 7 (b 6 b$)] 6 c$)
a 6 ([((a 6 b) 7 (a$ 6 b$)) 6 ((b 6 c) 7 (b$ 6 c$))] 7 (a$ 6 c$).
(1.2)
The GrassmannCayley identity (1.1) and the Arguesian law (1.2) are
closely related. Their relation is best reflected in the series-parallel graphs
associated to the expressions in these two identities. Fig. 1 shows the
series-parallel graphs associated to the left-hand sides of (1.1) and (1.2),
where the formulas are viewed merely as lattice polynomials. Note that the
two series-parallel graphs are actually isomorphic. Reading between dif-
ferent pairs of vertices gives the left-hand sides of (1.1) and (1.2), respec-
tively. The series-parallel graphs associated to the right-hand sides of (1.1)
and (1.2) have a similar property: In Fig. 2, reading the graph between :
and ; gives the right-hand side of (1.1), while reading between # and $
gives the right-hand side of (1.2).
The above observation suggests a way to solve the conjecture of
Hawrylycz and Rota. Given an identity built out of joins and meets in a
GrassmannCayley algebra, we may construct a lattice identity by drawing
FIG. 1. Series-parallel graphs associated to the left-hand sides of (1.1) and (1.2).
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FIG. 2. The series-parallel graph associated to the right-hand sides of (1.1) and (1.2).
the series-parallel graphs associated to the expressions in the Grassmann
Cayley algebra, then reading these graphs between a suitable pair of ver-
tices. To do that we need to find the algebraic description of the above
graphic manipulation. It turns out to be the ‘‘unfolding’’ of an expression
with respect to its variables. Let P be an expression in joins and meets with
a a variable. If
P=(( } } } ((a6 M1) 7 M2) 6 M3) } } } Mk&1) 7  6 Mk
for some polynomials M1 , M2 , ..., Mk ; then the a-unfolding of P is the lattice
polynomial
a7 P a=a 7 (M1 6 (M2 7 (M3 6 ( } } } (Mk&1 6  7 Mk))) } } } )).
Dually, if X is another variable of P and
P=(( } } } ((X7 M1) 6 M2) 7 M3) } } } Mk&1) 6  7 Mk
for some polynomials M1 , M2 , ..., Mk ; then the X-unfolding of P is the lattice
polynomial
X6 P X=X 6 (M1 7 (M2 6 (M3 7 ( } } } (Mk&1 7  6 Mk))) } } } )).
Given an Arguesian identity, say, P=Q as defined by Hawrylycz, we can
get lattice inequalities a 7 P aa 7 Q a and X 6 P XX 6 Q X by unfolding
P=Q with respect to a vector a or a covector X. These lattice inequalities
are valid in linear lattices, if the Arguesian identity is of order 2. In general,
they are valid in the class of lattices of subgroups of Abelian groups, which
is called the congruence variety of Abelian groups. In particular, these lattice
inequalities hold in general linear spaces, where the variables may represent
any subspaces of arbitrary dimensions. The covector-unfoldings can be
viewed as the dual of the vector-unfoldings. Altogether they yield a family
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of inequalities in which every inequality and its dual are valid in the lattices
of subspaces. The original geometric theorem in projective spaces can be
obtained as a byproduct of the unfolded inequalities if the variables of the
inequalities are specialized to points or hyperplanes.
The present paper is organized as follows. In Section 2, we summarize
some of the essential results on GrassmannCayley algebras, Arguesian
identities, and linear lattices, which will be used in the following sections.
In Section 3, we show that the unfoldings of an Arguesian identity of order
2 are valid in the class of linear lattices. It is remarkable that the proofs of
vector-unfoldings and covector-unfoldings share the same graphic opera-
tions. In Section 4, we extend this technique to Arguesian identities of
higher orders. We verify the unfolded inequalities in the congruence variety
of Abelian groups. From the proof one notes that the covector-unfolding is
more natural in the sense that it preserves the symmetry of the Arguesian
polynomials. In the last section, we present the lattice inequalities obtained
from various geometric theorems in projective spaces, including the classi-
cal theorems of Desargues, Bricard, Fontene , and their generalizations to
higher dimensions. Finally we apply our method to some non-Arguesian
identities. Although the general theorems established in Sections 3, 4 do
not apply to these special cases, we show that the unfolding still yields
valid lattice identities in the class of linear lattices or the congruence variety
of Abelian groups, depending on the structure of the identities.
2. PRELIMINARY
2.1. The GrassmannCayley algebras
GrassmannCayley algebra is a powerful algebraic tool with witch to
study the invariant of projective spaces. In this section we review some of
the basic definitions and properties of the GrassmannCayley algebras. For
a more complete treatment, the reader is referred to the original papers by
Doubilet, Rota, and Stein [8] and Barnabei, Brini, and Rota [1]. A brief
review (see [27] or [37]) is sufficient for the present work.
Let V be a vector space of dimension n over an arbitrary field K.
A Peano space of step n is defined as a pair (V, [ } ]), where [ } ] is a non-
degenerate alternating n-linear form over V that is called the bracket.
Let  (V ) be the exterior algebra of the vector space V. The product in
(V ) will be denoted by 6 and called the join. The elements in i (V) are
called tensors of step i. A tensor x of step i is called an extensor if there
exist vectors v1 , ..., vi # V so that x=v1 6 } } } 6 vi . In particular, if
x=v1 6 v2 } } } 6 vn&1, where v1 , ..., vn&1 span an (n&1)-dimensional sub-
space of V, then x is called a covector.
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For a Peano space (V, [ } ]), we can define a second operation 7 in the
exterior algebra (V ), which is called the meet.
Definition 2.1. Given extensors x=v1 6 } } } 6 vi and y=w1 6 } } } 6
wj , define x7 y=0 if i+ j<n and
x 7 y= :
_n&j+1< } } } <_i
_ # Si
_1< } } } <_n& j
sgn(_)[v_1 } } } v_n&j w1 } } } wj] v_n& j+1 } } } v_i . (2.1)
An equivalent definition of the meet is [8, 1]
x 7 y= :
_i+j&n+1< } } } <_j
_ # Sj
_1< } } } <_i+j&n
sgn(_)[v1 } } } viw_i+j&n+1 } } } w_j] w_1 } } } w_i+j&n ,
(2.2)
The definition of meet can be extended to (V ) by linearity. This opera-
tion is associative and anti-commutative in the following sense: Let x, y be
tensors of step i and j, respectively; then y 7 x=(&1) (n&i )(n& j ) x 7 y.
The meet is dual to the join, where duality exchanges vectors with covec-
tors. The join and the meet of extensors correspond to the lattice join and
meet of subspaces of V.
Definition 2.2. The GrassmannCayley algebra of step n, which is
denoted by GC(n), is the exterior algebra (V ) of a Peano space of step
n equipped with the two operations of join 6 and meet 7 . It is a graded
double algebra. Denote by GCi (n) the subspace of tensors of step i.
We use the following notations throughout this paper. We let lowercase
letters denote vectors and uppercase letters denote covectors. Juxtaposition
of vectors a1a2 } } } ak shall denote their join a1 6 a2 6 } } } 6 ak , while
the juxtaposition of covectors X1X2 } } } Xk denotes their meet X1 7
X2 7 } } } 7 Xk .
The following Alternative Law is an important identity in Grassmann
Cayley algebras which can be used in simplifying expressions containing
joins and meets of extensors of different steps.
Proposition 2.1. Let a1 , a2 , ..., ak be vectors, and X1 , ..., Xs be covectors
of GC(n) with ks. Set A=a1a2 } } } ak ; then
A 7 (X1 7 } } } 7 Xs)= :
_ # Sk
sgn(_)[a_1 , X1] } } } [a_s , Xs] a_s+1 } } } a_k .
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Let [e1 , ..., en] be a basis of the Peano space (V, [ } ]). We say that
[e1 , ..., en] is unimodular if [e1 , ..., en]=1.
Definition 2.3. Let [e1 , ..., en] be a unimodular basis of V. The extensor
E=e1 6 } } } 6 en
of GC(n) will be called the integral. The integral is well-defined and does
not depend on the choice of a unimodular basis.
Proposition 2.2. Let [e1 , ..., en] be a basis for V. Define
Ui=(&1)(i&1)e1 6 } } } 6 ei&1 6 ei+1 6 } } } 6 en .
Then [U1 , ..., Un] is a basis of GCn&1(n) and [ei , Uj]=$ij[e1 , ..., en].
Definition 2.4. The set [U1 , ..., Un] defined in Proposition 2.2 is called
the cobasis, or dual basis, of the basis [e1 , ..., en].
In the following we simply denote by U the space of covectors GCn&1(n).
This space U can be given a natural Peano structure by letting the double
bracket [[ } ]] be
[[X1 , ..., Xn]]=X1 7 } } } 7 Xn for X1 , ..., Xn # U. (2.3)
The double bracket defines a GrassmannCayley algebra on covectors,
which is called the dual GrassmannCayley algebra. A GrassmannCayley
algebra and its dual are isomorphic. The role of join and meet are inter-
changed under the canonical isomorphism.
Theorem 2.3 (Cauchy). Let a1 , ..., an be a basis of V, and X1 , ..., Xn be
its dual basis. Then
[[X1 , ..., Xn]]=[a1 , ..., an]n&1.
By duality and Cauchy’s theorem, from every identity in GC(n) between
joins and meets we can construct another identity where the roles of join
and meet are interchanged, step i is replaced by step n&i, and suitable
powers of the bracket appear as multipliers to restore homogeneity.
Identities in GrassmannCayley algebras are often used to express
incidence relations and incidence theorems in projective geometry. We
conclude this subsection with two examples which illustrate the corre-
spondence of theorems of projective geometry with identities in Grassmann
Cayley algebras.
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Theorem 2.4 (Desargues). Let a, b, c, a$, b$, c$ be six distinct points
lying in general position in a projective plane. Then the lines aa$, bb$, cc$ are
concurrent if and only if the points bc & b$c$, ac & a$c$, and ab & a$b$ are
collinear.
The identity of the Desargues theorem in the GrassmannCayley algebra
is given by the formula (2.4), where a, b, c, a$, b$, c$ are vectors of GC(3),
and where we denote by A, B, C the joins b$ 6 c$, a$ 6 c$, and a$6 b$,
respectively.
[a, b, c]((a 6 BC) 7 (b6 AC)) 6 (c 6 AB)
=[[A, B, C]](bc 7 A) 6 (ac 7 B) 6 (ab 7 C). (2.4)
Theorem 2.5 (Pappus). If a, b, c are collinear, and a$, b$, c$ are collinear
and all are distinct in the projective plane, then the intersections ab$ 7 a$b,
bc$ 7 cb$, and ca$ 7 ac$ are collinear.
The identity for the Pappus theorem is [8, 1]
(bc$ 7 cb$) 6 (ca$ 7 ac$) 6 (ab$ 7 ba$)
=(c$b 7 b$c) 6 (ca$ 7 ab) 6 (ab$7 a$c$).
If the Alternative Law is applied, both sides of the above identity equal
[aa$b$][bb$c$][cc$a$] abc&[abb$][bcc$][caa$] a$b$c$.
Note that the algebraic version of each of these theorems is stronger, as it
includes the geometric results as well as degeneracies.
2.2. Arguesian Identities
A large class of identities in GrassmannCayley algebras was found by
Hawrylycz in [18, 19], which may be viewed as a generalization of the
Alternative Law [1]. This class of identities was named Arguesian iden-
tities, as each represents a projective invariant closely related to the con-
figuration of the Desargues theorem in the projective plane. In the present
paper we show that every Arguesian identity can be extended to lattice
inequalities systematically. Such inequalities in joins and meets hold in the
congruence variety of Abelian groups. Moreover, if the Arguesian identity
is of order 2, then the corresponding inequality holds in the class of linear
lattices.
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Following the setup of Hawrylycz [19], we introduce some notations. In
the GrassmannCayley algebra GC(n), let a=[a1 , ..., an] be an n-set of
vectors and X=[X1 , ..., Xn] be an n-set of covectors. The variable set a
(resp. X) occurs homogeneously of order k in a GrassmannCayley expres-
sion P if each a # a (resp. X # X) occurs k1 times in P. The variable set
a (resp. X) occurs multi-linearly in P if each a # a (resp. X # X) occurs
exactly once in P. Note that we use the convention that the juxtaposition
of vectors denotes their join while the juxtaposition of covectors denotes
their meet.
Definition 2.5. An Arguesian polynomial is a polynomial P(a, X) in
GC(n) involving only joins, meets, and the sets of variables a and X such
that either
1. the variable set a occurs multi-linearly and the variable set X
occurs homogeneously of order k, in which case the polynomial P(a, X) is
called a type I Arguesian polynomial of order k, or
2. the variable set X occurs multi-linearly and the variable set a
occurs homogeneously of order k, in which case the polynomial P(a, X) is
called a type II Arguesian polynomial of order k.
Given a subexpression Q of an Arguesian polynomial P(a, X), let vec(Q)
denote the subset of vectors occurring in Q, and covec(Q) the subset of
covectors occurring in Q. For Arguesian polynomials P and Q, define
P#E Q, which is read as P is E-equivalent to Q, if there exists a real-valued
function r of [a1 , ..., an] and [[X1 , ..., Xn]] such that the identity P=rQ
is valid in the GrassmannCayley algebra GC(n), where we allow either
side to be multiplied by the integral extensor E. E-equivalence incorporates
the fact that the scalar brackets [a1 , ..., an], [[X1 , ..., Xn]] and the overall
sign difference of P and Q have no bearing on the geometry. Multiplication
by the integral extensor E merely formalizes the equivalence P 6 Q=
(P 7 Q) } E when step(P)+step(Q)=n.
Definition 2.6. An Arguesian identity of order k is an identity P#E Q,
where P is a type I Arguesian polynomial of order k, and Q is a type II
Arguesian polynomial of order k.
Definition 2.7. Let a be an n-set of vectors and X be an n-set of covec-
tors. By an incidence matrix T (a, X) we mean an n_n matrix
[T (ai , Xj)]ni, j=1 with (0, 1)-entries such that (1) every row and every
column have at least two non-zero entries, and (2) T cannot be transformed
into a block matrix of the form (2.5) by permutations of rows and columns,
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where the two stars in (2.5) represent matrices of size k_l and
(n&k)_(n&l ) for some positive integers k, l<n,
}C0
0
C } . (2.5)
For every a # a, denote by T (a, } ) the set of covectors Xj such that
T (a, Xj)=1. Similarly, for every X # X, denote by T ( } , X ) the set of vectors
ai such that T (ai , X )=1.
Let an incidence matrix T be given. For every a # a, form the type I basic
extensors
ea=\ Xj # T (a, } ) Xj+6 a.
Similarly, for every X in X, form the type II basic extensors
fX=\ ai # T ( } , X ) ai+7 X.
Let P be a type I Arguesian polynomial in a GrassmannCayley algebra of
step n formed recursively from the set [ea] _ X using the following rules.
1. Given a polynomial R whose set of covectors covec(R) occurs
multi-linearly and a basic extensor ea with covec(R)T (a, } ), set
R$=\R 7\ Yi++6 a. (2.6)
where Yi ranges over T (a, } )"cover(R).
2. Given polynomials R, S, form R 7 S.
Let Q be a type II Arguesian polynomial in GrassmannCayley algebra
of step n formed recursively from the set [ fX] _ a using the following dual
rules.
(i) Given a polynomial R whose set of vectors vec(R) occurs
multi-linearly and an extensor fX with vec(R)T ( } , X ), set
R$=\R 6\ ai++7 X. (2.7)
where ai ranges over T ( } , X )"vec(R).
(ii) Given polynomials R, S, form R 6 S.
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Theorem 2.6 (Hawrylycz). Given an incidence matrix T (a, X):
1. If P and Q are types I, II Arguesian polynomials of order 2
formed by the above rules, then
P#E Q.
2. If P and Q are types I, II Arguesian polynomials of orders l, m3,
with P=li=1 Pi , Q=
m
j=1Qj and each Pi (Qj) is multi-linear in covectors
(vectors), then
P#E Q.
Example 2.1 (Desargues Theorem). The following identity is an
Arguesian identity of order 2, whose geometric theorem is the Desargues
theorem [19].
(a 6 BC) 7 (b6 AC) 7 (c6 AB)#E (bc 7 A) 6 (ac 7 B) 6 (ab7 C).
The incidence matrix of the Arguesian identity of Desargues is the 3_3
matrix
A B C
a 0 1 1
b } 1 0 1 } .c 1 1 0
Example 2.2 (Bricard Theorem). An Arguesian identity of order 3 can
also be formed from the above incidence matrix. The following is such an
example.
[(a 6 BC) 7 A] 6 [(b 6 AC) 7 B] 6 [(c 6 AB) 7 C]
#E [(bc 7 A) 6 a] 7 [(ac 7 B) 6 b] 7 [(ab 7 C) 6 a].
The geometric theorem implied by this identity is the Bricard theorem
(cf. Section 5.3).
2.3. Linear Lattices
Generally speaking, linear lattices are the lattices of commuting equiv-
alence relations. Such lattices occur frequently in mathematics. Lattices of
subspaces of a vector space, lattices of normal subgroups of a group, and
lattices of ideals of a ring are all examples of linear lattices. This class of
lattices has been studied as ‘‘lattices of commuting equivalence relations’’
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and ‘‘lattices with a type I representation’’ in the literature, for example, by
O. Ore [28], B. Jo nsson [2123], and many others.
We begin by recalling the notion of equivalence relations. An equivalence
relation R on a set S is a subset of S_S which is reflexive, symmetric, and
transitive. For any two relations R and T on a set S, the composition of
R and T is the relation R b T, where
R b T=[(x, y) # S_S | There exists z # S such that (x, z) # R, (z, y) # T ].
Two equivalence relations R and T are said to commute if R b T=T b R.
A lattice is a partially ordered set in which for any two elements x, y,
there exist the greatest lower bound, or the meet x 7 y, and the lowest
upper bound, or the join x 6 y. All the equivalence relations on a set S
form a lattice, where the meet of two equivalence relations R and T is their
intersection R & T, and the join of R and T is the union of all the finite
compositions
R 6 T=R _ R b T _ R b T b R _ } } } _ T _ T b R _ T b R b T } } } .
Definition 2.8. A linear lattice is a sublattice of the lattice of equivalence
relations on a set, with the property that any two equivalence relations in the
sublattice commute, in the sense of composition of relations.
For a long time mathematicians believed that the modular lattice was
the natural model for studying the quotient structures of algebraic entities
such as groups, rings, modules, and vector spaces. A lattice is a modular
lattice if it satisfies the following identity discovered by Dedekind,
x 7 ( y 6 (x 7 z))=(x 7 y) 6 (x 7 z), for all x, y, z in the lattice.
(2.8)
Indeed, most examples of modular lattices occurring in algebras and com-
binatorics enjoy the stronger property of being linear lattices. Unlike
modular lattices, it is not known whether linear lattices can be defined by
identities. Nevertheless, the class of linear lattices can be completely charac-
terized by an elegant proof theory originated by Haiman [13, 14], and
later simplified by Finberg et al. [9]. Such a proof theory gives a set of
deduction rules whereby every lattice implication can either be shown to be
true in every linear lattice, or else a counterexample can be automatically
constructed in terms of deduction rules. Here we follow the description of
Finberg, Mainetti, and Rota [9].
Let A=[a, ..., c] be a linear lattice. A lattice polynomial is an expression
P(a, ..., c) built out of the elements of A with the operations join and meet.
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A lattice inequality is an expression of the form PQ, where P and Q are
lattice polynomials.
For two elements :, ; which lie in the same equivalence class of an
equivalence relation R, we write : R ;.
Definition 2.9. A lattice inequality PQ is said to be valid in the class
of linear lattices if it is true in every model of linear lattices. It is said to
be provable if the implication
: R(P) ; O : R(Q) ;
can be deduced by the following deduction rules, where R(P), R(Q) denote
the equivalence relations associated to P, Q in a linear lattice, and Greek
letters :, ;, # denote the elements in the underlying set.
Deduction rules for linear lattices. 1. Reflexivity. That is, : R(P) : for
all : in the underlying set, and P is a lattice polynomial.
2. Transitivity. That is, :R(P) ;, ;R(P) # implies that :R(P) #, for
all :, ;, # in the underlying set, and P is a lattice polynomial.
3. Symmetry. That is, :R(P) ; if and only if ;R(P) :, for all :, ; in
the underlying set, and P is a lattice polynomial.
4. Splitting and Combining Meets. That is, :R(P 7 Q) ; if and only
if :R(P) ; and :R(Q) ;, for all :, ; in the underlying set, and P, Q are
lattice polynomials.
(5) Splitting and Combining Joins. That is, :R(P 6 Q) ; if and
only if _#(:R(P) #, #R(Q) ;), for all :, ; in the underlying set, and P, Q are
lattice polynomials.
6. Commutativity. That is, _#(:R(P) #, #R(Q) ;) if and only if
_$(:R(Q) $, $R(P) ;, for all :, ; in the underlying set, and P, Q are lattice
polynomials.
Proof Theory for Linear Lattices.
Theorem 2.7 (Haiman). A lattice inequality PQ is valid in the class
of linear lattices if and only if it is provable by the above deduction rules.
A lattice polynomial may be expressed by series-parallel graphs, where
join is expressed by series graphs, while meet is expressed by parallel
graphs. Proofs in linear lattices can be visualized by performing operations
on the corresponding series-parallel graphs, in much the same way as the
relations among sets can be visualized by the drawing of Venn diagrams.
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Given a lattice inequality PQ, we construct a graph G(P) which con-
sists of two vertices :, ; and an edge connecting them with a label P. The
proof theory for linear lattices can be restated as follows [9, 14].
Theorem 2.8. A lattice inequality PQ is valid if and only if an edge
connecting : and ; with label Q can be obtained by performing the following
operations on the graph G(P).
1. Reflexive. For any vertex : and any label P in the graph, add a
loop around : with the label P.
2. Transitive. If :R(P) + and +R(P) ; are edges of the graph, con-
nect : and ; by an edge with label P.
3. Splitting Meets. For every edge with vertices :, ; labeled P 7 Q,
add two new edges with endpoints :, ;, labeled by P and Q.
4. Combining Meets. For every pair of edges with common endpoints
:, ; and labels P, Q, add a new edge with endpoints :, ; which is labeled by
P 7 Q.
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5. Splitting Joins. For every edge with vertices : and ; labeled by
P 6 Q, add two new edges with endpoints (:, +) and (+, ;), labeled by P and
Q, where + is a new vertex.
6. Combining Joins. For every pair of edges whose endpoints are
(:, +), (+, ;), and whose labels are P, Q, add a new edge whose endpoints are
:, ;, labeled by P 6 Q.
7. Commutativity. For any two edges whose endpoints are (:, +),
(+, ;), and whose labels are P, Q, add a new vertex $ and edges with
endpoints (:, $), ($, ;), and labels Q, P, respectively.
We will use these graph operations to show that the lattice inequalities
obtained from Arguesian identities of order 2 are valid in the class of linear
lattices.
Theorem 2.8 gives a set of deduction rules which is sufficient to yield a
proof for every valid lattice inequality in linear lattices. In practice, we can
also do the following two operations on the series-parallel graphs.
1. Deletion. We can delete any edge in a series-parallel graph. This
corresponds to the fact that in proving a theorem, we may not need to use
all the possible operations.
2. Duplication. We can duplicate any part of an existing series-
parallel graph. More precisely, let J(V1 , E1) be a subgraph of a series-
parallel graph G(V, E ). Let \: J(V1 , E1)  J$(V$, E$) be an isomorphism,
where V$ and V are disjoint. Define G_+ J$ :=G _ J$ _ [edge (g, v$) with
label P | g # V, v$=\(v) # V$, and (g, v) is an edge in G with label P]. Then
the following operation can be applied: G  G_+ J$. This operation is legal
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by the logical rule of Existential Generalization: for a statement P(x) and
an element a in the universe, P(a) logically implies _xP(x).
In the proofs in the next section, we shall use deletions and duplications
freely to the series-parallel graphs.
3. ARGUESIAN IDENTITIES OF ORDER 2 IN LINEAR LATTICES
In this section we show that every Arguesian identity of order 2 can be
extended to lattice inequalities which are valid in the class of linear lattices.
The technique we shall use is the ‘‘unfolding’’ of an Arguesian polynomial
with respect to its variables. This technique was first introduced in [27]
where an Arguesian identity is unfolded with respect to a vector variable.
In the present paper we extend the result to include the covector variables.
Definition 3.1. Let P be an Arguesian polynomial with vector
variables a and covector variables X. Let a # a be a vector, and
P=(( } } } ((a6 M1) 7 M2) 6 M3) } } } Mk&1) 7  6 Mk
for some polynomials M1 , ..., Mk ; then the polynomial
a 7 (M1 6 (M2 7 (M3 6 ( } } } (Mk&1 6  7 Mk))) } } } ))
is called the a-unfolding of P, and is denoted by a 7 P a .
Similarly, if X # X is a covector, and
P=(( } } } ((X7 M1) 6 M2) 7 M3) } } } Mk&1) 6  7 Mk
for some polynomials M1 , ..., Mk , then the polynomial
X6 (M1 7 (M2 6 (M3 7 ( } } } (Mk&1 7  6 Mk))) } } } ))
is called the X-unfolding of P, and is denoted by X 6 P X .
Let P#E Q be an Arguesian identity in joins and meets of extensors in a
GrassmannCayley algebra of step n. In [27] we proved that if a is a vec-
tor in P and Q, then P#E Q is equivalent to a 7 P a#
E a 7 Q a in GC(n),
where the latter implies the geometric theorem a # P a O a # Q a in the pro-
jective (n&1)-space. We also proved that the lattice inequality a 7 P a
a7 Q a bears the same geometric meaning as the implication a # P a O
a # Q a . It is clear that in any lattice, a 7 P aa 7 Q a is equivalent to
a7 P aQ a . In the following we call the inequality a 7 P aQ a the
a-unfolding of the Arguesian identity P#E Q. Similarly, if X is a covector
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variable, we call the inequality P XX 6 Q X the X-unfolding of P#
E Q. Our
main theorem of this section is
Theorem 3.1. Let I: P#E Q be an Arguesian identity of order 2 formed
from an incidence matrix T(a, X), where P is of type I and Q is of type II.
Then the unfolding of I with respect to any of its variables is valid in the class
of linear lattices. Explicitly, we have
a7 P aQ a , for a # a, (3.1)
P XX6 Q X , for X # X. (3.2)
The inequality (3.1) was proved in [27]. It is left to prove (3.2) only.
First, we need to recall the structure of the series-parallel graphs of P and
Q, where P and Q are viewed as lattice polynomials in joins and meets. We
will work on an example in GC(3) to illustrate our construction. The
example is the same one used in [27] to illustrate the proof of a 7 P aQ a .
It is remarkable that the proofs of a 7 P aQ a and P XX6 Q X share the
same graphic operations, although these two inequalities look quite different.
The series-parallel graph associated to P. Define a partial order O on
the set of vectors a by letting aOb whenever T(a, } )T(b, } ) and in the
formation of the polynomial P, the rule (1) of Theorem 2.6 is applied to the
basic extensor eb and an expression R where a # vec(R). Note that under
this partial order, if a is a minimal vector, then the basic extensor ea is a
subexpression of P.
Draw the Hasse diagram of the partial order O with a maximal element
:  a. Let the vertex va represent the vector a in the Hasse diagram. Label
each edge (va , vb) in the Hasse diagram with aOb by the vector a. Assume
that in the incidence matrix T, no two rows or columns are identical. Then
this Hasse diagram is actually a rooted tree with the root :.
Take an external point ;, and connect ; with the vertices of the Hasse
diagram by edges labeled by covectors according to the formation of P:
1. If a vertex va is minimal under the partial order O , then connect
va with ; by edges labeled by the covectors in T(a, } ).
2. Whenever the rule (1) of Def. 2.7 is applied to a basic extensor ea
and a subexpression R of P, connect ; with va by new edges labeled by the
covectors in T(a, } )"covec(R).
3. Connect the vertices : and ; by an edge labeled by a covector X
for each covector X such that the polynomial P can be written as X7 P1
for some subexpression P1 .
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The series-parallel graph obtained between : and ; is the one associated
to the Arguesian polynomial P, where P is viewed merely as a lattice poly-
nomial. Denote this graph by Graph(P).
The series-parallel graph associated to X 6 Q X . This graph of Q can be
obtained in the following way: Draw a line and divide it into 2n edges.
Each edge is labeled by a vector by recording the occurrence of vectors in
the polynomial Q. Notice that each vector labels two edges on the line.
Draw arcs labeled by covectors according to the formation of Q:
1. If a type II basic extensor fX appears in Q, add an arc with label
X that encloses the edges on the line which are labeled by the vectors in
T( } , X).
2. If the dual rule (i) of Def 2.7 is used for a covector X and a
subexpression R, add an arc with label X that covers all the edges labeled
by the vectors in vec(R) and T( } , X)"vec(R).
It is clear that the set of edges enclosed by a covector X is exactly
T( } , X). An arc X encloses another arc Y if and only if the dual rule (i) is
applied to the basic extensor fX and a subexpression R of Q with
Y # covec(R).
The series-parallel graph of Q is obtained by placing terminal vertices #
and $ at the end of the initial line. Denote this graph by Graph(Q). Note
that along the line, a permutation of vector labels may be possible, as
allowed by the commutative rule in the proof theory of linear lattices.
Example 3.1. The 3_3 incidence matrix
A B C
a 0 1 1
b } 1 1 1 } .c 1 1 0
produces the Arguesian identity
(((BC 6 a) 7 A) 6 b) 7 (AB 6 c) 7 C
#E (((bc 7 A) 6 a) 7 B) 6 ((ab 7 C) 6 c). (3.3)
Fig. 3 gives the series-parallel graphs Graph(P) and Graph(Q).
The A-unfolding of the identity (3.3) is
(BC 6 a) 7 (b 6 ((AB 6 c) 7 C))A 6 (bc 7 (a 6 (B 7 ((ab 7 C) 6 c)))).
(3.4)
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FIG. 3. the series-parallel graphs of (3.3).
Proof of P XX 6 Q X . The X-unfolding of the polynomial P is
achieved graphically by removing the edge with label X with respect to
which P is unfolded, and then placing a pair of terminal vertices :1 , ;1 at
the ends of the removed edge. For convenience, we may let ;1=;. Reading
the graph with terminal vertices :1 , ; yields the polynomial P X . Denote
this graph by Graph(P X).
The X-unfolding of Q can be achieved graphically from Graph(Q) by (1)
glue vertices # and $ together, (2) placing :1 at one end of the arc X and
placing ; at the middle of this arc, (3) removing the half arc between :1
and ;. Then the X 6 Q X is obtained by reading the graph with terminal
vertices :1 and ;. Denote this graph by Graph(X 6 Q X).
The graph operations performed are the same as those in the proof of
a7 P aQ a [27]. But we need to understand it from a different point of
view.
We do the following operations to Graph(P X). See Fig. 4 for an illustra-
tion on the example. The dotted line in Fig. 4 indicates the edge X which
should be removed. That is, when reading the series-parallel graphs in
Fig. 4, one should ignore the dotted line. We leave it there to make a com-
parison with the proof of a 7 P aQ a . Also note that in this example,
X=A.
1. Duplicate every edge in the Hasse diagram.
2. Expand edges with vector labels into a circle with center ;. Note
that :1 is a vertex on the circle now.
3. For every Y # X"[X], there are exactly two edges connecting ; to
the vertices on the circle. Connect these vertices on the circle by an arc with
label Y.
Claim. Viewing the graph with terminal vertices ; and :1 , one obtains
the series-parallel graph associated to X 6 Q X .
Procedures 1, 2, 3 are legal operations by the proof theory of linear
lattices. We only need to show that it is always possible to perform these
429GEOMETRIC IDENTITIES
FIG. 4. The proof of the inequality 3.5.
procedures so that the claim is true. This problem can be reformulated as
follows.
In the Hasse diagram, replace each edge (va , vb) with label a by two
directed edges (va  vb) and (vb  va), both with the same label a. We
want to find a directed Euler circuit e1e2 } } } e2n in this directed Hasse
diagram such that (1) every directed edge is used exactly once in the Euler
circuit (in other words, every vector appears exactly twice as labels in the
Euler circuit); (2) for any X # X, vectors in T( } , X ) appear as labels for
some contiguous edges in the Euler circuit, if fX is used in the formation
of the Arguesian polynomial Q; (3) if the dual rule (ii) is applied to fX and
R with Y # covec(R), then the set of edges with labels T( } , Y ) belong to the
set of edges with labels T( } , X ).
The existence of such a directed Euler circuit was proved by the ‘‘circular
string’’ argument we used in the proof of 3.1 [27, Lemma 4.4, Step 3]. That
argument guarantees that the above procedure can always be carried out
for Arguesian identities of order 2. The only difference of the present
problem and the proof of (3.1) is that an edge with label X in Graph(P X)
should be removed. However, in the procedures described above, we did
not use that edge at all. Thus the claim is proved. This finishes the
proof. K
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Remark. 1. In an incidence matrix T, it is possible that two or more
rows are identical. Thus a polynomial of the form R6 ab } } } c may appear
as a subexpression of P. In this case, we need the following modification in
the Hasse diagram of a. Assume
P=(((R 6 ab } } } c) 7 M1) 6 M2) 7 } } }
for some non-trivial polynomials M1 ; then u1 Oa, b, ..., cOu2 for every
u1 # vec(R) and u2 # vec(M2) _ [:]. In the Hasse diagram, use a single
vertex v$ to represent vectors a, b, ..., c, and label the edge (v$, u2) by any
permutation of ab...c.
All the other arguments remain the same as those in the proof of
Theorem 3.1.
2. The condition that every row and column in T have at least two
non-zero entries is a geometric one. It is made to avoid certain degenera-
tion in projective spaces. We do not need it in the proof of Theorem 3.1.
3. The condition that T cannot be transformed into a diagonal block
matrix by permutation of rows and columns is necessary in our proof. See
the following example, where T is a 4_4 incidence matrix
A B C D
a 1 1 0 0
b } 1 1 0 0 } .c 0 0 1 1
d 0 0 1 1
The Arguesian identity is
(a 6 AB) 7 (b 6 AB) 7 (c 6 CD) 7 (d 6 CD)
#E (A 7 ab) 6 (B 7 ab) 6 (C 7 cd ) 6 (D 7 cd ).
In this example, we cannot perform procedures (1), (2), (3) on Graph(P)
to get Graph(Q) (Fig. 5).
4. The proof of Theorem 3.1 suggests a method of generating com-
plicated lattice inequalities from simple ones in the class of linear lattices.
Given a valid inequality PQ in linear lattices, let R be a subexpression
of both P and Q. Then the R-unfolding R 7 P RQ R is also valid in the
class of linear lattices. To see this, one may use the same graphic opera-
tions on the series-parallel graphs of PQ, and read the graphs between
the endpoints of the series-parallel subgraph associated to R.
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FIG. 5. An example whose incidence matrix is diagonal.
Given a lattice polynomial P, the dual Pd is the polynomial obtained
from P by exchanging joins and meets. For a lattice inequality PQ, we
say that QdPd is the dual of PQ.
Let T be an incidence matrix. Let P1#
E Q1 be an Arguesian identity
where P1 is of type I and Q1 is of type II. Let a # a and X # X. In general,
a7 P 1, aQ 1, a and P 1, XX 6 Q 1, X are two different lattice inequalities.
Let T tr be the transpose of T, and P2#
E Q2 be an Arguesian identity
where P2 is of type I and Q2 is of type II, and
P2(a, X)=Q1(X, a), Q2(a, X)=P1(X, a).
Then it is clear that a 7 P 1, aQ1, a and P 2, XX 6 Q 2, X are dual to each
other. So are the inequalities a 7 P 2, aQ2, a and P 1, XX 6 Q 1, X . From
the proof of a 7 P aQ a and P XX 6 Q X , we have
Theorem 3.2. Let I: P#E Q be an Arguesian identity of order 2 formed
from an incidence matrix T(a, X), where P is of type I and Q is of type II.
Let v # a _ X be any variable in P and Q. Then the v-unfolding of I and its
dual are both valid in the class of linear lattices. In particular, if T is a sym-
metric matrix, then we obtain a lattice inequality which is self-dual over
linear lattices. Here a lattice inequality J is said to be self-dual over linear
lattices whenever J is valid if and only if J d is valid in the class of linear
lattices.
4. ARGUESIAN IDENTITIES WITH HIGHER ORDERS
It is not known whether the unfolded inequalities for the Arguesian iden-
tities of higher orders (3), hold in the class of linear lattices. In this sec-
tion, we show that these lattice inequalities are valid in a smaller class of
lattices, namely, the congruence variety of Abelian groups.
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The congruence variety of Abelian groups is the class of lattices of
subgroups of Abelian groups. In this lattice the join of two subgroups X
and Y is their sum X6 Y=X+Y, while their meet is the intersection
X7 Y=X & Y. The lattice of subgroups of an Abelian group was first con-
sidered by Richard Dedekind in 1877 [7]. He has proved not only the
basic lattice identities but also the Modular Law 2.8.
In the following, we prove that the unfoldings of Arguesian identities are
valid in the congruence variety of Abelian groups. The method we shall use
is the following two technique lemmas.
Lemma 4.1 [29]. Let V be a variety of groups, P(x1 , ..., xn)
Q(x1 , ..., xn) a lattice inequality such that every variable appears exactly
once in P. Assume that the number of 7 signs in P is m (so the number of
6 signs is n&m&1). Then PQ holds in the lattice of normal subgroups
of every group in V if and only if it holds for the following specific n-tuple
of 1-generated normal subgroups in the (n&m)-generated free group G in V.
Construction of the specific group G:
List all sub-terms of P: t1=x1 , ..., tn=xn , tn+1 , ..., t2n&2 , t2n&1=P.
Define a group via generators and relations in the following way. To each
sub-term ti assign a generator gi . If ti 6 t j=tk as sub-terms, then let
gi gj= gk ; if t i 7 tj=tk , then let g i= g j= gk . Denote the group generated by
g1 , ..., g2n&1 subject to these relations by G.
The specific 1-generated normal subgroups are those corresponding to
t1 , ..., tn .
The proof of Lemma 4.1 can be found in [29].
Another technical lemma is due to Rota. A detailed proof can be found,
e.g., in [13, 37].
Lemma 4.2 (Rota). Any lattice inequality PQ is equivalent to one in
which every variable appears exactly once on each side. Let P$Q$ be such
an inequality; then P$ and Q$ can be obtained by the following steps: For
each variable x,
1. if x appears only in P, replace each occurrence of x by 1,
2. if x appears only in Q, replace each occurrence of x by 0,
3. if x appears m times in P and n times in Q, introduce new variables
xi, j , (1im, 1 jn). Replace the ith occurrence of x in P by
xi, 1 7 xi, 2 7 } } } 7 x i, n , and replace the jth occurrence of x in Q by
x1, j 6 x2, j } } } 6 xm, j .
In particular, if we want an inequality P"Q" which is equivalent to
PQ and in which every variable appears exactly once in P", we may
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introduce new variables xi , (1im), replace the ith occurrence of x in
P by xi , and replace each occurrence of x in Q by x1 6 x2 } } } 6 xm .
Theorem 4.3. Let I: P#E Q be an Arguesian identity formed from an
incidence matrix T(a, X) as described in Theorem 2.6, where P is of type I
and Q is of type II. Let a # a and X # X. Then
a 7 P aQ a , (4.1)
P XX 6 Q X (4.2)
are valid in the congruence variety of Abelian groups.
By the result of Section 3, it suffices to prove Theorem 4.3 for Arguesian
identities of orders l, m3. The inequality a 7 P aQ a was proved in
[37]. We now use Lemmas 4.1, 4.2 to prove the inequality (4.2). It is to
be noted from the proof that the covector-unfolding of Arguesian identities
in the congruence variety of Abelian groups is more natural than
the vector-unfolding, since the former preserves the symmetry of the structure
of Arguesian polynomials.
Proof of Theorem 4.3. We prove (4.2) in the following steps. In each
step, we apply the proof to an example to better explain the procedures. To
make a comparison with the proof of (4.1), we choose the same example
used in [37].
Step 1. The formation of the identity P#E Q.
Let T(a, T) be an n_n incidence matrix. The Arguesian identity is P#E Q,
where
P=P1 6 P2 6 } } } 6 Pl , Q=Q1 7 Q2 7 } } } 7 Qm ,
and where each Pi (Qj) is multi-linear in covectors (vectors). The condition
that P be of order l implies that covec(Pi)=X for each 1il. Similarly,
vec(Qj)=a for each 1 jm.
Assume that vec(Pi)=[ai1 , ..., aik]; then Pi can be written as
Pi=( } } } (Xi, 1 Xi, 2 } } } Xi, t1 6 a i1) 7 Xi, t1+1 } } } Xi, t2) 6 a i2 } } } )
7 Xi, tk&1+1 } } } Xtk) 6 aik) 7 Xi, tk+1 } } } Xi, n , (4.3)
where (Xi, 1 , ..., Xi, n) is a permutation of X=[X1 , X2 , ..., Xn]. Furthermore,
vec(P1), vec(P2), ..., vec(Pl) form a partition of the set a=[a1 , ..., an].
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From the formation rules of Pi , it follows that
[Xi, 1 , ..., Xi, t1]=T(ai1 , } ),
[Xi, t1+1 , ..., Xi, t2]=T(ai2 , } )"T(a i1 , } ),
b
[Xi, tk&1+1 , ..., Xi, tk]=T(a ik , } )"T(aik&1 , } ),
[Xi, tk+1 , ..., Xi, n]=X"T(aik , } ).
Dually, if covec(Qj)=[Xj1 , ..., Xjp], then the polynomial Qj has the form
Qj=( } } } (aj, 1 } } } aj, s1 7 Xj1) 6 aj, s1+1 } } } aj, s2) 7 Xj2 } } } )
6 aj, sp&1+1 } } } a j, sp) 7 Xjp) 6 a j, sp+1 } } } a j, n , (4.4)
where (aj, 1 , ..., aj, n) is a permutation of a=[a1 , a2 , ..., an]. The sets covec(Q1),
covec(Q2), ..., covec(Qm) form a partition of the set X=[X1 , X2 , ..., Xn].
It follows from the dual rules of Theorem 2.6 that
[aj, 1 , ..., aj, s1]=T( } , Xj1),
[aj, s1+1 , ..., aj, s2]=T( } , X j2)"T( } , Xj1),
b
[aj, sp&1+1 , ..., aj, sp]=T( } , X jp)"T( } , Xjp&1),
[aj, sp+1 , ..., a j, n]=a"T( } , Xjp).
Example. Let T be the 6_6 incidence matrix
A B C D E F
a 1 1 1 0 0 0
b 1 1 1 1 1 0
c } 0 1 1 0 0 0 } . (4.5)d 0 1 1 1 0 0e 1 1 1 1 1 1
f 1 1 0 1 0 1
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We may form the Arguesian polynomials as follows
P1=(((a 6 ABC) 7 DE ) 6 b) 7 F,
P2=((((c 6 BC) 7 D) 6 d ) 7 AEF ) 6 e,
P3=( f 6 ABDF ) 7 CE,
Q1=(((be 7 E ) 6 af ) 7 A) 6 cd,
Q2=(((ef 7 F ) 6 bd ) 7 D) 6 ac,
Q3=((abcde 7 C) 6 f ) 7 B.
From these polynomials we have an Arguesian identity of order 3:
P1 6 P2 6 P3#
E Q1 7 Q2 7 Q3 . (4.6)
Step 2. The lattice inequality derived from P#E Q.
We unfold the Arguesian identity P#E Q with respect to the vector X11 .
Without loss of generality, we may assume that X11=X1 . The left-hand
side P X1 is the following lattice polynomial,
X1, 2 } } } X1, t1 7\a11 6 \X1, t1+1 } } } X1, t2 7 \a12 6 \ } } }
6\X1, tk&1+1 } } } Xtk 7\a1k 6 \X1, tk+1 } } } X1, n 7 \ 
l
i=2
P i++++++++.
(4.7)
Without loss of generality, we may assume that the right-hand side is
unfolded with respect to the first occurrence of X1 . Suppose X1 appears as
X1, r in Q1 . Then the polynomial X1 6 Q X1 is
X1 6_[((((a1, 1 } } } a1, s1 7 X11) 6 a1, s1+1 } } } a1, s2) 7 X12) } } } )
6 a1, sr&1+1 } } } a1, sr]
7\a1, sr+1 } } } a1, sr+1 6\X1r+1 7 \ } } } 6 \X1p
7\a1, sp+1 } } } a1, n 6\ 
m
j=2
Q j++++++& . (4.8)
We need to prove the lattice inequality
P XX 6 Q X . (4.9)
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in the congruence variety of Abelian groups. Note that every vector
variable appears exactly once in X1 6 P X1 , while every covector variable
appears l times. By Lemma 4.2 and the remark after it, an equivalent ver-
sion of (4.9) can be expressed by introducing new variables X ( j )i , 1 jl,
replacing the appearance of Xi in Pj by X ( j )i for each Pj in X1 6 P X1 ,
and replacing the only appearance of Xi in X1 6 Q X1 by X
[l]
i =
X (1)i 6 } } } 6 X
(l)
i . The exact lattice inequality to be proved is
X (1)1, 2 } } } X
(1)
1, t1
7\a11 6\X (1)1, t1+1 } } } X (1)1, t2
7\a12 6\ } } } 6 \X (1)1, tk&1+1 } } } X (1)tk
7\a1k 6\X (1)1, tk+1 } } } X (1)1, n 7 \ 
l
i=2
Pi++++++++
X [l]1 6 _[((((a1, 1 } } } a1, s1 7 X [l]11 ) 6 a1, s1+1 } } } a1, s2)
7 X [l]12 ) } } } ) 6 a1, sr&1+1 } } } a1, sr] 7 \a1, sr+1 } } } a1, sr+1
6\X [l]1r+1 7 \ } } } 6\X [l]1p
7\a1, sp+1 } } } a1, n 6\ 
m
j=2
Qj++++++& , (4.10)
where
Pi=(((((X (i )i, 1X
(i )
i, 2 } } } X
(i )
i, t1
6 ai1) 7 X
(i )
i, t1+1
} } } X (i )i, t2) 6 ai2 } } } )
7 X (i )i, tk&1+1 } } } X
(i )
tk
) 6 aik) 7 X
(i )
i, tk+1
} } } X (i )i, n , (4.11)
Qj=(((((aj, 1 } } } a j, s1 7 X
[l]
j1
) 6 aj, s1+1 } } } a j, s2) 7 X
[l]
j2
} } } )
6 aj, sp&1+1 } } } aj, sp) 7 X
[l]
jp
) 6 aj, sp+1 } } } aj, n . (4.12)
As an example, the A-unfolding of the identity (4.6) is the following lattice
inequality,
B(1)C (1) 7 (a 6 (D(1)E (1) 7 (b 6 (F (1) 7 (P2 6 P3)))))
A[3] 6 [((bc 7 E [3]) 6 af ) 7 (cd 6 (Q2 7 Q3))], (4.13)
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where
P2=((((c 6 B(2)C (2)) 7 D(2)) 6 d ) 7 A(2)E (2)F (2)) 6 e,
P3=( f 6 A(3)B(3)D(3)F (3)) 7 C (3)E (3),
Q2=(((ef 7 F [3]) 6 bd ) 7 D[3]) 6 ac,
Q3=((abcde 7 C [3]) 6 f ) 7 B[3]. (4.14)
Step 3. The construction of the specific Abelian group G. By Lemma
4.1, it is sufficient to verify the inequality (4.10) in a specific Abelian group
which is constructed according to the left-hand side of (4.10). In this step,
we describe this specific group by its generators and the relations held
among the generators.
We use the additive notation. Let G be the free Abelian group with
generators r2 , ..., rl , a1 , a2 , ..., an , and let ai=(ai) be the normal subgroup
generated by ai , for all i.
From the expression of Pi (2il) and Lemma 4.1, we may let
X (i )i, 1= } } } =X
(i )
i, t1
=(ri) ,
X (i )i, t1+1= } } } =X
(i )
i, t2
=(ri+a i1) ,
b
X (i )i, tk&1+1= } } } =X
(i )
i, tk
=(ri+a i1+ } } } +a ik&1) ,
X (i )i, tk+1= } } } =X
(i )
i, n=(ri+ai1+ } } } +aik)
for 2il. In other words, for 2il,
X (i )j =(r i+ai1+ } } } +aip)  Xj # T(a ip+1 , } )"T(aip , } ),
X (i )j =(r i+ai1+ } } } +a ik)  Xj # X"T(aik , } ).
That is,
X (i )j =ri+ :
T (ai , Xj )=0
ai # vec(Pi )
ai.
For i=1, the construction is different because of the unfolding. Let
rl+1= :
l
i=2
ri+ :
ai  vec(P1)
ai .
438 MAINETTI AND YAN
Then we have
X (1)1, tk+1= } } } =X
(1)
1, n=(rl+1) ,
X (1)1, tk&1+1= } } } =X
(1)
1, tk
=(rl+1+a1k) ,
b
X (1)1, 2= } } } =X
(1)
1, t1
=(rl+1+a1k+ } } } +a11)= :
l
i=2
ri+ :
n
i=1
ai.
In other words,
X (1)j =(rl+1+a1k+a1k&1+ } } } +a1p)  Xj # T(a1p , } )"T(a1p&1 , } ).
X (1)j =rl+1+ :
T(ai , Xj )=1
ai # vec (P1)
a i.
Finally,
LHS of (4.10)= :
l
i=2
ri+ :
n
i=1
a i.
In our example, the group G is the free Abelian group with generators
r2 , r3 , a, b, c, d, e, f. Each variable corresponds to a 1-generated subgroup,
where r4=r2+r3+c+d+e+ f, as Table I shows. The left-hand side of
(4.13) is (r2+r3+a+b+c+d+e+ f ). Note that in this construction,
there is no variable X (1)1 .
Step 4. The verification in the specific Abelian group.
We show that in the Abelian group G defined in Step 3, the subgroup
corresponding to the right-hand side of the inequality (4.10) contains
(li=2 ri+
n
i=1 ai) .
TABLE 1
The Free Group Constructed by Lemma 4.1 for (4.13)
X (1) X (2) X (3)
X=A (r2+c+d ) (r3)
X=B (r4+a+b) (r2) (r3)
X=C (r4+a+b) (r2) (r3+ f )
X=D (r4+b) (r2+c) (r3)
X=E (r4+b) (r2+c+d ) (r3+ f )
X=F (r4) (r2+c+d ) (r3)
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We first compute Qj , (2 jm). The expression of Qj is given in the
formula (4.12). From
X [l]j =X
(1)
j 6 } } } 6 X
(l)
j ,
where
x (1)j =rl+ :
T(ai , Xj )=1
ai # P1
a i= :
l
i=2
ri+ :
ai  P1
ai+ :
T(ai , Xj )=1
ai # P1
ai,
x (t)j =rt+ :
T(ai , Xj )=0
ai # Pt
ai,
we have
x[l]1 $ :
l
i=2
ri+ :
T(ai , X1)=0
a i, x[l]j $ :T(ai , Xj )=1 ai, ( j{1).
Therefore
aj, 1 } } } aj, s1 7 X
[l]
j1
$ :T(ai , Xj1)=1
ai,
((aj, 1 } } } aj, s1 7 X
[l]
j1
) 6 aj, s1+1 } } } aj, s2) 7 X
[l]
j2
$ :T(ai , Xj2)=1
ai,
b
Kj=(((aj, 1 } } } aj, s1 7 X
[l]
j1
) 6 aj, s1+1 } } } aj, s2)
7 X [l]j2 ) } } } 7 X
[l]
jp
$ :T(ai , Xjp)=1
a i.
Qj=Kj 6 aj, sp+1 } } } aj, n $ :
n
i=1
ai.
Thus Q2 7 } } } 7 Qm $(li=1ai) .
Now we are ready to compute
X [l]1 6 Q X1=X
[l]
1 6 (S 7 T ),
where
S=((((a1, 1 } } } a1, s1 7 X
[l]
11
) 6 a1, s1+1 } } } a1, s2) 7 X
[l]
12
) } } } )
6 a1, sr&1+1 } } } a1, sr
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and
T=\a1, sr+1 } } } a1, sr+1 6\X [l]1r+1 7 \ } } } 6\X [l]1p
7 \a1, sp+1 } } } a1, n 6 \ 
m
j=2
Qj++++++.
Similar to the preceding computation, we can get
S$ :T(ai , X1)=1 a i.
On the other hand,
T0= 
m
j=2
Qj $ :
n
i=1
ai
T1=a1sp+1 } } } a1, n 6 T0 $ :T(ai , X1, p)=1 ai,
T2=a1sp&1+1 } } } a1, sp 6 (X
[l]
ip
7 T1)$ :T(ai , X1, p&1)=1 ai,
b
T$ :T(ai , X1, r)=1 ai= :T(ai , X1)=1 ai.
We conclude that
X [l]1 6 Q X1 = X
[l]
1 6 (S 7 T )$ :
l
i=2
ri+ :
T(ai , X1)=0
a i
6 :T(ai , X1)=1 ai$ :
l
i=2
ri+ :
n
i=1
ai.
This finishes the proof.
Now we apply the above verification to our example (4.13). We need to
show that the right-hand side of (4.13) contains the subgroup generated by
(r2+r3+a+b+c+d+e+ f ) . Substituting r4=r2+r3+c+d+e+ f,
and X [3]=X (1) 6 X (2) 6 X (3) for X=A, B, C, D, E, F, we have
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ef 7 F [3]=(e, f ) & (r4 , r2+c+d, r3)=(e+ f ) ,
Q2=(((e+ f )+(b, d ) ) & (r4+b, r2+c, r3) )+(a, c)
=((e+ f, b, d ) & (r2+c, r3 , b+d+e+ f ) )+(a, c)
=(e+ f+b+d, a, c) $(a+b+c+d+e+ f ).
abcde 7 C [3]=(a, b, c, d, e) & (r4+a+b, r2 , r3+ f )
=(a+b+c+d+e)
Q3=((a+b+c+d+e) +( f ) ) & (r4+a+b, r2 , r3)
=(a+b+c+d+e+ f ) .
Therefore Q2 7 Q3 $(a+b+c+d+e+ f ).
T=cd 6 (Q2 7 Q3)=(c, d, a+b+e+ f ) ,
S=(bc 7 E [3]) 6 af =(b+e, a, f )$(a+b+e+ f )
A[3]=(r2+c+d, r3) $(r2+r3+c+d ).
Thus the right-hand side of (4.13) is A[3] 6 (S 7 T ), which contains
(r2+r3+a+b+c+d+e+ f ) . K
5. EXAMPLES IN PROJECTIVE GEOMETRY
In this section, we give the lattice inequalities derived from various
geometric theorems in projective spaces, including the classical geometric
theorems of Desargues, Bricard, and Fontene , and their generalizations to
higher dimensions.
5.1. Desargues Theorem
The geometric theorem and the Arguesian identity of the Desargues
theorem in projective plane is given in Theorem 2.4 and Example 2.1 (cf.
Section 2). An a-unfolding of the Desargues theorem is
a 7 (BC 6 ((b 6 AC) 7 (c 6 AB)))b 6 (C7 ((bc 7 A) 6 (ac 7 B))).
(5.1)
Let A=b$c$, B=a$c$ and C=a$b$; the inequality (5.1) then implies
a 7 (a$ 6 (bb$ 7 cc$))b 6 (a$b$ 7 [(bc 7 b$c$) 6 (ac 7 a$c$)]). (5.2)
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It is not difficult to show that (5.1) and (5.2) are equivalent. The identity
(5.2) was found by Haiman [13], which is equivalent to the famous
Arguesian law. The Arguesian law is the lattice generalization of the
Desargues theorem which was discovered by B. Jo nsson in 1953 [21], and
was the first implication found to be satisfied by the lattice of commuting
equivalence relations, but not by general modular lattices.
The A-unfolding of the Desargues theorem is
B 7 (c 6 [(BC 6 a) 7 (AC 6 b)])A 6 (bc 7 [(B 7 ac) 6 (C7 ab)]).
(5.3)
Both (5.1) and (5.3) are valid in the class of linear lattices.
5.2. Higher Order Arguesian Laws
The following Arguesian identity of GC(n) was given by Hawrylycz [19],

n
i=1
(ai 6 XiXi+1)#
E 
n
i=1
(aia i+1 7 Xi+1). (5.4)
Let Xi=bi&1 6 bi ; then identity (5.4) has a natural geometric interpreta-
tion. If a1b1 , ..., anbn are n concurrent lines in projective (n&1)-space, then
the n points a1a2 & b1b2 , a2a3 & b2b3 , ..., ana1 & bnb1 must exist and lie on
a common hyperplane. This is the generalization of the Desargues theorem
in higher dimensions.
An a-unfolding of the Arguesian identity (5.4) is
an 7\_ 
n&1
i=1
(ai 6 XiXi+1)&6 XnX1+
a1 6 \_ 
n&1
i=1
((ai 6 ai+1) 7 Xi+1)&7 X1+ . (5.5)
and an X-unfolding is
X1 7 \an 6 _ 
n&1
i=1
(ai 6 XiXi+1)&+
Xn 6 \an&1an 6 _ i{n&1((ai 6 a i+1) 7 Xi+1)&+. (5.6)
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Both (5.5) and (5.6) hold in the class of linear lattices. The inequality (5.5)
is equivalent to the Nth higher Arguesian law given by Haiman [14],
an 7\_ 
n&1
i=1
(ai 6 bi)&6 bn+
a1 6\_ 
n&1
i=1
((ai 6 ai+1) 7 (bi 6 bi+1))&7 (b1 6 bn)+.
In lattice inequalities, a variable may represent any element in a lattice.
Specializing the variables of (5.5) and (5.6) as points and hyperplanes in
the projective n-space, we have another geometric interpretation.
Theorem 5.1. Let a1 , ..., an be n points, and X1 , ..., Xn be n hyperplanes
in the projective (n&1)-space. Then the n hyperplanes formed by [ai _
(Xi & Xi+1)]ni=1 have a common point if and only if the n-points [(a i _
ai+1) & Xi+1]ni=1 lie on a hyperplane.
5.3. Bricard Theorem
The Bricard theorem relates to the incidence of subspaces in a projective
plane. The geometric Bricard theorem is the following.
Theorem 5.2 (Bricard). Let a, b, c and a$, b$, c$ be two triangles in the
projective plane. Form the lines aa$, bb$, and cc$ by joining respective vertices.
Then these lines intersect the opposite edges b$c$, a$c$, and a$b$ in collinear
points if and only if the join of the points bc & b$c$, ac & a$c$ and ab & a$b$ to
the opposite vertices a, b, and c form three concurrent lines.
In GC(3), the Arguesian identity (5.7) of order 3 yields the geometric
theorem of Bricard [19].
[(a 6 BC) 7 A] 6 [(b 6 AC) 7 B] 6 [(c 6 AB) 7 C]
#E [(bc 7 A) 6 a] 7 [(ac 7 B) 6 b] 7 [(ab 7 C) 6 c]. (5.7)
The unfoldings of (5.7) are the lattice inequalities
a 7 (BC 6 (A 7 [((b 6 AC) 7 B) 6 ((c6 AB) 7 C)]))
(bc 7 A) 6 [((ac 7 B) 6 b) 7 ((ab 7 C) 6 c)], (5.8)
(a 6 BC) 7 [((b 6 AC) 7 B) 6 ((c 6 AB) 7 C)]
A 6 (bc 7 (a 6 [((ac 7 B) 6 b) 7 ((ab 7 C) 6 c)])). (5.9)
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Both (5.8) and (5.9) hold in the congruence variety of Abelian groups. In
particular, they hold in the lattice of subspaces of a vector space. Both are
characteristic-free and independent of dimensions.
While we are not able to prove the above lattice inequalities in linear
lattices, the following can be viewed as a weak generalization of the Bricard
theorem in linear lattices. Compare the formulas (5.10) and (5.8).
Theorem 5.3. The inequality a 7 P ac 6 Q a is valid in the class of
linear lattices, where a 7 P aQ a is the a-unfolding of (5.7). Explicitly, the
inequality (5.10) holds in the class of linear lattices,
a 7 (BC 6 (A 7 [((b6 AC) 7 B) 6 ((c 6 AB) 7 C)]))
c 6 (bc 7 A) 6 [((ac 7 B) 6 b) 7 ((ab 7 C) 6 c)]. (5.10)
Proof. Let Q2=(ac 7 B) 6 b and Q3=(c 6 AB) 7 C). The series-
parallel graph of a 7 P a is the one in the upper-left corner of Fig. 6 with
terminal vertices :, ;.
Applying the commutative rule to ;R(BC 6 ((c 6 AB) 7 C)) ’, we get
the upper-right figure of Fig. 6. Note that for the vertex =, we have =R(c) ;,
FIG. 6. The proof of (5.10) in linear lattices.
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=R(B) :; therefore =R((ac 7 B) 6 b) }, i.e., =R(Q2) }. Also because ;R
(ab 7 C) }, we have =R(Q3) }. Similarly applying the commutative rule to
}R(AC 6 ((c 6 AB) 7 C)) #, we get a new vertex | such that |R(c) },
|R(A) :. This is the third graph in Fig. 6.
Duplicate the vertex }, and denoted by }1 . Then :R(bc 7 A) |,
|R(c) }1 , }1 R(Q2 7 Q3) =, and =R(c) ;. (the last figure in Fig. 6. Com-
bining these results, we have :R(c 6 Q a) ;. This finishes the proof. K
5.4. N-dimensional Bricard Theorem
The following Arguesian identity in GC(n) appears in [19].

n
i=1
((ai 6 X1 X2 } } } X i } } } Xn) 7 Xi)#
E 
n
i=1
((a1a2 } } } a^i } } } an 7 Xi) 6 ai).
(5.11)
It is an Arguesian identity of order n. Thus, the a-unfoldings and X-unfoldings
of (5.11) are valid in the congruence variety of Abelian groups.
a1 7 \X2 } } } Xn 6\X1 7\ 
n
i=2
((ai 6 X1 X2 } } } X i } } } Xn) 7 X i)+++
(a2 } } } an 7 X1) 6\ 
n
i=2
((a1 a2 } } } a^i } } } an 7 Xi) 6 ai)+.
(a1 6 X2 } } } Xn) 7\ 
n
i=2
((a i 6 X1X2 } } } X i } } } Xn) 7 Xi)+
X1 6\a2 } } } an 7\a1 6 \ 
n
i=2
((a1a2 } } } a^ i } } } an 7 Xi) 6 a i)+++.
In particular, for n=4 we get the Fontene theorem, which is the
generalization of the Bricard theorem in projective three space. The
geometric statement of Fontene is
Theorem 5.4 (Fontene ). Let a, b, c, d and a$, b$, c$, d $ be the vertices
of two tetrahedra in projective three space. Intersect the lines aa$, bb$, cc$,
and dd $ with the faces b$c$d $, a$c$d $, a$b$d $, and a$b$c$ of tetrahedron a$b$c$d $.
These four points are coplanar if and only if the four planes formed by joining
the lines bcd & b$c$d $, acd & a$c$d $, abd & a$b$d $, and abc & a$b$c$ to the points
a, b, c, d all pass through a common point.
5.5. Non-Arguesian Identities
We conclude this section by giving two examples in GrassmannCayley
algebras which are not Arguesian identities. The following identity of
GC(6) was constructed and proved in [19],
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((a6 ADF) 7 (b 6 ACE)) 6 ((c 6 AEF ) 7 (d 6 BCD))
6 ((e 6 BCE) 7 ( f 6 BDF ))
#E ((abc 7 A) 6 (def 7 B)) 7 ((bde 7 C) 6 (adf 7 D))
7 ((bce 7 E ) 6 (acf 7 F )) (5.12)
The geometric theorem of this identity is
Theorem 5.5. In five-dimensional projective space, the lines
ab$c$e$ & bb$d $f $, cb$c$d $ & da$e$f $, ea$d $f $ & fa$c$e$
lie on a common four-dimensional hyperspace if and only if the three solids
formed by the span of the lines [abc & b$c$d $e$f $, def & a$c$d $e$f $], the span
of the lines [bde & a$b$d $e$f, adf & a$b$c$e$f $], and the span of the lines
[bce & a$b$c$d $f $, acf & a$b$c$d $e$] contain a common point.
The identity (5.12) is of order 3. But it is not constructed according to
the rules described in Theorem 2.6. Hence Theorem 4.3 does not apply to
it. Nevertheless, the a-unfoldings and X-unfoldings of (5.12) are still valid
in the congruence variety of Abelian groups, for example, the lattice
inequalities
a 7 (ADF 6 ((b 6 ACE ) 7 [((c6 AEF ) 7 (d 6 BCD))
6 ((e 6 BCE) 7 ( f 6 BDF ))]
bc 6 (A7 ((def 7 B) 6 [((bde 7 C) 6 (adf 7 D))
7 ((bce 7 E ) 6 (acf 7 F ))])). (5.13)
DF 7 (a 6 ((b 6 ACE ) 7 [((c 6 AEF ) 7 (d6 BCD))
6 ((e 6 BCE) 7 ( f 6 BDF ))]))
A 6 (abc 7 ((def 7 B) 6 [((bde 7 C) 6 (adf 7 D))
7 ((bce 7 E ) 6 (acf 7 F ))])). (5.14)
The proof is a straightforward computation using Lemmas 4.1 and 4.2.
Our last example is given by the following n_n incidence matrix
T(a, X), where
T(ai , Xj)={1,0,
if i{ j,
if i= j.
(5.15)
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Let
P= 
n
i=1
(ai 6 (X1 } } } X i } } } Xn)), Q= 
n
i=1
(Xi 7 (a1 } } } a^ i } } } an)).
The P (Q) is a type I (II) Arguesian polynomial of order n&1. But they
don’t satisfy the conditions of Theorem 2.6. Hence Theorem 2.6 does not
apply to them. However, we can still unfold the Arguesian polynomials P
and Q, and get the lattice inequalities
a1 7\X2 } } } Xn 6\ 
n
i=2
ai 6 (X1 } } } X i } } } Xn)++
a2 } } } an&1 6\Xn 7\ 
n&1
i=1
Xi 7 (a1 } } } a^i } } } an)++, (5.16)
X1 X3 } } } Xn&1 7 \a2 6 \ i{2 ai 6 (X1 } } } X i } } } Xn)++
Xn 6\a1 } } } an&1 7\ i{n Xi 7 (a1 } } } a^i } } } an)++. (5.17)
Theorem 5.6. The inequalities (5.16), (5.17) are valid in the class of
linear lattices.
Proof. We use the higher order Arguesian laws (5.5) and (5.6). Let
Yi=Xi+1 7 Xi+2 7 } } } 7 Xi+n&2 , where Xj+n=Xj for any j. Then
a1 7 \X2 } } } Xn 6\ 
n
i=2
ai 6 (X1 } } } X i } } } Xn)++
=a1 7 \Y1Y2 6\ 
n
i=2
ai 6 Yi Yi+1++
a2 6 \Y2 7 \ i{1 aia i+1 7 Yi+1++ by (5.5)
a2 } } } an&1 6\Xn 7\ 
n&1
i=1
Xi 7 a1 } } } a^ i } } } an++.
The last step is true because
aiai+1 7 Yi+1=aia i+1 7 Xi+2 7 } } } 7 Xn+i&1
Xi&1 7 (a1 } } } a^ i&1 } } } an).
The inequality (5.17) can be proved similarly using (5.6). K
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