Downscaling plays a major role in evaluating future changes of precipitation and setting up appropriate adaptation strategies at r egional and local scale. Hence, this study evaluates statis tical bias correction and Dynamical Downs caling ( DD) approaches by applying them to reproduce present climate of precipitation and discharges in Shikoku Island, Japan. DD captured well spatial and temporal distributions of precipitation owing to influence of the spatial resolution enhancement. Statistical bias correction has limitations in estimating extreme rainfall intensity as well as frequency with seasonal consistency. In particular, bias corrected GCMs failed to reproduce extreme rainfall events and corresponding discharges in July and August. This is a limitation from the statistical bias correction. As DD results were reasonable with observation, the inconsistency resulted in bias correction method can be eliminated by performing Pseudo Global Warming Down-Scaling (PGW-DS) for future climate. The identified systematic biases in DD will be corrected by statistical method and transferred to PGW-DS. This method aims to provide better science-based information of future changes of precipitation and discharges.
INTRODUCTION
The consequences of climate change that are unavoidable over the next several decades will have enormous impacts on a range of natural and socioeconomic systems 1) . Therefore, it is very urgent to develop proper adaptation strategies together with mitigation approaches. As a result, the Research Program on Climate Change Adaptation (RECCA) was launched with the main focus of obtaining science-based information for developing appropriate adaptation strategies at regional and local scales in Japan.
Global Climate Models (GCMs) have been the fundamental tools to acquire science-based information on climate change; though skill at local to regional scales where effects of climate change will mostly be felt has not yet been achieved. Because of limitations in computational resources, GCMs typically run at coarse spatial resolutions, which restrict the representations of meso-scale atmospheric processes, topography, land use, and land-sea distributions in GCMs. To bridge the gap between scale of GCMs and the scale required for assessments, GCM outputs need to be downscaled using appropriate downscaling (e.g. statistical and/or dynamical) procedures.
Statistical Downscaling (SD) uses transfer functions and/or bias correction methods representing observed relationships between largerscale atmospheric variables and local quantities (e.g. daily precipitation). The primary advantages of this method are low computational cost and provision of site-specific information for climate impact studies 2)3) . However, the information obtained are no more than statistically consistent for a particular region and GCM biases attributable to failure of capturing fine-scale features, interactions of atmosphere with topography, and discontinuity of spatial and temporal information, greatly influence the downscaled information.
In contrast, Dynamical Downscaling (DD) exploits Regional Climate Models (RCMs) and higher resolution datasets to simulate finer-scale processes consistent with larger scale phenomena prescribed from GCMs. It was recognized to be more skillful at resolving orographic climate effects and thus near-surface variables than GCMs. Moreover, it offers a unique opportunity to identify expected changes in the spatial and temporal distribution of precipitation as well as mechanisms behind them 4) . For example, the effect of future changes in pressure and wind patterns and their interaction with topography can only be obtained from DD. Though advents of super-computing resources notably facilitated to several long-term regional climate studies over Japan 5)6) , computational constrains still restrict climate impact studies at cloud resolving scales, and thus a few studies (for a specific period) were reported 7) .
Furthermore, outputs from DD still contain deficiencies originating from several physical processes and initial and boundary conditions derived from parent GCMs, which are integrated to model prediction continuously. To reduce the bias propagation from parent GCMs, Pseudo Global Warming Downscale (PGW-DS) was proposed for future investigations. PGW-DS is the same as the conventional DD but the future boundary conditions will be obtained by adding the monthly mean difference between the future and present climates simulated by GCMs to reanalysis data 8) .
As confidence in climate change projections from both downscaling methods can only be built upon reliability of past climate estimation, it is therefore important, and the main objective of this study to identify uncertainties and opportunities in both downscaling methods. The issues need to be identified, resolved and incorporated into climate change impact assessments. Otherwise those issues will compel potentially harmful effects on subsequent impact applications. As a result, this study performed a long-term RCM simulation using reanalysis dataset, and applied a bias correction method for carefully selected GCMs to estimate past climate of precipitation. In addition, the downscaled precipitation outputs were evaluated from a hydrological point of view using a well calibrated distributed hydrological model, which is crucial to address water-related issues (e.g. flood and draught).
METHODS AND DATA (1) Study Area
This study focused on Shikoku Island in Southern Japan. Being a small island (18,800 km 2 ), water issues are the major concern as both flood and drought occur simultaneously in south (rainfall is ~3000 mm/year) and north (rainfall is ~1500 mm/year) part of the Island, respectively 9) . As a result, any marginal change in climate will result the Island more vulnerable to flood and draught, and decision makers should have better adaptation strategies to cope with future water resource management issues and disaster mitigations. shading depicts topographical structure. 
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None RCM simulations were performed with a state-ofthe-art atmospheric model, Weather Research and Forecasting (WRF) version 3.3.1. WRF is a nextgeneration mesoscale numerical weather prediction system designed to serve both operational forecasting and atmospheric research needs 10) . The models set-up and physics used in this study are summarized in Table 1 .
WRF simulations were performed for a total of 30 years (1980 to 2010). To reduce bias propagation originated from initial conditions, each year simulations (one year corresponded to 13 months including a month for model warm-up) were independent and started from a summer month, September, to ensure biases were not originating from previous snow accumulation in this region.
The initial conditions for both domains and boundary conditions for only domain 1 were obtained from the ERA-interim data (hereafter ERA), which is the latest global atmospheric reanalysis produced by the ECMWF and covers the period from 1979 onwards 11) . The products used in this study were at 1.5º in spatial resolution and 6 hours in temporal resolution. WRF model assigns nearest Sea Surface Temperature (SST) as the temperature of lakes, which is incorrect for high altitude lakes. To avoid this problem, 5-day running mean of 2 m air temperature was used as a lake temperature. Boundary conditions for domain 2 were obtained from domain 1 by one-way nesting. (CMIP3) were used for evaluation. 6 GCMs were selected based on a ranking method of best spatial correlation and the least Root Mean Square Error (RMSE) by giving higher priority to precipitation 12) . As errors in GCM precipitation afflict the entire intensity spectrum, the 3-steps bias correction approach was implemented by separating dailyprecipitation into extreme, no-rain, and normal based on statistics. Nearest neighbor method was used to extract GCM precipitation to the corresponding stations, and bias correction at Sameura station [133.5339° E, 33.7525° N] was presented in this manuscript.
In the case of extreme rainfalls, analysis of Annual Maximum Series (AMS) was not suitable as it neglects significant heavy rainfall events and results in inconsistency of extreme frequency between GCMs, which affected correction of rainfall intensities (not shown). To avoid this pitfall, minimum of AMS of observed (at Sameura) rainfall was used as the threshold and a partial Duration Series (PDS) was constructed using values above the threshold regardless of time of occurrences 13) . To ensure consistency of frequencies, the same number of events was selected from each GCM. The Generalized Pareto Distribution (GPD) was used to model PDS of observed and GCMs' extremes 14) . The bias corrected GCM extremes,
is the inverse GDP function of observation, and GCM F is GPD function of a GCM.
As most of GCMs showed low-intensity rainfall with large numbers of wet days, same frequency of observed wet days was applied to GCMs using ranking order statistics. Below this point, GCMs rainfall was set to zero. Rainfall intensities between the extreme and no-rain-day thresholds are classified as normal rainfall and a two-parameter gamma distribution is used for bias correction given in 12) . More details are given in 13) .
(4) Hydrological modeling and set-up
Water and Energy Budget-based Distributed Hydrological Model (WEB-DHM) was used to simulate the river discharges 16) . Details of model set-up and parameters of Yoshino river were given in 12) . Each bias-corrected daily GCM rainfall was downscaled to hourly data using observed hourly rainfall patterns. Discharge analysis (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) was done for peak and climatology of monthly discharges at Sameura discharge recording station. 
RESULTS AND DISCUSSION
This section was sub-divided into 3 sub-sections: (a) compared the advantages of dynamical downscaling at regional scale, (b) investigated the statistics of downscaled and bias corrected rainfall at the Sameura station, and (c) analyzed corresponding discharges from WEB-DHM at the basin scale.
(a) Analysis of regional climatology of precipitation Fig.2 (a), Fig.2 (b) and Fig.2(c) are climatology plots of annual precipitation for ERA, WRF, and APHRO_JP, respectively. ERA completely failed to represent the topographical nature of Shikoku, and assigned ocean as a land use in most parts of the island. As a result, it showed higher and homogeneous precipitation pattern compared to observation (Fig.2(c) ). WRF captured well spatial distribution compared with APHRO_JP (Pearson's correlation coefficient = 88%, Mean Bias Error (MBE) = 294 mm/year; RMSE = 458 mm/year). The improvements are owing to the direct influence of the spatial resolution enhancement. These results further confirm the important role of topography to obtain reasonable rainfall in this region. Though WRF showed the same broad spatial patterns as APHRO_JP, its precipitation peaks showed higher sensitivity to topography effects than APHRO_JP (Fig.2 (d) ). As a result, WRF overestimated the precipitation by up to 800 mm/year at high altitudes. A portion of the bias could be attributed to lack of observation on mountainous regions because almost all AMeDAS stations are located in the outskirts of mountains 18) .
To obtain insight view on regional characteristics of precipitation, climatology of monthly precipitation (aerial average calculated for the entire Island) was investigated. As shown in Fig.3 , ERA showed much higher precipitation throughout the year with the peak rainfall in June, whereas observation showed the peak in September. However, WRF improved the intensity of monthly rainfall compared to ERA, but it under-estimated in August and September. This period is associated with heavy rainfalls due to typhoon events.
Further investigations on statistics were done at Sameura station and presented in the next section. Fig.4(a) and Fig.4(b) are plots for extreme rainfall intensity of extreme events before bias correction and after bias correction, respectively. WRF statistics were plotted without correction (hereafter in all plots). As shown in figures, all the GCMs greatly under-estimated extreme rainfall intensity and those biases were well corrected by the GPD method and matched well with observed intensities. As expected, WRF was very closer to observation with slight under-estimations of extreme rainfalls.
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As shown in Fig.5(a) , all the GCMs underestimated the monthly variation of extreme rainfall intensities significantly with two peaks in June and September. Similarly, monthly distribution of frequency (Fig.5(d) ) showed two peaks in the same months. It also be noted that in all GCMs, highest intensity peak was in June whereas highest frequency peak was in September. In contrast, rainfall at Sameura showed a single peak for both intensity and frequency in August. Fig.5(b) is the plot for monthly variation of bias corrected extreme rainfall intensities. Although extreme rainfall was corrected statistically using GPD fitting, monthly variation of corrected rainfall was completely different from observed trend and was similar to that before correction. The statistical method considers ranking only and does not consider the particular month or season. As a result, the GCMs' extreme rainfall were amplified and showed the highest peaks in June. This is a severe problem in applying bias corrected results for climate impact assessments. To overcome this issue, the same bias correction method was applied by separating seasons into three sections (i.e. May.-Jul., Aug.-Oct., and
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Nov.-Apr.). This approach altered the flood peak to September and agreed with observation ( Fig.5(c) ). However, from Fig.5(c) and Fig.5(d) , frequencies and intensities of all GCMs were very low or nearly zero in July, indicating that almost all the GCMs completely failed to predict the extreme rainfall events during this month. This particular problem is very challenging for the statistical method. In this situation, the dynamical downscaling will play a very crucial role. As shown in the figures, WRF provided reasonably matching intensity and frequency with observation by incorporating fine scale information and processes that can not be handled by the low resolutions of GCMs. This is a unique advantage of RCM simulations, which can not be accomplished by a bias correction method.
In case of no-rainfall days, most of the selected GCMs showed large numbers of wet days ( Table  2) . Though WRF showed less drizzling days than GCMs, it was double than that of observations. Therefore, number of drizzling day correction is necessary for WRF. For GCMs, this correction was done by using ranking order statistics.
In case of normal rainfall (Fig.6 ), WRF showed reasonable agreement with observation in summer, while it was over-estimated in winter. A portion of the error can also be attributed to under-catch of snow fall. However, the WRF rainfall can be corrected in the same method applied for other GCMs, as this method performed reasonably well.
(c) Statistics on discharge WRF underestimated daily peak discharges based on ranking approx. for highest 45 cases, except for the highest discharge ( Fig. 7(a) ). In contrast, GCMs peak discharges were better compared to WRF because of the extreme rainfall correction, which was based on ranking produced a better match of GCM rainfall to observations, whereas WRF under-estimated highest daily rainfall, except the highest rainfall (Fig. 4(b) ).
All the bias-corrected GCMs failed to reproduce climatology of observed monthly discharges in July and August (Fig. 7(b) ) because of the setback in bias corrected monthly variation of extreme rainfall (Fig. 5(b) ). Though WRF also underestimated the discharges during this period, it was much better than bias corrected GCMs. During other periods WRF as well as most of the GCMs over-estimated the monthly discharges at Sameura gauging station. Using WRF has the advantage of spatial and temporal continuity of rainfall, which will result in better discharge simulation, but it still need corrections especially for extreme and normal rainfalls to obtain reliable information on future changes of precipitation and discharges.
CONCLUSION
This study focused on assessing gaps and opportunities in both statistical and dynamical downscaling methods by applying them to simulated present climate rainfall at regional-and local-scale and to simulated present climate discharges at basin scale (at Sameura).
WRF captured spatial and temporal distributions well owing to the direct influence of the spatial resolution enhancement. This indicated the role of topography effect in obtaining reasonable rainfall in this region.
All the best selected GCMs contain a severe problem in predicting extreme rainfall intensity and frequency in July. This imposes a limitation in the statistical approach. Conversely, WRF was able to reproduce spatially, temporarily and statistically consistent results with observation and did not show similar problems as using the statistical approach. However there are still some uncertainties (e.g. underestimation of extreme rainfall, overestimation of winter precipitation, and higher drizzling days) with the WRF that need to be solved to obtain reliable information on future changes of precipitation and discharges. These biases can be minimized by the statistical approach, which will be implemented in future studies. Furthermore, as dynamical downscaling produced reasonable frequencies and intensities of precipitation, future changes in heavy rainfall intensities will be assessed using PGW-DS with bias corrections in the near future.
ACKNOWLEDGMENT: This research was carried out as part of the Research Program on Climate Change Adaptation (RECCA) Project and Data Integration & Analysis System (DIAS) project (2011) (2012) (2013) (2014) (2015) . The authors would also like to thank data providers.
