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ABSTRACT
A point absorber is the most common wave energy converter, and is a relatively small device that could potentially extract a significant amount of power.
This study follows the vertical motion of a point absorber, which may be simplified
as a mass-spring damper system.
Previous studies have shown that strong tidal currents have a significant impact on the wave power resource. No previous study has investigated the performance of a point absorber in the presence of tidal currents. This study, starting
from linear wave theory and following the conservation of wave action, calculates
the hydrodynamic forces on a point absorber, and evaluates how the performance
of the point absorber is affected by wave-tidal current interactions using a semianalytical method.
A numerical approach using OpenFOAM computational fluid dynamics software was also used to assess the semi-analytical approach. However, more research
is required in the development of the numerical methodology, as this study was
unable to formulate wave-current interactions with OpenFOAM. However, in the
absence of tidal currents, the two approaches were found to perform similarly. Discrepancies between the approaches are present, especially near the surface due to
the semi-analytical methodology’s neglection of diffraction and viscous effects, and
so percent error is taken into account at all methodological comparisons taken.
For the specific device under consideration, a tidal current made an absorbed
power increase by 54% when comparing an opposing current of -0.75 m/s to no
current, and a 30% decrease in absorbed power when comparing a following current of 0.75 m/s to no current. Although this study finds an increase in extracted
energy for a point absorber due to wave-current interactions, there are issues that
require further investigation. Impacts of currents on mooring were not explored in

this study, and may lead to differences in extracted energy. Furthermore, a very
strong tidal current may cause wave breaking, or if a stopping current velocity is
reached, the propagation of waves may be restricted entirely. These are limitations
of the semi-analytical approach.
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CHAPTER 1
Introduction
Since the industrial revolution, the world’s human population has grown from
1 to nearly 8 billion people. Alongside this growth, there has been continuous
improvement in human development, with the average lifespan and expected
quality of life increasing drastically. Such improvements, and especially technological advancement, require large amounts of energy, particularly for electricity
generation.
Large-scale electrical grid systems originated toward the end of the 20th
century, and primarily rely on thermal power stations. Thermal power stations
generate electricity from the combustion of fossil fuels. However, Earth’s natural
resources are limited, and so as a result, fossil fuels are being depleted. At the
current rate of consumption, it is estimated that fossil fuel reserves will run out:
114 years for coal; 53 years for natural gas; and 51 years for oil [3].
When burned, fossil fuels also release CO2 in the atmosphere, which affects
the Earth’s climate greatly.

The global climate is governed by the planet’s

radiation balance, for which there are three main causes of imbalance: changes
in the incoming radiation, changes in the reflected radiation, and changes in the
long-wave radiation emitted from the Earth. Earth’s climate has always varied,
which many use to argue against climate change. However, the amount of CO2 in
the atmosphere, which is known to continue rising from post-industrial revolution
activity, is unprecedented.

Therefore, it is safe to conclude that industrial

revolution activities, which include the combustion of fossil fuels, have directly
led to climate change.

1

Although it is too late to stop climate change, a lot of policy and focus
is now being directed toward limiting and slowing down future climate change.
Particularly, a goal is to reduce the CO2 emitted due to electricity generation.
This can be done through renewable energy. The largest renewable contributor
is currently hydropower, with wind and solar power gaining popularity rapidly.
Another source of renewable energy gaining attention is the ocean, for it covers
70% of the Earth’s surface with winds, tides, and wind-generated waves as sources
of energy. This study particularly focuses on wave energy, which hold a natural
resource that may provide necessary energy demands the world’s population
currently demands.

Figure 1: Different wave energy converter devices: (1) point absorber;
(2) attenuators; (3) oscillating surge converters; (4) oscillating water columns;
(5) overtopping devices; (6) submerged pressure differential devices [1].

Fig. 1 shows six common Wave Energy Converter, WEC, devices. First,
point absorbers are floating structures which absorb energy from all directions
through movement at the water surface. The motion of the buoyant buoy at the
top of the device is converted to electrical power. Attenuators are similar to point
absorbers, but instead capture energy from the motion of two arms as waves pass.
Oscillating surge converters contain an oscillating arm, which is used to extract
energy from wave surges and particle movement. Oscillating water columns are
2

partially submerged, hollow structures, below the water level and open to the sea.
A column of air is enclosed on top of the water column of the oscillating water
column device, and waves cause the water column to rise and fall, which leads to
a turbine rotation and electricity generation. Overtopping devices capture water
as waves break into a storage reservoir, and water is then returned to the sea by
passing through a low-head turbine that generates power. Submerged pressure
differential devices are located nearshore and at the seabed, and the pressure
differential from wave motion above the devices leads to power generation [4].

(b)

(a)

Figure 2: Active wave energy converters active in 2019. (a) Ocean Energy of
Ireland’s Wave Energy Converter built in Oregon 2019, and set to deploy to Hawaii
for testing [5]. (b) Ocean Power Technology’s PB3 Powerbuoy, a market available
point absorber capable of generating 3 kW [6].

This study concerns the point absorber device, which may be assumed to one
degree of freedom, particularly in the heave direction. Fig. 2a shows the Ocean
Energy of Ireland’s wave power technology, which was built at a test center in
Oregon, and is an oscillating water column set for testing in Hawaii late 2019. A
point absorber currently in use is shown in Fig. 2b, which is the PB3 PowerBuoy
of Ocean Power Technologies based out of Pennington, New Jersey. Since the point

3

absorber may be limited to one degree-of-freedom, the system may be thought of
as a mass-spring damper. This limits the ability to calculate the point absorber’s
capacity to harness energy, but simplifies numerical modeling greatly.
This study was particularly built off the work of Hashemi et al. [7], which
provided a simplified method to show how waves in the absence of a floating body
are affected by a tidal current. This thesis studies how a point absorber’s heave
response is changed in those same waves. Furthermore, the heave motion of the
floating body in the absence of a tidal current is compared with the heave motion
of a floating body in a numerical wave tank.
1.0.1

Research objectives

The overall objective of this thesis is to investigate how a point absorber’s
performance changes due to tidal currents. In particular,
1. Assess the performance of a point absorber in the presence of a tidal current
using a semi-analytical approach.
2. Perform a numerical simulation of a numerical wave tank with a point absorber in the absence of tidal currents.
3. Compare semi-analytical results with numerical model in the absence of tidal
currents.
1.0.2

Literature Review

This study, which follows Hashemi et al. [7], considers a very simple sea state
of deep water, monochromatic, regular waves following linear wave theory. Most
studies neglect to incorporate tidal currents in the wave resource assessment [7].
This is because tidal currents are typically not strong enough to modify waves
significantly and, due to nonlinearities, wave-tide models are very computationally
4

expensive. However, the assumption that tidal currents do not alter wave power
is not always true. For example, peak tidal currents in the Pentland Firth of
Scotland can impact the summer wave resource by up to 60% due to wave-current
interaction [8].

(a) Scottish tidal resource [8]

(b) Scottish wave resource [8]

Figure 3: Scottish wave & tidal resources assessment (a) simulated peak spring
tidal current amplitude (colour scale in m/s) around Scotland, and M2 tidal current
ellipses (black lines) [8] (b) annual mean wave power (kW/m) in Scottish waters
during 2006 [8].

Fig. 3 marks that areas such as Orkney, Scotland have high tidal and wave
resources [8]. Tidal currents have a significant impact on wave power resource in
this area.
As with all power generating devices, point absorbers contain a control system
to alter the dynamic behavior of the system in order to maximize absorbed power.
There are two main types of control systems for point absorbers: latching and supplementary mass. Latching is a control system, for which the device is locked in
place until the approach of a wave-crest, and then re-locks when the device begins
5

to slow down before the next wave [9]. As seen in Cretel et al. [10], optimum power
output is achieved if the unlatched motion is at its maximum simultaneously with
the excitation force maximum. The second control system is the supplementary or
tuning mass control system, which is a lower passive mass that adds to the inertia
force such that the point absorber is brought to resonance, as performed in Griet
[11]. A supplementary mass may be implanted to optimize power generation.
For wavefields that concern a monochromatic wave, as in Hashemi et al. [7],
only one wave frequency is considered. Floating bodies in monochromatic wave
conditions have constant added mass, ma , and hydrodynamic damping, cd , as both
parameters are functions of wave frequency.
A heaving floating body may also be calculated numerically Computational
Fluid Dynamics, CFD, softwares such as OpenFOAM. OpenFOAM is a C++ library standing for Open-source Field Operation And Manipulation, and is used to
solve problems involving the transfer of mass, momentum, and heat govern the dynamics of fluids that are described by the Navier-Stokes Equations, which govern
CFD codes [12]. The Navier-Stokes equations cannot be solved analytically, and so
CFD softwares enable them to be solved numerically by discretizing the domains
of space and time such that they form a system of linear algebraic equations [12].
For ocean wave problems, CFD is often utilized through the implementation
of a Numerical Wave Tank, NWT. NWTs are the name given for numerical fluid
problems, which model nonlinear free surface waves, hydrodynamic forces, and
floating body motions. There are multiple commercial CFD packages available for
users with the capability of implementing a NWT, and these packages have helpful
user guides and documentation. However, they are not free and open-source [12].
OpenFOAM is capable of NWT simulations. For example, utilizing OpenFOAM,
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Li and Lin [13] model a two-dimensional NWT simulation to calculate nonlinear
wave-body interactions between monochromatic waves and a stationary surfacepiercing body in water of finite depth, with flat and sloping bottoms, and found
good agreement with experimental and numerical results.
There are a few NWT toolboxes in OpenFOAM. They use the interFoam
solver, which is designed to solve the Navier-Stokes equations for two incompressible fluids. There are three different approaches to NWT within OpenFOAM,
which depend on wave generation and absorption boundary conditions: GroovyBC,
active wave absorption, and passive wave absorption. GroovyBC is the traditional
OpenFOAM boundary condition, which accepts elementary mathematical expressions, and is suitable to generate waves of simple wave theories such as Stokes I
or II. However, GroovyBC does not provide a method for wave absorption, and
therefore all waves are reflected under this boundary condition, which causes significant agitation in the domain, and therefore this approach is typically avoided
[2]. Active wave absorption is a boundary method, for which waves are generated
and absorbed at the boundaries. Reflected waves do have to be taken into account
with this approach, but active wave absorption produces very little reflection overall [2]. Passive wave absorption, which is the most widely used NWT method in
OpenFOAM, is a wave toolbox which requires additional regions of approximates
one or two wavelengths beyond wave generation and absorption boundaries called
dissipation zones [14]. Although accurate, dissipation zones hold a great disadvantage due to the added computational time with the added area. This study follows
the active wave-absorption and generation method, which is found in the olaFlow
toolbox.
Previous studies have worked on point absorber motion in CFD for a variety
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of intents. WEC survivability using CFD may be found in Ransley et al. [15],
which holds predictions of run-up and pressure on a cylinder as well as motion and
mooring load on the buoy compared with physical measurements. Additionally,
Ringwood et al. [16] uses an NWT to identify the full dynamics of a floating body
by introducing a power take-off, PTO, force to the body to drive its motion. Numerical modeling is also a tool utilized to optimize the design of the point absorber,
such as in Griet [11]. Furthermore, Gemme et al. [17] found that root mean square
error values for body displacement, velocity, and mean harvested electrical power
were within 10% between model simulations and experimental data.
There has also been significant work concerning wave-current interactions in
the characterization of marine energy. Through wave power and tidal resources
calculations, the effect tides have on the wave power resource may be significant
[18, 8]. A semi-analytical approach toward calculating the highly nonlinear and
complex processes may be found in Hashemi et al. [7].
1.0.3

Synopsis

This thesis begins by analyzing the heave motion of a floating body in the
presence of a tidal current through semi-analytical methods. Linear wave theory
is used here, building off of the work performed in Hashemi et al. [7].
After comparing the response of the floating body at different instances in
tidal current speed, this study takes a numerical approach to the heaving body
through a NWT. Hydrodynamic parameters for the NWT are set such that they
closely resemble those in the semi-analytical methodology in the absence of a tidal
current. The heave motion of the NWT are then compared to that of the semianalytical method.
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CHAPTER 2
Methods
2.1

Hydrodynamic field Based on Linear Wave Theory
This study draws from linear wave theory, and so this subsection offers details

and assumptions concerning this wave theory. Linear wave theory is an elementary
wave theory assuming a sinusoidal wave profile of wave periods, T , for every spatial
wavelength, λ.
In this study, waves are assumed to be small amplitude perturbations of the
ocean surface with linearized equations. Waves are periodic and progressive in
λ and T . Waves are of permanent form and are long-crested. Water particles
within waves are assumed to have an oscillatory motion such that they follow
closed pathlines throughout time. The fluid is homogeneous, incompressible with
constant density, ρ, and inviscid with a kinematic viscosity, ν, of 0 m2 /s. In
this study, rho = 1025 kg/m3 . Surface tension and Coriolis forces are neglected.
Atmospheric pressure, pa , is constant at the free surface. Water depth, h, is also
assumed constant.
The assumptions made with linear wave theory do bring about limitations,
and the error margin for the application of this theory changes. Such Limitations
include that waves near the shore are not small amplitude since they are close to
or at breaking [19].
The following equations are the basis of linear wave theory. The first equation
is the continuity equation describing the conservation of mass,
∂ui
= 0,
∂xi
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(1)

where ui is a velocity vector. The other three are the Navier-Stokes equations
expressing the conservation of momentum,
∂ui
∂ui
∂z
1 ∂p
∂ 2 ui
dui
=
+ ui ·
= −g
−
+ν 2 .
dt
∂t
∂xi
∂xi ρ ∂xi
∂ xi

(2)

Since the fluid in this study is inviscid, incompressible, and irrotational, the velocity
potential satisfies Eq. (1) that may now be expressed,
∂ 2φ
∂ 2φ ∂ 2φ ∂ 2φ
=
+
+ 2 = 0.
∂x2i
∂x2 ∂y 2
∂z

(3)

In Eq. (3), φ is a velocity potential function with the units of length squared
divided by time such that [19],



ω cosh k(z + h)
sin(kx − ωt + ϕ),
φ= A
k
sinh(kh)

(4)

where A = H/2 is the wave amplitude with H being the wave height, and (kx −
ωt + ϕ) is a phase function, where ϕ is a constant phase shift. From Eq. (4),
k = 2π/λ is the wave number, ω = 2π/T is the angular wave frequency, and t is
∂φ
[19].
time [19]. Therefore, ui = − ∂x
i

The numerical model follows Eq. (2), as viscosity is held constant, and so
viscous effects are present and dependent on the chosen turbulence model [20].
The semi-analytical model neglects viscosity entirely, and since the fluid is inviscid
and incompressible with linear wave theory, a simplification of Eq. (2) leads to the
Euler equations following [20],
∂ui
∂ui
∂z
1 ∂p
+ ui ·
= −g
−
.
∂t
∂xi
∂xi ρ ∂xi

(5)

When solving problems using linearized wave theory all boundary conditions
must be met. On the free surface z = 0, and the linearized dynamic free surface
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boundary condition with p = pa = 0 and |ui |2  0 is the linearized Bernoulli
equation.
∂φ
+ gz ≈ 0 on z = η,
∂t
∂ 2φ
∂η
= 0.
+g
2
∂t
∂t

(6)

The velocity boundary condition, or the linearized kinematic free surface boundary
condition follows such that,
w=

∂φ
∂η
=
∂z
∂t

on z = η,

(7)

where w is the vertical velocity, and η is the surface elevation. The kinematic
bottom boundary condition states,
w=0⇔

∂φ
= 0 on z = −h.
∂z

(8)

Surface elevation, η, of a wave with this wave theory may be described as,
η = A cos(kx − ωt + ϕ),

(9)

which is used to derive Eq. (4) by taking the first derivative and plugging in the
specified water level, z.
There is a linear dispersion relationship within linear wave theory associating
the wavelength and wave-number of a wave to its wave frequency and period. It
may be described such that,
ω 2 = gk tanh(kh).

(10)

Eq. (10) may also be written describing wave celerity, C, following Dean & Dalrymple [19],
C=

λ
ω
g
= = tanh(kh).
T
k
ω
11

(11)

The tanh(kh) term is often approximated to describe particular water regimes.
In shallow water,
kh  1

(kh < π/10)
tanh(kh) ≈ kh

(12)

C ≈ (gh)1/2 .
Shallow water waves following Eq. (12) therefore experience no dispersion, as they
are only functions of h. Intermediate water waves, which are neither shallow nor
deep water, follow Eq. (10) completely, and are said to be fully dispersive as the
dispersion relation is a function of both T and λ because there are no simplifications
to Eq. (10). Deep water waves, simplify such that,
kh  1

(kh > π)

tanh kh ≈ 1
C=

(13)

g
ω
≈ ,
k
ω

and are considered dispersive as Eq. (13) is a function of wave period. The group
speed, Cg , is constant in deep water as Cg = 21 gω, and does not vary with depth
as in shallow or intermediate waters. Furthermore, pressure, p, may be taken at
different depths.
p = −ρgz + ρAg

cosh(k(h + z))
cos(kx − ωt + ϕ).
cosh(kh)

(14)

Similarly, the horizontal velocity, u, may be calculated,
u = Aω

cosh(kz)
cos(ωt − kx + ϕ).
sinh(kh)

(15)

Only deep water waves concern this study, as in Hashemi et al. [7], and so
depth does not affect the dispersion solution. Multiple point absorber devices,
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including the Powerbuoy are found strictly in deep water, and so this assumption
seems reasonable. In alternative depth regimes, additional terms are added to the
wave action due to the increased nonlinearity of the system [19]. The conservation
of wave action may be expressed such that,
∂(E/ω)
= 0,
∂t

(16)

where (E/ω) is the wave action in deep water small amplitude waves following
linear wave theory, and E = 81 ρgH 2 is the wave energy. Further elaboration and
more details on linear wave theory may be found in Dean & Dalrymple [19].
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2.2

One-Dimensional Formulation of Point Absorber Motion

Figure 4: Floating body restricted to heave motion buoy parameters. This study
considers a floating cuboid with a mean draft, δ = 0.35 m, the length of the float,
L = 0.3 m, the width of the float, W = 0.2 m, an incident wave height, H = 0.1
m, a depth, h = 5 m, a buoy height, B = 0.5 m, a buoy mass, mbuoy = 15
kg, and heave motion, z, changing in time. Added mass, ma and hydrodynamic
damping cd are constant in this study, as only one wave frequency is considered.
The different forces acting on the floating body include an external wave force, Fext ,
a restoring force, Fres , a power take-off force, Fpto , an inertial force depending on
mass and acceleration, and a hydrodynamic force depending on added mass and
hydrodynamic damping, Fhyd .

Point absorber motion may be studied as a mass-spring damper system. Fig.
4 shows a schematic diagram of a point absorber with a mean draft, δ = 0.35 m,
the length of the float, L = 0.3 m, the width of the float, W = 0.2 m, an incident
wave height, H = 0.1 m, a depth, h = 5 m, a buoy height, B = 0.5 m, a buoy
mass, mbuoy = 15 kg, and heave motion, z. Both added mass, ma , and hydrodynamic damping, cd vary with wave frequency, and so since this study followed
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a monochromatic wave, ma and cd are constant. Hydrodynamic parameters ma
and cd in this study were determined from strip theory and computations found in
Newman [21], corresponding to a wave frequency ω = 2.09 rad/s.
Strip theory is a tool to simplify hydrodynamic parameter calculations by
cutting three-dimensional bodies into two-dimensional frames or strips of simple
geometries, which were then used to approximate hydrodynamic loads which act
on it for a given wave frequency [21]. The hydrodynamic loads may then be
determined for the entire three-dimensional body in the given sea state from the
calculated strips [21]. Added mass and hydrodynamic damping were approximated
as a two-dimensional strip such that,
L2
,
4

(17)

L2
ω,
4

(18)

ma = 4.754ρ
cd = 4.754ρ

where ma and cd were scaled according to ω and δ following Newman [21]. With
ω = 2.09 rad/s and δ = 0.35 m, this study calculates ma = 109.6 kg and cd = 65.4
N s/m.
The motion of the floating body can be explained through a balance of a
restoring force, a damping force, and external forces acting on the body [3, 11].
Assuming the system was restricted to one degree of freedom, the equation of
motion for a point absorber may be written as,
X

F = FInertial = Frestoring + Fhyd + Fpto + Fwave (t)

dz
d2 z
dz
d2 z
=
−k
z
+
c
−
m
+ cpto + Fa sin(ωt + ϕ)
s
d
a
2
2
dt
dt
dt
dt
d2 z
dz
(mbuoy + ma ) 2 + (cd + cpto ) + ks z = Fa sin(ωt + ϕ)
dt
dt

mbuoy

15

(19)

where the left hand side is the inertial force, Finertial , pertaining to the mass of
the buoy multiplied the acceleration. The right hand side contains the restoring
force (Frestoring ), the hydrodynamic forces (Fhyd ), the power take-off damping force
(Fpto ), and the external wave force (Fwave ).
The spring force or restoring force, ks z, is a combination of buoyancy and
gravity forces. Following [11] the hydrostatic spring constant may be expressed as,
ks = ρAw g,

(20)

where Aw = LW is the area of the waterline. With L = 0.3 m, W = 0.2 m, and
ρ = 1025 kg/m3 , ks = 603.3 N/m. The restoring force tends the floating body
back to equilibrium.
The hydrodynamic forces contain a damping force proportional to the velocity,
cd dz
, with cd being the damping coefficient, and an added mass force proportional
dt
2

to the acceleration, ma ddt2z , with ma acting as the added mass [22].
The power take-off force, Fpto , also depends on velocity such that, Fpto =
cpto dz
, with cpto acting as a power take-off, PTO, damping coefficient. In physical
dt
systems it contributes to the mass and size of the wave energy converter, and
therefore changing the system’s structural dynamics to maximize energy output
[23]. The coefficient, cpto , was assumed constant and derived from a optimum
damping value in regular seas from the given hydrodynamic conditions following
Cargo et al. [24],
cpto

v
u
u
= tc2d +





ω mbuoy + ma −

ks
ω

!2
,

(21)

and for this study where ω = 2.09 rad/s, cd = 65.4 N s/m, ma = 109.6 kg,
mbuoy = 15 kg, and ks = 603.3 N/m, the optimum cpto value used here was 75.5
N s/m. The point absorber performs best near the natural frequency Grotmaack
16

[22], which was calculated such that,
r
ωN =

ks
=
m

s

ks
,
mbuoy + ma

(22)

and so with ma = 109.6 kg, mbuoy = 15 kg, and ks = 603.3 N/m for this study
ωN = 2.20 rad/s. Then, since this study assumes monochromatic regular harmonic
waves, the external wave force may be expressed such that,
Fwave = Fa sin(ωt + ϕ)

(23)

where Fa is the force amplitude, which similar ma and cd is frequency dependent,
and ϕ is a phase shift.
Assuming that all coefficients were not dependent on z, Eq. (19) is a linear
second order ordinary differential equation. The system may therefore be solved
analytically. To solve the system, this study first considers the homogeneous simulation with zero external force, and in the scenario of a WEC, zero external force
is equivalent to calm seas.
Assuming that z(t) takes the form z(t) = ẑeξt , where ẑ is a known amplitude
and ξ is an unknown, the homogeneous solution of Eq. (19) may be rearranged,


2
(mbuoy + ma )ξ + (cd + cpto )ξ + ks ẑeξt = 0.
The quadratic formula may then be used to solve for ξ where,
p
−(cd + cpto ) ± (cd + cpto )2 − 4(mbuoy + ma )ks
,
ξ=
2(mbuoy + ma )

(24)

(25)

which determines what form of damping the system is undergoing. From this, the
damping ratio, ζ, is defined,
(cd + cpto )
ζ= p
.
2 (mbuoy + ma )ks
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(26)

Eq. (26) shows that ζ is a parameter declaring the form of damping that the
system is undergoing: ζ = 1 being the critically damped simulation, ζ = 0 being
the undamped simulation, and 0 < ζ < 1 being underdamped systems, which
include those of wave energy converters. Following Eq. (26) with cd = 65.4 N s/m,
cpto = 75.5 N s/m, ma = 109.6 kg, mbuoy = 15 kg, and ks = 603.3 N/m, ζ = 0.25.
2.2.1

Formulation of forces on a floating body

Figure 5: Degrees of motion of a floating body. Translation motions are surge,
sway, and heave referring to the x, y, and z directions respectively. Rotations are
roll, pitch, and yaw, and they denote rotations in the x, y, and z directions. This
study only concerned translation in the z direction or heave motion, which is often
denoted with the number 3 when enumerating the 6 degrees of motion.

This study focused on the excitation force in heave motion, and so the effects
from moments or forces in all other directions shown in Fig. 5 were neglected.
The entire force on the floating body was found by integrating pressure in the
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z−direction over the body surface,
Z Z
p · n̂dS

F̂ (t) =
S

Z Z 

∂φ 1
+ ρ|∇φ|2 + ρgz · n̂dS,
F̂ (t) = −
ρ
∂t
2
S

(27)

F̂ (t) = F̂0 + F̂1 e(iωt) + HOT.
In Eq. (27), F̂0 is the buoyancy equaling the weight, F̂1 are linear first order forces,
and HOT are the higher order terms. Further evaluating F̂1 following Newman
[21],

F̂1 = F̂I + F̂D +

6
X
∂x

j0

∂t

F̂j − ks xj

j=1

(28)

6

Z Z



F̂1 = −ρ

iω φ̂I + φ̂D +
SBo

X ∂x

j0

∂t



φ̂j · n̂dS − ks xj

j=1

RR
where SBo is the average wetted surface, F̂I = −ρ SB iω φ̂I · n̂dS is the Froudeo
RR
Krylov force amplitude, F̂D = −ρ SB iω φ̂D · n̂dS is the diffraction force amplio
RR
tude, F̂R = −ρ SB iω φ̂R · n̂dS is the radiation force amplitude, and ks xj is the
o

hydrostatic restoring force. The radiation force amplitude is simply the complex
sum of the added mass and damping components: F̂R = ma ω 2 + iωcd .
Following Neill & Hashemi [3] and Newman [21], heave amplitude, ẑ, is such
that,
ẑ = A

F̂I + F̂D
,
−(m + ma )ω 2 + iω(cd + cpto ) + ks

(29)

where AFI is the Froude-Krylov force, AF̂D is the diffraction force, and the excitation force amplitude, F̂Ex is such that, F̂Ex = F̂I + F̂D . Furthermore, since the
study was restricted to heave motion, ma = ma33 , cD = c33 , where 3 signifies the z
direction.
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In this study, the incident wavelength, λ = 2π/k, was much greater than buoy
length, L, with λ/L > 5, and so φD may be expressed in terms of φI [21]. This is the
Froude-Krylov hypothesis, and so assuming that the floating body was sufficiently
small as to not affect the pressure field due to an incident wave, the diffraction
effects may be ignored. Therefore, the excitation force on the system was the
Froude-Krylov force [21]. The excitation force may now be derived. Assuming
motion was restricted heave, n̂ = nz , where on the bottom surface, nz = −1. The
wave potential, φ, following Sec.(2.1) but in exponential rather than trigonometric
form becomes,
Aω (kz) n (i(ωt−kx)) o
e R e
,
k
n Aω 2
o
∂φI
(kz) (i(ωt−kx))
=R i
e e
,
∂t
k
φI =

(30)
(31)

where R represents the real part. Then, integrating from the bottom of the object
to the mean water level,
Z

0

−δ

∂φI
dz = −
∂t

Z
0

δ

∂φI
dz
∂t
o

n Aω 2
e((−kδ)−(k0)) e(i(ωt−kx))
=R i
k
o
n Aω 2
e(−kδ) e(i(ωt−kx)) ,
=R i
k

(32)

where δ is the draft. The vertical Froude-Krylov force, which is the excitation
force in this study, was found following Newman [21],
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W

L/2


iAω 2 (−kδ) (i(ωt−kx))
FEx = FF K = R
−ρi
e
e
dxdy
k
0
−L/2
(
)

iρω 2 H (−kδ) −i(ωt+ϕ)  −i(kL/2)
=R
e
e
e
− ei(kL/2) W
k2 2
)
(
 kL 
ω 2 H (−kδ) −i(ωt+ϕ)
(33)
e
sin
W
= R 2ρ 2 e
k 2
2



ω 2 (−kδ) (iωt)
kL 
= R 2ρ 2 Ae
sin
W
e
k
2


 kL 
ω2 H
W.
= 2ρ 2 e(−kδ) cos (ωt + ϕ sin
k 2
2
After evaluation of the excitation force, ẑ was found from Eq. (29). Therefore,
Z

Z

the heave response on the floating body may be found following Newman [21],
n
o
i(ωt+ϕ)
z = R ẑe
.

(34)

Furthermore, since cpto was assumed constant Fpto may be expressed such that
Falnes & Kurniawan [25],
Fpto = cpto

n
o
dz
= −cpto R ẑiωei(ωt+ϕ) .
dt

(35)

PTO machinery specifics were not considered, and so the WEC’s complex oscillation amplitudes, ẑ, were considered to be independent variables. The analysis
only concerned optimum values of the absorbed power, Pa , corresponding to the
incident wave [25].
n

Pa =

R − Fpto ẑ
2

∗

o
=

n
o
i(ωt+ϕ)
∗
−cpto R iωe
ẑ ẑ
2

.

(36)

Eq. (36) is the complex-amplitude version of the absorbed power with the asterisk
(*) denoting the complex conjugate. Eq. (36) is only for monochromatic regular
waves, and so the absorbed power may not be calculated under different conditions
[25].
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From the absorbed power, it is possible to calculate the system’s total extracted energy over a given time period by integrating the absorbed power,
Z t
Pa (t)dt.
(37)
Eext (t) =
0

Available wave energy, Ein , may be expressed as,
Ein = Eo Cgo L,

(38)

where Eo and Cgo are the wave energy and group speed in the absence of a tidal
current. Eq. (38) shows the energy flux per unit area multiplied by the buoy
length, L, such that the energy flux captures the same width as Eext .
The forces on the floating body are relevant for all floating bodies restricted
to heave motion. These equations may be used to describe a single hull vessel in
deep water, for which Newman [21] derives. Here, the Froude-Krylov force was
derived from the same incident wave potential as Eq. (4). The total force in heave
on the body,
Z Z
−ρ

F (t) =
S

∂φ
· n̂dS
∂t

6

o

i X ∂x
nZ Z
h
j0
(iωt)
φ̂j · n̂dS − ks xj
F (t) = R
ρiωe
A φ̂I + φ̂D +
∂t
S

(39)

j=1

Eq. (39) expresses the entire force on the floating body. If Eq. (28) is multiplied by
the wave amplitude A, then the entire force on the body is derived from Eq. (28).
Therefore, if considering only the force in the vertical direction, then the normal
from the bottom is such that, n̂ = nz = −1, and Eq. (33) may be derived.
2.3 Semi-Analytical Approach
2.3.1 Wave-current interactions in the absence of a point absorber
In the presence of tidal currents, wave properties, such as wave height and
group velocity were altered. Here, an analytical method based on linear wave the22

ory was used to estimate tidal currents effects through a current velocity function
with currents and waves aligned following the methods of Hashemi et al. [7].
Wave calculations were first considered in the absence of a current. A subscript o specifies that wave properties were evaluated with no current present.
First, consider a deep water monochromatic wave wiht wave frequency, ωo , and
wavenumber, ko , which were related to water depth through the linear dispersion
relationship, Eq. (10). Therefore, since deep water was assumed here ko h > π and
tanh(ko h) ≈ 1,
ωo2 = gko .

(40)

Similarly, the group speed, Cg , simplifies such that
Cgo

 

2ko h
g
gTo
ωo 1
∼
1+
=
,
=
=
ko 2
sinh(2ko h)
2ωo
4π

(41)

which is the propagation velocity of a wave envelope [19]. Wave energy, Eo , following linear wave theory and discussed in Dean & Dalrymple [19] is set such
that,
1
Eo = ρgHo2 ,
8

(42)

where ρ is a constant density of 1025 kg/m3 , and Ho is the wave height. Since
wave energy propagates in accordance with group speed, multiplying Eo by Cgo ,
gives the wave power,
Po = Ef o = Eo Cgo =

n1

o
ρg 2
ρgHo2 Cgo =
H To ,
8
32π o

(43)

where Ef o is the conserved energy flux.
When a monochromatic wave propagates in conjunction with a tidal current of
magnitude u the wave energy flux is no longer conserved due to exchanges between
the wave and current fields [7]. Rather, the total period-averaged energy flux, Etf ,
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is conserved Hashemi et al. [7],
i h  C

   h1
1 i
g
Etf = ECg + Eu + ρghu3 + u 2
−
E = cst.
2
C
2

(44)

The 1st term on the right hand side of Eq. (44) is the wave energy transport by the
group velocity or relative wave power, the 2nd term is the wave energy transport
by the projected tidal current, the 3rd term is the transport of the kinetic energy
of the tidal current, and the 4th term is the work done by the current against the
wave radiation stress [7].
The total energy flux due to waves, Ef , is the sum of the first two terms of
Eq. (44). The additional terms in Eq. (44) yields difficulties in application of
the energy flux conservation law. Conservation of wave action is preserved in the
presence of an ambient tidal current, and Eq. (16) is altered,
∂(E/ω) ∂{[u(x, t) + Cg ](E/ω)}
+
= 0.
∂t
∂t

(45)

Tidal currents induce a Doppler shift on waves such that,
ωo = ω + ku.

(46)

Eq. (46) predicts the reduced or increased relative frequency due to a following or
opposing current, respectively. Using Eq. (46), the dispersion relationship for the
relative frequency follows a well-posed system through linear wave theory with the
conservation of wave crests equations. This relationship may be expressed so as,
2

ω =

ωo2



u
1−
C

2
= gk tanh(kh),

(47)

where C is the relative wave speed as in Eq. (13). Linear wave theory is valid in
the relative reference frame.
Because the tidal current’s period is much greater than the wave period, and
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the relative frequency is a simple Doppler shift from the absolute reference frame
as shown in Eq. (46), a quasi-steady state is assumed. All other properties such
as wavelength and wave height may be calculated in the relative reference frame
due to tidal currents effect on the wind-driven wavefield. Therefore, the dispersion
relationship of Eq. (47) is in terms of ω0 rather than the relative frequency, ω [7].
The magnitude and direction of the tidal current are assumed stationary with
respect to the wave field. Therefore, given ωo , Ho , in depth h, the modified properties in the presence of a tidal current u, following Hashemi et al. [7], are,
ωo =

p

gk tanh(kh) + ku(x) = cst.

(48)

ω = ωo − ku(x)

(49)

  Ho2 
H2
Cgo
= cst.
= u(x) + Cg
ωo
ω

(50)

To correctly find altered wave properties from Eq. (48), k must be solved first,
which is numerically simple with the deep water approximation. Then, using k
and ω and Cg may be solved using Eq. (49), which may then both be utilized in
Eq. (50) to determine

H
.
Ho

From Eq. (48) - (50) and earlier equations, the following wave property relationships were found in Hashemi et al. [7], which compared wave properties with
and without a tidal current present. Angular wave frequency, ω, wave power, P ,
energy flux, Ef , and wave height, H, refer to wave properties altered by currents
in the relative reference frame such that,
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(54)

is the wave phase speed. There are limitations to the above

equations, which result from an increase in wave nonlinearity, which may lead to
wave breaking, and from wave blocking due too strong of an opposing current [7].
First, to avoid wave breaking following Miche’s law,
kH
< γ,
tanh(kh)

(55)

where γ is the steepness parameter, which in deep water equals 0.6 [19]. Then, to
account wave blocking, the stopping current velocity, us , was set as in Hashemi et
al. [7] such that,
us = −

g
.
4ωo

(56)

Eq. (55) and Eq. (56) help maintain physical stability and validity of the study.
2.3.2

Performance of a point absorber in the presence a tidal current

This study intends to measure the change in the heave response of a floating
body due to the presence of a tidal current by developing heave response relationships as in Eq. (51) - (54).
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Figure 6: Semi-analytical methodology flow chart. Assuming a deep-water
monochromatic linear wave this process shows how to estimate a tidal currents
effect on the response of a floating body restricted to heave motion.

Fig. 6 shows the process undergone in semi-analytical portion of this study.
As previously mentioned, this study only considers deep water, monochromatic,
regular waves following linear wave theory. Furthermore, this study calculates
specific added mass and damping at a given wave frequency. Then, this study
assumed that the body was significantly small relative to the wavelength such that
diffraction forces may be ignored following Newman [21]. If all these conditions
are met, point absorber properties, which incorporate approximate effects of wavetidal current interactions on the point absorber, may be determined.
The excitation force, FEx , which equals in this simulation the Froude-Krylov
force, FF K , may be determined from a comparison with and without tidal current
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effects such that,
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Therefore, using the first-order Taylor series approximations in Eq. (58) & Eq.
(59), Eq. (57) simplified such that,
 k −2  H   k   k −1  H 
FF K
=
1
=
.
FoF K
ko
Ho
ko
ko
Ho

(60)

Similarly, the heave amplitude, ẑ, may be determined using Eq. (29). From
Eq. (29), it is clear that the heave amplitude ratio is equivalent to the FroudeKrylov force ratio, as no additional parameters change in the presence of a tidal
current. Therefore,
F
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The heave response, z, and power take-off force, Fpto , also have an equivalent ratios
since only oscillating functions of ωo extend Eq. (29) as shown in Eq. (34) & Eq.
(35),
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ẑ
Fpto (t)
FK
dt
=
=
=
=
≈
.
Fopto (t)
{−cpto ωo }zo (t)
ẑo
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Furthermore, the system’s absorbed power may be approximated by multiplying Fpto and ẑ, and therefore,
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From Eq. (60)-(64), approximations may be found for each specific property
at different tidal current speeds. Comparisons were made from approximate ratio
values and calculated values from the given equations.
2.4 Numerical Study Using OpenFOAM
2.4.1 Introduction to OpenFOAM
OpenFOAM, or Open-source Field Operation And Manipulation, is a C ++
toolbox used to create executables known as applications in order to solve problems in computation fluid dynamics, CFD, and other continuum mechanics problems [26]. The code is a free and open-source software under the GNU General
Public License. OpenFOAM has continued to build since the early 2000’s, with
new versions released annually. In this study, OpenFOAM v.5.0 that was released
in 2018 is utilized.
There are two main types of applications created in OpenFOAM including
solvers and utilities. Solvers, such as interFoam, are designed to solve a specific problem in continuum mechanics. For example, the interFoam solver is a
two-phase incompressible flow solver that may be used to solve many problems
concerning air-water interface. Users may develop their own solver for a specific
continuum mechanics problem because OpenFOAM at its core is a fluid solver
for the full Navier-Stokes equations, which are approximated in individual applications. Utilities, such as blockMesh, are designed to perform data manipulation
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tasks. BlockMesh creates the mesh in each individual simulation, and in this file
boundaries for the simulation are set [26].
Every OpenFOAM simulation holds a core structure. Each simulation undergoes pre-processing, solving, and post-processing steps. Pre-processing in OpenFOAM contains the utilities and meshing tools to prepare the simulation. Solving
involves user applications or standard applications, and during solving a simulation progresses until a designated end time or some error has been found. Postprocessing is done through Paraview, an open-source visualization application.
With Paraview, a user can select the particular fields such as velocity or pressure
that they want to be read into the simulation module, and is often a sampling tool
[26]. This study used Paraview v.5.4.0.
Each simulation is conditioned under three main directories: system, constant,
and time directories. The constant directory holds properties that once specified
are not changed during the simulation. Examples of properties in the constant
directory are gravity and turbulence scheme. The system directory contains parameters associated with the solution itself. These include tolerances, time step
size, and discretization scheme. Time directories contain field data and boundary
conditions for the simulation at the specific time steps, and each simulation holds
an initial time directory of t = 0 s. Properties placed in time directories include
pressure, p, and velocity, ui .
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Figure 7: OpenFOAM process flow chart containing a summary of the general
simulation procedure performed by a user. This procedure helps limit user error
because each simulation begins with a working example.

Fig. 7 shows the process a user undergoes when solving a CFD problem.
The 1st and 2nd steps are processes, which a user can develop on their own, but
these steps greatly simplify the solving process such that the user can build their
simulation off one that is known to converge. The 3rd and 4th steps concern files
from the constant directory, which are simulation specific and specify the physical
conditions of the problem. The 5th step concerns the data files in the 0 time
directory. The 6th step determines the computation framework found in the system
directory [26].
2.4.2

Introduction to numerical wave tanks

There are multiple approaches taken to develop numerical wave tanks.
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Figure 8: General numerical wave tank approaches [2]. Different methods depend
on how Eq. (2) are solved, and so NWT vary according to how the Navier-Stokes
equations are approximated.

Fig. 8 shows the a few ”general” different approaches to NWTs, even though
OpenFOAM only concerns the Eulerian type. From Fig.8, it is clear that NWTs
fall in two main categories depending on flow: potential flow models, and NavierStokes models.
Potential flow models solve the flow field in the same manner as shown in
Sec. 2.1 where the velocity potential satisfies Laplace equation, Eq. (3), and an
idealized flow was considered that was incompressible, inviscid, and irrotational.
An example of a potential flow model those considering a Nonlinear Shallow Water, NLSW, type such as SWASH or those considering a Boussinesq type such as
FUNWAVE or COULWAVE. These models simplify the Navier-Stokes equations
by averaging in the vertical plane under the Eulerian, or continuous fluid, hypothesis [2]. They are also called two-dimensional horizontal planes, and are ideal to
simulate wave propagation involving refraction, diffraction, and shoaling [2].
The Navier-Stokes models then are further classified as either Lagrangian or
Eulerian flow solvers. Lagrangian flow solvers are based on particles. An example
of a Lagrangian NWT is SPH, Smoothed Particle Hydrodynamics. SPH does not
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depend on a mesh, which eliminates certain numerical errors. These models are
also less complex than Eulerian models, and therefore, these models present higher
performance. However, they experience high diffusivity, inducing artificial loss in
wave height, limiting the size of the simulation domains to avoid numerical wave
damping. SPH includes turbulence, and despite SPH being in the early stages
of development, there is a lot of numerical modeling potential for SPH in marine
hydrodynamics problems [27].
Eulerian solvers consider the fluid as a continuum, and solve the Reynold’s
Averaged Navier-Stokes equations, RANS, or the Volume-Averaged Reynolds Averaged Navier-Stokes, VARANS, equations. A model from utilizing the Eulerian
approach was used in this study.
2.4.3

RANS formulation in OpenFOAM

The RANS equations are primarily used to account for turbulence in flows,
which is found by decomposing an instantaneous quantity such as velocity into its
time-averaged part and fluctuating quantities [20].
∂ui ∂u0i
∂ui
=
+
= 0,
∂xi
∂xi ∂x0i

(65)

where ui and xi are time-averaged velocity and displacement. Similarly, u0i and
x0i are velocity and displacement turbulence fluctuations. Eq. (65) is the timeaveraged continuity equation for incompressible fluids with turbulence. In addition
to Eq. (65), RANS models consider the conservation of momentum by timeaveraging Eq. (2) to,
∂ui
∂ui
∂p
∂z
∂ 2 ui
∂  0 0
+ uj
=−
−g
+ν
−
uu ,
∂t
∂xj
∂xi
∂xi
∂xj ∂xj
∂xj i j

(66)

where p is time-averaged pressure and z is the vertical displacement.
VARANS equations are a modified form of the RANS equation through an
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additional volume averaging technique [28]. This volume averaging only occurs
when porosity is significant. Porosity refers to the amount of empty space within
a given material such as between grains of minerals. Outside the porous media,
the VARANS equations are identical to the classic RANS. This study considers
a model utilizing the RANS equations, Eq. (65) & (66) as porous effects were
assumed negligible. Therefore, viscosity did not change from initial conditions,
and velocity did not have any additional nonlinearities [29].
2.4.4

OpenFOAM NWT Approaches

In OpenFOAM there are two frequently used NWTs, waves2Foam and
olaFlow, previously known as IHFoam. Both of these models modify OpenFOAM’s
solver interFoam and interDyMFoam, which are the same multiphase solvers except
interDyMFoam utilizes a dynamic mesh. A dynamic mesh is a mesh that changes
during a simulation due to the motion on the domain boundaries [26]. The main
difference between the two models is the methodology used in the generation and
absorption of waves.
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Figure 9: OpenFOAM NWT wave generation approaches [2]. The left hand side
shows active wave generation as in olaFlow, and wave generation is performed
at the boundary. The right hand side contains passive wave generation as in
waves2Foam, and wave generation is performed through dissipation or relaxation
zones, which are extensions of the computational domain.

This static boundary wave contains a source function acting in the NWT
where,
S(t) =

CH
cos(−ωt + ϕ),
A

(67)

The wave generation method of olaFlow considers additional source functions that
acts on either the mass or momentum equations, as shown on the left-hand-side
of Fig. 9. Eq. (67) is the source function expression for a linear wave, where S is
the source function, A is the area of the source function region, C is celerity, H
is wave height, ω is wave frequency, t is time, and ϕ is a phase shift. The source
function is an additional term in the wave equations that is capable of pumping
water in or out by creating or destroying mass. The principal advantage of static
boundary wave generation as shown in olaFlow is that all the processes are handled at a boundary. A mass or momentum source function does not add significant
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computational cost. However, if one needs to extend the domain, the total number
of cells increases and computational time is raised significantly [30].
The other wave generation technique considered, which is found in
waves2Foam, is through the use of relaxation, or dissipation, zones, shown on
the right-hand-side of Fig. 9. In this approach, a region adjacent to the boundary
is selected and a blending function ranging from 0 to 1 is defined inside. The
blending function is 0 at the boundary and 1 at the interface between the relaxation zone and the regular domain. This function needs to vary smoothly to avoid
discontinuities it is usually a very slow decay around the interface between the
relaxation zone and the regular domain, and more abrupt near the boundary. It
is necessary to extend the domain significantly with this method, and therefore
notably increasing computational cost [14].
If wave absorption is not performed, waves would reflect at the boundaries,
and then increase the the energy inside the system. Similarly, there would be a
continuity error due to mass imbalance between crests and troughs in wave generation causing the mean water level to rise. Therefore, wave absorption varies
between the two approaches through either active or passive methods.
With active wave absorption, as in olaFlow, the wave-maker must generate
a velocity equal to the incident one but in the opposite direction. Active wave
absorption permits that the waves incident to a boundary flow out of the domain,
as they would in the open-sea. This wave theory does develop a reflected wave,
which is calculated by subtracting the calculated elevation from the target one
[30].
Passive waves absorption, which is used by waves2Foam, uses relaxation zones,
as in the waves2Foam wave generation technique. The drawback for this is fur-
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ther computational expense [14] Since relaxation zones are known to drastically
increase computational time, this study concerned the olaFlow NWT toolbox with
active wave generation and absorption.
Other boundary conditions within olaFlow include a no-slip boundary at the
interface between the two fluids and a buoyant pressure function to calculate pressure. The free surface is calculated using the volume of fluid approach, where each
cell contains a volume of fluid fraction. At this interface, the no-slip boundary
condition used in the toolbox is such that velocity is always 0 at the interface.
Velocity may still be calculated at different depths.
2.4.5

OlaFlow floating body simulation

This study utilizes olaFlow to find the heave response of a floating body for a
given wave field. This portion of the study only considered the heave response in
the absence of a tidal current.
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Figure 10: OlaFlow heaving body process. This process mimics the OpenFOAM
process shown in Fig. 7 with interDyMFoam’s floating body case being manipulated such that it fits the study’s objective of numerically simulating a floating body
restricted to heave motion in a controllable wavefield. Using this procedure, and
assuming all parameters match between olaFlow and the semi-analytical method,
the results from a simulation may then be compared with those found in the semianalytical approach.

Fig. 10 shows that this study was based on the interDyMFoam solver’s
floatingObject simulation. The first step was to convert the simulation such that it
can run within the olaFlow toolbox with olaDyMFlow rather than interDyMFoam.
Furthermore, restraints and constraints were set such that the floating body was
restricted to heave motion with mass, damping, and restoring force coefficients
were all equal to those used in the semi-analytical methodology. From there, the
user runs the simulation, and if the simulation converges, numerical information
regarding the simulation such as body position and surface elevation may be
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extracted and compared with the semi-analytical results.

Figure 11: OlaFlow simulation Numerical Wave Tank. ID = 0.05 m is the innerDistance or limit of floating body cell region, and OD = 0.35 m is the outerDistance
or limit of the linear interpolation region. MSL = 0.53 m is the Mean Sea Level.
Points A-E are horizontal locations along the NWT: A is near left wall of NWT at
x = −5.00 m, B is a diffraction point before the floating body at x = −0.375 m,
CM is the centre of mass point initially at (0.5, 0.45, 0.1), D is an outgoing wave
point after the floating body at x = 1.50 m, and E is near end of NWT at x = 5.50
m. Vertical reference points are numerated: 1 refers to a depth near mean water
level at z = 0.50 m, 2 refers to a depth approximately middle of water column
at z = 0.00 m, and 3 refers to a depth approximately bottom of water column at
z = −0.40 m.

This study uses a (12.5 m x 1.0 m x 1.5 m) NWT, with the x−axis ranging
from −6 to 6.5, the y−axis ranging from 0 to 1, and the z−axis ranging from −0.5
to 1. The datum, at z = 0.00 m, is shown in Fig, 11 and is placed in the middle
of the water column. Initial water level is set on the same parameters at z = 0.53
m as in the floatingObject simulation example in OpenFOAM’s interDyMFoam
solver. The reason was that the mesh was very sensitive when implementing a
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floating object, and so minimal changes were placed around the floating body to
help aid convergence.
The wave parameters were very sensitive in olaFlow, and so this study uses the
base waveDict conditions, and so minimum alterations that may affect the simulation were performed. Therefore, the wave was set as a Stokes I wave, with a wave
height, H, of 0.1 m and a wave period, T , of 3.0 s. Waves are highly nonlinear, and
olaFlow takes the nonlinearity of surface waves into account. However, the Stokes
I wave was chosen in order to limit the wave potential to first order terms in order
to match waves under linear wave theory more closely, as a linear wave input was
unavailable [31]. Furthermore, the wave, was set with a wave phase, ϕ = 0 rad.
The floating object was a cuboid with dimensions of (0.3 m x 0.2 m x 0.5
m) and a density of 500 kg/m3 , which were all controlled in a file called DynamicMeshDict. This file determined the dynamic meshing of the simulation. Two
common sources of user error occur within DynamicMeshDict because of too small
or large innerDistance or outerDistance specifications. The innerDistance is the
limit to the floating body cell region, and the outerDistance is the limit of the
linear interpolation region [26]. This study chooses an innerDistance of 0.05 m
and an outerDistance of 0.35 m.
Constraints were made by limiting movement to particular degrees of freedom. Therefore, the the floating object was first restricted to translation in the
z−direction, or to heave motion. The system then restricts all rotations by placing
a linear spring along the z−axis. The spring itself was set in this study to anchor
underneath the center of the floating body at the bottom of the NWT, and the
other endpoint was set at the center of mass. The properties of the spring limit
the body’s amplitude and velocity through restraints.
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In post-processing results, this study first compares how close olaFlow relates
to the semi-analytical method in the absence of a floating object. To evaluate this,
a point along the x-axis that was both away from wave generation and well before
the floating body was taken at point A in Fig. 11. At this point η was taken
according to Eq. (9) in the semi-analytical, which matches the equation used in
olaFlow. Horizontal velocity, u, and pressure were also used to compare the two
methodologies.
As shown in Fig. 11, there were five total horizontal locations that concern
surface elevation, pressure, and velocity calculations: near wave generation, which
occurs on the left wall of the NWT, at point A, where x = −5.00, before the floating object at point B, where x = −0.375, to estimate effects of diffraction wave,
at the center of mass point CM, where x = 0.500 , after the floating object at
point D, where x = 1.50, to estimate the outgoing wave, and near the end of the
NWT at point E, where x = 5.50, to help measure reflected wave. The olaFlow
model has a initial surface elevation at mean water level for the entire NWT. This
caused a phase discrepancy between the two methods, and so, to ensure the same
reference frame, the semi-analytical model shifts the aforementioned points 6 horizontal units such that both methods begin at 0 m elevation. Pressure and velocity
were also calculated at several depths as in Fig. 11: near the surface at z = 0.50,
in the middle of the water column at z = 0.00, and near the bottom at z = −0.40
m. All comparisons were compared numerically through the error percentage,
% Error =

H1 − H2
· 100,
H1

(68)

where H1 and H2 are arbitrary variables used to represent the wave parameters
between the olaFlow and the semi-analytical methodology, respectively, in each
comparison. Phase shift error is also calculated in surface elevation comparisons
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such that,
Phase shift error =


2π 
t1 − t2 ,
T

(69)

where T is the wave period, and t1 and t2 are times at peak η values within a
particular wave period for the olaFlow simulation and the semi-analytical methodology, respectively. Phase shift error is evaluated in radians.
Before comparing the two methodologies, a convergence analysis was performed regarding spatial resolution to help ensure accuracy at the x = −5.00 m
grid point near wave generation. For a spatially grid independent solution, a spatial resolution grid size of L/10 was required, where L is the length of the floating
body [32]. This yielded a horizontal spacing of approximately 0.03 m in this study,
which was very computationally costly, and therefore not performed. Rather, this
study performed a convergence analysis comparing cases with different spatial resolutions: a coarse grid with ∆x = 0.31 m, ∆y = 0.050 m, and ∆z = 0.033 m; and
a fine grid with ∆x = 0.078 m, ∆y = 0.050 m, and ∆z = 0.016 m.
A k −  turbulence scheme was used in this study. Temporal accuracy was ensured by having a maximum timestep of T /100, which in this case was 0.03 s [32].
The model runs with an adjustable timestep function to aid convergence, and was
∆t
≤ 0.5, where umax is the maximum
based on the Courant number, Co = |umax | ∆x

velocity, ∆t is the simulation’s timestep, and ∆x is the simulation’s horizontal grid
spacing.
Pressure was evaluated at different depths, following linear wave theory with
Eq. 14 for the semi-analytical model. However, olaFlow takes into account viscosity, ν, where νair = 1.48e − 05 m2 /s and νwater = 1e − 06 m2 /s. The density of air
was set at ρair = 1 kg/m3 , and the density of water was set at ρwater = 1025 kg/m3 .
Pressure was calculated in this study through OpenFOAM’s SIMPLE algorithm,
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which discretizes the momentum equation. The SIMPLE algorithm holds further
corrections according to the particular simulation velocity and flux [26]. The difference in pressure calculations is likely a source of discrepency between the two
models. Velocity was calculated in the same manner in both of the two methodologies. However, at the z = 0.5 m elevation additional error is expected, as only
olaFlow has an air-water interface that may lead to this elevation not being fully
submerged.
Once pressure, velocity, and surface elevation comparisons were made, with
discrepancies between the two methodologies noted, the heave response of the two
methods were calculated and computed. Heave motion was estimated at the center
of mass, which was at (x y z) = (0.5 m 0.45 m 0.35 m) in the DynamicMeshDict
file. Percent error, Eq. (68), was used to measure the accuracy between the two
methodologies heave motion as well.
After comparing the heave motion at the center of mass, surface elevation
comparisons were made before and after the floating body at points B, D, and E
to obtain diffraction and outgoing wave heights. Referring to Fig. 11, the diffraction wave height was found by subtracting the wave height at point A from the
wave height at point B. This was done because the diffraction wave moved toward
the wave generation boundary. The outgoing wave height was calculated by first
obtaining the reflected wave height. Following Sec.(2.4.4), reflection was found by
taking the difference between the wave heights at points D and E. The outgoing
wave height was then found by subtracting the reflected wave height from the wave
height at point D.
When sampling data in olaFlow with this point-wise methodology, these reference points beyond the floating body must be past the outerDistance limit. Data
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sampling may not occur in the dynamic mesh region between outDistance bounds
because the mesh was changing at every time step, i.e., the points within this region have changing coordinates throughout a simulation. Also, surface elevation
before and after the floating body were used to gain additional comparisons with
the semi-analytical method.
In the numerical methodology, calculations were performed to check if energy
loss was substantial. Energy was calculated with the wave heights found from
reference points A, B, CM, D, and E using Eq. (38). Referring to Fig. 11 wave
height at point A was used to find Ein . The diffracted wave height was used to
calculate Edif f , and the outgoing wave height was used to determine Eout . The
energy balance of the NWT is based on the the total energy of the system, which
contains nonlinearities, dissipation, and energy loss [33],
Ein − Edif f = Eout + Eext + Enonlinear + Edissipation + Eloss .

(70)

Eloss , Enonlinear and Edissipation were combined in this study into a grand Eloss term,
referring to the remaining energy that isn’t formally calculated in this study.
Surface elevation was also evaluated near the end of the NWT to help measure
reflection, so the appropriate outgoing wave height may be found. This study’s
wave absorption follows olaFlow’s active wave absorption methodology as described
in Sec. (2.4), and so reflected waves were expected to be present but not of a
significant amplitude.
An energy analysis to calculate Ein , Eout , Edif f , and Eext was performed
utilizing Eq. (38) to find approximate Eloss , which was found as the remaining
imbalance. A source of error in the energy balance concerned the number of
available data points used in finding the wave height at each wave gauge. At
the incident, diffraction, outgoing, and end of wave tank points there were only
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as many data points as written timesteps, which was 180 points for 6 total wave
period simulation. The wave height at the center of mass was calculated at every
timestep, which came to around 9,000 data points for the simulation. Therefore,
the wave energy calculated for Eext has a much finer temporal resolution than the
other calculated energy terms.
2.4.6

Simulation of wave-current interactions in olaFlow

Tidal currents are known to alter wavefield [7, 18, 8]. Wave-current interactions are complex in nature, but one clear effect of a strong tidal current on a wave
field is the effect on wave height, H. A strong opposing current is expected to
increase H, and a following current is expected to reduce the wave height [7].
OlaFlow has ambient currents of constant speeds to alter a wavefield’s velocity. Therefore, to check the olaFlow solver’s ability to simulate a current, tidal
currents of constant speeds were tested in order to see if expected results occur.
In this study, olaFlow was known to not be able to incorporate tidal currents with
a negative velocity, but rather only tidal currents following the wave generation
boundary [31]. OlaFlow claimed to be unable to simulate opposing currents since
currents are generated at the wave generation boundary. Therefore, with an opposing current conservation of mass was not upheld, as fluid would be removed
at the boundary [31]. Therefore, only tidal currents following the wavefield were
considered. If a following current was shown to physically alter the wavefield, and
both conservation of mass and conservation of momentum were upheld in olaFlow,
comparisons of the two approaches in the presence of both a floating body and
tidal current are able to be taken in the same manner as comparisons between the
two approaches without a tidal current present.
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CHAPTER 3
Results & Discussion
3.1 Semi-Analytical Methodology Results
3.1.1 Wave-current interactions in the absence of a point absorber
A strong negative tidal current is found to alter the wavefield properties significantly [7]. A notable increase is found in wave power, P , wave height H, and
energy flux, Ef with a strongly negative current. The effect of currents on waves,
which may be calculated from Eq. (51)-(54), are investigated for waves of periods
T = {7 s, 8 s, 9 s } with a wave height Ho = 0.1 m. The deep water approximation,
where kh > π, kH  0.6, was implemented. Furthermore, tidal current speed is
such that, u  us .

Figure 12: Effects of tidal currents for various wave periods on (a) & (b) relative
wave power following Eq. (52), (c) wave height following Eq. (54), and (d) wave
energy flux following Eq. (53).
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Fig. 12 shows that wave properties such as H and P increase in the presence
of an opposing current, and decrease in the presence of a following current. The
results are in agreement with Hashemi et al. [7]. This study chooses a wave of
period T = 3 s, with Ho = 0.1 m and |u| ≤ 0.75 m/s. These wave conditions fall
within the necessary bounds determined from Eq. (56) and Eq. (55).

Figure 13: Varying tidal current speed over one M2 tidal cycle with a tidal current
amplitude of 0.75 m/s.

Fig. 13 shows tidal current speeds over an M2 tidal period of 12.42 hrs.
Tidal current speeds evaluated closely include u = 0.75 m/s, u = 0 m/s, and u =
−0.75 m/s.
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Figure 14: Tidal currents effect on surface elevation, η. Three different snapshots
at times t = 0 s, 30 s, and 50 s are shown to show the surface elevation relationship
over time.

Fig. 14 shows the surface elevation, η, at the three aforementioned current
speeds following linear wave theory. Fig. 14 shows three different points in time
for the given wave at various locations across the horizontal domain as denoted
in Eq. (9). An inverse relationship is shown in Fig. 14 between wave height and
current speed because H increases when u decreases. It is clear in Fig. 14 that
wavelength and current speed have a direct relationship with the most positive
current speed having the largest wavelength. Furthermore, Fig. 14 demonstrates
that a strong following current does not significantly alter the wavefield, as it
closely resembles the case with no tidal current present at u = 0 m/s. A highly
negative current modifies the wave significantly. This follows Hashemi et al. [7],
where the tidal current relationship between H and u marks that the highest wave
heights correspond to the most negative currents, as in Fig. 12.
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A wave energy converter is expected to have more activity in the presence
of larger waves. The wave of Fig. 14 is used in future sections to see if the
incorporation of tidal current in heave motion calculations proves significant.
3.1.2

Performance of a point absorber in the presence of a tidal current

In this system, cd = 65.4 N s/m, cpto = 75.5 N s/m, ma = 109.6 kg, mbuoy = 15
kg, ks = 603.3 N/m, and ζ = 0.25. The heave excitation force of Eq. (33)
is calculated here for the system with varying tidal current speeds. This study,
following linear wave theory, with H = 0.1 m and T = 3 s, yields A =

H
2

= 0.05 m

and ωo = 2.09 rad/s. The wave phase, ϕ = 0 rad.

(a)

(b)

Figure 15: Heave excitation, or Froude-Krylov force, FF K , in this study, with
various tidal current speeds. (a) the total excitation force with tidal current effects
following Eq. (33), and (b) the excitation force ratio following Eq. (60).

Fig. 15 demonstrates a clear rise in the heave excitation force when u has a
large negative value. Furthermore, Fig. 15a shows that a strong following current
does not significantly decrease FF K . In Fig. 15b, FF K almost doubles in the
scenario of a strong negative current. There are no additional tidal varying terms,
and so Eq. (61) yielded the same results as Eq. (60). The heave amplitude
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following Eq. (29) of the system is now obtainable.

(a)

(b)

Figure 16: Heave Amplitude, ẑ, varying with tidal current speed, u. (a) the
heave amplitude for various tidal currents following Eq. (29), and (b) the heave
amplitude ratio following Eq. (61).

Fig. 16 exhibits very similar traits to Fig. 15. The percent change in displacement amplitude comparing the opposing current to no current is a 32% increase.
The percent change in displacement amplitude between the following current and
no current is a 15% decrease. Following Eq. (34), the heave response of the floating
body is then found by multiplying the ẑ by the harmonic oscillation of the external
wave force.
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(a)

(b)

Figure 17: Heave motion, z, varying with tidal current speed, u. (a) the heave
response for various tidal currents following Eq. (34), and (b) the heave response
ratio following Eq. (62).

Fig. 17 again shows that the maximum response corresponds to the case with
the most negative tidal current. Large heave motions are produced with a strong
negative tidal currents, and a strong following current only slightly decreases z
when compared to the case with no tidal current present.
An estimation of the power take-off, PTO, force was formed using Eq. (35).
Following Cargo et al.[24], this study assumes a constant cpto value, which represent
the optimal cpto value as shown in Eq. (21). The PTO force in the presence of a
tidal current may be calculated in a similar way as the heave response shown in
Fig. 17.
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(a)

(b)

Figure 18: Estimated power take-off force, Fpto , varying with tidal current speed,
u, and PTO damping, cpto = 75.5 N s/m. (a) the different PTO force estimations
following Eq. (35), and (b) PTO ratio following Eq. (18b).

Although Fig. 18 is a loose estimation of a real power take-off force given the
assumptions of a regular sea state with optimal PTO damping, a clear increase in
Fpto is shown in the case with the most negative tidal current. As with Fpto , the
absorbed power, Pa of the system following Eq. (36) is also a rough estimation
due to the unrealistic sea state and damping assumptions.

(a) Tidal current speed over an M2 tidal (b) Estimated absorbed power over one M2
cycle, same as Fig. 13
tidal cycle

Figure 19: Varying absorbed wave power over an M2 tidal cycle for the heaving
cuboid shown in Fig. 4 with a tidal current amplitude of 0.75 m/s.
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Fig. 19 marks a clear potential in increased absorbed power due to a negative
current following the estimations of [25]. Therefore, according to these assumptions
larger amount of power may be produced in the presence of a significant current.
From Fig. 19, it is clear that energy is not conserved because the extracted energy
changed significantly at different points in the tidal cycle, which follows Hashemi
et al. [7]. Rather, the conservation of wave action, Eq. (45), which is discussed in
Sec.(2.3.1) is checked in order to ensure the validation of results.

Figure 20: Results of semi-analytical approach for a monochromatic wave in the
presence of an ambient tidal current. (a) variation of tidal current speed, (b) ω
response to tidal current speed, (c) energy response to tidal current speed, and (d)
conservation of wave action.

Fig. 20 demonstrates that wave action in the presence of an ambient tidal
current is conserved because (E/ω) is constant over the entire tidal cycle. With the
conservation of wave action being held, the validity of this study is strengthened.
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3.2 OlaFlow Results
3.2.1 Numerical Wave Tank convergence analysis

Figure 21: OlaFlow heaving floating body restricted to heave motion simulation
that was found utilizing the same floating body parameters shown in Fig. 4.

This study performs a convergence analysis for the simulation under two
different meshes. Sec.(2.4.5) provides information about the exact grid scaling of
the different scenarios. Calculations were made at multiple different locations,
which is discussed in Sec.(2.4.5).
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Figure 22: OlaFlow Numerical Wave Tank used in this study. Same as Fig. 11. ID
= 0.05 m is the innerDistance or limit of floating body cell region, and OD = 0.35
m is the outerDistance or limit of the linear interpolation region. MSL = 0.53 m is
the Mean Sea Level. Points A-E are horizontal locations along the NWT: A is near
left wall of NWT at x = −5.00 m, B is a diffraction point before the floating body
at x = −0.375 m, CM is the centre of mass point initially at (0.5, 0.45, 0.1), D is
an outgoing wave point after the floating body at x = 1.50 m, and E is near end of
NWT at x = 5.50 m. Vertical reference points are numerated: 1 refers to a depth
near mean water level at z = 0.50 m, 2 refers to a depth approximately middle of
water column at z = 0.00 m, and refers to a depth approximately bottom of water
column at z = −0.40 m.

Convergence analysis was performed at A, x = −5.00 m, which is the location
of the incident wave, and is considered significantly far away from the floating body
to avoid diffraction effects and 1 m away from the wave generation boundary.
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Figure 23: Surface elevation NWT convergence comparison corresponding to a
coarse and finer mesh at point A shown in Fig. 22.

Fig. 23 shows the surface elevation between the cases at this location. Comparing these waves a wave height H = 0.096 m for the course grid and H = 0.099
m for the fine grid. The expected surface elevation was 0.1 m from the wave parameter input file.
Pressure was also compared at three different elevations: near mean water
level at z = 0.50 m, in the middle of the water column at z = 0.00 m, and near
the bottom of the water column at z = −0.40 m.
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(a)

(b)

(c)

Figure 24: Pressure convergence analysis calculating normalized pressure, p/(ρg),
and corresponding to a coarse and finer mesh near left wall of NWT at point A for
altitudes (a) z = 0.50 m, (b) z = 0.00 m, and (c) z = −0.40 m shown in Fig. 22.

Fig. 24 shows that mesh does not affect performance greatly at the middle,
in Fig. 24b, near the bottom, in Fig. 24c, and only slightly different near mean
water level in Fig. 24a. Velocity was also taken at the three elevations.
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(a)

(b)

(c)

Figure 25: Velocity convergence analysis corresponding to a coarse and finer mesh
near near the wave generation boundary at the left wall of the NWT at point A
for altitudes (a) z = 0.50 m, (b) z = 0.00 m, and (c) z = −0.40 m shown in Fig.
22.

Fig. 28 shows, as with the pressure results of Fig. 24, that both approaches
yield similar results at the velocity probes in the middle, near the bottom, and
near mean water level. Overall, the models perform comparably, but the finer grid
was the chosen approach here.
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3.2.2

Comparisons of olaFlow and semi-analytical results

The NWT in this simulation has a considerably long x−dimension in order
to gain clear reference points for incident, diffraction, and outgoing waves. Furthermore, to measure heave motion and reflection, wave gauges were placed at the
center of mass and near the end of the gauge.
Surface elevation was first compared between the olaFlow and semi-analytical
methodologies at point A shown in Fig. 22 at x = −5.00 m.

Figure 26: Surface elevation near the wave generation boundary at the left wall of
the NWT at point A in Fig. 22.

Fig. 26 does show that the two approaches have similar wave heights after
a H = 0.1 m input. The semi-analytical model has a wave height coming to 0.1
m. The olaFlow model has a wave height of 0.099 m. The two methodologies
formulate similar η values with a total percent error between the semi-analytical
and numerical model is 1%. The phase error between the two methodologies is
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0.85 rad.
In the NWT, mean water level is set at z = 0.53 m. Pressure and velocity
calculations were extracted at the same three different depths as the convergence
analysis: z = 0.50 m, z = 0.00 m, and z = −0.40 m. This depth regime forms an
intermediate dispersion relation, which is a source of error since the semi-analytical
methodology assumes a deep water dispersion relation. Pressure is calculated
following Eq. (14).

(a)

(b)

(c)

Figure 27: Pressure near the wave generation boundary at the left wall of the
NWT at point A in Fig. 22 for altitudes (a) z = 0.50 m, (b) z = 0.00 m, and (c)
z = −0.40 m calculating normalized pressured, p/(ρg).

60

Fig. 27 shows comparisons between the numerical and semi-analytical methods of normalized pressure values, p/(ρg), at different altitudes. Pressure discrepancies can be seen in Fig. 27 for several reasons such as the semi-analytical
methodology’s neglection of viscosity. The total percent error between the semianalytical methodology and the numerical model in Fig. 27 is 16.16% at z = 0.50
m, 1.15% at z = 0.00 m, and 2.35% at z = −0.40 m. Velocity calculations are
found for the 3 elevations following Eq. (15).

(a)

(b)

(c)

Figure 28: Horizontal velocity near the wave generation boundary at the left wall
of the NWT at point A in Fig. 22 for altitudes (a) z = 0.50 m, (b) z = 0.00 m,
and (c) z = −0.40 m.
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Fig. 28 shows a relatively good comparison between the numerical and semianalytical methodologies for velocity at the three depths. In Fig. 28b and Fig.
28c, the olaFlow range is less than that of the semi-analytical methodology, which
just as with pressure and η is in agreement with the expected olaFlow numerical
errors [2]. The total velocity percent error between the semi-analytical and the
numerical model is 17.65% at z = 0.50 m, 6.90% at z = 0.00 m, and 19.35% at
z = −0.40 m.
With surface elevation, pressure, and velocity all in relatively good agreement
between the two methodologies, the heave motion of semi-analytical model in the
absence of a tidal current may be that in the numerical approach. All parameters must be properly set such that the floating body parameters match in both
methodologies. The floating object’s mass, mbuoy , which is found by multiplying
the floating cuboid’s density and volume, is 15 kg. The restoring force coefficient, ks , following Eq. (20), with Aw = 0.3 m x 0.2 m, is 603.3 N/m. And so,
with ζ = 0.25, damping, (cd + cpto ), in olaFlow is 140.9 N s/m. Heave motion is
calculated from the center of mass as noted in Sec.(2.4.5).
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Figure 29: Heave motion comparison in the absence of a tidal current at center of
mass, point CM as shown in Fig. 22.

Fig. 29 shows a comparison between the two methodologies of the floating
body’s heave motion. The wave frequency is 2.09 rad/s. The system has a natural
frequency of 2.20 rad/s. The floating body’s frequency is 2.11 rad/s in the semianalytical model, and 2.08 in the olaFlow model.
Table 1: Comparison of point absorber parameters based on olaFlow and semianalytical calculations
Parameter
Units olaFlow semi-analytical % Error
Mass
kg
15
15
Damping Ratio ζ
0.25
0.25
Total damping
N s/m
140.9
140.9
ks
N/m
603
603
Aw
m2
.06
.06
ωN
rad/s
2.20
2.20
ω
rad/s
2.09
2.09
Floating body frequency rad/s
2.08
2.11
1.42
Heave motion
m
0.044
0.034
22.72

Overall, the two methodologies have similar heave responses with the semianalytical methodology’s and the olaFlow numerical model’s wave frequency close
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to the natural frequency, where the desired resonance occurs. Table 1 shows the
floating body parameters for the heave motion comparison. The heave range is
0.034 m in the semi-analytical model, and 0.044 m and in the olaFlow model. The
percent error of the heave motion at the center of mass is 22.72%. The heave range
in Fig. 29 was used in calculating Eext . For the balance of energy in the olaFlow
methodology, it is necessary to calculate Edif f , Eout , and Eext in the same manner
as Ein with Eq. (38).
Diffraction and outgoing waves may be calculated around the floating body
in the NWT. Surface elevation is evaluated at points before and after the floating
body. These points are used to estimate diffraction and outgoing waves, such that
it is clear how the floating body affects the surrounding wavefield. The specific
before and after reference points are at point B, x = −0.375 m, and point D,
x = 1.50 m, as shown in Fig. 22.

(a) η at point B

(b) η at point D

Figure 30: Surface elevation (a) before floating body at point B in Fig. 22,, from
which η at point A is subtracted from to calculate the diffraction wave height &
(b) after the floating body at point D in Fig. 22, which is adjusted by the reflected
wave to calculate the outgoing wave height.

The surface elevation comparisons shown in Fig. 30 are relatively agreeable. A
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phase shift between the two methodologies is seen in Fig. 30 due to wave-structure
interactions present in the olaFlow methodology and absent in the semi-analytical.
Furthermore, nonlinear forces are of greater significance around the floating body,
which may increase differences between the two methodologies. The percent error
at the diffraction wave gauge at point B is 5%. The phase shift error at point B
is 1.99 rad. The olaFlow diffraction point B, has a wave height of 0.095 m in the
numerical simulation, shown in Fig. 30a. Therefore, the diffraction wave height,
which is found from the difference between wave heights at points A, in Fig. 26,
and point B, in Fig. 30a, comes to 0.0030 m in this simulation.
Wave point, D, has a wave height in Fig. 30b is 0.091 m in the numerical
simulation. The percent error of η at point D is 9% between the semi-analytical
model and the numerical model. The phase shift error between the olaFlow simulation and the semi-analytical methodology is 2.62 rad.
The outgoing wave height is then found by taking reflection into account,
which must be measured when active wave absorption is used as discussed in [2].
Reflection is determined by taking the difference between the wave height at the
end of the wave tank at point E, at x = 5.50 m, and the wave height at point D
[2]. Therefore, additional calculations were necessary.
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Figure 31: Surface elevation near end of NWT at point E in Fig. 22. Point E is
necessary in the calculation of the reflected wave.

Fig. 31 has a clear increase in both η and phase discrepancies when compared
to the gauge after the floating body in Fig. 30b, which is due to reflection.
Fig.

31 at point E shows H = 0.089 m for the numerical simulation, with

a percent error of 11% between the semi-analytical model and the numerical
model at this reference point.

The phase shift error is 3.66 rad.

Taking

reflection into account yields a outgoing wave height at point D to 0.088 m
in the numerical simulation.

This study does not incorporate the reflected

wave height in the calculation of incident and diffraction wave heights due to
the unpredictable and nonlinear nature of the region surrounding the floating body.
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Table 2: Hydrodynamic simulation results from the semi-analytical and numerical
approaches
Parameter
Wave Height
Pressure
Pressure
Pressure
Velocity
Velocity
Velocity
Wave Height
Wave Height
Wave Height
Hdif f
Hout

Place
A
A, z = 0.50 m
A, z = 0.00 m
A, z = -0.40 m
A, z = 0.50 m
A, z = 0.00 m
A, z = -0.40 m
B
D
E

Figure
Fig. 26
Fig. 27a
Fig. 27b
Fig. 27c
Fig. 28a
Fig. 28b
Fig. 28c
Fig. 30a
Fig. 30b
Fig. 31

Units olaFlow semi-analytical % Error
m
0.099
0.1
1
m
0.083
0.099
16.16
m
0.087
0.088
1.15
m
0.085
0.083
2.35
m/s
0.34
0.28
17.65
m/s
0.27
0.29
6.90
m/s
0.25
0.31
19.35
m
0.095
0.1
5
m
0.091
0.1
9
m
0.089
0.1
11
m
0.003
N/A
m
0.088
N/A

Phase Error (rad)
0.85

1.99
2.62
3.66

Table 2 summarizes the hydrodynamic results discussed in this study. Following Eq. (70), an Eloss is found to be 0.12 J/s. The two methodologies compared
well in pressure, surface elevation magnitude, and velocity at point A, but a clear
increase in phase shift error is found in the semi-analytical model at points away
from the wave generation boundary shown in Fig. 22.
3.2.3

OlaFlow wave-current interactions

OlaFlow claimed to be able to simulate waves and currents simultaneously,
but such currents are limited to those that follow the wavefield [31]. Three different
current speeds were modeled: 0 m/s, 0.2m/s, and 0.5 m/s. These currents were
chosen such that wave breaking is avoided and there is enough differentiation to
show how the current affects the wavefield.
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Figure 32: OlaFlow current comparison, where different current speeds are shown
to act as a linear superposition to particle velocity during a simulation.

Fig. 32 shows current speed as a linear superposition to particle velocity. This
happens because a current was assumed as only a constant velocity added to the
hydrodynamic field in olaFlow rather than a long wave modifying the numerical
system. Through personal communication, this shortcoming was verified in [31].
Therefore, olaFlow does not simulate currents for the purpose of wave-current
interactions at this time [2].
OpenFOAM is able to calculate the effects of tidal currents, but developing the
necessary model to do so is outside of the scope of this current study. Therefore,
only simulations in the absence of a tidal current were analyzed here in order to
perform a comparison with the semi-analytical method. However, olaFlow was
applied to a point absorber to check the validity of the semi-analytical approach
in the absence of currents.
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3.3

Discussion
The results of the semi-analytical method in Sec.(3.1.2) follow the findings

of Hashemi et al. [7], from which this methodology is based on as discussed in
Sec.(3.1.1). Three tidal current speeds are exemplified in order to show the effects
a particular tidal current may have on the heave motion of the floating body.
The idealized wavefield with all of the discussed assumptions is a limitation
of this study as a real sea state, requires additional research. Furthermore, the
assumption of constant damping and added mass is a limitation of this study
because these hydrodynamic forces would change with waves of different wave
properties.

The diffraction potential is another limitation, as this may vary

significantly in the presence of a tidal current [21]. However, since this study
assumes a very small object relative to the wavefield, this assumption is physically
valid. Overall, Sec.(3.1.2) is an initial attempt in understanding the impact a
tidal current has on a heaving point absorber. Despite the assumptions that limit
true numerical accuracy, it is clear that tidal currents effects may alter the system
to a degree such that they should not always be overlooked.
The NWT findings in Sec.(3.2.2) have a clear limitation because the impact
of tidal currents on waves could not be simulated in olaFlow.

The olaFlow

findings in the absence of a tidal current do compare relatively well with the
methodology performed in the semi-analytical methods as shown in Sec.(3.1.2).
Fig. 29 finds that the two methodologies used in this study formulate comparable
heave motions, and therefore supporting the calculations of the semi-analytical
heave option with the added effects of a tidal current in Fig. 17. Overall the
semi-analytical method and the NWT method with olaFlow compare very well
with no surprise discrepancies.
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Fig. 18 and Fig, 19 mark a clear potential in power generation for heaving
point absorbers despite clear design discrepancies with the assumptions of the
power take-off unit and unrealistic wave field. Future work should further examine
power take-off force variability rather than assume an optimum power take-off
coefficient, cpto .

70

CHAPTER 4
Conclusions & Future Work
4.1

Conclusion
In this study, a semi-analytical and numerical CFD approach were used to

see the performance of a heaving point absorber in a simple wavefield altered by a
tidal current. The semi-analytical method showed that a strong opposing current
may significantly increase the heave performance of the point absorber. For this
study, the effect of a tidal current made a percent increase in absorbed power of
54% when comparing an opposing current of -0.75 m/s to no current, and a 30%
decrease in absorbed power when comparing a following current of 0.75 m/s and no
current. Similarly, the displacement of the point absorber had a percent increase
of 32% when comparing the strong opposing current to no current condition, and
a 15% decrease between the following and no current conditions. These values
depend on buoy parameters, and will change with L, W , m, etc.
This study was limited to currents that didn’t lead to breaking. This assumption was also necessary to aid wave energy converter stability, as wave energy
devices may break down due to wave breaking [15].
The olaFlow and semi-analytical methodologies used in this study compare
well in surface elevation, pressure, and velocity in the absence of currents. Discrepancies in the semi-analytical model were caused by the methodologies neglection of
viscosity, diffraction, and radiation. These shortcomings were apparent when comparing the heave motion of the floating body, for sinusoidal motion is unrealistic for
a point absorber in the presence of waves as displacement magnitude is dependent
on the relative location of the wave to the buoy. Overall, the heave motion in the
absence of a tidal current compared relatively well between the two approaches.
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Percent error between the two methodologies was 22.72%. An improvement to the
numerical model would be to have the ability to model wave-current interactions,
which is currently being developed [31].
4.2

Future Work
In this study, a very simple harmonic wave state was considered. It is neces-

sary to see how the floating body’s motion changes in response to a tidal current
set in a more realistic wavefield with a wave spectrum and random waves. Furthermore, future studies should consider measurements performed in a lab or at
sea where there are significant wave-current interactions.
Additional future work includes obtaining numerical results with wave-current
interactions. Then, future studies may alter the floating body design parameters
for the NWT in order to find how mass and shape affect results. Mooring specifications should also be explored in future work, for this may affect heave results
significantly in the presence of currents.
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[8] S. P. Neill, A. Vögler, A. J. Goward-Brown, S. Baston, M. J. Lewis, P. A.
Gillibrand, S. Waldman, and D. K. Woolf, “The wave and tidal resource of
scotland,” Renewable energy, vol. 114, pp. 3–17, 2017.

73

[9] C. Gadodia, S. Shandilya, and H. O. Bansal, “Optimized latching control of
floating point absorber wave energy converter,” in IOP Conference Series:
Materials Science and Engineering, vol. 331, no. 1. IOP Publishing, 2018, p.
012024.
[10] J. Cretel, A. Lewis, G. Lightbody, and G. Thomas, “An application of model
predictive control to a wave energy point absorber,” IFAC Proceedings Volumes, vol. 43, no. 1, pp. 267–272, 2010.
[11] G. De Backer, “Hydrodynamic design optimization of wave energy converters
consisting of heaving point absorbers,” Ph.D. dissertation, 2009.
[12] J. Davidson, M. Cathelain, L. Guillemet, T. Le Huec, and J. Ringwood, “Implementation of an openfoam numerical wave tank for wave energy experiments,” in Proceedings of the 11th European wave and tidal energy conference.
European Wave and Tidal Energy Conference 2015, 2015.
[13] L. Yong and L. Mian, “Wave-body interactions for a surface-piercing body in
water of finite depth,” Journal of hydrodynamics, Ser. B, vol. 22, no. 6, pp.
745–752, 2010.
[14] N. G. Jacobsen, D. R. Fuhrman, and J. Fredsøe, “A wave generation toolbox for the open-source cfd library: Openfoam R ,” International Journal for
numerical methods in fluids, vol. 70, no. 9, pp. 1073–1088, 2012.
[15] E. Ransley, D. Greaves, A. Raby, D. Simmonds, and M. Hann, “Survivability
of wave energy converters using cfd,” Renewable Energy, vol. 109, pp. 235–247,
2017.

74

[16] J. Ringwood, J. Davidson, and S. Giorgi, “Optimising numerical wave tank
tests for the parametric identification of wave energy device models,” in Proceedings of the ASME 2015 34th International Conference on Ocean, Offshore
and Arctic Engineering (OMAE2015). ASME, 2015.
[17] S. T. Grilli, A. R. Grilli, M. L. Spaulding, S. P. Bastien, R. P. Sepe Jr, et al.,
“Small buoys for energy harvesting: Experimental and numerical modeling
studies,” in The Twenty-first International Offshore and Polar Engineering
Conference. International Society of Offshore and Polar Engineers, 2011.
[18] M. R. Hashemi, S. P. Neill, and A. G. Davies, “A coupled tide-wave model
for the nw european shelf seas,” Geophysical & Astrophysical Fluid Dynamics,
vol. 109, no. 3, pp. 234–253, 2015.
[19] R. G. Dean and R. A. Dalrymple, Water wave mechanics for engineers and
scientists. World Scientific Publishing Company, 1991, vol. 2.
[20] P. Kundu, I. Cohen, and D. Dowling, Fluid Mechanics, 5th. edn. Cambridge,
Massachusetts, United States of America: Academic Press, 2011.
[21] J. N. Newman, Marine hydrodynamics. MIT press, 2018.
[22] R. Grotmaack, “Small rigid floating bodies under the influence of water
waves,” 2003.
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