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Abstract
Mechanical experiments on single polymers have provided force-displacement
data for a number of species, including multi-stranded polymers such as DNA and
collagen. The interpretation of this information at the mesoscale requires the use
of statistical mechanics to calculate the free energies of various structures. In this
thesis, we look initially at the behaviour of a single stranded polymer in extension
and go on to consider two particular multi-stranded polymers, DNA and collagen,
both of which have different but similar tertiary structures. In simplifying the multi-
stranded structures we evaluate the partition function by a transfer matrix approach
in one dimension. The numerical solution of the equations provide the restoring force
as a function of the extension of a single strand, as well as a description of the molec-
ular distortion that is induced. In DNA we investigate molecular breakage schemes
for base-pair potentials that simulate the severing of bonds when a single strand is
pulled, and the tearing of one strand from another in triple-stranded collagen.
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Chapter 1
Introduction
Modern experimental techniques have given us the tools to probe the microscopic
scale of biomolecules. The most famous example was the use of X-ray diffraction to
deduce the structure of DNA in 1953 [1, 2]. Since then many mechanical experiments
performed on single biomolecules have provided insights into their static structure
and function [3, 4, 5]. However, within the natural system biomolecules respond
dynamically to their environment to operate the mechanisms that help support
biological processes, and therefore to limit discussions to zero temperature structural
states is an oversimplification in understanding of the biopolymer function. By
studying the free energy we are able to move towards a view that encompasses
biopolymers as a dynamical system with structural disorder [6, 7].
In thermodynamics the free energy is a property of a system that measures the
amount of energy that can be converted into external work during an isothermal pro-
cess or the system’s ability to do isothermal work. The mechanism of protein folding
from linear chains to unique structures that regulate cellular function can be success-
fully understood by the theoretical framework of the free energy landscape [8, 4]. By
understanding the free energy behaviour we can begin to understand the entropic
effects in protein stability [9, 10, 11, 12], protein-ligand binding [13, 14, 15] and
protein folding [16, 17, 18]. Free energy behaviour also gives a better understanding
of chemical processes that take place in drug partitioning across cell membranes.
These processes are of paramount importance in the field of computer-aided drug
design, and cannot be predicted reliably without knowledge of the associated free
energy changes [19, 20]. Another example involves DNA. Supercoiled DNA contains
a large amount of free energy that can be used to drive biological reactions [21].
The biological process of transcription and replication requires an input of work and
hence a change of free energy to open and unwind the DNA double helix to expose
5the chemical identity of the bases at the centre of the helix [22].
While molecular simulation provides an alternative approach to describe biomolec-
ular mechanics from a bottom-up perspective this does not easily provide a thermal
description of the behaviour. We can instead use semi-analytical statistical me-
chanics to provide a thermodynamic model to describe biopolymer mechanics. The
canonical partition function
Z =
∫
e−βH dτ (1.1)
where we integrate over the Boltzmann factors with H being the classical Hamilto-
nian, describes the statistical properties of a system in thermodynamic equilibrium
which can be applied to biopolymers to calculate free energies for a given microstate.
It is through this method we can investigate the structural properties at finite T ,
as well as potential phase transitions brought about during DNA shearing. In this
thesis we simplify the structure of DNA allowing us explicitly to write a Hamilto-
nian describing the partition function of the system. We focus on characterising the
free energy as a function of an axial displacement u, thus reproducing the effect of
pulling one of the two polynucleotide strands in DNA.
Collagen is another multi-stranded biomolecule where in recent years much work
has been focused on characterising the mechanical properties of collagen molecules.
The structure is made up of three backbone strands twisted together into a right-
handed coil known as a triple helix. Some of the earliest experiments by Sasaki
and Odajima [23] estimated the Young’s modulus of collagen molecules by X-ray
diffraction techniques. Others include that of Bozec and Horton [24, 25] who used
an AFM to investigate the topographical and mechanical properties of collagen
molecules. However, the limitation of experimental analysis still doesn’t allow the
details at the nanoscale to be probed. We consider a simple structure for collagen,
in which the additional strand adds an extra degree of freedom to the Hamiltonian
in the partition function, increasing the complexity of the calculation. Despite this,
we are still able to proceed with the calculation of the free energy, to study the axial
pulling of one of the three strands in collagen.
We begin in chapter 2 by briefly introducing ourselves to models that describe
simple linear polymers. Then in chapter 3 we briefly review the Transfer Matrix
Method using the Ising Model before moving on to the structure of DNA and colla-
gen in chapter 4. In this chapter we also consider some models that describe their
conformations and force-extension behaviour. Since the early 1950’s numerous mod-
els have been proposed to describe linear polymer conformation and statistics, the
simplest being the Freely Jointed Chain (FJC). Because the method of evaluating a
6partition function with a constrained mechanical extension is central to our analysis,
we begin by describing our own version of the FJC using this method in chapter 5.
We then provide an alternative model to the FJC, the Extendable Freely Jointed
Chain (EFJC), which allows for extendable links in the chain. Chapter 6 introduces
our analysis of DNA, the first of the two multi-stranded polymers investigated in
this thesis. It covers the creation of a thermodynamic model for DNA extension,
and describes the transfer integral method which we use to evaluate the partition
function. The simplification of the DNA structure allows us to take a deeper look
into the effects of base-pair breakages when a strand in the DNA molecule is pulled
in an axial direction. Chapters 7 and 8 cover the analysis of collagen. We introduce
a triangular prism geometric structure as a simplification of the collagen molecule
and apply a similar method to calculate the partition function. We then determine
the force-extension curves for a variety of inter-strand potentials. Conclusions are
given in chapter 9.
Chapter 2
Models
2.1 Freely Jointed Chain (FJC)
The simplest mathematical model for a polymer is the freely jointed chain. In this
hypothetical model the polymer is a set of points joined by n links of fixed length
l in a linear succession. The angle between bond links in the xy-plane, θ, and the
zx-plane, φ, can assume any value from 0 to 2pi with equal probability without any
restriction. Thus, we can deduce that the directions for a given bond link are all
equally probable, irrespective of the directions of its neighbouring bond links. These
assumptions for the freely jointed chain model were first mathematically described
by Kuhn, Guth and Marks by the analogy with an unrestricted random flight [26, 27].
Although this is covered extensively in most polymer physics textbooks we review
some of the basic principles [28, 29, 30, 31].
We represent the conformation of a freely jointed chain by a set of N+1 position
vectors in space Ri for i = 0, 1, ...N , or alternatively by the set of N bond vectors ri
for i = 1, ...N , where ri = Ri−Ri−1. We can then characterise the size of a polymer
by considering the end-to-end vector R of the chain,
R =
N∑
i=1
ri (2.1)
Since the bond orientations are uncorrelated in the chain, the of symmetry of ori-
entation implies R will be zero [27]. Even if bond orientations were correlated the
average would still be zero Eq. 2.2.
〈R〉 = 0 (2.2)
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The mean square of the end-to-end distance which characterises the spatial config-
urations of the chain molecules can be expressed as,
〈
R2
〉
=
N∑
i,j=1
〈ri · rj〉 (2.3)
=
N∑
i=1
〈|ri|2〉+ 2 N∑
i 6=j=1
〈|ri|2〉 δij (2.4)
= Nl2 (2.5)
The root mean square length for the chain will then be
Rrms ' N 12 l (2.6)
Eq. 2.6 shows that Rrms is much less than the total length Nl measured along the
path of the chain. This important conclusion implies that in the set of conformations
that the freely jointed chain assumes in the process of thermal motion, stretched
conformations only constitute a minor fraction. The majority of chain conformations
are strongly coiled in space in thermodynamic equilibrium of an ideal freely jointed
chain.
A freely jointed chain can also be treated as a simple random walk where P (R)
obeys Gaussian statistics in the limit of N →∞. The general Gaussian probability
distribution in 3 dimensions that is normalised to
∫
P (R)d3R = 1 is
P (R) = (2piβ)−
3
2 exp
(
−(R− α)
2
2β
)
(2.7)
The condition imposed by Eq. 2.2 means that the Gaussian distribution is symmet-
rical about R = 0, implying α = 0. The other condition set by Eq. 2.5 means that
the integral,
∫ |R|2P (R)d3R = Nl2 is satisfied when β = Nl2/3 in 3 dimensions.
The probability distribution then becomes,
P (R) =
(
3
2piNl2
) 3
2
exp
(
− 3R
2
2Nl2
)
(2.8)
Here, Eq. 2.8 describes the probability distribution of end-to-end distance for the
freely jointed chain. We can then obtain the entropy of the chain by using Eq. 2.8
S (R) ∝ k ln (P (R)) (2.9)
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and
S = S0 − k 3R
2
2Nl2
(2.10)
The free energy of the chain with the end-to-end point distance R only comes from
the entropy.
F (R) = U − TS = F0 − kT 3R
2
2Nl2
(2.11)
2.1.1 The Free Energy of Stretching a Freely Jointed Chain
We will now calculate the free energy cost of stretching the ends of the freely jointed
chain in order to understand the entropic elasticity. The entropy has already been
defined by Eq. 2.10, where P (R) is the number of obtainable micro-conformations.
For a chain with an end-to-end vector R the number P (R) is the probability of that
micro-conformation being occupied. The entropy difference between a chain held
with an end-to-end distance R and one held with the end-to-end vector of zero is
∆S(R) = k logP (R)− k logP (0) = k log P (R)
P (0)
(2.12)
Hence the change in free energy of the chain is
∆F = −T∆S = 3
2
kTR2
Nl2
(2.13)
This is an entropic spring with spring constant
k =
3kT
Nl2
(2.14)
2.2 Worm-Like Chain (WLC)
Real polymers have mechanical properties that allow them to flex and bend. Differ-
ent polymers exhibit different flexible properties that are quantitatively described
by the persistence length Lp, the length scale at which the specific polymer bends.
Polyethylene is an example of polymer that is extremely flexible, Lp ≈ 0.5nm,
in comparison, DNA is a much stiffer molecule due to its double helix structure,
Lp ≈ 50nm.
The worm-like chain accounts for the semi-flexible polymer by assuming that
the polymer is a uniform rod that is continuously flexible and each segment in the
chain resists the bending force [32]. The WLC model was first described by Kratky
and Porod when they did experiments which investigated X-ray scattering from
2.2 Worm-Like Chain (WLC) 10
cellulose in a colloidal suspension [33]. The model has since been used to describe
semi-flexible polymers.
The worm-like chain represents a polymer on a contour of fixed length L. We
can define a position on the chain by a vector ~x(s). The tangent vector to the point
s on the curve is then
~t(s) =
∂~x(s)
∂s
(2.15)
and the end-to-end distance becomes
~R =
∫ L
0
~t(s)ds (2.16)
the mean square end-to-end distance becomes
〈
R2
〉
=
〈
~R · ~R
〉
(2.17)
=
〈∫ L
0
~t(s)ds ·
∫ L
0
~t(s′)ds′
〉
(2.18)
=
∫ L
0
ds
∫ L
0
〈
~t(s) · ~t(s′)〉 ds′ (2.19)
It can be shown that the orientational correlation function for a worm-like chain
follows an exponential decay [34]
〈
~t(s) · ~t(s′)〉 = 〈cos θ (s− s′)〉 = exp(−s− s′
Lp
)
(2.20)
Where the persistence length Lp is the length scale over which the orientation cor-
relation is considered lost. Inserting Eq. 2.20 into Eq. 2.19 the root mean square
end-to-end distance of a worm-like chain becomes
〈
R2
〉
= 2LpL− 2L2p
(
1− exp
(
− L
Lp
))
(2.21)
Eq. 2.21 is important in two limiting cases. For L Lp, Eq. 2.21 simplifies to〈
R2
〉
= 2LpL (2.22)
such that the worm-like chain behaves as a random coil, and for L Lp〈
R2
〉
= L2 (2.23)
which shows the WLC behaving as a rigid rod. Models like the WLC fit biopolymers
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quite well for weak pulling forces where the elasticity of DNA is due to entropic
effects [35]. When the force exceeds 5 pN stretching of the double helix along its
axis takes place and experimental results begin to deviate from the WLC.
Chapter 3
Transfer Matrix Method
The Transfer Matrix Method (TMM) is a mathematical method for calculating
exact solutions to certain statistical mechanical models. The method works by
expressing the partition function in terms of an object called the transfer matrix
and the calculation of the exact solution is reduced to computing its eigenvalues
and eigenvectors. The transfer matrix encapsulates the thermodynamic properties
of the model through the eigenspectrum of the matrix [36].
In polymer physics we can use the transfer matrix formalism by treating a poly-
mer as a one-dimensional array of units, much like a one dimensional lattice [37, 38].
Adjacent units make a contribution to the statistical weight of the conformation in a
manner that is characterised by the transfer matrix. Since the polymer segments are
connected, the state of a given segment depends on the states of the other segments.
The partition function of the total system is then given by successive multiplication
and summation of all transfer matrices corresponding to the monomer units [39, 40].
The transfer matrix method also has many points in common with a discrete
formulation of quantum statistical mechanics, in particular the Feynman formulation
in terms of a path integral. Here the transfer matrix method links classical systems
described by statistical mechanics in d dimensions with quantum systems in (d− 1)
dimensions [41].
The transfer matrix method was first introduced into statistical mechanics by
Kramers and Wannier [42] to find an approximate solution to the statistical me-
chanics of a two-dimensional ferromagnet, but it was Onsager [43] in 1944 who
demonstrated its power by calculating the exact partition function of the zero-field
version of the Ising model. The exact solution is covered extensively in the literature
[44, 29, 36, 45, 46] but for the purpose of understanding the transfer matrix method
in its simplest case we begin by introducing the exact solution of the Ising model in
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one dimension.
3.1 One-Dimensional Ising Model
The Ising model in one dimension is a classical model for ferromagnetism described
by a system of N spins situated regularly on a straight line Fig. 3.1. We denote
the value of spin i by σi which can only take discrete values -1 and 1. In the
system we have an external magnetic field interaction of strength B, a coupling
constant between spin pairs with strength J , and the atomic magnetic moment µ.
The Hamiltonian for a one-dimensional Ising model is [46, 36]
H = −µB
N∑
i=1
σi − J
N∑
i=1
σiσi+1 (3.1)
where we impose a periodic boundary condition such that
σN+1 = σ1 (3.2)
This changes the geometry of the straight line lattice into a circle where σN and
σ1 become adjacent neighbours Fig. 3.2. In the Hamiltonian this allows the last
term in the sum of interactions to become σNσ1. Inserting the Hamiltonian into the
Figure 3.1: A lattice in one dimension is a set of regularly spaced units.
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partition function we get
Z =
∑
exp (−βH) (3.3)
=
∑
{σi=±1}
exp
(
βµB
N∑
i=1
σi + βJ
N∑
i=1
σiσi+1
)
(3.4)
=
∑
{σi=±1}
N∏
i=1
exp (βµBσi) exp (βJσiσi+1) (3.5)
The product of contributions from each spin in the exponential allows us to group
adjacent spins together. If we do this Eq. 3.5 becomes [36]
Z =
∑
{σi=±1}
exp
(
βJσ1σ2 +
βB (σ1 + σ2)
2
)
exp
(
βJσ2σ3 +
βB (σ2 + σ3)
2
)
... (3.6)
... exp
(
βJσN−1σN +
βB (σN−1 + σN)
2
)
exp
(
βJσNσ1 +
βB (σN + σ1)
2
)
Next we introduce T (σi, σi+1), which are the elements of a transfer matrix T . The
rows are labelled by the values of σi and columns by the values σi+1.
T (σi, σi+1) = exp
(
βJσiσi+1 +
βB (σi + σi+1)
2
)
(3.7)
If we write out the transfer matrix explicitly we get a 2× 2 matrix
( σi = 1 σi+1 = −1
σi = 1 exp (βJ +B) exp (−βJ)
σi+1 = −1 exp (−βJ) exp (βJ −B)
)
(3.8)
Substituting Eq. 3.7 into Eq. 3.6, the transfer matrix allows us to express the par-
tition function as a product of matrices [36]
Z =
∑
{σi=±1}
T (σ1, σ2)T (σ2, σ3) ...T (σN−1, σN)T (σN , σ1) = tr
(
TN
)
(3.9)
This equation reduces the calculation of the partition function to the calculation of
the trace of an unknown matrix TN . We know from linear algebra that the trace is
invariant under cyclic permutations, and therefore using this property in conjunction
with an appropriate unitary matrix U and its inverse U−1 we can convert the transfer
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matrix into a diagonal form
U−1TU = Λ =
(
λ1 0
0 λ2
)
(3.10)
Where λ1 and λ2 are the eigenvalues of the transfer matrix T . Inserting this into
the partition function we get
Z = tr
(
TN
)
= tr
(
ΛN
)
= λN1 + λ
N
2 (3.11)
The eigenvalues of the transfer matrix can be calculated using the eigenvalue equa-
tion without explicitly knowing the form of the corresponding eigenvectors
det |T − λiI| =
∣∣∣∣∣exp (βJ + βB)− λ1 exp (−βJ)exp (−βJ) exp (βJ − βB)− λ2
∣∣∣∣∣ = 0 (3.12)
where the eigenvalues are [29, 36]
λ1,2 = exp (βJ) cosh βB ±
√
exp (2βJ) sinh2 βB + exp (−2βJ) (3.13)
The analysis using the transfer matrix gives surprising results in the thermody-
namic limit N →∞ where the boundary effects become negligible only the largest
eigenvalue is relevant. In the thermodynamic limit the free energy per spin is given
by
F = −kBT lim
N→∞
1
N
lnZN (3.14)
= −kBT lim
N→∞
1
N
ln
{
λN1 + λ
N
2
}
(3.15)
For the more general case where the transfer matrix is larger than a 2 × 2 matrix
the set of eigenvalues go beyond λ1 and λ2, and Eq. 3.15 becomes
F = −kBT lim
x→∞
1
N
ln
{
λN1
(
1 +
∑
i
λNi
λN1
)}
(3.16)
With λ1 being the largest eigenvalue. Since the ratio λi/λ1 is always less than unity,
taking N →∞ leads to (λi/λ1)N → 0 and hence
F = −kBT lnλ1 (3.17)
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This elegantly shows that thermodynamic quantities in the thermodynamic limit
N →∞ depend only on the largest eigenvalue of the transfer matrix, which is often
easier to calculate than the entire spectrum of the matrix. Since this is also true for
other interacting many-particle systems treated with the transfer matrix method the
problem of finding the exact solution within the transfer-matrix approach is reduced
to finding the largest eigenvalue.
3.2 Two-Dimensional Ising Model
For a two dimensional model we consider a spin-1
2
Ising model on a square lattice
in a vanishing external field. The lattice is defined by R rows and C columns and
the Hamiltonian can be written as [47]
H = −J
(
R∑
i=1
C∑
j=1
σi,jσi+1,j +
R∑
i=1
C∑
j=1
σi,j+1σi,j
)
(3.18)
The summations contain two spin coupling interactions between nearest-neighbours:
one is for adjacent rows of the square lattice, while the other takes into account ad-
jacent columns. Again, we impose boundary conditions such that the square lattice
is continuous
σR+1,j = σ1,j where j = 1, 2, 3, ..., C (3.19)
σi,C+1 = σi,1 where i = 1, 2, 3, ..., R (3.20)
The periodicity of the square lattice makes it topologically equivalent to a 2-torus
where the Cth column is coupled to the first column, and the Rth row is coupled to
the first row. We then set the the overall spin configuration of the jth column of
spins by a new variable ξj which has 2
R possible spin configurations.
ξj = (σ1,j, σ2,j, σ3,j, σ4,j, ....., σR,j) (3.21)
The Hamiltonian can then be written as a sum of the interaction energy of individual
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Figure 3.2: A lattice in one dimension with periodic boundary conditions forms a
circle.
Figure 3.3: A lattice in two dimensions.
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Figure 3.4: The boundary conditions in the vertical and horizontal directions wraps
the square lattice into a 2-torus.
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columns, H1, and the interaction energy between adjacent columns, H2.
H1 (ξj) = −J
R∑
i=1
σi,jσi+1,j (3.22)
H2 (ξj, ξj+1) = −J
R∑
i=1
σi,jσi,j+1 (3.23)
The total Hamiltonian is simply
H (ξ) =
C∑
j=1
H1 (ξj) +H2 (ξj, ξj+1) (3.24)
In the symmetric form the Hamiltonian is
H (ξ) =
C∑
j=1
1
2
H1 (ξj) +
1
2
H1 (ξj+1) +H2 (ξj, ξj+1) (3.25)
Inserting this into the partition function we get the relation
Z =
∑
ξ1
∑
ξ2
∑
ξ3
...
∑
ξC
exp
(
C∑
j=1
−β
2
(H1 (ξj) +H1 (ξj+1))− βH2 (ξj, ξj+1)
)
=
∑
ξ1
∑
ξ2
∑
ξ3
...
∑
ξC
C∏
j=1
exp
(
−β
2
(H1 (ξj) +H1 (ξj+1))− βH2 (ξj, ξj+1)
)
(3.26)
which evidently demonstrates the transfer matrix for the 2D Ising model to be
T (ξj, ξj+1) = exp
(
−β
2
(H1 (ξj) +H1 (ξj+1))− βH2 (ξj, ξj+1)
)
= exp
(
βJ
2
(
R∑
i=1
σi,jσi+1,j +
R∑
i=1
σi,j+1σi+1,j+1
)
+ βJ
R∑
i=1
σi,jσi,j+1
)
(3.27)
Using these transfer matrices in the partition function we get
Z =
∑
ξ1
∑
ξ2
...
∑
ξC
T (ξ1, ξ2)T (ξ2, ξ3) ...T (ξC−1, ξC)T (ξC , ξ1) (3.28)
At this point we introduce a Kronecker delta defined by the boundary conditions
δξC+1,ξ1 and then apply the completeness relation to express the delta function as
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set of eigenfunctions, ψµ, of the transfer matrix T (ξi, ξi+1).
δξC+1,ξ1 =
∑
µ
ψ∗µ (ξ1)ψµ (ξC+1) (3.29)
The eigenvalue equation is∑
ξi
T (ξi, ξi+1)ψµ (ξi) = λµψµ (ξi+1) (3.30)
The partition function with the complete set of eigenfunctions becomes
Z =
∑
µ
∑
ξ1
∑
ξ2
...
∑
ξC
∑
ξC+1
ψ∗µ (ξ1)T (ξ1, ξ2)T (ξ2, ξ3) ...T (ξC−1, ξC)T (ξC , ξC+1)ψµ (ξC+1)
(3.31)
Now we use equation Eq. 3.30 to contract each transfer matrix in the sum with an
appropriate eigenfunction, leaving behind an eigenvalue which is a scalar quantity.
We get
Z = tr
(
TC
)
=
2R∑
j=1
λCj (3.32)
In the thermodynamic limit the free energy per spring for a 2D Ising model becomes
F = −kBT lim
R→∞
lim
C→∞
{
1
RC
ln
(
λC1 + λ
C
2 + ...+ λ
C
2R
)}
(3.33)
= −kBT lim
R→∞
1
R
lnλ1 − kBT lim
R→∞
lim
C→∞
1
RC
ln
1 + 2R∑
i
(
λg
λ1
)C (3.34)
= −kBT lim
R→∞
1
R
lnλ1 (3.35)
The calculation of the largest eigenvalue of the T (ξi, ξi+1) matrix goes beyond the
scope of this thesis but here again we have clearly demonstrated the use of the trans-
fer matrix method in finding the exact solution to the 2D Ising model. Expanding
on the two dimensional model we can consider the lattice subject to just one bound-
ary condition, Eq. 3.20, and find an expression for the partition function when the
topology of the lattice is folded into a cylinder. We continue from Eq. 3.28, but
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omit the final transfer matrix T (ξC , ξ1). The partition function becomes
Z =
∑
ξ1
∑
ξ2
...
∑
ξC
T (ξ1, ξ2)T (ξ2, ξ3)T (ξ3, ξ4) ...T (ξC−1, ξC) (3.36)
× exp
(
−βH (ξ1)
2
)
exp
(
−βH (ξC)
2
)
(3.37)
Here we introduce a Kronecker delta function with a dummy variable ξα such that
δξ1,ξα =
∑
µ
ψ∗µ (ξ1)ψµ (ξα) (3.38)
Inserting this into Eq. 3.36
Z (ξα) =
∑
µ
∑
ξ1
∑
ξ2
...
∑
ξC
ψ∗µ (ξ1)T (ξ1, ξ2)T (ξ2, ξ3)T (ξ3, ξ4) ...T (ξC−1, ξC)ψµ (ξα)
(3.39)
× exp
(
−βH (ξ1)
2
)
exp
(
−βH (ξC)
2
)
We then proceed to contract each transfer matrix in the sum from ξ1 to get an
expression for the partition function
Z (ξα) =
∑
µ
∑
ξC
λC−1µ ψ
∗
µ (ξC)ψµ (ξα) exp
(
−βH (ξα)
2
)
exp
(
−βH (ξC)
2
)
(3.40)
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Figure 3.5: A single boundary condition in the vertical direction wraps the square
lattice into a cylinder.
Chapter 4
Biopolymers DNA and Collagen
Macromolecules formed by biochemical reactions are called biopolymers, and like
ordinary polymers, they are made up of repeating chemical units called monomers.
Homologous biopolymers such as proteins are made up of one type of monomer unit
whereas heterologous biopolymers are made up of more than one class of monomeric
unit. In contrast to many synthetic polymers the fundamental characteristic of
biopolymers is their hierarchical structure. At the atomic level the primary structure
of biopolymers specifies the sequence of its monomeric subunits. The build up
of monomeric units then forms a secondary structure which describes the macro-
conformation the biopolymer takes in three dimensional space. Another feature
that characterises polymers is the architecture which can also be linear, branched
or even cross-linked.
4.1 Deoxyribonucleic Acid (DNA)
DNA is a biomolecule within cells of living organisms that contain genetic infor-
mation essential for biological functions. In the the early 1950’s X-ray diffraction
patterns first gave an insight into the double helical structure of DNA [1, 2]. Further
research in the later years would provide detailed views of DNA as well as refining
ideas about the DNA structure and the interactions with other proteins [48]. It still
continues to be an area of active research for both physical and life sciences.
Today advances in technology enable us to observe and manipulate these molecules
in a controlled environment using force spectroscopy techniques; the most com-
mon methods include using optical tweezers [49, 50], magnetic tweezers and atomic
force microscopy (AFM) [51, 52, 53]. The well publicised structure of the molecule
is only a static picture and it is now understood that the dynamics of biological
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molecules are also essential for their function. Molecular dynamics simulation has
shown that chemical reactions that seem to be impossible according to the static
molecular structure might indeed take place due to temporary large molecular dis-
tortions [54, 55]. An example of when this might occur in DNA is when it needs to
replicate itself, or when DNA goes through the transcription process with the help
of enzymes through biochemical reactions [51, 56]. Here DNA can either be bent,
twisted, stretched, compressed, sheared or even locally destroyed requiring a signif-
icant amount of energy. Experiments have measured some of these bulk properties
where the twist modulus of DNA was found to be 440 pN nm2 [57], and the stretch
modulus was measured to be 1000 pN [52, 58].
4.1.1 DNA Structure
Made out deoxyribonucleotide monomers, DNA is a biopolymer that belongs to a
group of macromolecules called nucleic acids. The composition of each nucleotide
consists of three components: the sugar deoxyribose, the heterocyclic (5-carbonic)
base that binds to the 1’ carbon of the sugar, and the phosphate group that binds
to the 5’ carbon of the sugar. The polymerisation of these nucleotides form the two
backbone strands of DNA where the phosphate group bonds with the 3’ carbon of
another nucleotide by a 3’,5’ phosphate-diester covalent bond. Together they form
a regular polynucleotide chain with an alternating sugar and phosphate group that
is characterised by its polarity from its 5’-end to its 3’-end [8, 59].
In DNA the two strands are of equal length and are aligned anti-parallel to
each other coiling round an axis to form a right-handed helix. In this arrangement
the negatively charged sugar-phosphate backbones are positioned on the exterior of
the double helix structure with the nucleotide bases on the inside being exposed
through the major and minor grooves of the double helix structure Fig. 4.1b. The
first type of bases which contain two heterocyclic rings are classified as purines,
called adenine (A) and guanine (G) (Fig. 4.2a); the second type contain only a
single heterocyclic ring and are classified as pyrimidines, called thymine (T) and
cytosine (C) (Fig. 4.2b). These bases participate in hydrogen bonding where two
bases are connected by hydrogen bonds to form complimentary AT, and GC base-
pairs. Both base-pairs have the same dimensions giving them the same planar
geometry allowing the base-pairs to stack on top of each other without disturbing
the sugar-phosphate backbones. The AT base-pairs are linked by two hydrogen
bonds whereas the GC base-pairs are linked by three hydrogen bonds. Although
individual hydrogen bonds are relatively weak when compared to covalent bonds, the
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(a) (b)
Figure 4.1: On the left is a schematic model of the double helix illustrating the
base-pairs, and the sugar-phosphate backbone. The space-filled illustration on the
right highlights the overall twist of the DNA structure with the bases located on the
inside of the cylindrical structure. These illustrations are from figure 6-1 in reference
[59].
bonding between the polynucleotides lies perpendicular to the fibre axis making the
strength of the hydrogen bonds additive [8, 59]. Although these hydrogen bonds may
contribute to some of the stability of the double helix structure the main contribution
comes from the stacking interaction between the bases. A combination of dipole-
dipole interactions, pi-pi stacking interaction, van der Waals forces and hydrophobic
forces, produce an overall complex attractive interaction between the heterocyclic
rings of the base-pairs. In its natural conditions, DNA is a right-handed double-
helix which contains about 10.5 base-pairs per helical turn. It has two neighbouring
base-pairs that are separated axially by 0.34 nm and the pitch length, the length of
a helical turn of the double-helix along the central axis, is about 3.4 nm Fig. 4.1a
[1].
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(a) (b)
Figure 4.2: The types of bases that exist in DNA. On the left are the two purine
bases that contain two heterocyclic rings, and on the right are the two pyrimidine
bases that contain a single heterocyclic ring. These illustrations are from figure 6-1
in reference [59].
4.1.2 DNA Mechanics
Double stranded DNA behaves like any other polymer in aqueous solution, exchang-
ing energy with its surrounding environment at thermal equilibrium. The thermal
agitation causes the DNA to bend and curve locally by small forces that continu-
ously change the macroscopic configuration of the molecule. Commonly described
as Brownian motion this has the effect of reducing the end-to-end distance of the
molecule, maximising its conformational entropy such that its most probable config-
uration is a random coil. Purely entropic in origin, the free energies of deformations
of the molecule are of order kT ∼ 4 pN nm which sets the lower limit of the forces
needed to stretch a DNA molecule to its contour length [60, 53].
Some of the first experiments measuring the entropic elasticity of DNA were
conducted by Smith et al (1992). Using a method where they chemically attached
one end of the DNA to a glass surface and tethered the other end to a magnetic
bead they were able to measure the force extension of DNA using a combination
of magnetic fields and hydrodynamic drag [61]. The results shown from their ex-
periments in Fig. 4.5 describe DNA having a linear relationship in the limit of low
forces with a Hooke’s constant that is inversely proportional to the length of the
molecule. Here we see the FJC model agreeing well with such force extension curves
for DNA. As the applied force increases the experimental results clearly dismiss the
FJC model as a suitable candidate for describing DNA.
A better description is provided by the Worm Like Chain (WLC) model which
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(a) (b)
Figure 4.3: Chemical structure of the complementary base-pairs in DNA. On the
left is the adenine-thymine(AT) base-pair with two hydrogen bonds and on the right
is the guanine-cytosine base-pair with three hydrogen bonds. These illiustrations
are from figure 6-3 figure 6-6 in reference [59].
considers DNA to be a continuous flexible worm-like chain [62]. In this model the
persistence length Lp is a quantitative measure of chain stiffness which defines a
length scale over which segments of the counter length are correlated. Since the
FJC model is only flexible between fixed segments and ignores the bending fluctu-
ations of the segments themselves, the WLC provides a more realistic description
of entropy change in stiffer polymers. The first complete treatment of the WLC
model was achieved by Marko and Siggia using two different methods; for the exact
solution they numerically evaluated a line integral of two terms in the WLC model
where the first term described the resistance of the chain bending, and the second
term described the stretching energy resulting from an applied force. Following the
terminology used in [62] we describe the DNA conformations by a space curve r(s)
of a contour length, L, where s is the arc length, and the energy in the WLC model
is expressed as:
Ewlc = kBT
∫ L
0
ds
(
A
2
∣∣∣∣dr (s)ds
∣∣∣∣2 − F cos (θ (s))
)
(4.1)
where θ (s) is the angle between r(s) and the axis along the direction of force F .
In the second method they expanded the first term to the quadratic order that led
to the Gaussian approximation of the line integral. They were able to derive an
interpolation formula that was close to the exact numerical solution of the force-
extensions [62, 63]:
F (x) =
(
kBT
Lp
)[
1
4
(
1− x
L
)2 − 14 + xL
]
(4.2)
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Figure 4.4: Another schematic diagram of the DNA molecule showing the different
molecular groups within the backbone and base-pairs. This illustration is from figure
6-3 in reference [59].
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Figure 4.5: Force extension behaviour of double stranded DNA. The experimental
data taken from Smith et al. (1992) is fitted to the WLC model using the modified
WLC interpolated formula Eq. 4.2, the exact WLC model solved numerically, and
the linear spring Eq. 4.3 are also shown. In these plots Lp = 53 nm where the FJC
assumes twice the persistence length. This original plot was reported in [58].
where L is the length of the molecule, Lp is the persistence length and x is the
extension. For small values of x
L
, the approximation simplifies to
F (x) =
3kBT
2Lp
(x
L
)
(4.3)
which demonstrates that the molecule behaves as a linear spring with a stiffness
constant kDNA =
3kBT
2LLp
. Further corrections, and improvements have been made to
Eq. 4.2 to include effects of stretching DNA in physiological buffer [49, 64]. For the
results shown in Fig. 4.6 the stretch modulus was found to be approximately 1000
pN in a buffer solution [58]. The failure to account for the enthalpic correction at
small forces (5-10 pN) leads to underestimation of Lp resulting in a deviation from
the model above 10 pN [64, 49]. The experimental results shown in Fig. 4.5 were
taken from Smith et al. (1992) where the persistence length of DNA in the WLC
model was Lp ∼ 53 nm in order to fit the experimental data. Other experiments
including the more recent experiment by Van Maneren et al. (2009) have reproduced
these force extension curves for DNA which have shown that the predictions of the
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WLC model provide an excellent agreement with the data measured [65, 49, 66, 50].
This can also be observed in Fig. 4.5. At forces above 65 pN DNA structurally
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Figure 4.6: Force extension behaviour of DNA and ssDNA [67].
changes under mechanical stress causing the DNA molecule to extend 1.7 times the
original length. We see this extra length being released over a narrow range of force
shown by the plateau in Fig. 4.6. Experiments have highlighted that the force at
which the over-stretching transition occurs is dependent on the details of terminal
attachments, ∼ 65 pN if the molecule is torsionally relaxed at both ends, and ∼ 110
pN if it is not. Two competing models [50] have been proposed to describe the
structural behaviour in this overstretched region: In the first model it is thought that
DNA gradually unwinds under tension, with the base-pairs intact, into the S-form
DNA resembling a parallel ladder. The second model interprets the overstretched
phase as a denatured DNA resulting from strand separation caused by breaking
of hydrogen bonds between complementary bases. Recent experiments show that
there is a region where both these models can coexist with base-pair melting causing
strand separation from DNA to single stranded DNA (ssDNA) [50, 68, 69].
4.1.3 DNA Models
In an attempt to study the DNA transcription process Peyrard et al. [70] found
that developing a mathematical model that included the roles played by the RNA
polymerase enzymes would be far too complex a task. Similarities were noted with
DNA thermal denaturation, a mechanism where the backbone DNA strands separate
by heating, also known as DNA melting. This function initiates locally by the
formation of bubbles within the DNA structure and therefore was considered to be
a preliminary step in understanding the transcription process [70, 71, 56, 35].
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Simplifying the DNA structure to a 1D ladder system Peyrard et al. were able to
write a Hamiltonian as a function of base pair separation that included temperature
independent parameters, and then studied the statistical mechanics of the system by
employing the transfer integral method. The model has two degrees of freedom where
in each strand the displacements of the nth base from their equilibrium position is
labelled un and vn along the direction of the hydrogen bond that connects base pair.
The structure is considered homogeneous and periodic with each nucleotide base
being represented by a point mass m [70].
The effective base pair potential V was modelled by a Morse potential to rep-
resent the 2 or 3 hydrogen bonds that connect the two bases in a pair, and along
each backbone strand the neighbouring bases are connected by a stacking harmonic
potential that has a stiffness constant κ. For system with N base pairs, the Hamil-
tonian is expressed as [70],
H =
∑
n
m
2
(
u˙2n + v˙
2
n
)
+
κ
2
(un − un−1)2 + κ
2
(vn − vn−1)2 + V (un − vn) (4.4)
with
V (un − vn) = D [exp (−a (un − vn))− 1]2 (4.5)
where D is the dissociation energy of the base pair, and a is the parameter that sets
the spatial range of the base pair potential. The first term in Eq. 4.4 represents the
kinetic energy of the system, the second term corresponds to the effect of stretching
along the backbone, and the third term represents the interaction of the base pair.
Further simplifications are made to the Hamiltonian by transforming the co-
ordinate system into variables that represent the in-phase xn, and out-of-phase yn
motions of the base positions. The transformations are [70]
xn =
un + vn√
2
(4.6)
yn =
un − vn√
2
(4.7)
which readily separates the Hamiltonian to give
H = H (xn) +H (yn) (4.8)
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with
H (x) =
∑
n
p2n
2m
+
κ
2
(xn − xn−1)2 (4.9)
H (y) =
∑
n
q2n
2m
+
κ
2
(yn − yn−1)2 + V ′ (yn) (4.10)
where pn = mx˙n, qn = my˙n and V
′ (yn) = V
(√
2yn
)
. In the partition function
integral we find that the momentum terms and the terms in xn integrate analytically
to provide a constant factor in the total partition function. For the remaining terms
in yn the partition function integral can be written as [70]
Z (β) =
∫ N∏
n=1
dyn exp (−βH (yn, yn−1)) δ (yN − y1) (4.11)
with the delta function fulfilling a periodic boundary condition. This partition
function integral can also be expressed using a product of Boltzmann factors to give
Z (β) =
∫ N∏
n=1
dyn
[
N∏
i=1
exp (−βf (yn, yn−1))
]
δ (yN − y1) (4.12)
where the term f (yn, yn−1) can be generalised to a sum of the backbone interactions
W (yn, yn−1) and the base pair interactions V ′ (yn), that is,
f (yn, yn−1) = W (yn, yn−1) + V ′ (yn) =
κ
2
(yn − yn−1)2 + V ′ (yn) (4.13)
In this one-dimensional problem the integral can be evaluated exactly in the ther-
modynamic limit of a large system using the eigenvalues and eigenfunctions of a
transfer matrix. Introducing the the transfer integral operator T we have an eigen-
value equation [70] ∫
dy′T (y, y′)ψi (y′) = λiψi (y) (4.14)
with
T (y, y′) =
κ
2
(y − y′)2 + V ′ (y) (4.15)
where ψi are the orthonormal eigenfunctions and λi are the corresponding eigen-
values. From Eq. 4.12 the delta functions are expanded as a set of orthonormal
eigenfunctions δ (yN − y1) =
∑
i ψ
∗
i (yN)ψi (y1), such that the partition function
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now becomes
Z (β) =
∑
i
∫
dy1 exp (−βf (y1, y2))ψi (y1)
∫
dy2 exp (−βf (y2, y3))
...
∫
dyN−1 exp (−βf (yN−1, yN))ψ∗i (yN) (4.16)
Using the eigenvalue equation we can contract the integrals to give a reduced form
of the partition function equation that is a sum over all eigenvalues [70]
Z (β) =
∑
i
λN−11 (4.17)
In the limit of a large DNA structure the largest eigenvalue λ1 dominates from the
contractions. The free energy as a function of temperature can then be written as
f (β) = −(N − 1)
β
log λi (4.18)
In order to study the mean stretching of the base-pairs, 〈y〉 can be expressed as
〈y〉 =
∫
dy ψ21 (y) y (4.19)
In the original model [70] Peyrard et al. found that the results from the calculation of
〈y〉 showed the mean stretching diverged at a temperature Tc, thus demonstrating a
one-dimensional phase transition corresponding to DNA melting. However, it failed
at producing the sharpness of the melting transition measured in experiments. In
order to fit experimental data, the stacking interaction was later modified through
an anharmonic potential to describe the coupling between the neighbouring base
pairs [56]. This improved stacking potential can be described by
W (yn, yn−1) =
κ
2
(1 + ρ exp (−α (yn − yn−1))) (yn − yn−1)2 (4.20)
where ρ and α are constants. This model is referred to as the Peyrard-Bishop-
Dauxois (PBD) Model and compared very well with experiments for short heteroge-
neous DNA chains in solution [72]. The results are shown in Fig. 4.7 where we have
a comparison of theoretical calculations with experimental melting curves demon-
strating a phase transition occurring at finite temperature.
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Figure 4.7: Experimental melting profiles (full lines) and theoretical results (dashed
lines) for three different types of short heterogeneous DNA chains. The temperature
is plotted against the average fraction of melted base pairs φ. Subplots (a), (b) and
(c) are the melting profiles for the three different DNA chains in a low concentration
phosphate buffer solution. Subplot (d) uses the same DNA chain as in (c) but at a
much higher concentrations [72].
Other studies which have investigated the thermodynamics of a heterogeneous
PBD model have predicted a multi-step melting behaviour for some long DNA se-
quences agreeing with experimental observations [73]. This has been investigated
more recently in [74].
The calculations of the eigenvectors and eigenvalues of the PB model go beyond
the scope of this review, however. We have outlined the basic principles Peyrard et
al. used to apply the transfer integral method. This method will be central to our
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axial shearing models for both DNA and collagen.
The FJC and WLC models describe the behaviour at a scale where complex
polymers are coarse-grained to resemble a singular flexible strand. For DNA these
models do not take into account the mesoscopic structure of the two backbones, and
complementary base-pairs. As we are interested in DNA shearing and its effects on
the base-pairs we will focus our attention on models that include some form of base-
pair description. One such model proposed by de Gennes (2001) took a relatively
simply approach in studying this behaviour which later became a foundation to
other models that we will briefly review [75, 76, 77, 78]. Collectively, these models
showed excellent agreement with experiments when they were compared with results
produced by Hatch et al (2008) [79].
To model the force dependence of axial shear pulling de Gennes simplified the
structure of DNA to a ladder ignoring the double helical twist, and approximated the
backbone, and base-pair potentials to be harmonic with different stiffness constants
Q and R. By ignoring effects of finite temperature he described the Hamiltonian as
a set of one-dimensional displacements for each strand distorted by a force F with
the extremities being pulled at either the 3’3’ or 5’5’ terminals of DNA [75, 79],
namely
H =
∞∑
−l/2
Q
2
(un+1 − un)2 +
l/2∑
−∞
Q
2
(vn+1 − vn)2 +
l/2∑
−l/2
R
2
(un − vn)2 (4.21)
where un and vn are the axial displacements for each strand with indices n in the
range of−l/2 ≤ n ≤ l/2. By defining a critical force for the breakage of a single base-
pair to be R|vn− un| > fc the equilibrium conditions derived from the Hamiltonian
allow the overall rupture force Fc to be expressed as [75]:
Fc = 2fcκ−1
(
1− 2 exp−κl) (4.22)
where κ2 = 2R/Q, and κ−1 is defined as the number of base-pairs for which the
tension is mainly on a single strand; a dimensionless quantity also known as the
adjustment length. In this model most of the shear distortion is concentrated near
the ends of the ladder structure resulting in larger base-pair axial displacements near
n = ±l/2. As we approach the centre of the structure the differential force across
the base-pairs tend to zero [75]. Experiments were able to test this model to a high
degree of accuracy using magnetic tweezers to probe the shearing force of DNA [79].
There is an excellent agreement between experiment and the results predicted by
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Figure 4.8: A schematic diagram of the ladder model used by de Gennes. The equal
and opposite forces distort the base-pairs over an adjustment length κ−1 at both
ends of the ladder structure of length l. This figure was edited from [75].
Eq. 4.21 if we include the effects of a finite number of frayed ends in DNA. Results
shown in Fig. 4.9 show that the best fit of de Gennes theory to experiment actually
occurs when we assume 7 frayed base-pairs at each end of the ladder structure with
fc = 3.9 pN, κ−1 = 6.8 bp and stiffness constant ratio of Q/R = 92.5 [79]. Matched
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Figure 4.9: A match between the experimental results of pulling either 3’3’ and 5’5’
ends produced by Hatch et al with the best fit of Eq. 4.22. The horizontal line at
65 ± 3 pN represents the forces characteristic of the over-stretching transitions as
measured for the molecule. The upper and lower dashed lines correspond to 110%
and 90% of the overstretched transition. This figure was taken from in [79].
by theory, the shear force as a function of number of base-pairs first increases linearly
for short DNA lengths, and for larger lengths the critical force saturates below the
asymptotic limit of entropic elasticity before the overstretched transition near 65
pN. Both experiment and theory imply that the mechanical shear stress is localised
at the ends of the molecule where the shear force is applied, and that the pulling
techniques from 3’3’ and 5’5’ ends make no difference on the shearing force [79].
A generalisation of de Gennes model was later studied by Chakrbarti et al (2009)
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using a semi-microscopic vector model. Based on the same structure as shown in
Fig. 4.8 the model adds further detail to the Hamiltonian by including a stacking
interaction term that is expressed as the interactions between nearest neighbours
on the same strand, and the interactions between the nearest, and next nearest-
neighbour nucleotides of the opposite strand. Keeping the backbone strands har-
monic, and using a Lennard-Jones potential for the interaction along the comple-
mentary base-pairs the non-linear Hamiltonian can be expressed as [76]:
H =
Q
2
L∑
n=1
(|~rn+1 − ~rn| − a)2 + (|~sn+1 − ~sn| − a)2 + (4.23)
L∑
n=1
VLJ (|~rn − ~sn|) + V ′LJ (|~rn+1 − ~sn|) + V ′LJ (|~sn+1 − ~rn|)
where ~rn and ~sn are the position vectors of the nth nucleotide along the two back-
bone strands, a is the equilibrium spacing between the bases along the backbone,
and L is the size of the overlap region shown in Fig. 4.8. The two additional po-
tential terms labelled V ′LJ represent the inter-strand stacking interactions that exist
between the base-pairs of DNA. Though this vector model calculation takes a more
complex approach to de Gennes, when coarse-grained, by solving and eliminating
all displacements except those that couple directly to the force, Eq. 4.23 reduces
to a general non-linear scalar model in terms of displacements projected along the
chain. With the base-pair interaction still modelled by a Lennard-Jones potential
the Hamiltonian becomes [76]
H =
Q
2
L∑
n=1
(un+1 − un)2 + Q
2
L∑
n=1
(vn+1 − vn)2 +
L∑
n=1
VLJ (|un − vn|) (4.24)
− Fu1 + FvL
where un and vn are now the displacements of the top and bottom parts of the ladder
structure. Expanding the base-pair potential around the minimum and retaining
terms up to the quadratic order we recover a harmonic approximation first studied
by de Gennes where the force exceeds a critical value Fc ∼ fcN for short chains,
and Fc ∼ 2fcκ−1 for long chains [76].
Extending this work further, the statistical mechanics of DNA shearing was later
studied at a finite temperature using a Hamiltonian that was similar to the non-
linear scalar displacement model of Eq. 4.24. Calculating the shear force Fc of DNA
as a function of the number of base-pairs, this model developed by Prakash et al.
4.1 Deoxyribonucleic Acid (DNA) 38
(2011) found that an important factor in getting accurate results was dependent on
the choice of values used for the adjustment length and single base-pair breakage
force [77]. Keeping with the non-linear displacement model where the backbone
strands are pulled along the molecular axis by an applied force F , the displacements
of ith nucleotide from its equilibrium position are labelled by ui, and vi leading
to a Hamiltonian similar to Eq. 4.23. Transforming the co-ordinate system the
displacements of the Hamiltonian can be expressed as two independent components
Hx, and Hy in the constant force ensemble [77].
H = Hx +Hy (4.25)
where
Hx =
N/2−1∑
i=−N/2
Q
2
(xi+1 − xi)2 − F√
2
(
xN/2 − x−N/2
)
(4.26)
and
Hy =
N/2−1∑
i=−N/2
Q
2
(yi+1 − yi)2 + V (yi)− F√
2
(
yN/2 − y−N/2
)
(4.27)
The base-pair interactions in this model are represented by a potential that encom-
passes a hardcore repulsion to prevent the compression of base-pairs with respect to
its equilibrium, as well as long range interactions. The potential is expressed as
V (yi) = − (
1 +
2y2i
σ2
)3 (4.28)
where  is the depth of the potential, and σ is the diameter of DNA. In calculating
the average positions, Hx simplifies 〈xn〉 to an integral of a Gaussian that can be
solved analytically to give
〈xn〉 = F√
2κ
n (4.29)
which agrees with the result found by de Gennes [77, 75]. The potential term
V (yi) gives the partition function integral of Hy a non-Gaussian form and therefore
needs to be calculated numerically. Calculating the average displacement quantities
Prakash et al. was able to study how the DNA shearing was distributed along the
molecule as well as the energies associated with backbone and base-pair stretching.
In this constant force model, the shear force needed to separate two strands of DNA
was calculated by defining a critical distance y¯ needed to rupture a single base-pair.
By differentiating the potential Eq. 4.28 with respect to y, the critical force for a
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single base-pair was fitted to be close to the values used by Hatch et al. to fit their
experimental data of fc = 4.1 pN if y = 2.38 A˚. The expression for the critical force
as derived by Prakash et al. was found to be [77]:
Fc =
√
2κ
(〈yN/2〉 − 〈y(N/2−1)〉)+ 2fc (4.30)
When the base-pairs at the ends of that ladder structure 〈yN/2〉 reach an axial dis-
placement of y¯, the point of shearing, the values of 〈y〉 can be determined. Prakash’s
results for molecules with 10-60 base-pairs are shown as the dotted curve plotted in
Fig. 4.10 and compare well with the experimental results of Hatch et al.
Alternatively, for a constant extension method the average force is calculated
from the amount of work needed to keep the extension of the ladder a distance
y. From the Hamiltonian the work done by the base-pairs was calculated using
the partition function with the constrained displacements imposed using two delta
functions for each end, δ
(
y−N/2 − y
)
δ
(
yN/2 − y
)
, Prakash et al. described the work
done as a function of y by the relations [77]:
W (y) =
1
β
[lnZN+1 (y)− lnZN+1] (4.31)
where
ZN+1 (y) =
∫ N/2∏
i=−N/2
dyiδ
(
y−N/2 − y
)
δ
(
yN/2 − y
)
exp (−βHy) (4.32)
and
ZN+1 (y) =
∫ N/2∏
i=−N/2
dyi exp (−βHy) (4.33)
The critical force, Fc, is now simply the first derivative of Eq. 4.31 with respect to y
taking a value that represents the separation length needed to break a single base-
pair yc. The dashed curve shown in Fig. 4.10 is plot using the constant extension
ensemble with y having a value of 2.0 A˚.
Even though both these methods produce slightly different results for molecules
of small lengths which later converge for molecules of larger N , both these methods
agree well with results found by Hatch [77].
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Figure 4.10: Results from the constant force method are shown by the dotted curve,
and the constant force method is shown by the dashed curve of the critical force Fc
as a function of the base-pairs. The experimental results of Hatch et al are shown
by diamonds for 5’5’ pulling, and stars for 3’3’ pulling. This figure was taken from
[77].
Compared with experimental data [77, 79] these models agree well with axial
shearing of DNA Fig. 4.10. For long molecular lengths the models reach an im-
portant asymptotic limit giving reasonable fitting parameters to the shearing force
of a single base-pair, and stiffness constant ratio between the the backbone and
base-pair. These models do not take into account breakage of base-pairs.
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4.2 Collagen
Collagen is a naturally occurring protein that is a central structural component
of multicellular organisms most abundantly found in animals. Forming the major
component of the extracellular matrix and connective tissue collagen exist in several
distinct types discussed extensively in [80, 81, 8, 82]. The collagen subtypes can be
found in tissues such as skin, tendon, bone, and cartilage with 80 to 90 percent of
the collagen in the human body consisting of types I, II, and III. These collagen
molecules pack together to form elongated fibrils of similar structure.
Reinforcing biological tissues, collagen molecules also pack together to create
fibrous polymers that are the major building blocks of all types of load-bearing
tissues making the mechanical properties of collagen extremely important [83]. In
bone and dentin, collagen is combined with mineral to yield very stiff tissues that
transmit the force from muscles to bones enabling mammals to physiologically move.
In tendon or the cornea, collagen is combined with other organic molecules, such as
proteoglycans for different biological functions [81, 24, 84, 85].
Due to the limitations in performing mechanical testing on the nanometre and
micrometre scale only very recent studies have been initiated to measure the mechan-
ical properties of substructures like collagen fibrils, and tropocollagen [24, 84, 86].
4.2.1 Collagen Structure
Similar to DNA as well as other proteins, the collagen molecule has a hierarchical
structure arising from the interactions of amino acid molecular groups at different
levels. Three parallel polypeptide chains, also known as α-chains, are made up of
repeating amino acid triplets that intertwine in an overall right-handed coil to form
the secondary structure of the collagen molecule which is approximately 300 nm
long and 1.5 nm wide. This structure is known as a triple helix [80, 81, 8, 82, 87,
85, 24, 84, 86].
The amino acids are bound together by peptide bonds which are strong covalent
bonds between the carboxyl group and the amino group of each amino acid. Each
of the three polypeptides in collagen contains 1000 amino acid residues forming a
primary structure that is coiled into a left-handed non-α extended helix. The helix
is caused by a steric repulsion of the five-membered heterocycle Pro rings in the
hydroxyproline and the proline residues [80, 89].
The tight molecular packing of the three polypeptide chains results in a glycine
residue being close to the central core of the triple helix [80, 89, 8]. The amino
acids in the Xaa and Yaa positions of collagen are often proline and hydroxyproline
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Figure 4.11: Formation of the collagen triple helix from three polypeptide chains.
Each polypeptide has a left-handed helical structure as shown in Fig. 4.11a. A space-
filling diagram of the same polypeptide is shown in Fig. 4.11b. Fig. 4.11c illustrates
three polypeptide chains wrapping around one another with a right-handed twist.
(Figure 4.12a, b and c taken from [88])
Figure 4.12: A section of a polypeptide showing two amino acid triplets of GlyPro-
Hyp covalently bonded by a peptide bond. It also shows the steric repulsion of the
heterocyclic rings. (From Fig. 2-39 in [8])
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(a) (b) (c)
Figure 4.13: A top-down view of the collagen triple helix. The far left Fig. 4.13a was
the original structure proposed by Ramachandra [87] (Figure 1a from [89]). This
was later refined by Ramachandra, proposing a coiled structure [90] in Fig. 4.13b
(Figure 1b from [89]). Fig. 4.13c is a molecular top-down illustration of coiled coil
triple helix.
residues respectively. The compact space near the centre of the triple helix is unable
to accommodate any of the larger groups of any amino acid and therefore to maintain
stability the large Pro rings are positioned on the outermost part of the triple helix.
Ramachandra and Kartha first proposed the first prototype of the right-handed
triple helix structure for the collagen molecule in 1954 using X-ray diffraction pic-
tures from different sources [87]. Their initial structure comprised of three staggered
left-handed polypeptides related by a three fold screw symmetry about a common
axis, with approximately three residues per turn (Fig. 4.13a) [87, 89]. All peptide
bonds were positioned in a trans position and had two hydrogen bonds within each
triplet stabilising the triple helix [87]. This model was later updated to fit observa-
tions from X-ray diffraction of stretched collagen fibres which proposed a coiled coil
triple helical structure indicating approximately 3.33 residues per turn of the left
handed minor helix of each chain Fig. 4.13b [90]. The major right handed helix had
30 residues per turn. The neighbouring helices in the triple helical assembly are thus
related by a twist of −108◦ and rise of ∼ 2.86A˚[90, 89]. However, this model still
caused problems until a refinement by Rich & Crick showed only one inter-strand
hydrogen bond existed per amino acid triplet Fig. 4.14a [91].
The collagen triple helix is stabilised by inter-chain hydrogen bond networks.
Within each amino acid triplet, one hydrogen bond forms between the amide hydro-
gen (NH) atom of glycine, a hydrogen bond donor, in one chain and the carbonyl
oxygen (C=O) atom of residue X in an adjacent strand, a hydrogen bond acceptor
[87, 91] Fig. 4.14a. Additional stability comes from other weak hydrogen bond sys-
tems where the hydrogen of a residue is weakly bonded to the carbonyl oxygen atom
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of another residue in an adjacent strand, and the two hydrogen atoms of glycine are
weakly bonded to the carbonyl oxygen atom of another glycine located in one of the
adjacent strands [92].
(a) (b)
Figure 4.14: An illustration showing a segment of the collagen triple helix. A
schematic diagram of the segment shows the hydrogen bonds between the amino
acid triplet in each polypeptide Fig. 4.14a and the ball and stick image shown
in Fig. 4.14b shows a 3D representation of the strong hydrogen bonds, and three
polypeptides [80]. (Figures 1c and 1d from [80].)
4.2.2 Collagen Mechanics
Extensive studies of the mechanical properties of collagen molecules have been made.
In single molecule pulling experiments different set-ups have shown that the force-
extension behaviour in the entropic elasticity region can be modelled accurately by
using the WLC model. At larger forces the increase in tensile strain causes the
mechanical behaviour of the molecule to move into the energetic elasticity region
where the WLC model fails. We expect to observe the stretching and breaking of
hydrogen bonds followed by the deformation of covalent bonds [93]. Results from
some of the early experiments probing the entropic response of collagen molecules are
shown as force-extension curves in Fig. 4.15. Investigations by Sun et al. used optical
tweezers to stretch human procollagen molecules of type I and II, the precursor
form of collagen monomers. The chemical attachment to the beads was achieved
by using the abundant amount of disulfide bonds present at the terminal ends of
the procollagen molecules. Biotinyated type II procollagen was purified through a
desalted column and coated on streptavidin-coated polystyrene beads; one terminal
was fixed to a stationary bead on a moving plane while the other terminal was
attached to a free bead trapped by optical tweezers [94]. The molecule was stretched
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by moving the plane of the fixed bead and measuring the elastic response of the
trapped bead using an optical laser [95]. Fitting their data to the WLC model they
found that the collagen monomer had a persistence length of Lp ∼ 15 nm and a
contour length of L ∼ 300 nm [95, 94].
Figure 4.15: A plot of molecular extension of a single collagen molecule in the
entropic regime (F <14 pN). The experimental results on type I and type II collagen
molecules were reported in [96, 94] and the MD results were obtained from a study
by Buehler et al. using a mesoscale model to predict the force-extension response of
a collagen molecule [93]. Image was taken from [81].
In AFM experiments by Bozec et al. insoluble tropocollagen molecules with
cleaved terminals were pulled from a surface without a covalent coupling between
the tip and the molecule. This method had no control over the binding processes
resulting in cases where multiple molecules were being pulled off the surface, and
variations in position where the probe becomes bound to the molecule along its
length. Repeat experiments were used to differentiate between single and multiple
stretching events. The mechanical properties obtained from this method of stretch-
ing collagen molecules was determined to be only representative of the actual length
of the monomer stretched rather than the entire molecule [24]. Shown in Fig. 4.16
are the results from these measurements fitted to the WLC model for small exten-
sions. Similar experiments on rat tail tendon by Gutsmann et al. found that the
steep increase in force was a result of stretching individual collagen molecules. Their
force-extension curves were similar to the ones found by Bozec et al. [24, 97]. They
determined the effective contour length of the pulled collagen monomer by fitting
their data to the WLC model using a persistence length of Lp ∼ 0.4nm.
Observations made by Bozec et al. did suggest that a proportion of the force-
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extension curves obtained did feature a discontinuity, thought to be the result of
structural changes within the sample, exhibiting a transition to different mechanical
behaviour. In data sets where peaks did not exhibit a discontinuity it was found
that the WLC model failed at larger extensions [24].
Figure 4.16: A force extension curve from pulling collagen molecules from a surface
using atomic force microscopy. A persistence length of Lp ∼ 0.4 nm was used to fit
the WLC model to the data. The discontinuity found in this plot at an extension
of approximately 100 nm occurred in 20% of cases across an entire data set.
Recently, molecular dynamic simulations have been used get a better understand-
ing of the nanomechanical properties of tropocollagen molecules [93, 98, 86, 99]. In
the full atomistic model calculations by Buehler et al. simulations were run using
two types of force field parameters to include the atomistic interactions in proteins: a
non-reactive CHARMM force field which provides harmonic and anharmonic terms
to describe covalent, van der Waals, and electrostatic interactions, and a reactive
ReaxFF force field which includes the dissociation of chemical bonds under deforma-
tion [86, 93]. Fixing one end of the tropocollagen molecule by applying constraints
to each of the three carbon atoms, a mechanical load is applied axially using steered
molecular dynamics to obtain a force-extension relationship. In these types of MD
simulations an external force is applied through a virtual spring with a known stiff-
ness constant to steer the tropocollagen molecule along a path to simulate mechan-
ical stretching also known as steered molecular dynamics (SMD). In both cases
Buehler et al. found the results to agree well with experiment for small strains up
to 10% strain but deviated strongly at large strains. The maximum tensile force in
the collagen molecule reached , F ∼ 2.35 × 104 pN Fig. 4.17a. At T = 300K the
persistence length was found to be Lp ∼ 23.4 nm. Running a simulation for pulling
a single polypeptide out of the tropocollagen molecule he found the strength to be
∼ 0.713× 104 pN reaching 3.7% tensile strain [86].
4.2 Collagen 47
(a) (b)
Figure 4.17: The force extension behaviour from the atomistic simulations of a single
collagen molecule with L ∼ 8.4 nm are plotted in Fig. 4.17a. The methods used
in these MD simulations had a non-reactive CHARMM force field (a), a reactive
ReaxFF force field (b), and a reactive mesoscale model (c) shown in Fig. 4.17b. The
tensile deformation of the molecule starts with the uncoiling of the triple helical
structure (I), at larger strains the modulus gradient increases to reflect the stretching
of covalent bonds (II). In phase (III) the molecule breaks with a rapid decay of force
in phase IV [86, 93].
Taking a coarse-grained approach in the mesoscopic model, Buehler et al. sim-
plified the tropocollagen molecule to a collection of beads. At this level information
about the biochemical features within the molecule is lost Fig. 4.17b. Each bead
represents approximately 10 protein atoms having a radius of 7 A˚. Again, one end
of the molecule in the simulation is fixed while a force is applied to the other, thus
extending the molecule. The MD results shown in Fig. 4.15 demonstrate a very
good agreement with experimental results in the entropic regime. A fit to the WLC
model found the persistence length to be Lp ∼ 16 nm where the contour length of
the molecule was L = 301 nm [93].
In a separate MD study, Gautieri et al. used a coarse-grained MARTINI force-
field to model the collagen molecule after making modifications to include parame-
ters that described a hydroxyproline amino acid residue and incorporated the triple
helical conformational structure of collagen. All the amino acids are modelled by
mapping four non-hydrogen atoms into one bead, and the number of beads used
to model a specific residue is decided from the dimensions of the side chain of the
amino acid. In determining the force field parameters that describe the triple helix
structure of collagen, bond lengths between backbone beads, bonding angles, and
dihedral angles were analysed using five collagen-like molecules. These parameters
were then used in SMD simulations to obtain a reference force-extension behaviour
to determine the elastic stiffness for the potential energy terms in bond stretching,
angle deformation, and dihedral deformations [99].
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Figure 4.18: A comparison between the full atomistic and coarse-grained structures
of collagen. Image Fig. 4.18b is a detailed view of the coarse grained polypeptides in
collagen showing the angles between the backbone beads. The bond lengths between
backbone beads, bonding angles, and dihedral angles were computed on the basis of
five different collagen molecules. Gautieri et al. obtained a bond reference length
db = 0.365± 0.07 nm, a bonding reference angle ϕa = 119.2± 8.72◦, and a dihedral
reference angle Ψd = −89.3± 9.76◦ [99].
Focusing our attention on the backbone, the spring constantKb was calculated by
simulating a single glycine-proline structure and then matching a best fit of the force-
extension curve to the full atomistic simulations computed using GROMACS with
GROMOS96 43a1 force field parameters. Shown in Fig. 4.19, a best fit was found for
Kb = 1250 kJ mol
−1 nm−2. Further details of the Extended MARTINI force fields
are described comprehensively in [99, 100, 101]. The simulation of a 8 nm collagen
molecule using the coarse-grained model had a stiffness of 1052±51.23 pN nm−1 up
to 15% strain as shown in Fig. 4.20. In simulating a 300 nm human type I collagen
molecule Gautieri et al. obtained a persistence length of Lp = 51.5± 6.7 nm.
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Figure 4.19: A plot determining the elastic stiffness of the backbone spring constant.
The inset diagram is an illustration of the MD simulation studied with the results
plotted for various values of Kb. Data comparison with the atomistic calculations
suggest Kb = 1250 kJ mol
−1 nm−2 [99].
Figure 4.20: Force-extension plot of a 8 nm collagen molecule using the Extended
MARTINI force field up to 15% strain (1.2 nm).
Apart from a few pulling experiments of collagen molecules, most of the work
described has been focused on the work done by MD simulations giving valuable
information on the collagen backbone stiffness. Unfortunately no experimental in-
vestigations on the axial shearing of collagen molecules have been found.
Chapter 5
The Extendable Freely Jointed
Chain
Simple polymer models, excluding the WLC model, are variations of the ideal chain
where each link in the chain is described as a uniform rod. To introduce a more
realistic behaviour in the FJC we need to add further detail to the description of the
polymer on the microscopic scale. We can do this by making each link in the chain
extendable, providing extra statistical configurations in space and subsequently al-
tering the entropy and free energy of the system. By considering each segment in the
chain to stretch, a modification of the FJC model is obtained, an Extendable Freely
Jointed Chain (EFJC) model. In the new model it is assumed that each link within
the chain may extend by a small amount contributing to the overall extension of the
FJC. By taking each link independently, we can employ a potential energy function
to allow for the extensibility. We begin by modelling the FJC as analogous to a one
dimensional random walk, and then find a relationship between the end position of
the random walk and the partition function of an FJC with the same end-to-end
separation of the path taken to reach the end position. We then discuss a suitable
potential energy function to use for an EFJC, and evaluate the partition function
for a FJC and EFJC in one dimension before obtaining them in three dimensions.
5.1 Probability Distribution of the Freely Jointed
Chain
The FJC model can be used to describe the conformations of polymer molecules
since the links have the ability to rotate freely around individual nodes and assume
a limitless number of orientations [34]. Fixing one end of the chain, the other end has
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a certain probability to lie at any other position in space depending on the position
of the previous links. If we set our chain to have N such links each with a length a,
then one of many possible configurations, and the simplest, is when the chain is fully
extended linearly. Here the end-to-end distance of the chain is l = Na, which has all
the links in the same orientation. The fact that the choice of the orientation of each
link is random and that the probabilities of a FJC occupying some configuration in
space is finite means that we can treat the FJC model as a random walk through
space where the trajectory is the path taken by successive random steps [34]. Much
like a chain, the length of the link is similar to the step size of the random walk,
the number of steps taken in the random walk is equal to the number of links in
the FJC, and the probability of a step taken in a random walk is the same as the
probability that a link should take a particular configuration in space. The latter
does not depend on the previous step or link configuration.
We can determine the probability distribution of end to end distance in the
FJC by solving the master equation for a random walk using the multiplicative and
additive laws of probability. Starting with,
PN+1 (xk) =
∞∑
k′=−∞
PN (xk′ )T (xk − xk′ |xk′ ) (5.1)
where PN+1 (xk) is the probability that the walk should end at position xk after step
N+1 and T (∆x|x) is the transition probability for making a step of size ∆x given a
starting position of x. PN+1 (xk) is a sum of probabilities of all the possible previous
histories up to this point. For a symmetric random walk in 1-D, where xk = ka,
T (xk − xk′ |xk′ ) =
1
2
(
δk,k′+1 + δk,k′−1
)
(5.2)
The terms in the brackets represent steps to the right k = k
′
+ 1 and left k = k
′ − 1.
Hence, the master equation becomes
PN+1 (xk) =
1
2
PN (xk−1) +
1
2
PN (xk+1) (5.3)
which when solved gives the result, for |k| ≤ N , and even (N − k) [102]:
PN (xk) =
1
2N
N !(
N−k
2
)
!
(
N+k
2
)
!
(5.4)
A plot of this distribution in Fig. 5.1 shows that the probability is greatest for
xk = 0. This is true for all N . For larger values of N the random walk is able
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to follow more trajectories reaching higher values of xk, hence we see a broader
probability distribution for N = 10 when compared to N = 2.
Taking the sum over all possible configurations we can express the probability
density function of walk displacement R as
PN (R) =
∑
k
PN (xk) δ (xk −R) (5.5)
where the delta function specifies integer values for the continuous walk displacement
R. With the expression for PN (xk) being a set of binomial coefficients we can
represent Eq. 5.5 as
PN (R) =
1
2N
N∑
k=−N
(
N
N+k
2
)
δ (xk −R) (5.6)
=
1
2N
N∑
K=0
(
N
K
)
δ (x2K−N −R) (5.7)
where K = N+k
2
[102]. The probability that the walk should end with a displacement
in R → R + dR in the continuous limit would then be ∫ PN (R) dR, but since R is
an integer the probability of obtaining the result in R1 ≤ R ≤ R2 is
∫ R2
R1
PN (R) dR.
When xk = Na the FJC is linear; This being in only one possible configuration
we find it has the least probability of being in this state. This is demonstrated in
Fig. 5.1 and Fig. 5.2. Treating the FJC now in statistical mechanics we can expect
the partition function of the system with end-to-end separation R to be the greatest
when R = 0. The end-to-end polymer length R is analogous to the displacement xk
in the random walk. In relation to higher values of N we can expect the distribution
to broaden.
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Figure 5.1: A plot showing an envelope of the expected probability distribution
over position xk for N = 2, 4, 6, 10. The probability distributions are the sum of
contributions over all paths.
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Figure 5.2: A plot showing an envelope of the expected probability distribution of
displacement xk for N = 2. The dashed lines indicate that the end position is twice
as likely to be at the origin, xk = 0 than to be at either xk = 2a or xk = −2a.
5.2 Construction of the Partition Function Inte-
gral
In constructing our partition function for an EFJC we will consider a system con-
sisting of N+1 particles each of which interacts with its neighbouring particles. The
partition function is an integral over phase-space of the exponential of the system’s
Hamiltonian. The integral represents the sum over all configurations for a N -particle
5.2 Construction of the Partition Function Integral 54
system. The Hamiltonian will later allow us to include our desired potential. We
work initially in one dimension. The partition function in a system with N links is
Z = 1
hN
∫ N∏
i=1
dqidpi exp (−H (pi, qi) /kT ) (5.8)
where h is Planck’s constant, qi is the phase space co-ordinate of the i
th particle, pi
is its momentum, H (pi, qi) is the Hamiltonian, k is the Boltzmann constant, and T
is the absolute temperature. The zeroth particle is held static at the origin.
The Hamiltonian, which is a function of both position and momentum, represents
the total energy of the system. It is the sum of the kinetic energy and the potential
energy of all the constituents,
Ĥ (pi, qi) =
N∑
i=1
(
p2i
2m
+ Φ (qi, qi−1)
)
(5.9)
where m is the mass of each particle and Φ (qi, qi−1) is the potential controlling the
length of each link. Because the position and momentum parameters are indepen-
dent in the Hamiltonian it allows us to fully separate the spatial and momentum
integrations of the partition function Eq. 5.8.
Z = 1
hN
∫ N∏
i=1
dpi exp
(
− p
2
i
2mkT
) ∫ N∏
i=1
dqi exp
(
−
∑N
i=1 Φ (qi, qi−1)
kT
)
=
1
hN
ZpZq (5.10)
The momentum partition function in Eq. 5.10 is simply a Gaussian integral raised to
the power of N . This allows us to integrate over the momentum for all the individual
links in the chain. It can be simplified to a constant leaving the position partition
function integral to be evaluated.
Zp = (2pimkT )
N
2 (5.11)
The breakdown of the dimensionless partition function gives the position integral Zq
a dimension of length to the power of N . To simplify the position integral in Eq. 5.10
the potential Φ (qi, qi−1) needs to be written in terms of a set of variables, qi,i−1 =
(qi − qi−1). The Jacobian for this change in variables is unity. A Fourier transform
representation of the Dirac delta function is then inserted into the partition function
to impose the following constraint. We consider the case where the end-to-end
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polymer length is equal to R, where R = qN − q0. We write
Zq =
∫ ∞
−∞
dRZq (R) (5.12)
with
Zq (R) =
∫ N∏
i=1
dqiδ (qN − q0 −R) exp
(
−
∑N
i=1 Φ (qi − qi−1)
kT
)
(5.13)
and employ
δ (qN − q0 −R) = δ
(
N∑
i=1
qi,i−1 −R
)
=
1
2pi
∫ ∞
−∞
dω exp
[
iω
(
N∑
i=1
qi,i−1 −R
)]
(5.14)
Inserting Eq. 5.14 into Zq (R), we get
Zq (R) =
∫ ∞
−∞
N∏
i=1
[
dqi,i−1 exp
(
−Φ (qi,i−1)
kT
)]
1
2pi
∫ ∞
−∞
dω exp
[
iω
(
N∑
i=1
qi,i−1 −R
)]
=
1
2pi
∫ ∞
−∞
dω exp (−iωR)
[∫ ∞
−∞
dqi,i−1 exp
(
−Φ (qi,i−1)
kT
)
exp (iωqi,i−1)
]N
(5.15)
Using a suitable potential we can solve Eq. 5.15 to find the partition function. In
the next section we will discuss potential energy functions to describe a FJC and an
EFJC.
5.2.1 Quadratic Potential
For an illustration of how one might solve the partition function using the Fourier
transform partition function, Eq. 5.15, we will begin by fixing the configuration
of the EFJC to be linear, and then allow each link to extend harmonically. The
focus on a linear configuration takes the model away from a theory of polymers
to a theory of an elastic rod. Considering only the 1-D case along the x-axis the
harmonic potential is
Φ (x) =
1
2
α (x− a)2 (5.16)
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where a corresponds to the length of each link in the absence of a load, and α is the
spring constant. Combining the elastic potential with Eq. 5.15 gives
Zrodq (R) =
1
2pi
∫ ∞
−∞
dω exp (−iωR)
[∫ ∞
−∞
dx exp
(
−α (x− a)
2
2kT
)
exp (iωx)
]N
(5.17)
which when evaluated gives an expression
Zq (R) =
(
2αpi
NkT
) 1
2
(
2kTpi
α
)N
2
exp
(
−α (R− aN)
2
2kTN
)
(5.18)
The case described by Eq. 5.18 corresponds to one configuration of the EFJC with
R = Na . The results from Fig. 5.3 show that Eq. 5.18 for N=4 describes a Gaussian
distribution peaking at R = 4a. This is the unstretched length of the rod. Irre-
spective of the many random configurations each link can take within the EFJC, all
the links described by this partition function follow the same direction to make the
chain comparable to a rod of length Na.
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Figure 5.3: A plot showing the value of Zq/C as a function of R using an harmonic
potential for N = 4. The constant C is a scaling factor and α/2kTN is set to unity.
5.2.2 Double Potential
We will begin by looking at how we can create a suitable potential to describe the
behaviour of the links that make up the FJC. In modelling each link we will imagine
that one end of the link is fixed while the other end is free to lie in any direction
characterised by a potential. By subsequently using this method for N links we
create an FJC. For example, if the length of a link is a, and consider one end of
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the link to be fixed at a point β on the x-axis, the other end would be positioned
at either β + a or β − a. We can allow each link to have this spatial freedom by
setting up a potential, Φ (x), that is infinite everywhere except at a and −a. The
exponential of the potential as seen in Eq. 5.15, should correspond to two Dirac
delta weighting functions with zero weight everywhere except at a and −a. The link
cannot be extended further than its unperturbed length, a. This potential would
describe a non-extendable FJC in one dimension. The potential for the FJC is
inserted such that
exp
(
−Φ (qi,i−1)
kT
)
=
A
2
(δ (qi,i−1 − a) + δ (qi,i−1 + a)) (5.19)
where A is a constant with dimensions of length.
Figure 5.4: A plot of the double delta function weighting function where the value
of exp
(
−Φ(x)
kT
)
is infinite at ±a.
The partition function is then
Zq (R) =
∫ N∏
i=1
dqi,i−1ANδ
(
N∑
i=1
qi,i−1 −R
)
N∏
i=1
(
1
2
(δ (qi,i−1 − a) + δ (qi,i−1 + a))
)
(5.20)
This is intuitively proportional to a sum over paths, constrained such that the total
displacement is R through the first delta function in Eq. 5.20. Each step is ±a
imposed by each of the second set of delta functions. It is therefore the sum of all
possible outcomes of the symmetric random walk with given R. This establishes
the analogy between Zq (R) and PN (R) derived in 5.1. The normalisation of the
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probability distribution for R requires that
PN (R) =
Zq (R)∫
dRZq (R)
(5.21)
The transition probability of the analogous random walk is
T (qi,i−1) =
1
2
(δ (qi,i−1 − a) + δ (qi,i−1 + a)) (5.22)
This is normalised such that ∫ ∞
−∞
T (qi,i−1) dqi,i−1 = 1 (5.23)
In order to pursue the analogy to a random walk, we need to employ a weighting
function such that the transition probability in the analogous random walk is
T (qi,i−1) =
exp
(
−Φ(qi,i−1)
kT
)
∫∞
−∞ exp
(
−Φ(qi,i−1)
kT
)
dqi,i−1
(5.24)
which is correctly normalised.
5.2.3 Evaluating Zq (R) for the non-extendable Freely Jointed
Chain
Following on from Eq. 5.20, where the exponential term is replaced by two delta
weighted functions, the partition function becomes
Zq (R) =
AN
2pi
∫ ∞
−∞
dω e−iωR
[
1
2
∫ ∞
−∞
dx {δ (x− a) + δ (x+ a)} eiωx
]N
(5.25)
Taking the terms that correspond to the Fourier transform of the weighting func-
tion as κ (ω), and using the sifting property of the Dirac delta function we get the
following [103],
Zq (R) =
AN
2pi
∫ ∞
−∞
dωe−iωR [κ (ω)]N (5.26)
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where
κ (ω) =
1
2
∫ ∞
−∞
δ (x− a) eiωxdx+ 1
2
∫ ∞
−∞
δ (x+ a) eiωxdx (5.27)
=
eiωa + e−iωa
2
(5.28)
= cosωa (5.29)
The partition function then becomes
Zq (R) =
AN
2pi
∫ ∞
−∞
dω e−iωR cosN ωa (5.30)
The cos term which is raised to the N th power can be expressed as a sum of expo-
nentials using the binomial theorem,
cosN x =
1
2N
N∑
k=0
(
N
k
)
eix(N−2k) (5.31)
for all integer k. Combining this and the general integral representation of the Dirac
delta function [103]
δ(x) =
1
2pi
∫ ∞
−∞
e−ixt dt (5.32)
we get
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
)∫ ∞
−∞
e−iω(R+2k−N) dω (5.33)
=
AN
2N+1pi
N∑
k=0
(
N
k
)
δ (R + 2k −N) (5.34)
Here we obtain the partition function for a FJC in one dimension. Evaluating the
integral of Eq. 5.34 with respect to R we can show that
∫
Zq (R) dR =
AN
2N+1pi
N∑
k=0
(
N
k
)
=
AN
2pi
(5.35)
and hence
PN (R) =
Zq (R)∫
Zq (R) dR
=
1
2N
N∑
k=0
(
N
k
)
δ(R + 2k −N) (5.36)
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as derived earlier in Eq. 5.7. Taking this further, the partition function for the EFJC
will next be calculated using an appropriate weighting function.
5.3 Extendable Freely Jointed Chain Model in
One Dimension
5.3.1 Potential for an Extendable Freely Jointed Chain
To make the FJC extendable we replace the double delta function weighting factors
with two top-hat functions of finite width p. This corresponds to a pair of infinite
square wells and since they have a finite width p, it allows each link is able to extend
and contract by a length p
2
without a cost in energy. The normalised transition
probability for the random walk analogous to the EFJC would be T (qi, qi−1) such
that ∫ ∞
−∞
T (qi,i−1) dqi,i−1 =
1
2p
[∫ −a+ p
2
−a− p
2
dqi,i−1 +
∫ a+ p
2
a− p
2
dqi,i−1
]
= 1 (5.37)
The effect of taking the limit of p → 0 whilst preserving the normalisation makes
the height of each weighting function infinitely large such that they become delta
functions. Analytically, we can show that our top-hat weighting functions become
proportional to delta functions in the limit of p → 0 by using a combination of
Heaviside functions to express an integral over finite limits as an integral over all
space.
H(x) =
∫ x
−∞
δ(t)dt (5.38)
Starting with the top-hat weighting functions in one dimension we can express the
weight of the potential as two separate integrals where the width of weighting func-
tion ς(x) is contained in the integral limits.∫ a+ p
2
a− p
2
ς(x) dx+
∫ −a+ p
2
−a− p
2
ς(x) dx (5.39)
Representing a top-hat weighting function with two Heaviside step functions we
have [104],
u (x; p) ≡ H
(
x+
p
2
)
−H
(
x− p
2
)
(5.40)
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Where x would be the centre position of the top-hat function. The weighting factor
in the integrand, and implicitly the potential Φ, will be written
exp
(
−Φ (qi,i−1)
kT
)
=
A
2p
(u (x− a; p) + u (x+ a; p)) (5.41)
Where A again has dimensions of length, and will turn out to be analogous to the
A in Eq. 5.19. Using Eq. 5.40 each integral in Eq. 5.39 can now be expressed as an
integral over all space,∫ a+ p
2
a− p
2
ς(x) dx =
∫ ∞
−∞
u (x− a; p) ς(x) dx (5.42)∫ −a+ p
2
−a− p
2
ς(x) dx =
∫ ∞
−∞
u (x+ a; p) ς(x) dx (5.43)
The positions a and −a correspond to the positions of the top-hat potentials as
shown in Fig. 5.5. Since the value of p is small and finite we can use the mean value
theorem for integration to express each integral as,∫ ∞
−∞
1
p
u (x− a; p) ς(x) dx = ς (τ) (5.44)∫ ∞
−∞
1
p
u (x+ a; p) ς(x) dx = ς (τ ′) (5.45)
for τ such that x−a− p
2
≤ τ ≤ x−a+ p
2
and τ ′ such that x+a− p
2
≤ τ ′ ≤ x+a+ p
2
.
Then taking the limit of p→ 0 we get,
lim
p→0
[∫ ∞
−∞
1
p
u (x− a; p) ς(x) dx
]
= lim
p→0
[
ς
(
x− a± p
2
)]
= ς (x− a) (5.46)
lim
p→0
[∫ ∞
−∞
1
p
u (x+ a; p) ς(x) dx
]
= lim
p→0
[
ς
(
x+ a± p
2
)]
= ς (x− a) (5.47)
Thus in the p → 0 limit this procedure gives rise to two delta functions at the
positions a and −a,
lim
p→0
[
1
p
u (x− a; p)
]
= δ (x− a) (5.48)
lim
p→0
[
1
p
u (x+ a; p)
]
= δ (x+ a) (5.49)
The analysis demonstrates that the top-hat potentials reduce to delta functions in
the limit of p → 0 which we would expect. Moreover, by applying the appropriate
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p → 0 limits in the final expression for Zq (R) for an EFJC, we can check that it
behaves like a non-extendable FJC. In other words, Eq. 5.41 should tend towards
Eq. 5.19.
Figure 5.5: A plot showing a pair of top-hat functions as the weighting function
with a finite thickness p and finite height. The top-hats are centred about a and
−a.
5.3.2 Extendable Freely Jointed Chain
Working from Eq. 5.15 taking our one dimensional model along the x-axis in a
Cartesian co-ordinate system we have,
Zq (R) =
1
2pi
∫ ∞
−∞
dω e−iωR
[∫ ∞
−∞
d∆x e−
Φ(∆x)
kT eiω∆x
]N
(5.50)
We have already obtained the partition function for the FJC by replacing the weight-
ing factor in the integrand with a sum of two delta functions. For a EFJC we will
now use two top-hat functions as the weighting factor for the potential, the Fourier
transform weighted potential, G (ω), is then written as two integrals over finite lim-
its. The Fourier transform of the weighting factor for the EFJC becomes,
G (ω) =
∫ ∞
−∞
e−
Φ(∆x)
kT eiω∆xd∆x (5.51)
=
A
2p
∫ −a+ p
2
−a− p
2
eiω∆x d∆x+
A
2p
∫ a+ p
2
a− p
2
eiω∆x d∆x (5.52)
=
(
2A
ωp
)
cosωa sin
ωp
2
(5.53)
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Combining Eq. 5.50 and Eq. 5.53 gives a simpler expression for the partition func-
tion,
Zq (R) =
1
2pi
∫ ∞
−∞
dω e−iωR
[(
2A
ωp
)
cosωa sin
ωp
2
]N
(5.54)
At this point we can begin to consider how p affects the solution and enquire whether
an approximation of small p helps to simplify Eq. 5.54 to produce a neat solution.
It is perfectly acceptable to take the small approximation of p since we have stated
that the width of the top-hat weighted potential is small and finite. For the EFJC
different methods can be used to impose the limit where p becomes finite producing
the desired result for Zq (R). Each method starts from Eq. 5.54.
5.3.3 Imposing the limit of p by the small approximation of
sin
(
ωp
2
)
Applying the small approximation of p we linearise the trigonometric function such
that sin
(
ωp
2
) ' ωp
2
before the integral is evaluated. Eq. 5.54 becomes,
Zq (R) =
AN
2pi
∫ ∞
−∞
e−iωR cosN ωa dω (5.55)
Then using Eq. 5.31 and the integral representation of the Dirac delta function we
recover the partition function for the FJC,
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
)
δ (R + 2k −N) (5.56)
With the small approximation of p, we have effectively approximated G (ω) to first
order which gives the model for a FJC. Next we will include the higher order terms
in the expansion of sin
(
ωp
2
)
.
5.3.4 Using the Taylor expansion of sin ωp2 to include higher
order terms
By employing the expansion of sin(ωp
2
) we are including higher order terms in the
calculation of Zq before imposing the limit of p→ 0. Working from Eq. 5.54 we can
write cosN ωa as a series of exponentials using Eq. 5.31. The Taylor expansion of
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the sine term can be written as
sinN
(
ωp
2
)(
ωp
2
)N = ∞∑
m=0
Am (ωp)
m (5.57)
The partition function for an EFJC then becomes
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
)∫ ∞
−∞
e−iω(R+2k−N)
∞∑
m=0
Am (ωp)
m dω (5.58)
The complex integral maybe be written [104]∫ ∞
−∞
ωbe−iαω dω = 2piibδ(b)(α) (5.59)
where δ(b)(α) is the bth derivative of the delta function. So inserting this solution
into the power series we get
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
) ∞∑
m=0
Am2pi(ip)
mδm (α) (5.60)
where α = R + 2k −N . We can then express the differential of the delta functions
as, δn (γ) = (−1)n n!δ (γ) /γn, so
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
) ∞∑
m=0
Gmp
mδ (α) (5.61)
where Gm = Am2pi (−i)mm!. Having the Dirac delta function in the result for Zq is
important because it shows that only when α = 0 do we have a non-zero result for
the partition function. At this stage we can take the limit of p→ 0,
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
)(
G0δ (α) + lim
p→0
∞∑
m=1
Gmp
mδ (α)
)
(5.62)
which becomes,
Zq (R) =
AN
2N+1pi
N∑
k=0
(
N
k
)
G0δ (α) (5.63)
as required, as in Eq. 5.34.
Both methods described above yield the same result for the small approximation
for p, with the solution being the same as the FJC. However, the analysis is somewhat
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misleading since the general partition function appears to be a modified set of delta
functions, rather than a continuous function of R. This outcome is a consequence
of assuming that the series in p produces convergent integrals which is unclear. In
order to obtain the correct partition function for the EFJC we will need to consider
the exact solution of Eq. 5.54.
5.3.5 Expanding the Fourier Transform of the Potential as
a Series
With the Fourier transform of the weighted potential raised to the N th power we
can express the trigonometric functions as a series of exponentials with sum over k
′
and k using the binomial theorem. The expression for cosN (x) is given by Eq. 5.31
and the term for sinN (x) is given by,
sinN x =
1
(2i)N
N∑
k′=0
(
N
k′
)
(−1)k′eix(N−2k′ ) (5.64)
Using Eq. 5.31 and Eq. 5.64 for the trigonometric terms, Eq. 5.54 becomes
Zq (R) =
AN
2N+1piiNpN
N∑
k =0
N∑
k′=0
(
N
k
)(
N
k′
)
(−1)k
′ ∫ ∞
−∞
eiω(a(N−2k)+
p
2
(N−2k′)−R)
ωN
dω
(5.65)
The complex multipole integral takes the form,∫ ∞
−∞
eiωζ
ωN
dω =
piiNζN−1
(N − 1)! sgn (ζ) (5.66)
where
sgn (ζ) =

−1 for ζ < 0
0 for ζ = 0
1 for ζ > 0
(5.67)
Using Eq. 5.66 to evaluate the integral, Eq. 5.65 becomes
Zq (R) =
AN
2N+1pN
N∑
k =0
N∑
k′=0
(
N
k
)(
N
k′
)
(−1)k
′ ηN−1
(N − 1)!sgn (η) (5.68)
where η = a (N − 2k) + p
2
(N − 2k′)−R.
Referring to the case where N = 2, we see in Fig. 5.6b that the partition function
given by Eq. 5.68 is twice as large at R = 0 than at R = 2. This is what we expect
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to find for the FJC chain in 1D. For the case when N = 1 only one link exists in
the FJC which means that the end point can only lie at one of the two positions
denoted by R = 1,−1. A plot of Zq (R) where N = 1 and p = 0.1a is shown in
Fig. 5.6a. For the cases where N is an odd number the partition function at an even
position, k = 0, 2, 4, 6, 8, .., will always be zero since the end of the EFJC will never
reach those positions unless p is larger.
As the number of links increases in the EFJC we see from Fig. 5.6e and Fig. 5.6f
that Eq. 5.68 begins to break down giving irregular results. The nature of this
problem is due to the fact that as N gets larger the cancellations due to sgn(η) in
the polynomials become extremely delicate. The sums in Zq (R) for low N involves
relevant cancellations to give the required result, as shown in Table. 5.1.
To overcome this problem we can impose constraints from the analysis of Eq. 5.68
to assist with the cancellations that take place. In the polynomial ηN−1sgn (η) we
will rewrite η such that,
η = F (k, k′)−R (5.69)
Where
F (k, k′) = a(N − 2k) + p
2
(N − 2k′) (5.70)
To impose the correct constraints let us examine in detail the nature of Eq. 5.68.
The partition function is a sum of terms labelled by k and k′. We shall refer to k as
an index denoting the coarse scale structure of Zq(R) and k
′ as a label of the fine
scale structure for reasons that will become clear later. For a given value of k, the
core of the expression is
N∑
k′=0
(−1)k′ ηN−1sgn(η) (5.71)
From Eq. 5.69 and Eq. 5.71 we can deduce that for R < mink′(F (k, k
′)) = F (k,N) =
a(N − 2k)− Np
2
, η > 0 for all k′. Therefore sgn (η) = 1. Hence for R below such a
threshold, the core expression reduces to
N∑
k′=0
(−1)k′ ηN−1 (5.72)
By writing η as A+Bk′, the evaluation of Eq. 5.72 requires us to consider
N∑
k′=0
(
N
k′
)
(−1)k′ k′m (5.73)
with m taking integer values between zero and N − 1. However, it may be shown
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that all such summations are zero, for m < N . Similarly, for R > maxk′(F (k, k
′)) =
F (k, 0) = a(N −2k) + Np
2
we find that η < 0 and sgn(η) = −1 for all k′. Once again
the core expression reduces to
N∑
k′=0
(
N
k′
)
(−1)k′ ηN−1 (5.74)
and by similar reasoning, this vanishes.
We find, therefore, that contributions to Zq (R) for a given k in Eq. 5.68 only
arise for the region a(N − 2k) − Np
2
≤ R ≤ a(N − 2k) + Np
2
. This corresponds
to a region of width Np about a central position a(N − 2k). Within this range, a
non-zero contribution to Zq (R) is made from the sum over k
′, with modulation due
to the change in sign of η at some point in the sum over k′.
Thus each value of k in the expression for Zq (R) defines a coarse region of R
within which non-zero contributions are made due to the summation over k′. For
this reason we characterise k as the coarse structure label and k′ as a fine structure
label.
Returning to Eq. 5.71, we see that it is a sum of polynomials in R, of order
N − 1, each with a different zero corresponding to R = F (k, k′). For values of R
further and further away from each zero, the polynomial (F (k, k′)−R)N−1 increases
rapidly, especially for large N and yet the sum of all the terms vanishes. This is
due to a very delicate cancellations of terms. In numerical implementations, such
a cancellation will fail in detail, as is shown by the breakdown in the calculation
of Zq (R) for larger N in Fig. 5.6e and Fig. 5.6f. This difficulty, however, may be
removed if we help the core expression to vanish for R outside the coarse scale range
of values. We multiply it by a top hat function which is zero outside the range
a(N − 2k)− Np
2
< R < a(N − 2k) + Np
2
and unity within. This function is
Θ(R, k) = H(R− F (k,N))H(F (k, 0)−R) (5.75)
and hence the expression for Zq(R) may be revised to,
Zq (R) =
AN
2N+1pN
N∑
k =0
N∑
k′=0
(
N
k
)(
N
k′
)
(−1)k
′ ηN−1
(N − 1)!sgn (η) Θ(R, k) (5.76)
A plot of the partition function using Eq. 5.76 can be seen in Fig. 5.7. For the
specific cases where N = 8 and N = 10 we can see that Fig. 5.7e and Fig. 5.7f show
stable results. A detailed breakdown of the modified partition function for N = 2
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is shown in Table. 5.2.
R
(
N
k
)(
N
k′
)
(−1)k
′
ηN−1
(N−1)!sgn (η)
∑N
k,k′
(
N
k
)(
N
k′
)
(−1)k
′
ηN−1
(N−1)!sgn (η)
-2 {4.2, -8, 3.8, 4.4, -8, 3.6}, 0.2, 0, 0.2 0.4
-1 {3.2, -6, 2.8, 2.4, -4, 1.6, 0.8, -2, 1.2} 0
0 {2.2, -4, 1.8}, 0.4, 0, 0.4, {1.8, -4, 2.2} 0.8
1 {1.2, -2, 0.8, 1.6, -4, 2.4, 2.8, -6, 3.2} 0
2 0.2, 0, 0.2, {3.6, -8, 4.4, 3.8, -8, 4.2} 0.4
Table 5.1: A breakdown of the partition function Eq. 5.68 for N=2. The relevant
summations in the curly brackets are the cancellations that occur in the partition
to give a desired result. For small N these cancellations are simple which become
more difficult for larger N . This is seen in Fig. 5.6f.
R
(
N
k
)(
N
k′
)
(−1)k
′
ηN−1
(N−1)!sgn (η) Θ(R, k)
∑N
k,k′
(
N
k
)(
N
k′
)
(−1)k
′
ηN−1
(N−1)!sgn (η) Θ(R, k)
-2 {0, 0, 0, 0, 0, 0}, 0.2, 0, 0.2 0.4
-1 {0, 0, 0, 0, 0, 0, 0, 0, 0} 0
0 {0, 0, 0}, 0.4, 0, 0.4, {0, 0, 0} 0.8
1 {0, 0, 0, 0, 0, 0, 0, 0, 0} 0
2 0.2, 0, 0.2, {0, 0, 0, 0, 0, 0} 0.4
Table 5.2: A breakdown of the modified partition function Eq. 5.76 for N=2. The
values that contributed to the cancellations in the partition function Eq. 5.68 have
been set to zero by the function Θ. Only values that contribute to the overall
partition function are included in the summations. This works for all N.
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Figure 5.6: Plots showing the partition function for an extendable FJC with p =
0.1a. The original partition function used to plot these graphs Eq. 5.68. Notice the
breakdown in the calculations for N = 10.
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Figure 5.7: Plots showing the partition function for an extendable FJC with p =
0.1a. The partition function used to plot these graphs has been modified with the
insertion of the top-hat function Θ(R, k). Notice that the failure to cancel terms in
the expression has been avoided and the calculation for N=10 converges.
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5.4 Extendable Freely Jointed Chain in Three Di-
mensions
Evaluating the partition function for a one dimensional EFJC gave an expression
for Zq(R) which with slight adjustment worked well to give a probability density
distribution for the end-to-end separation of the EFJC. In the small approximation
of p, we saw that the behaviour of Zq tended towards that of a non-extendable
FJC, consistent with the treatment of the FJC as a one dimensional random walk.
Modelling the FJC as a stochastic process we were able to determine an expectation
of R. The results were consistent with each other. The next stage is to take a 3-D
realisation of the EFJC model, allowing each link to move independently in three
spatial dimensions, employing a finite potential to characterise the links.
5.4.1 Construction of the Partition Function
In three dimensional space the current partition function integral is inadequate as it
has been constructed in the Cartesian co-ordinate system. A better method would
be to employ spherical co-ordinates where one end of the EFJC is fixed at the origin.
We have
Zq =
∫ N∏
i=1
d3ri exp
(
−Φ ({ri})
kT
)
(5.77)
Each link in the 3D EFJC will be characterised by a potential which is function of
ri,i−1 = ri − ri−1, with r0 = 0, which allows it to extend or contract by a finite
length p
2
. This allows the potential, Φ, to separate such that
Φ ({ri}) =
N∑
i=1
φ (ri,i−1) (5.78)
Inserting the constraint r′ =
∑N
i=1 ri,i−1 through a delta function, we fix the total
vector sum of all the particle separations. We then define
Zq (r
′) =
∫ N∏
i=1
d3ri,i−1 δ3
(
r′ −
N∑
i=1
ri,i−1
)
N∏
i=1
exp
(
−φ (ri,i−1)
kT
)
(5.79)
such that Zq =
∫
Zq (r
′) d3r′.
Intuitively, we expect Zq (r
′) to depend on R = |r′| only. It counts the (weighted)
numbers of configurations with polymer vector length r′, and the orientation of r′
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does not alter this count. The probability distribution of the length R is actually
PN (R) =
R2Zq (R)∫
R2Zq (R) dR
(5.80)
which is correctly normalised such that
∫∞
0
PN (R) dR = 1. Using the integral
representation of the delta function constraint as
δ
(
r′ −
N∑
i=1
ri,i−1
)
=
1
(2pi)3
∫
d3k exp
(
−ik.
(
r′ −
N∑
i=1
ri,i−1
))
(5.81)
and inserting it into Eq. 5.79 we obtain
Zq (r
′) =
1
(2pi)3
∫
d3k exp (−ik.r′)
(∫ ∞
−∞
d3ri,i−1 exp
(
−φ (ri,i−1)
kT
)
exp (ik.ri,i−1)
)N
(5.82)
Representing the Fourier transform of the weighting function as F (k), we can sim-
plify Eq. 5.82 so that it becomes a function of R,
Zq (R) =
1
(2pi)3
∫ ∞
0
k2
(
2pi
∫ 1
−1
e−ikR cos θd (cos θ)
)
dk FN (k) (5.83)
=
1
(2pi)2
∫ ∞
0
dk
k
R
sin kRFN (k) (5.84)
where the Fourier transform integral F (k) is
F (k) =
∫ ∞
−∞
d3ri,i−1 exp
(
−φ (ri,i−1)
kT
)
exp (ik.ri,i−1) (5.85)
Using this general expression for Zq (R) any potential may be studied.
5.4.2 Evaluating Zq for the non-extendable Freely Jointed
Chain
We previously calculated the partition function for a FJC in one dimension using
two delta functions as the weighting factor. Performing the calculation in three
dimensions the analogous potential as a function of r = |ri,i−1| is
φ (ri,i−1) = −kT ln (Dδ (r − a)) (5.86)
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Where D is a constant with dimensions of length. Inserting Eq. 5.86 into Eq. 5.85
we get
F (k) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
d3rDδ (r − a) exp (−ik.r)
= D
∫ 1
−1
2pid (cos θ)
∫ ∞
0
δ (r − a) r2 exp (−ikr cos θ) dr
= D
∫ ∞
0
δ (r − a) 4pir
k
sin kr dr (5.87)
Such that the Fourier transform of the exponentiated potential for a FJC becomes
F (k) =
(
4piaD
k
)
sin ka (5.88)
Inserting Eq. 5.88 into Eq. 5.84 the partition function integral becomes
Zq (R) =
(4piaD)N
4pi2R
∫ ∞
0
sin kR sinN ka
kN−1
dk (5.89)
and using Eq. 5.64 to express sinN ka as a sum of exponentials and sin kR as the
real part of ie−ikR the partition function becomes
Zq (R) =
(4piaD)N i
4pi2R (2i)N
N∑
l=0
(
N
l
)
(−1)l
∫ ∞
0
eik(a(N−2l)−R)
kN−1
dk (5.90)
Since the integral has already been calculated in Eq. 5.66, the solution for a FJC in
3-D becomes
Zq (R) =
(2piaD)N
4piR (N − 2)!
N∑
l=0
(
N
l
)
(−1)l [a (N − 2l)−R]N−2 sgn (a (N − 2l)−R)
(5.91)
5.4.3 The Shell Potential and its Fourier Transform
In the 1-D model we saw that a double top-hat weighting function was able to gen-
erate the partition function for an EFJC. In three dimensions, due to the rotational
symmetry the potential is only dependent on the r co-ordinate. A potential that is
non-zero only within the range of r at a− p
2
≤ r ≤ a+ p
2
gives a weighting function
that can be viewed as a shell with a thickness of length p.
Working with the partition function, let us insert exp (−φ (r) /kT ) = C for a−
p
2
≤ r ≤ a+ p
2
, and zero elsewhere, exp (−φ (r) /kT ) = 0, where C is a dimensionless
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constant. Contributions to the partition function arise only where the potential is
finite so the exponentiated potential Fourier transform integral simplifies to
F (k) = C
∫ 1
cos θ=−1
2pid (cos θ)
∫ a+ p
2
a− p
2
r2dr eikr cos θ (5.92)
This result was obtained by using d3r = dφ sin θdθr2dr and rewriting sin θdθ as
−d (cos θ). Performing the integral with respect to r in the potential range we have
the final result
F (k) =
4piC
k2
(
2 cos ka sin kp
2
k
+ 2a sin ka sin
kp
2
− p cos ka cos kp
2
)
(5.93)
With this expression for F (k) the final partition function for a EFJC can be ana-
lytical evaluated in 3-D.
5.4.4 Evaluation of the Partition Function by the small p
approximation
In the small p approximation we once again insert Taylor expansions of all the
trigonometric functions in the Fourier transform potential with respect to p. For
small p in Eq. 5.93 we have a much simpler equation for F (k)
F (k) = C
(
4piap
k
)
sin ka (5.94)
Using Eq. 5.94 with Eq. 5.84 we get
Zq (R) =
(4piapC)N
2pi2R
∫ ∞
−∞
sin kR
kN−1
sinN ka dk (5.95)
Which evaluates to give
Zq (R) =
(2piapC)N
2piR (N − 2)!
N∑
l=0
(
N
l
)
(−1)l [a (N − 2l)−R]N−2 sgn (a (N − 2l)−R)
(5.96)
From the plot in Fig. 5.8 we see that in the large N limit the partition function
with constrained end-to-end separation R gives a distribution that peaks about the
origin. This is expected for the behaviour of a FJC. Fig. 5.9 shows the probability
density function of the end-to-end separation.
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Figure 5.8: A plot of Eq. 5.91 for N = 6, 10.
N=4
N=6
N=8
N=10
2 4 6 8 10
Ra
0.5
1.0
1.5
2.0
2.5
3.0
4ΠR2ZqHRLCN
Figure 5.9: A plot of Eq. 5.91 multiplied by 4piR2 for N = 4, 6, 8, 10.
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5.4.5 Evaluating the Partition Function for arbitrary p
In the previous section we saw that when the small p approximation was applied
to the EFJC in one dimension the resulting partition function became a description
of the FJC, a similar case was seen when the small approximation was made in
three dimensions. Let us now evaluate the partition function for the EFJC without
approximation. We have the Fourier transform as an exact expression, and to com-
bine the various terms into a single complex integral we can first use the binomial
theorem to collect the terms which have different factors of 1
k
FN(k) = (2piC)N
N∑
α=0
(
N
α
)
1
iα
1
k2N+α
XαY N−α (5.97)
where
X = eik(a+
p
2) − eik(a− p2) + eik(−a+ p2) − eik(−a− p2) (5.98)
and
Y =
(
−a− p
2
)
eik(a+
p
2)−
(
−a+ p
2
)
eik(a−
p
2)+
(
a− p
2
)
eik(−a+
p
2)−
(
a+
p
2
)
eik(−a−
p
2)
(5.99)
The multinomial theorem is then used for the Xα and Y N−α terms. This approach
reduces the terms to a single exponent as a function of k such that the integral over
dk is simplified. Combining this result with Eq. 5.84 we get a final expression for
Zq as
Zq(R) =
pi (−1)N (2pi)N−2CN
R
N∑
α=0
(
N
α
)
1
(2N + α− 2)!
α∑
j1,j2,j3,j4
N−α∑
l1,l2,l3,l4
I (N,α, a, p, R, {j}, {l})
(5.100)
with
I (N,α, a, p, R, {j}, {l}) =
(
N
j1, j2, j3, j4
)(
N − α
l1, l2, l3, l4
)
(−1)j2+j4
(
−a− p
2
)l1+l4 ×(
a− p
2
)l2+l3
(J (a, p, {j}) + L (a, p, {l})−R)2N+α−2 sgn (J (a, p, {j}) + L (a, p, {l})−R)
(5.101)
5.4 Extendable Freely Jointed Chain in Three Dimensions 77
and (
N
j1, j2, j3, j4
)
=
N !
j1! j2! j3! j4!(
N − α
l1, l2, l3, l4
)
=
(N − α)!
l1! l2! l3! l4!
L (a, p, {l}) =
(
a+
p
2
)
(l1 − l4) +
(
a− p
2
)
(l2 − l3)
J (a, p, {j}) =
(
a+
p
2
)
(j1 − j4) +
(
a− p
2
)
(j2 − j3)
4∑
k=1
jk = N
4∑
k=1
lk = N − α
A plot of Eq. 5.100 in Fig. 5.10 shows the probability distributions for N = 3, 4, 5, 6.
As N increases in Fig. 5.11 we see that the distributions increasingly centre around
r = 0. Fig. 5.11e show results for large N , where we begin to see that the results
become unstable just like in Fig. 5.6e.
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Figure 5.10: A plot of normalised partition functions for an extendable FJC in three
dimensions. The plot shows distributions for N = 3, 4, 5, 6 with p = 0.1a.
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Figure 5.11: Plots showing the partition function for an extendable FJC in three
dimensions with p = 0.1a.
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Figure 5.12: These plots show a comparison of the probability distribution for the
FJC Eq. 5.96 (blue curve) and the EFJC Eq. 5.100 (red curve) for different values
of p with N = 4.
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5.5 Conclusion
Using the Fourier Transform Integral method we have presented a model which
gives a partition function to describe an Extendable Freely Jointed Chain as an
improvement to the non-extendable Freely Jointed Chain. The EFJC improves
the standard FJC polymer model by allowing each link in the chain to extend and
contract independently to emulate the mechanical behaviour of intermolecular bonds
within polymers.
In one dimension, the partition function for EFJC was calculated using two top-
hat functions as the weighting function in the Fourier Transform integral. This
potential allowed each link to move freely in one dimension that included a weight-
ing function to provide linear extensibility. Taking a small approximation of p in
the EFJC model transformed the partition function to that of a FJC which was
calculated using delta functions as the weighting functions.
In Fig. 5.12 we see a plot which compares the results of Zq with N=4 for the FJC
and the EFJC with different p. It is interesting to note that for extensions where
the range of p is less than 0.2a the results are almost identical. Above this range we
see that the partition function distribution becomes larger in the EFJC model.
With the negligible differences in the partition function distributions for small p
we can conclude that results from the EFJC can be well represented by those from
the FJC.
Chapter 6
DNA Model
The complex structure of DNA allows external forces to be applied in various ways.
In cells, DNA is constantly twisted, bent and stretched by numerous proteins for
biological processes and therefore to create a mathematical model that encompasses
all these actions would be extremely difficult.
Our DNA model focuses on a shearing force applied to DNA. It specifically looks
at the behaviour of the hydrogen bonding between the base pairs under strain and
evaluates the free energy of different breakage patterns. The statistical model is in
the form of a partition function Eq. 1.1 where the multi-dimensional integral over
phase-space is evaluated by the use of the Transfer Matrix Method. We begin by
analysing the Hamiltonian for our DNA model.
6.1 Construction of the Hamiltonian
To form a tractable mathematical model using the transfer matrix method we sim-
plify the double helix structure to a one dimensional ladder structure allowing us
to introduce a suitable Hamiltonian. This basic structure is similar to the one first
used by de Gennes [75]. The ball and stick diagram of the ladder structure consists
of two rows of regularly spaced particles connected by elastic springs Fig. 6.1. The
springs along the two rows which represent the backbone strands in DNA have a
spring constant κ, and the springs perpendicular to the backbones, representing the
base pairs, are harmonic for small extensions with a spring constant κ′. In this
model we will neglect the torsional effects in DNA. The load on the ladder structure
will be applied by keeping one end of one of the backbones fixed while the other end
of the other backbone is extended axially by a distance u.
Each particle in the ladder structure represents a nucleotide. Each stick con-
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Figure 6.1: Schematic diagram of the two dimensional ladder model for DNA.
necting the base pairs represents the 2-3 hydrogen bonds, and each stick along the
backbone represents a peptide bond connecting the nucleotides. The axial displace-
ments of particles in each backbone are labelled xi and yi, and the partners forming
the ith base pair interact through a potential Vi which is dependent on the axial pair
separation (xi−yi). For a model that has N base pairs we can write the Hamiltonian
as
H = Hx +Hy +Hbp (6.1)
where
Hx =
N−1∑
i=1
1
2
κ (xi+1 − xi)2 (6.2)
Hy =
N−1∑
i=1
1
2
κ (yi+1 − yi)2 (6.3)
Hbp =
N∑
i=1
Vi (xi − yi) (6.4)
To eliminate the cross terms in the Hamiltonian we change the co-ordinate system
of variables xi and yi to convert the Hamiltonian to a solvable linear system. The
following substitutions transform the system to a new co-ordinate system in ξ and
η,
ξi = xi + yi (6.5)
ηi = xi − yi (6.6)
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The new Hamiltonian is now a function of ξ and η
H (ξ, η) = Hξ +Hη (6.7)
where
Hξ =
N−1∑
i=1
κ
4
(ξi+1 − ξi)2 (6.8)
Hη =
N−1∑
i=1
κ
4
(ηi+1 − ηi)2 +
N∑
i=1
V (ηi) (6.9)
The base pairs will experience a restoring force brought about by the extension u
but when the bond separation goes beyond ηB the force is set to zero, to begin with,
signifying broken bonds as illustrated in Fig. 6.3.
Vi (ηi) =
1
2
κ′η2i when ηi ≤ ηB (6.10)
=
1
2
κ′η2B when ηi > ηB
Variations on Eq. 6.10 can have the base pairs experiencing either a stronger or
weaker restoring force after a certain separation ηB, for a given extension.
(a) (b)
Figure 6.2: A three-dimensional illustration of the DNA ladder model. In Fig. 6.2a
we have an intact ladder structure that hasn’t been influenced by axial extension.
When an extension is applied to the ladder structure from one end as illustrated in
Fig. 6.2b the base pairs tilt towards the displacement end, experiencing a restoring
force defined by the base pair potential.
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Figure 6.3: A plot of the base pair potential as described by Eq. 6.10.
6.2 Partition Function Integral
The separation of variables in the Hamiltonian allows us to evaluate the partition
function for various breakage patterns. We can neglect the momentum part of the
Hamiltonian as we already shown in the EFJC that this only contributes a constant
factor. The partition function integral is evaluated over phase-space dτ = dξ dη per
base pair. For a N base pair system we have a multi-dimensional partition function
integral
Z =
∫ N∏
i=1
dξi dηi exp (−βH (ξi, ηi)) (6.11)
Where β = 1
kBT
. We simplify the Hamiltonian Eq. 6.7 further by converting ξ and
η into dimensionless quantities such that ξ → ξ (κβ
4
)− 1
2 , and η → η (κβ
4
)− 1
2 . The
Hamiltonian becomes
βH =
N−1∑
i=1
(ξi+1 − ξi)2 +
N−1∑
i=1
(ηi+1 − ηi)2 +
N∑
i=1
V (ηi) (6.12)
and the base pair potential Eq. 6.10 becomes a function of dimensionless η
V (η) =
2κ′
κ
η2 when η ≤ ηB (6.13)
=
2κ′
κ
η2B when η > ηB
Applying the transformation to the partition function Eq. 6.11 creates a constant(
κβ
4
)N
in front of the integral which is ignored from the calculation. Like the mo-
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mentum part of the partition function integral it doesn’t affect the behaviour of the
free energy curves, and therefore has no impact on the force-extension calculations.
6.3 Transfer Matrices
To express Z in terms of transfer matrices we focus our attention on the exponential
term in the partition function. We insert Eq. 6.12 into Eq. 6.11 and make an
expansion of the exp (−βH) term. We are then able to group like terms together
and adjust the exponentials such that they are symmetric in both ξ and η:
exp (−βH) =
N−1∏
i=1
exp
(− (ξi+1 − ξi)2)
×
N−1∏
j=1
exp
(
− (ηj+1 − ηj)2 +
(
V (ηi+1) + V (ηi)
2
))
× exp
(
−V (η1) + V (ηN)
2
)
(6.14)
We can now introduce a set of transfer matrices for both ξ and η
T (ξi+1, ξi) = exp
(− (ξi+1 − ξi)2) (6.15)
Tˆ (ηi+1, ηi) = exp
(
− (ηj+1 − ηj)2 −
(
V (ηi+1) + V (ηi)
2
))
(6.16)
When we talk about the breakage patterns in DNA we are actually referring to
patterns of broken base pairs. Two types of breakage patterns occur in DNA, fraying
and bubbling. Fraying occurs when the base pairs break from the ends of the DNA
molecule Fig. 6.4, and bubbling occurs when base pairs break from within the DNA
molecule Fig. 6.5. To calculate the free energies of various breakage patterns
we need to incorporate these breakage patterns into the DNA ladder model by a
modification of the transfer matrices. We can do this by introducing a bond breakage
criterion embodied in a g factor, gµ. Here the label µ indicates whether a base pair
is either intact (µ = 0), or broken (µ = 1). Since these breakage patterns only
apply to the base pairs we can insert the following factors as a function of η into
the transfer matrices, Tˆ . For an intact base pair
g0 (η) = 1 if |η| ≤ ηB (6.17)
= 0 Otherwise
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(a) {µ} = {0, 0, 0, 0, 0, 1}
(b) {µ} = {0, 0, 0, 0, 1, 1}
Figure 6.4: Different frayed states in DNA for N = 6.
(a) {µ} = {0, 0, 1, 0, 0, 0}
(b) {µ} = {0, 0, 1, 1, 0, 0}
Figure 6.5: Different bubbled states in DNA for N = 6.
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For a broken base pair the g factor becomes,
g1 (η) = 1 if |η| > ηB (6.18)
= 0 Otherwise
Inserting these factors makes the following transformation of the transfer matrix,
Tˆ → Tˆµi,µi+1 , such that
Tˆµi,µi+1 (ηi, ηi+1) = gµi (ηi) gµi+1 (ηi+1) exp
(
− (ηi+1 − ηi)2 −
(
V (ηi+1) + V (ηi)
2
))
(6.19)
The partition function integral can now be expressed as a product of transfer ma-
trices
Z =
∫ N∏
i=1
dξi
(
N−1∏
i′=1
T (ξi′+1, ξi′)
)
×
∫ N∏
j=1
dηj
(
N−1∏
j′=1
Tˆµj′ ,µ′j′+1 (ηj
′ , ηj′+1)
)
exp
(
−V (η1) + V (ηN)
2
)
(6.20)
This partition function constructed out of transfer matrices can be simplified if we
somehow provide eigenfunctions that allow the expression to be contracted. We next
look at how these eigenfunctions arise from the boundary conditions of the system.
6.4 Boundary Conditions
The boundary conditions in the ladder structure are applied to the partition function
through a set of delta functions: the particle at the position y1 is fixed by the
insertion of δ (y1) such that it remains in equilibrium, and the particle at the pulled
end is constrained to take the extension u from its original position δ (xN − u). In
the new co-ordinate system the boundary conditions are transformed by Eq. 6.8 and
Eq. 6.9 to
δ (y1) δ (xN − u) = δ (ξ1 − η1) δ (ξN + ηN − 2u) (6.21)
6.5 Eigenvalue Equations
The transfer integral method simplifies the partition function calculation of the
DNA model to the solutions of a set of eigenvalue equations. We saw in the Ising
model in chapter 3 that the transfer operators contain all the information needed
6.5 Eigenvalue Equations 88
to describe how the spins were distributed and correlated with their neighbours.
In the DNA model the transfer operators provides information on whether a base
pair is broken or intact, and the effects of the potential at a given extension. The
eigenfunctions needed to contract the transfer matrices come from the expansion of
the delta functions that impose the boundary conditions.
δ (ξ1 − η1) =
∑
t
ψˆ∗t (ξ1) ψˆt (η1) (6.22)
δ (ξN + ηN − 2u) =
∑
s
ψ∗s (2u− ξN)ψs (ηN) (6.23)
We introduce ψs, eigenfunctions of the transfer matrix Eq. 6.15, and ψˆt, the eigen-
functions of the transfer matrix Eq. 6.16. The eigenfunctions satisfy the eigenvalue
equations for the backbone T , intact base pair Tˆ00, and a broken base pair Tˆ11
transfer matrices by ∫
dξ′T (ξ, ξ′)ψs (ξ′) = λsψs (ξ) (6.24)∫
dη′Tˆ00 (η, η′) ψˆt (η′) = λˆtψˆt (η) (6.25)∫
dη′Tˆ11 (η, η′) ψ˜v (η′) = λ˜vψ˜v (η) (6.26)
respectively. Using these eigenvalue equations we are able to contract the expression
for Z transfer matrices leaving a sum involving eigenvalues and eigenvectors. Nu-
merically the eigenfunctions can be calculated if we discretise the transfer matrix;
however, in certain cases analytical solutions can be found.
6.5.1 Analytical solutions for eigenvectors and eigenvalues
of T
If we take a closer look at Eq. 6.15 we find that T is just a Gaussian function, and
thus Eq. 6.24 can be solved analytically to give solutions for ψs and λs. The integral
equation becomes ∫
dξ′ exp
(
− (ξ′ − ξ)2
)
ψs (ξ
′) = λsψs (ξ) (6.27)
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By assuming the eigenfunction is of the form ψs (ξ) = A exp (isξB) where A and B
are constants the integral equation becomes∫
dξ′ exp
(
− (ξ − ξ′)2
)
A exp (isξ′B) = λsψs (ξ) (6.28)
Then making a substitution γ = ξ − ξ′ we get
− A exp (isξB)
∫
dγ exp
(−γ2) exp (−isγB) = λsψs (ξ) (6.29)
and we find that the integral is simply a Fourier transform of the Gaussian function∫ ∞
−∞
exp
(−αx2) exp (−ivx) dx = √pi
α
exp
(
− v
2
4α
)
(6.30)
Using this transformation we get
− A exp (isξB)
(√
pi exp
(
−B
2s2
4
))
= λsψs (ξ) (6.31)
Hence
λs =
√
pi exp
(
−B
2s2
4
)
(6.32)
All that remains is to find the constant B. Here we impose periodicity such that we
can represent the ψs eigenfunction on a finite spatial range L. At this point we also
take s to be an integer label. We impose
ψs (α + L) = ψs (α) (6.33)
such that
exp (isB (α + L)) = exp (isBα) (6.34)
or
exp (isBL) = 1 (6.35)
Since exp (is2pi) = 1, we can substitute that on the RHS, and take the logarithmic
of both sides. This result gives
B =
2pi
L
(6.36)
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To find the constant A we simply use the normalisation condition. Integrating over
finite range from −L
2
to L
2
, we get
∫ L
2
−L
2
|ψs (ξ) |2 dξ = 1 (6.37)
|A|2L = 1 (6.38)
Hence
A = L−
1
2 (6.39)
Thus the T transfer matrix has eigenfunctions that are expressed as
ψs (ξ) = L
− 1
2 exp
(
is2piξ
L
)
(6.40)
with corresponding eigenvalues
λs = pi
1
2 exp
(
−pi
2s2
L2
)
(6.41)
We are now able to make some simplifications to the delta function expansion of
Eq. 6.23 where the analytical form of the eigenfunction ψs allows us to take out
extension parameter u to become
ψ∗s (2u− ξN) = exp
(
−i4pisu
L
)
ψs (ξN) (6.42)
The delta function expansion of Eq. 6.23 can now be expressed as
δ (ξN + ηN − 2u) =
∑
s
exp
(
−i4pisu
L
)
ψs (ξN)ψs (ηN) (6.43)
6.5.2 Analytical solutions for eigenvectors and eigenvalues
of Tˆ
The g factors in Eq. 6.19 make it inconvenient to find analytical solutions for ψˆt and
λˆt except for a special case when ηb → ∞ for intact base pairs. In this limit the
g factors become unity reducing the transfer matrix equation Tˆ00 to Tˆ , as given in
Eq. 6.16. The simplification of the transfer matrix means we are able to solve the
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eigenvalue equation by inserting Tˆ into Eq. 6.25.∫
dη′ exp
(
− (η − η′)2 − κ
′
κ
(
η2 + η′2
))
ψˆt (η
′) = λˆtψˆt (η) (6.44)
This integral is very similar to a Gaussian integral which therefore indicates that ψˆt
might must be a Gaussian in some form. We assume that
ψˆt (η
′) = A exp
(
−B
2
η′2
)
(6.45)
where A and B are unknown constants. If we collect the like terms together our
eigenvalue equation becomes
A
∫
dη′ exp
(
−η2
(
κ+ κ′
κ
)
− 2ηη′ − η′2
(
1 +
2κ′ + κ (B + 2)
2κ
+
B
2
))
= λˆtψˆt (η)
(6.46)
which is a Gaussian integral of the form∫ ∞
−∞
k exp
(−fx2 + gx+ h) = k√pi
f
exp
(
g2
4f
+ h
)
(6.47)
The integration gives us the following result
A
(
piκ
κ+ 2Bκ′
) 1
2
exp
(
−Dη
2
2
)
= λˆtψˆt (η) (6.48)
where
D = 2 +
2κ′
κ
− 4κ
(2 +B)κ+ 2κ′
(6.49)
The function Eq. 6.45 is only an eigenfunction of Tˆ if B = D, therefore from Eq. 6.49
B =
(
4κ′ (2κ+ κ′)
κ2
) 1
2
(6.50)
and the first eigenvalue is simply
λˆ0 =
(
piκ
κ+ 2Bκ′
) 1
2
(6.51)
This is consistent with the analysis of Parisi who calculated the first analytical
eigenfunction and eigenvalue for a similar eigenvalue equation [41]. His solutions
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take the form
ψˆ0 (η) = exp
(
− c
2
η2
)
(6.52)
λˆ0 =
2pi
1
2
[(µ2 + 2µβ)
1
2 + µ+ β]
1
2
(6.53)
where c = (µ2 + 2βµ)
1
2 /2. If we substitute β = 4 and µ = 4κ′/κ into Eq. 6.52 and
Eq. 6.53 we return the same result for the eigenvalue and eigenfunction. Following
Parisi [41], we find the remaining eigenvector and eigenvalues are
ψˆt (η) ∝ Ht (bη) exp
(
−cη
2
2
)
(6.54)
λˆn = λˆ0 exp (−mn)
b =
1
2
(
∆2 − β2
∆
) 1
2
m = ln
(
∆
β
)
∆ = 2c+ µ+ β
Where Ht is a Hermite polynomial. To complete solution the we use the following
orthogonality relation for Hermite polynomials∫ ∞
−∞
Hm (x)Hn (x) exp
(−x2) dx = √pi2nn!δnm (6.55)
and the eigenfunctions of the Tˆ transfer matrix become
ψˆt (η) =
(pi
c
)− 1
4
(
1
2tt!
) 1
2
Ht (bη) exp
(
−cη
2
2
)
(6.56)
6.6 Transfer Matrix Method
Inserting the eigenfunction representation of the delta function into the partition
function integral we not only transform the expression to a function of the extension
parameter u, but also enable the contraction of many of the transfer matrices using
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the eigenvalue equations. We start from
Z (u) =
∑
s
exp
(
−i4pisu
L
)
ψs (ξN)ψs (ηN)
∫ N∏
i=1
dξi
(
N−1∏
i′=1
T (ξi′+1, ξi′)
)
×
∑
t
ψˆ∗t (η1) ψˆt (ξ1)
∫ N∏
j=1
dηj
(
N−1∏
j′=1
Tˆµ,µ′ (ηj′+1, ηj′)
)
exp
(
−V (η1) + V (ηN)
2
)
(6.57)
The transfer matrix T has no dependence on η and therefore does not depend on
the base pair breakage pattern, and consequently we are able to proceed with the
contraction of these transfer matrices. Using ψs (ξN) with the eigenvalue equation
Eq. 6.24 we propagate the eigenfunction down to ψs (ξ1) leaving an eigenvalue for
each contraction. The delta function Eq. 6.22 also allows us to replace η1 with ξ1 in
the potential term to give
Z (u) =
∑
s,t
λN−1s exp
(
−i4pisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1) (6.58)
×
∫ N∏
j=1
dηj
(
N−1∏
j′=1
Tˆµ,µ′ (ηj′+1, ηj′)
)
ψˆ∗t (η1) exp
(
−V (ηN)
2
)
ψs (ηN)
From this equation we will explore different intact, frayed, and bubble states of DNA
using various contraction methods.
6.6.1 Intact DNA
For an intact ladder structure all base pairs are considered intact setting all the µ
indices in the transfer matrix Tˆ to be µ = 0. Starting from Eq. 6.58 our partition
function looks like
Z (u) =
∑
s,t
λN−1s exp
(
−i4pisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1)
×
∫ N∏
j=1
dηj
(
N−1∏
j′=1
Tˆ00 (ηj′+1, ηj′)
)
ψˆ∗t (η1) exp
(
−V (ηN)
2
)
ψs (ηN) (6.59)
To contract the Tˆ00 transfer matrices we use the eigenvalue equation Eq. 6.25 to
propagate ψˆ∗t (η1) up to ψˆ
∗
t (ηN). After the contractions our partition function for
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Figure 6.6: An intact DNA structure where {µ} = {0, 0, 0, 0, 0, 0} for N = 6.
an intact state becomes
Z (u) =
∑
s,t
λN−1s λˆ
N−1
t exp
(
−4piisu
L
)∫
dξN ψs (ξN) exp
(
−V (ξN)
2
)
ψˆ∗t (ξN)
×
∫
dη1ψs (η1) exp
(
−V (η1)
2
)
ψˆt (η1) (6.60)
Notice that this leaves just two integrations, as well as two summations over the
eigenvector label.
6.6.2 Frayed DNA
In a frayed configuration there is a single transfer matrix that links a broken base pair
and an intact base pair, either Tˆ01 and Tˆ10. We have not considered the eigenvalue
equation for this matrix but we can alter the way we contract the matrices, leaving
the single matrix in one of the remaining integrals. Starting from Eq. 6.58 for b
broken base pairs the partition function looks like
Z (u) =
∑
s,t
λN−1s exp
(
−i4pisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1)
×
∫ N∏
j=1
dηj Tˆ00 (η1, η2) ...Tˆ01 (ηN−b−1, ηN−b) ...Tˆ11 (ηN−1, ηN)
× ψˆ∗t (η1) exp
(
−V (ηN)
2
)
ψs (ηN) (6.61)
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Similar to the intact state we can use the ψˆ∗t (η1) eigenfunction to contract the Tˆ00
transfer matrices up to ηN−b−1 to give
Z (u) =
∑
s,t
λN−1s λˆ
N−b
t exp
(
−i4pisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1)
×
∫ N∏
j=N−b−1
dηj ψˆ
∗
t (ηN−b−1) Tˆ01 (ηN−b−1, ηN−b) ...Tˆ11 (ηN−1, ηN)
× exp
(
−V (ηN)
2
)
ψs (ηN) (6.62)
The eigenfunction ψs (ηN) is unsuitable for contracting the remaining transfer ma-
trices. To obtain an appropriate eigenfunction we expand ψs (ηN) exp
(
−V (ηN )
2
)
in
the set of eigenfunctions of Tˆ11:
ψs (ηN) exp
(
−V (ηN)
2
)
=
∑
v
csvψ˜v (ηN) (6.63)
where
csv =
∫
dη′N ψs (η
′
N) exp
(
−V (η
′
N)
2
)
ψ˜∗v (η
′
N) (6.64)
Inserting these equations into Eq. 6.62 we get
Z (u) =
∑
s,t,v
λN−1s λˆ
N−b
t c
s
v exp
(
−i4pisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1)
×
∫ N∏
j=N−b−1
dηj ψˆ
∗
t (ηN−b−1) Tˆ01 (ηN−b−1, ηN−b) ...Tˆ11 (ηN−1, ηN) ψ˜v (ηN)
(6.65)
We are now able to contract the remaining transfer matrices using ψ˜v (ηN) and
eigenvalue equation Eq. 6.26. The residual transfer matrix Tˆ01 is left in the integral
to be evaluated numerically. The expression for the partition function becomes
Z (u) =
∑
s,t,v
λN−1s λˆ
N−b
t λ˜
b−1
v c
s
v exp
(
−i4pisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1)
×
∫∫
dηN−b−1dηN−b ψˆ∗t (ηN−b−1) Tˆ01 (ηN−b−1, ηN−b) ψ˜v (ηN−b) (6.66)
In the above equation the residual transfer matrix indicates that the broken base
pairs lie on the right hand side of the structure as shown in Fig. 6.4, but the sym-
metric nature of the structure means that this equation would give the same results
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for broken base pairs from left side of the ladder structure.
6.6.3 Double Frayed DNA
The symmetric behaviour of the system suggests that the base pairs corresponding
to η1 and ηN should break at the same time. With the remaining base pairs intact
we can consider this as a double frayed state such that base pairs break at both ends
of the ladder structure. Using b and b′ to denote the number of broken base pairs at
each end we employ a different expansion of the delta function boundary conditions
where
δ (ξ1 − η1) =
∑
v
ψ˜v (ξ1) ψ˜
∗
v (η1) (6.67)
δ (ξN + ηN − 2u) =
∑
s
ψ∗s (2u− ξN)ψs (ηN) (6.68)
Using eigenfunctions of the Tˆ11 transfer matrices, the contractions of the T transfer
matrices are not affected by this new expansion. The partition function integral
becomes
Z (u) =
∑
s,v
λN−1s exp
(
−4piisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψ˜v (ξ1)
∫ N∏
j=1
dηj
× ψs (ηN) exp
(
−V (ηN)
2
)
ψ˜∗v (η1) Tˆ11 (η1, η2) ...Tˆ10 (ηb, ηb+1) Tˆ00 (ηb+1, ηb+2) ...
...Tˆ00 (ηN−b′−2, ηN−b′−1) Tˆ01 (ηN−b′ , ηN−b′+1) ...Tˆ11 (ηN−1, ηN) (6.69)
We make an expansion of the functions in ηN in terms of eigenfunctions of the Tˆ11
transfer matrix:
ψs (ηN) exp
(
−V (ηN)
2
)
=
∑
v′
Dsv′ψ˜v′ (ηN) (6.70)
where
Dsv′ =
∫
dη′N ψs (η
′
N) exp
(
−V (η
′
N)
2
)
ψ˜∗v′ (η
′
N) (6.71)
6.6 Transfer Matrix Method 97
Inserting this expression into the partition function we get
Z (u) =
∑
s,v,v′
λN−1s D
s
v′ exp
(
−4piisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψ˜v (ξ1)
×
∫ N∏
j=1
dηj ψ˜
∗
v (η1) Tˆ11 (η1, η2) ...Tˆ10 (ηb, ηb+1) Tˆ00 (ηb+1, ηb+2) ...
...Tˆ00 (ηN−b′−2, ηN−b′−1) Tˆ01 (ηN−b′ , ηN−b′+1) ...Tˆ11 (ηN−1, ηN) ψ˜v′ (ηN) (6.72)
After making the relevant contractions using the properties of the ψ˜v and ψ˜v′ eigen-
functions we get
Z (u) =
∑
s,v,v′
λN−1s λ˜
b−1
v λ˜
b′−1
v′ D
s
v′ exp
(
−4piisu
L
)∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψ˜v (ξ1)
×
∫ N−b′+1∏
j=b
dηj ψ˜
∗
v (ηb) Tˆ10 (ηb, ηb+1) Tˆ00 (ηb+1, ηb+2) ...
...Tˆ00 (ηN−b′−2, ηN−b′−1) Tˆ01 (ηN−b′ , ηN−b′+1) ψ˜v′ (ηN−b′+1) (6.73)
To contract the remaining Tˆ00 transfer matrices we introduce a pair of appropriate
eigenfunctions by inserting the following representation of unity:∫ ∞
−∞
δ (φ− ηN−b′) dφ =
∫ ∞
−∞
dφ
∑
t
ψˆt (φ) ψˆ
∗
t (ηN−b′) (6.74)
where φ is a dummy variable. After further contractions the partition function
becomes
Z (u) =
∑
s,v,v′,t
λN−1s λ˜
b−1
v λ˜
b′−1
v′ λˆ
N−b−b′−1
t D
s
v′ exp
(
−4piisu
L
)
×
∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψ˜v (ξ1)
∫∫
dηb dφ ψ˜
∗
v (ηb) Tˆ10 (ηb, φ) ψˆt (φ)
×
∫∫
dηN−b′ dηN−b′+1 ψˆ∗t (ηN−b′) Tˆ01 (ηN−b′ , ηN−b′+1) ψ˜v′ (ηN−b′+1) (6.75)
The remaining expression involves five integrals and four summations.
6.6.4 Bubbling DNA
Bubbling in dsDNA occurs when broken base pairs exist within the structure, not at
the ends. This requires us to consider two regions of the ladder structure that have
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intact base pairs and a region in the middle with broken base pairs. If we consider a
configuration where we have l intact base pairs followed by b broken base pairs with
the remaining base pairs intact such that l + b < N , the partition function integral
would be of the form
Z (u) =
∑
s,t
λN−1s exp
(
−4piisu
L
)∫
dξN ψs (ξN) exp
(
−V (ξN)
2
)
ψˆ∗t (ξN)
∫ N∏
j=1
dηj
× ψs (ηN) exp
(
−V (ηN)
2
)
ψˆ∗t (η1) Tˆ00 (η1, η2) ...Tˆ00 (ηl−1, ηl) Tˆ01 (ηl, ηl+1) Tˆ11 (ηl+1, ηl+2) ...
...Tˆ11 (ηl+b−1, ηl+b) Tˆ10 (ηl+b, ηl+b+1) Tˆ00 (ηl+b+1, ηl+b+2) ...Tˆ00 (ηN−1, ηN) (6.76)
The eigenfunction ψˆ∗t is available to contract the transfer matrices for intact base
pairs from η1 → ηl. However, for the transfer matrices from ηN → ηl+b+1 we need
to expand ψs (ηN) exp
(
−V (ηN )
2
)
in the set of eigenfunctions of Tˆ00,
ψs (ηN) exp
(
−V (ηN)
2
)
=
∑
t′
dst′ψˆt′ (ηN) (6.77)
where
dst′ =
∫
dη′N ψs (η
′
N) exp
(
−V (η
′
N)
2
)
ψˆ∗t′ (η
′
N) (6.78)
By inserting these expressions into Eq. 6.76 we can contract all the Tˆ00 transfer
matrices to give
Z (u) =
∑
s,t,t′
λN−1s λˆ
l−1
t λˆ
N−l−b−1
t′ d
s
t′ exp
(
−4piisu
L
)∫
dξN ψs (ξN) exp
(
−V (ξN)
2
)
ψˆ∗t (ξN)
×
∫ N−l−b∏
j=l
dηjψˆ
∗
t (ηl) Tˆ01 (ηl, ηl+1) Tˆ11 (ηl+1, ηl+2) ...Tˆ11 (ηl+b−1, ηl+b) ...
× Tˆ10 (ηl+b, ηl+b+1) ψˆt′ (ηl+b+1) (6.79)
To contract the remaining Tˆ11 transfer matrices we introduce a pair of appropriate
eigenfunctions by inserting the following representation of unity:∫ ∞
−∞
δ (φ− ηl+b) dφ =
∫ ∞
−∞
dφ
∑
v
ψ˜∗v (φ) ψ˜v (ηl+b) (6.80)
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where φ is a dummy variable. After the final contractions the partition function
becomes
Z (u) =
∑
s,t,t′,v
λN−1s λˆ
l−1
t λˆ
N−l−b−1
t′ λ˜
b−1
v d
s
t′ exp
(
−4piisu
L
)
×
∫
dξN ψs (ξN) exp
(
−V (ξN)
2
)
ψˆ∗t (ξN)
×
∫
dηl
∫
dφ ψˆt′ (ηl) Tˆ01 (ηl, φ) ψ˜∗v (φ)
×
∫
dηl+b
∫
dηl+b+1 ψ˜v (ηl+b) Tˆ10 (ηl+b, ηl+b+1) ψˆt (ηl+b+1) (6.81)
once again involving five integrations and four summations.
6.7 Mean Axial Displacement
We now employ the partition function to determine mean axial displacement pat-
terns for various patterns of breakage. Increasing the extension u in the DNA ladder
structure increases the stress across each of the base pairs. The redistribution of the
forces in the ladder structure means that the mean axial displacement for each base
pair will not be the same. We can calculate the average of the structural variables ξ
and η from the knowledge of the partition function. These mean axial displacements
with the boundary conditions labelled as C (u) are
〈ξα〉 =
∫ ∏N
j=1 dξjdηj ξα exp (−βH (ξj, ηj))C (u)∫ ∏N
j=1 dξjdηj exp (−βH (ξj, ηj))C (u)
(6.82)
〈ηα〉 =
∫ ∏N
j=1 dξjdηj ηα exp (−βH (ξj, ηj))C (u)∫ ∏N
j=1 dξjdηj exp (−βH (ξj, ηj))C (u)
(6.83)
where the denominator is the partition function Eq. 6.11. Recombining these quan-
tities using Eq. 6.5 and Eq. 6.6 we are able to find the average positions 〈xα〉 and
〈yα〉.
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6.7.1 Calculation of average ηα
In the intact state of DNA the calculation of average ηα requires the evaluation of
the following integral using the transfer integral method
Zηα (u) =
∫ N∏
j=1
dξjdηj ηα exp (−βH (ξj, ηj))C (u) (6.84)
This integral only affects the contraction of transfer matrices in η, therefore we can
continue from a modified version of Eq. 6.58 that includes ηα
Zηα (u) =
∑
s,t
λN−1s exp
(
−4piisu
L
)∫
dξN ψs (ξN) exp
(
−V (ξN)
2
)
ψˆ∗t (ξN)
×
∫ N∏
j=1
dηj ψs (ηN) exp
(
−V (ηN)
2
)
ψˆ∗t (η1) ηα
(
N−1∏
j′=1
Tˆµj′ ,µj′+1 (ηj′+1, ηj′)
)
(6.85)
Setting µ = 0 for all the base pairs we are left with ηα within a set of transfer
matrices. For a given ηα the partition function becomes
Zηα (u) =
∑
s,t
λN−1s exp
(
−4piisu
L
)∫
dξN ψs (ξN) exp
(
−V (ξN)
2
)
ψˆ∗t (ξN)
×
∫ N∏
j=1
dηj ψs (ηN) exp
(
−V (ηN)
2
)
ψˆ∗t (η1)
× Tˆ00 (η1, η2) ....Tˆ00 (ηα−1, ηα) ηαTˆ00 (ηα, ηα+1) ...Tˆ00 (ηN−1, ηN) (6.86)
We now contract the matrices using the relevant eigenvalue equations starting from
η1, and downwards from ηN , leaving ηα left in the integral.
Zηα (u) =
∑
s,t,t′
λN−1s λˆ
α−1
t λˆ
N−α
t′ d
s
t′ exp
(
−i4pisu
L
)
×
∫
dξ1 ψs (ξ1) exp
(
−V (ξ1)
2
)
ψˆt (ξ1)
∫
dηα ψˆ
∗
t (ηα) ηαψˆt′ (ηα) (6.87)
where dst′ is given by Eq. 6.78.
6.7.2 Calculation of average ξα
To calculate the Zξα integral we begin from a modified version of Eq. 6.58 that
includes the extra term ξα and use ψˆ∗t (η1) to contract all the Tˆ transfer matrices up
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to ηN
Zξα (u) =
∑
s,t
λˆN−1t exp
(
−i4pisu
L
)
(6.88)
×
∫
dηN ψs (ηN) exp
(
−V (ηN)
2
)
ψˆ∗t (ηN)
×
∫ N∏
i=1
dξi
(
N−1∏
i′=1
T (ξi′+1, ξi′)
)
ξαψˆt (ξ1)ψs (ξN) exp
(
−V (ξ1)
2
)
We then use ψs to contract the first set of T transfer matrices from ξN down to ξα
Zξα (u) =
∑
s,t
λN−αs λˆ
N−1
t exp
(
−i4pisu
L
)
(6.89)
×
∫
dηN ψs (ηN) exp
(
−V (ηN)
2
)
ψˆ∗t (ηN)
×
∫ α∏
i=1
dξi
(
α−1∏
i′=1
T (ξi′+1, ξi′)
)
ψs (ξα) ξαψˆt (ξ1) exp
(
−V (ξ1)
2
)
To contract the remaining set of transfer matrices we perform an expansion of the
ψˆt eigenfunction in ψs
ψˆt (ξ1) exp
(
−V (ξ1)
2
)
=
∑
s′
hts′ψs′ (ξ1) (6.90)
where
hts′ =
∫
dξ′1 ψ
∗
s′ (ξ
′
1) exp
(
−V (ξ
′
1)
2
)
ψˆt (ξ
′
1) (6.91)
Inserting this into the partition function we are now able to contract the remaining
T transfer matrices to get
Zξα (u) =
∑
s,s′,t
λα−1s′ λ
N−α
s λˆ
N−1
t exp
(
−i4pisu
L
)
hts′
×
∫
dηN ψs (ηN) exp
(
−V (ηN)
2
)
ψˆ∗t (ηN)
∫
dξα ψs′ (ξα) ξαψs (ξα) (6.92)
Next we perform numerical calculations using these expressions.
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6.8 Results for DNA eigensystem calculations
The numerical calculation of the eigenvalue problem was discretised into 2m+1 steps
over an interval range
[−L
2
, L
2
]
to give a step size ∆ = L
2m+1
. The accuracy of the
eigenvalue calculations is dependent on the L and m variables and the associated
determination of ∆ in the numerical calculation. There is a balance to be found
between the discretisation of the eigenvalue problem, and the range in η that can
be included in the integrals. For the T and Tˆ transfer matrices in the DNA model,
and for a given ∆, we sampled a variety of different L and m combinations in
order to determine their effect on the accuracy of the numerical calculations. The
eigenvalues for λs are shown in Figs. 6.7-6.9 for a range of ∆, and the λˆt eigenvalues
that correspond to the Parisi eigenvalues of the Tˆ transfer matrix where ηB = L/2
are shown in Figs. 6.10-6.11.
Analysis of the λs eigenvalues of the T transfer matrix indicates that it is pos-
sible to find a combination of L and m that produces sufficient agreement between
numerical and analytical values for all ∆. From the results shown in Fig. 6.7d,
Fig. 6.8d, and Fig. 6.9d we are able to observe that this is brought about by in-
creasing the integral range parameter L. Another example of this effect can be seen
by comparing the results in Fig. 6.8a, and Fig. 6.7b. Both these plots have m = 10
and we note that as we increase L from 5 to 10 we find the agreement between the
analytical and numerical results improves. Expecting the increase of L to have the
same effect on the λˆt eigenvalues of the Tˆ transfer matrix, we discover that for all
combinations of L and m there are excellent agreements between the numerical and
analytical calculations as shown in Fig. 6.10 and Fig. 6.11.
The eigenfunction plots of ψˆt in Fig. 6.12, and Fig. 6.13 for the highest eigenvalues
corresponding to t = 1, 2, 3, 4 show that every eigenfunction has a limited range in
η, and therefore by choosing a small L we are able to capture the non-zero parts of
the integral equation Eq. 6.25 when calculating the eigenvalues. The eigenfunctions
for ψs are periodic and therefore do not contain this limited range in η.
The eigenfunctions in Fig. 6.12, and Fig. 6.13 also demonstrate that by reducing
∆ we increase the resolution of the numerically generated eigenfunctions. This is
essential for an accurate free energy calculation by numerical methods as it increases
the number of data points in the discrete representation of the eigenfunction.
Turning our attention to the eigenfunctions ψˆ and ψ˜ of the Tˆ00 and Tˆ11 transfer
matrices, respectively, we are able to observe the effect of finite ηB on the eigenfunc-
tions through the g factors we imposed in Eq. 6.17, and Eq. 6.18 . The eigenfunction
ψˆt shown in Fig. 6.14 is non-zero only for |η| ≤ ηB and the opposite behaviour of
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the ψ˜t eigenfunction is shown in Fig. 6.15.
6.8.1 Conclusion
Analysis of the eigenvalue calculations gives an insight into the range of parameters
that would be suitable to perform partition function calculations. We have found
that a balance of choosing L and m is needed in order to perform integrations over
a suitable range, as well as providing enough data points within the eigenfunction
to calculate the partition function accurately.
The plots for both the eigenvalues and eigenvectors of the T and Tˆ transfer ma-
trices have a high degree of accuracy when we compare the numerical and analytical
results. For the eigenvalues of λs, the plots converge to a perfect fit as L is increased
to 50, and from all the plots we find that by having a sufficient integral range over
η we can encapsulate the complete eigenfunction. Considering the discretisation
parameters we have used, the results are accurate when L is chosen in the range of
25 to 50, and m in a range of 50 to 100.
It is possible to increase the accuracy of the eigenvalues and eigenfunctions fur-
ther by choosing larger discretisation parameters, however, as we can see in Fig. 6.9d
this effect is minimal if we compare it to Fig. 6.9c. A disadvantage of increasing m
is that it results in a significant increase in computation time.
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Figure 6.7: Numerical and analytical eigenvalue plots for λs where the 2m + 1
eigenvalues are shown in descending order. Different combinations of L and m are
used such that ∆ = 0.5 in these calculations.
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Figure 6.8: Numerical and analytical eigenvalue plots for λs where ∆ = 0.25.
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Figure 6.9: Numerical and analytical eigenvalue plots for λs where ∆ = 0.1.
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Figure 6.10: Numerical and analytical eigenvalue plots of λˆt where ∆ = 0.25.
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Figure 6.11: Numerical and analytical eigenvalue plots of λˆt where ∆ = 0.5.
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Figure 6.12: Eigenfunction plots of ψˆt with ∆ = 0.5 (L=50 and m=50).
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Figure 6.13: Eigenfunction plots of ψˆt with ∆ = 0.25 (L=50 and m=100).
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Figure 6.14: Eigenfunction plots of ψˆt with ∆ = 0.25 (L=50 and m=100) and
ηB = 2.
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Figure 6.15: Eigenfunction plots of ψ˜t with ∆ = 0.25 (L=50 and m=100) and
ηB = 2.
6.9 Results for DNA Model Calculations 109
6.9 Results for DNA Model Calculations
Results calculated for an intact state of DNA using Eq. 6.60 are shown in Fig. 6.16.
Observing a ladder structure that has all its base pairs intact we calculate free
energies for a test case of N = 5 by using a range of ηB and κ/κ
′ ratios in order to
understand their effect on the ladder structure. Even though a DNA molecule with
5 base pairs is not thermodynamically stable we can still use this small structure to
determine the general behaviour of the model. With κ being the spring constant of
the backbone and κ′ being the stiffness constant of the base pairs, we change the
stiffness constant ratio by varying κ′ and keeping κ fixed. The parameter ηB still
represents the point at which the base pair bond breaks.
F (u) = − 1
β
lnZ (u) (6.93)
The effect of the parameter ηB on the intact state calculations can be seen in
Figs. 6.16a-6.16c by the change in the curvature of free energy curves. As we in-
crease the ηB limit we are effectively increasing the range of η at which a restoring
force is felt by the base pair. When the extension u is at the ηB limit the bonds
break and the restoring force exhibited by the potential vanishes.
From the dimensionless base pair potential Eq. 6.13, the stiffness constant ratio
between the backbone and base pair quantifies the free energy or work needed to
apply an extension u to the ladder structure. For κ/κ′ ≈ 1 we the structure is rather
rigid requiring a lot of work to extend the structure, whereas for a high stiffness
constant ratio κ/κ′ ≈ 100 the stiffness constant of the base pairs is much softer,
requiring less work for the structure to extend. All of the free energy calculations
in Fig. 6.16 show that reducing κ′ lowers the free energy curve, this demonstrates
that less work was required to extend the ladder structure.
The free energy calculations for different frayed states of the ladder structure are
shown in Fig. 6.17. Compared with an intact state, we plot the four different frayed
states of a ladder structure with N = 5, and for various ηB. Frayed ends of the
ladder structure cause an increase of the initial free energy at u = 0; as we increase
ηB we find that this increase becomes more noticeable before falling to a minimum.
This behaviour can be explained by the compression of the backbone bonds adjacent
to the broken base pairs in the ladder structure such that at small u energy is stored
in these bonds. For larger ηB more work is required to compress the backbone bonds
resulting in more energy being stored. This is illustrated well in Fig. 6.17a through
to Fig. 6.17f where we see the increase from ηB = 0.5 to ηB = 1.25. As the structure
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is extended the broken-pairs relax stabilising at a minimum free energy.
Bubble states in Fig. 6.18 have a larger increase in free energies at a given u than
frayed states of a similar extent. We attribute this effect to the higher energy cost
needed to break the bonds within the ladder structure than at the ends, due to the
greater associated distortion of the backbones.
The mean axial displacement calculations in Fig. 6.19 highlight the symmetry
that exists within the ladder structure. Although we are extending the structure
from the y backbone, the equal and opposite reaction force acting on the x backbone
results in a symmetry in the calculation of 〈ηj〉 shown in Fig. 6.19a, Fig. 6.19c and
Fig. 6.19e. For all extensions we find that the outermost base pairs extend more than
the base pairs within the structure. As we increase the ηB parameter in Fig. 6.19
we allow the base pairs to extend over a larger range in η before breaking, and this
results in a larger mean axial displacement for each base pair.
The calculation of average ξj shown in Fig. 6.19b, Fig. 6.19d and Fig. 6.19f
draws our attention to the behaviour of the backbones in the ladder structure which
is independent of the ηB parameter. Using both 〈ξj〉 and 〈ηj〉 we calculate the
average backbone positions xj and yj shown in Fig. 6.20. For each extension we
correctly observe the constraints applied by the delta functions with y1 = 0 and
xN = u.
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Figure 6.16: DNA Model simulations for an intact state of the ladder structure
where N = 5. Simulations are run for a range of cases that vary the ηB limit,
and the ratios of stiffness constants between the base pair and backbone (L = 20).
The peak in the free energy arises from the periodicity of the extension term in the
partition function Eq. 6.60
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Figure 6.17: DNA free energy calculations for frayed states of the ladder structure
where N = 5. The label for each frayed state indicates the number of broken base
pairs from one end of the ladder structure. Simulations are run for a range of cases
that vary the ηB limit.
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Figure 6.18: DNA free energy calculations for a bubble states of the ladder structure
where N = 5. The label for each bubbled state indicates the number of intact
base pairs, followed by the number of broken base pairs (intact, broken). For all
the bubble states the last remaining base pair is always intact. Calculations are
performed for a range of cases that vary the ηB limit.
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Figure 6.19: Mean axial displacement calculations for the average base pair separa-
tion when we apply an extension u on the ladder structure. Simulations are run for
an intact state with κ/κ′ = 1 at different ηB limits (∆ ≈ 0.25).
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Figure 6.20: Mean axial displacement calculations for the average backbone dis-
placements when we apply an extension u on the ladder structure. Calculations are
performed for an intact state with κ/κ′ = 1 at different extensions (∆ ≈ 0.25).
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6.9.1 Conclusion
From studying the N = 5 ladder structure we can draw some conclusions on how
an applied extension affects the free energy for intact, frayed and bubble states.
In all instances applying an extension to the ladder structure moves it away from
its equilibrium position due to the work done on the thermodynamic system. This
increases the internal energy and consequently the free energy. As we reduce κ′ less
work is required to extend the base pairs within the ladder structure lowering the
free energy curve. Here the stiffness constant ratio increases since κ is always kept
constant.
Broken base pairs in the frayed states move the equilibrium position (minimum
free energy) of the ladder structure from u = 0. As calculations of 〈η〉 have shown,
mean base pair separations are not uniform within the structure, and therefore to
allow the relaxation of the backbone adjacent to broken base pairs a large enough
extension is needed. As the number of broken base pairs increases a larger extension
is needed to relax the structure.
The crossover behaviour in free energy curves shown in Fig. 6.17c, Fig. 6.17d
and Fig. 6.17e indicates separate phase transitions for a structure that unzips from
one end. Initially, in an intact state at equilibrium, applying an extension from one
end disturbs the structure causing the free energy to increase. The base pairs begin
to separate with the largest displacements being experienced at the end base pairs.
As the extension increases, the intact free energy curve will eventually intersect the
first frayed free energy curve implying a phase transition to a frayed structure with a
single broken base pair. This process will continue to happen for subsequent frayed
states where more base pairs are broken. Following a path of lowest free energy we
are able to observe how the base pairs break in a ladder structure from an intact
state as the extension u increases.
The shift in higher free energy curves for bubble states arises from the distorted
backbone around each end of the region of broken base pairs within the structure.
The shift can be related to the number of broken base pairs that exist. No phase
transitions exist for the bubble states as u increases.
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6.10 Results for anharmonic DNA calculations
In our formulation of the partition function we chose a potential that mechanically
described DNA as a harmonic ladder structure. Each base pair experiences a restor-
ing force proportional to a given extension and eventually breaks once the base pair
separation reaches the ηB limit, at which point the restoring force vanishes. Follow-
ing the recent work of Prakash et al. who uses the same ladder structure to model
DNA we find that their potential on the molecular scale gives a more realistic repre-
sentation of the base pair potentials. This potential contains a long range attractive
interaction and short range harmonic attraction that resembles our simpler base pair
potential when the displacement is small. Expanding the Prakash potential Vp (yi)
in ascending powers of y one gets [77],
Vp (yi) = −+ 1
2
(
12
σ2
)
y2i (6.94)
κ′ =
12
σ2
(6.95)
where  is the potential depth, σ is the diameter of DNA and κ′ is the stiffness
constant of the base pair. In the limit of ηB →∞ our potential remains harmonic.
To model DNA we adopt Prakash’s potential in our partition function where ηB now
indicates where the base pair bond breaks as it is distorted.
The results from the first set of calculations compares the shearing force of
different molecular lengths with experimental data obtained by Hatch et al. [79].
We use a method first employed by Prakash et al. [77] where for an intact structure
the shear force fs is determined when the average separation of the end base pairs,
η1 and ηN , are equal to our fitting parameter ηB, this is also known as the shearing
separation of a single base pair. At the applied extension we are able to determine
the dimensionless force f from the partition function by taking the derivative of the
free energy with respect to u. We find that
f (u) =
1
β
d lnZ (u)
du
(6.96)
which can be transformed into a dimensional force by multiplying by a scaling factor(
κkBT
4
) 1
2 . The model is dependent on two fitting parameters, ηB and the base pair
stiffness constant κ′, which we are able to adjust to produce a fit with experimental
data. Using a backbone stiffness constant of κ = 0.10 eV/A˚
2
[77] we can estimate
an initial value for ηB and κ
′ from data already obtained by Hatch et al.; a stiffness
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constant ratio of κ/κ′ = 90 gave a base pair stiffness constant of κ′ = 0.0011 eV/A˚
2
.
The shearing separation ηB was calculated from the shearing force of a single base
pair fbp by taking a differential of the base pair potential at small separations. We
find that at room temperature (T = 300),
ηB =
fbp
κ′
(
κ
4kBT
) 1
2
' 2.2 (6.97)
where fbp = 4 pN [79]. The dimensionless quantity ηB is converted into real di-
mensions by the scaling factor
(
4kBT
κ
) 1
2 to give η′B = ηB
(
4kBT
κ
) 1
2 ' 2.25A˚ which is
within the acceptable range found in [77]. In the DNA model these initial fitting
parameters did not agree well with experimental data and therefore had to adjusted
to produce a better fit. The results in Fig. 6.21 show the shear forces for different
molecular lengths that produced the best fit with experimental data. These calcula-
tions had a κ/κ′ ratio of approximately 150 with a shear force base pair separation
of ηB = 3.75. A fit of de Gennes’s formula Eq. 4.22 to Hatch’s data [79] gave a
κ/κ′ ≈ 180 and fbp ≈ 3.24 pN (η′B ≈ 3 A˚).
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Figure 6.21: The shear force calculated for various molecular lengths plotted with
experimental data. The parameters for these free energy calculations used a stiffness
constant ratio of 150 with ηB = 3.75. A fit of de Gennes’s model (dotted curve)
is made with the experimental data. The centre red horizontal line represents the
critical force for infinitely long polymers and the upper and lower dashed red lines
correspond to 110% and 90% of the overstretching transition threshold [79].
In the second set of results we use the first phase transition, the transition from
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an intact state to a frayed 1 state, to determine the shear force of DNA. Here
the g factors within the transfer matrices set the pattern of breakage allowing the
mechanics to determine the maximum sustainable shear force of the structure. The
free energy curves shown for a sample of different molecular lengths in Fig. 6.22b
and Fig. 6.22d show the intersection of different free energy curves, highlighting
the pathways of breakages that occur in our model, corresponding to the path of
minimum free energy as described in section 6.9.1. The results shown in Fig. 6.22a
and Fig. 6.23 show some of the best fits with experimental data for a range of
molecular lengths N = 12, 16, 20, 24, 28, 32, 50 when we consider the point at which
DNA shears to be the first phase transition. These results have a better consistency
with the stiffness constant ratios found by Hatch [79] even though the results for
short DNA do not agree so well with experimental data.
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(a) The shear force calculated for various molecular lengths plotted with experimental data.
Parameters for these free energy calculations include a stiffness constant ratio of ≈ 65 with
ηB = 3.75. A plot of de Gennes model (dotted curve) is made, together with the experimental
data.
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Figure 6.22: Free energy curves for the intact state and first few frayed states fo-
cusing on specific data points corresponding to N = 12 and N = 16. A plot of
the dimensionless force corresponding to each free energy curve is illustrated on the
right.
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(a) κ/κ′ = 26, ηB = 4.75
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Figure 6.23: Shear force plots for some of the parameters that have close agree-
ments with experimental data. The shear force was calculated from the first phase
transition.
Chapter 7
Collagen Model
Having explored the use of the transfer integral method to model DNA, we now
turn our attention to the collagen molecule. As with the model of DNA, the colla-
gen model will focus on the shearing force applied to collagen molecule, and study
the behaviour of the residue pairs under strain. A major structural difference be-
tween the DNA and collagen model is the greater dimensionality that arises from
the addition of a third backbone in collagen. Our methodology in calculating the
partition function will be similar to that of DNA, hence there will be some common
features.
7.1 Collagen Model with a general residue poten-
tial
Starting with a Collagen Model that has a general residue potential we begin with
the construction of a Hamiltonian.
7.1.1 Construction of the Hamiltonian
The architecture of the collagen molecule is fairly complex with its triple helix struc-
ture. In order to mathematically express this as a Hamiltonian we simplify this
structure to one that resembles a triangular prism. This structure retains the im-
portant composition of collagen such as the three backbones and residue pairs linking
them. Once again we neglect the torsional effects in the triple helix structure and
use a potential that is harmonic for small extensions in both the backbone and the
pair potentials between the residues. The simplified structure consists of three rows
of regularly spaced particles (residues) connected by elastic springs Fig. 7.1. The
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Figure 7.1: Schematic diagram of the collagen model. The thick lines represent the
backbones with high spring constants κ, the dashed lines represent the residue pairs
of low spring constant κ′.
backbone interactions have a spring constant κ whereas the residue pair potentials
have a spring constant κ′. The load on the triangular prism structure is applied
axially by pulling on one end of the structure while keeping the other end fixed in
the following way. Each of the three backbones are labelled by x, y and z, and the
positions of particles in each backbone are labelled by xi, yi, and zi. Specifically, we
fix the x-backbone at x1 = 0 with the opposite end of the structure being pulled on
the z-backbone by an extension zN = u. The y-backbone is free from any external
constraints. The partners forming the ith residue pair interact through a general po-
tential Vr (α) which is dependent on the axial pair separations of (xi − yi), (xi − zi)
and (zi − yi). For a model with residues at N axial positions the Hamiltonian can
be written as
H = Hbbx +Hbby +Hbbz +Hr (7.1)
where
Hbbx =
N−1∑
i=1
1
2
κ (xi+1 − xi)2 (7.2)
Hbby =
N−1∑
i=1
1
2
κ (yi+1 − yi)2 (7.3)
Hbbz =
N−1∑
i=1
1
2
κ (zi+1 − zi)2 (7.4)
Hr =
N∑
i=1
Vr (xi − yi) + Vr (xi − zi) + Vr (zi − yi) (7.5)
The separation of variables in the interaction terms is a common 3-body problem in
physics where transformations to different co-ordinate systems are used extensively.
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Drawing similarities to our own Hamiltonian we can apply a transformation that
decouples the residue interaction terms in a new co-ordinate system of R, ρ, and λ.
We make the following transformations
Ri =
1√
3
(xi + yi + zi) (7.6)
ρi =
1√
2
(xi − yi) (7.7)
λi =
1√
6
(xi + yi − 2zi) (7.8)
In terms of the original co-ordinate system we have
xi =
Ri√
3
+
ρi√
2
+
λi√
6
(7.9)
yi =
Ri√
3
− ρi√
2
+
λi√
6
(7.10)
zi =
Ri√
3
−
√
2
3
λi (7.11)
Hence the new Hamiltonian may be written as a function of ~R, ~ρ and ~λ
H =
N−1∑
i=1
κ
2
(Ri −Ri+1)2 + κ
2
(ρi − ρi+1)2 + κ
2
(λi − λi+1)2
+
N∑
i=1
Vr
(√
2ρi
)
+ Vr
(
ρi −
√
3λ√
2
)
+ Vr
(√
3λ− ρi√
2
) (7.12)
7.1.2 Partition Function Integral
The partition function is evaluated using the same partition function integral method
already employed in the DNA Model. As we have transformed the co-ordinate
system to the new co-ordinates R, ρ and λ we can ensure that integration over phase-
space is also transformed correctly by calculating the Jacobian matrix of Eq. 7.9,
Eq. 7.10 and Eq. 7.11. Transforming the integration over phase-space we have∫
dτ =
∫∫∫
dxdydz =
∫∫∫
JdRdρdλ (7.13)
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where
J(R, ρ, λ) =
∣∣∣∣∣∣∣∣∣∣∣
∂x
∂R
∂x
∂ρ
∂x
∂λ
∂y
∂R
∂y
∂ρ
∂y
∂λ
∂z
∂R
∂z
∂ρ
∂z
∂λ
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
1√
3
1√
2
1√
6
1√
3
− 1√
2
1√
6
1√
3
0
√
2
3
∣∣∣∣∣∣∣∣∣∣∣
= 1 (7.14)
With new variables converted into dimensionless quantities using
R→ R
(
κβ
2
)− 1
2
(7.15)
ρ→ ρ
(
κβ
2
)− 1
2
λ→ λ
(
κβ
2
)− 1
2
the Hamiltonian becomes
βH =
N−1∑
i=1
(Ri −Ri+1)2 + (ρi − ρi+1)2 + (λi − λi+1)2
+
N∑
i=1
β Vr
(
2ρi
(βκ)
1
2
)
+ β Vr
(
ρi +
√
3λi
(βκ)
1
2
)
+ β Vr
(√
3λi − ρi
(βκ)
1
2
)
(7.16)
Making the variables dimensionless introduces a constant factor to the partition
integral which we can ignore. The partition function integral before the imposition
of boundary constraints becomes
Z =
∫ N∏
i=1
dRi dρi dλi exp (−βH (Ri, ρi, λi)) (7.17)
7.1.3 Transfer Matrices
The transfer matrices are found by rewriting the exponential terms of the partition
function integral. Inserting the Hamiltonian equation Eq. 7.16 into Eq. 7.17, the
exponential terms become
exp (−βH) =
N−1∏
i=1
exp
(− (Ri+1 −Ri)2)N−1∏
j=1
exp
(− (ρj+1 − ρj)2)
×
N−1∏
k=1
exp
(− (λk+1 − λk)2) N∏
l=1
exp (−V (ρl, λl)) (7.18)
7.1 Collagen Model with a general residue potential 126
Where
V (ρl, λl) = β Vr
(
2ρl
(βκ)
1
2
)
+ β Vr
(
ρl +
√
3λl
(βκ)
1
2
)
+ β Vr
(√
3λl − ρl
(βκ)
1
2
)
(7.19)
The combination of the two variables in the potential Vr requires us to create a
transfer matrix that is a function of both ρ and λ. By factorising the products and
keeping the terms symmetric in R, ρ and λ, the exponential terms can be written
as
exp (−βH) =
N−1∏
i=1
exp
(− (Ri+1 −Ri)2)
×
N−1∏
j=1
[
exp
(− (ρj+1 − ρj)2) exp (− (λj+1 − λj)2) exp(−V (ρj, λj)
2
)
× exp
(
−V (ρj+1, λj+1)
2
)]
exp
(
−V (ρ1, λ1)
2
)
exp
(
−V (ρN , λN)
2
)
(7.20)
The similarities between the exponentials in Eq. 6.14 and Eq. 7.20 mean that we
can use Eq. 6.15 for the transfer matrices in R. The two variable potential V (ρ, λ)
requires a different type of transfer matrix that might be termed a general transfer
hyper-matrix.
TR (R,R
′) = exp
(
− (R−R′)2
)
(7.21)
Tˆρλ (ρ, λ, ρ
′, λ′) = exp
(
− (ρ− ρ′)2
)
exp
(
− (λ− λ′)2
)
exp
(
−
(
V (ρ, λ) + V (ρ′, λ′)
2
))
(7.22)
The four variable Tˆρλ transfer hyper-matrix arises because of the inseparable nature
of the two variables ρ and λ when we consider a general potential Vr (ρ, λ). We
demonstrate in the following chapter that the terms do separate when we use a
harmonic potential. Using these transfer matrices the partition function integral for
a general residue pair potential becomes
Z =
∫ N∏
k=1
dRk dρk dλk
N−1∏
i=1
TR(Ri, Ri+1)
N−1∏
j=1
Tˆρλ(ρj, λj, ρj+1, λj+1)
× exp
(
−V (ρ1, λ1)
2
)
exp
(
−V (ρN , λN)
2
)
(7.23)
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Residue pair breakage descriptions introduced as g factors into the transfer matrices
will not be included into the collagen model. We find that doing so makes the
mathematics for contracting the transfer matrices extremely difficult. Instead we
follow Peyrard et al. and describe breakage by using an anharmonic residue pair
potential. The collagen model will be developed for an intact state.
7.1.4 Boundary Conditions
Delta functions are used to impose the external constraints on the collagen back-
bones. Because we have an ancillary y backbone in the model, a refinement is
needed to the delta function at the fixed end where x1 = 0 that correctly describes
the behaviour of a shearing force. In order to exploit the symmetry of the collagen
structure both the x, and z backbones are extended by u/2 using the delta functions
δ
(
x1 +
u
2
)
and δ
(
zN − u2
)
.
δ
(
x1 +
u
2
)
δ
(
zN − u
2
)
= δ
(
R1√
3
+
ρ1√
2
+
λ1√
6
+
u
2
)
δ
(
RN√
3
−
√
2
3
λN − u
2
)
(7.24)
An additional integral over a delta function
∫
dρ′Nδ (ρ
′
N − ρN) is introduced into the
partition integral to aid the contraction of the Tˆρλ transfer matrices. The full set of
inserted boundary conditions now become
∫
dρ′N δ
(
R1√
3
+
ρ1√
2
+
λ1√
6
+
u
2
)
δ
(
RN√
3
−
√
2
3
λN − u
2
)
δ (ρ′N − ρN) (7.25)
which is to be inserted into the integrand in the expression for the partition function.
7.1.5 Eigenvalue Equations
From the Hamiltonian Eq. 7.12 we can draw some parallels with the DNA model.
The backbone in both models have same harmonic behaviour in each strand deter-
mined by a stiffness constant κ leading to identical backbone transfer matrices. This
allows us to use the same form of the eigenfunction used to contract the backbone
transfer matrices in DNA. Differences arise in general potential terms where differ-
ent eigenfunctions for the residue pairs need to be calculated. However, we will see
later that for a harmonic residue pair potential we can in fact use the same form
of the base-pair eigenfunction from DNA for the special case where ηb →∞ for an
intact structure.
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The boundary condition delta functions are expanded as a set of normalised
eigenfunctions of the transfer matrices satisfying equations Eq. 7.21, and Eq. 7.22.
The expansion gives
δ
(
R1√
3
+
ρ1√
2
+
λ1√
6
+
u
2
)
=
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
ψlR
(
R1 +
u
2
√
3
)
=
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
ψlR (R1) exp
(
ilR
√
3piu
L
)
(7.26)
δ (ρ′N − ρN) δ
(
RN√
3
−
√
2
3
λN − u
2
)
=
∑
lρλ
ψˆ∗lρλ (ρN , λN) ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
(7.27)
where the eigenvalue equations for ψlR and ψˆlρλ are∫
dR′ TR (R,R′)ψlR (R
′) = ΛlRψlR (R) (7.28)
∫∫
dρ′dλ′ Tˆρλ (ρ, λ, ρ′, λ′) ψˆlρλ (ρ
′, λ′) = Λˆlρλψˆlρλ (ρ, λ) (7.29)
For the eigenfunctions ψlR the transfer matrix TR (R,R
′) is identical to Eq. 6.15,
and therefore we can use the analytical eigenfunctions calculated already, ψlR (α) =
L−
1
2 exp(is2piα/L) (Eq. 6.40). The transfer matrix in Eq. 7.29 is in fact an eigen-
problem expressed in terms of an operator acting on a matrix rather than on a
vector.
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7.1.6 Transfer Matrix Method
Inserting the boundary conditions Eq. 7.26 and Eq. 7.27 to the partition function
integral Eq. 7.23 we get
Z (u) =
∫ N∏
i=1
dRi dρi dλi
N−1∏
j=1
TR(Rj, Rj+1)
N−1∏
k=1
Tˆρλ(ρk, λk, ρk+1, λk+1)
× exp
(
−V (ρ1, λ1)
2
)
exp
(
−V (ρN , λN)
2
)
×
∫
dρ′N
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
ψlR (R1) exp
(
ilR
√
3piu
L
)
×
∑
lρλ
ψˆ∗lρλ (ρN , λN) ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
(7.30)
We can easily contract the TR transfer matrices with the eigenfunctions ψlR (R1)
up to ψlR (RN) to give
Z (u) =
∑
lR,lρλ
ΛN−1lR exp
(
ilR
√
3piu
L
)∫ N∏
i=1
dρi dλi
N−1∏
j=1
Tˆρλ(ρj, λj, ρj+1, λj+1)
×
∫∫
dRN dρ
′
N ψlR (RN) exp
(
−V (ρ
′
N , λN)
2
)
ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
× ψˆ∗lρλ (ρN , λN) exp
(
−V (ρ1, λ1)
2
)
ψlR
(
λ1 +
√
3ρ1√
2
)
(7.31)
We can use the eigenfunction ψˆ∗lρλ (ρN , λN) to contract the Tˆρλ transfer matrices. The
delta function introduced in Eq. 7.27 allow us to write ρN = ρ
′
N and λN =
RN−u2
√
3√
2
in V (ρN , λN).
Z (u) =
∑
lR,lρλ
ΛN−1lR Λˆ
N−1
lρλ
exp
(
ilR
√
3piu
L
)
×
∫∫
dRN dρ
′
N ψlR (RN) exp
−V
(
ρ′N ,
RN−u2
√
3√
2
)
2
 ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
×
∫∫
dρ1dλ1 ψˆ
∗
lρλ
(ρ1, λ1) exp
(
−V (ρ1, λ1)
2
)
ψlR
(
λ1 +
√
3ρ1√
2
)
(7.32)
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Here we make a change of variable such that
R˜N =
RN − u2
√
3√
2
(7.33)
Ignoring the constants outside the sum the partition function now becomes
Z (u) =
∑
lR,lρλ
ΛN−1lR Λˆ
N−1
lρλ
exp
(
ilR2
√
3piu
L
)
×
∫∫
dR˜N dρ
′
N ψlR
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
×
∫∫
dρ1dλ1 ψˆ
∗
lρλ
(ρ1, λ1) exp
(
−V (ρ1, λ1)
2
)
ψlR
(
λ1 +
√
3ρ1√
2
)
(7.34)
7.1.7 Mean Axial Displacement
The calculation of the mean axial displacement of various components in the collagen
model is rather different to DNA where it was the average of the base-pair (xi− yi)
separation. The third backbone in the collagen model adds another variable to the
mean axial displacement calculation where the average axial separation is now the
difference between the mid-point of the xzi residue pair and the position of the yi
residue in the ith segment of the structure, that is, xi+zi
2
−yi. Let us define the mean
axial displacement to be ζ, where
〈ζα〉 = 〈xα + zα − 2yα〉 (7.35)
and α is a segment label in the range 1 to N . Transforming this to the Rρλ co-
ordinate system we use Eq. 7.9, Eq. 7.10 and Eq. 7.11 to get
〈ζα〉 = −
√
3〈λα〉+ 3〈ρα〉√
βκ
(7.36)
We therefore need to calculate 〈λα〉 and 〈ρα〉 to find the mean axial displacements
for the collagen model. These equations are similar to Eq. 6.83 where
〈ρα〉 =
∫ ∏N
i=1 dRidρidλi ρα exp (−βH (Ri, ρi, λi))Bc∫ ∏N
i=1 dRidρidλi exp (−βH (Ri, ρi, λi))Bc
(7.37)
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and
〈λα〉 =
∫ ∏N
i=1 dRidρidλi λα exp (−βH (Ri, ρi, λi))Bc∫ ∏N
i=1 dRidρidλi exp (−βH (Ri, ρi, λi))Bc
(7.38)
The boundary conditions that apply constraints to the collagen structure from
Eq. 7.25 are contained within Bc. With the partition function already calculated we
are left with evaluating the following two integrals to find the mean axial displace-
ment
Zρα =
∫∫∫ N∏
i=1
dRidρidλi ρα exp (−βH (Ri, ρi, λi))Bc (7.39)
Zλα =
∫∫∫ N∏
i=1
dRidρidλi λα exp (−βH (Ri, ρi, λi))Bc (7.40)
7.1.8 Calculation of average ρα and λα
We begin with Zλα , and continue from Eq. 7.30 where the transfer matrices in R
have already been contracted. A modification of this partition function is needed to
include the variable λα
Zλα (u) =
∑
lR,lρλ
ΛN−1lR exp
(
ilR2
√
3piu
L
)∫∫ N∏
i=1
dρi dλiTˆρλ(ρ1, λ1, ρ2, λ2)...
× Tˆρλ(ρα−1, λα−1, ρα, λα)λαTˆρλ(ρα, λα, ρα+1, λα+1)...Tˆρλ(ρN−1, λN−1, ρN , λN)
×
∫∫
dR˜Ndρ
′
NψlR
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
× ψˆ∗lρλ (ρN , λN) exp
(
−V (ρ1, λ1)
2
)
ψlR
(
λ1 +
√
3ρ1√
2
)
(7.41)
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We can start from the eigenfunction ψˆ∗lρλ (ρN , λN) to contract the Tˆρλ transfer ma-
trices down to ψˆ∗lρλ (ρα, λα)
Zλα (u) =
∑
lR,lρλ
ΛN−1lR Λ
N−α
lρλ
exp
(
i2
√
3lRpiu
L
)
×
∫∫
dR˜Ndρ
′
NψlR
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
×
∫∫ α∏
i=1
dρi dλi Tˆρλ(ρ1, λ1, ρ2, λ2)...Tˆρλ(ρα−1, λα−1, ρα, λα)λαψˆ∗lρλ (ρα, λα)
× exp
(
−V (ρ1, λ1)
2
)
ψlR
(
λ1 +
√
3ρ1√
2
)
(7.42)
In order to contract the remaining transfer matrices we use
exp
(
−V (ρ1, λ1)
2
)
ψlR
(
λ1 +
√
3ρ1√
2
)
=
N∑
l′ρλ
ΞlRl′ρλ
ψˆl′ρλ (ρ1, λ1) (7.43)
where
ΞlRl′ρλ
=
∫∫
dρ′1 dλ
′
1 ψˆ
∗
l′ρλ
(ρ′1, λ
′
1) exp
(
−V (ρ
′
1, λ
′
1)
2
)
ψlR
(
λ′1 +
√
3ρ′1√
2
)
(7.44)
using the orthonormality of the ψˆlρλ (ρ1, λ1) Eq. 7.87 becomes
Zλα (u) =
∑
lR,lρλ,l
′
ρλ
ΞlRl′ρλ
ΛN−1lR Λ
N−α
lρλ
exp
(
ilR2
√
3piu
L
)
×
∫∫
dR˜Ndρ
′
NψlR
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
×
∫∫ α∏
i=1
dρi dλi ψˆl′ρλ (ρ1, λ1) Tˆρλ(ρ1, λ1, ρ2, λ2)...Tˆρλ(ρα−1, λα−1, ρα, λα)λαψˆ
∗
lρλ
(ρα, λα)
(7.45)
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Contracting the remaining transfer matrices we get the final result for Zλα
Zλα (u) =
∑
lR,lρλ,l
′
ρλ
ΞlRl′ρλ
ΛN−1lR Λ
N−α
lρλ
Λα−1l′ρλ exp
(
ilR2
√
3piu
L
)
×
∫∫
dR˜Ndρ
′
NψlR
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
×
∫∫
dρα dλα ψˆl′ρλ (ρα, λα)λαψˆ
∗
lρλ
(ρα, λα) (7.46)
Since ρ and λ appear similarly in the hyper-matrix we can interchange λα and ρα
to give the result for Zρα
Zρα (u) =
∑
lR,lρλ,l
′
ρλ
ΞlRl′ρλ
ΛN−1lR Λ
N−α
lρλ
Λα−1l′ρλ exp
(
ilR2
√
3piu
L
)
×
∫∫
dR˜Ndρ
′
NψlR
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
×
∫∫
dρα dλα ψˆl′ρλ (ρα, λα) ραψˆ
∗
lρλ
(ρα, λα) (7.47)
Using Eq. 7.47 and Eq. 7.46 we are now able to calculate the mean values of λα and
ρα, and ultimately the mean axial displacements, through
〈λα〉 = Zλα (u)
Z (u)
(7.48)
〈ρα〉 = Zρα (u)
Z (u)
(7.49)
7.1.9 Average residue positions and the calculation of aver-
age Rα
The transformations used to in Eq. 7.6 to decouple the cartesian variables requires
the additional calculation of 〈Rα〉 to evaluate the average positions of each residue.
We begin with the calculation of the partition function integral
ZRα =
∫∫∫ N∏
i=1
dRidρidλiRα exp (−βH (Ri, ρi, λi))Bc (7.50)
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which is a modification of Eq. 7.30 that includes the extra term Rα. Using the delta
function Eq. 7.24 we also make λN =
RN−u2
√
3√
2
in the exponential potential term to
give
ZRα (u) =
∫ N∏
i=1
dRi dρi dλi
N−1∏
k=1
Tˆρλ(ρk, λk, ρk+1, λk+1)
× TR(R1, R2)...TR(Rα−1, Rα)RαTR(Rα, Rα+1)...TR(RN−1, RN)
×
∫
dρ′N
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
exp
(
−V (ρ1, λ1)
2
)
ψlR (R1) exp
(
ilR
√
3piu
L
)
×
∑
lρλ
exp
−V
(
ρN ,
RN−u2
√
3√
2
)
2
 ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
ψˆ∗lρλ (ρN , λN)
(7.51)
Here we are able to contract the Tˆρλ transfer matrices using the eigenfunction
ψˆ∗lρλ (ρN , λN).
ZRα (u) =
∑
lR,lρλ
ΛN−1lρλ exp
(
ilR
√
3piu
L
)
×
∫ N∏
i=1
dRi TR(R1, R2)...TR(Rα−1, Rα)RαTR(Rα, Rα+1)...TR(RN−1, RN)
×
∫
dρ′N ψlR (R1) exp
−V
(
ρN ,
RN−u2
√
3√
2
)
2
 ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
×
∫∫
dρ1 dλ1 ψlR
(
λ1 +
√
3ρ1√
2
)
exp
(
−V (ρ1, λ1)
2
)
ψˆ∗lρλ (ρ1, λ1) (7.52)
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The first set of contractions of the TR transfer matrices can be easily accomplished
up to Rα using ψlR (R1).
ZRα (u) =
∑
lR,lρλ
Λα−1lR Λ
N−1
lρλ
exp
(
ilR
√
3piu
L
)
×
∫ N∏
i=α
dRi ψlR (Rα)RαTR(Rα, Rα+1)...TR(RN−1, RN)
×
∫
dρ′N exp
−V
(
ρN ,
RN−u2
√
3√
2
)
2
 ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
×
∫∫
dρ1 dλ1 ψlR
(
λ1 +
√
3ρ1√
2
)
exp
(
−V (ρ1, λ1)
2
)
ψˆ∗lρλ (ρ1, λ1) (7.53)
To contract the remaining TR transfer matrices we impose ρ = ρ
′ as allowed by the
delta function Eq. 7.27, and proceed with an expansion of the ψˆlρλ eigenfunction in
terms of ψlR . We find that
∫
dρ′N exp
−V
(
ρ′N ,
RN−u2
√
3√
2
)
2
 ψˆlρλ
(
ρ′N ,
RN − u2
√
3√
2
)
=
∑
l′R
Θ
lρλ
l′R
(u)ψ∗l′R (RN)
(7.54)
where
Θ
lρλ
l′R
(u) =
∫∫
dρ′NdR
′
N ψl′R (R
′
N) exp
−V
(
ρ′N ,
R′N−u2
√
3√
2
)
2
 ψˆlρλ
(
ρ′N ,
R′N − u2
√
3√
2
)
(7.55)
To evaluate this integral we make a change of variable such that
R˜N =
R′N − u2
√
3√
2
(7.56)
to give
Θ
lρλ
l′R
(u) = exp
(
il′R
√
3piu
L
)∫∫
dρ′NdR
′
N ψl′R
(√
2R˜N
)
exp
−V
(
ρ′N , R˜N
)
2
 ψˆlρλ (ρ′N , R˜N)
= Θ˜
lρλ
l′R
exp
(
il′R
√
3piu
L
)
(7.57)
7.2 Collagen Model with a Harmonic Potential 136
Combining Eq. 7.54 and Eq. 7.57 with Eq. 7.53 the partition function integral be-
comes
ZRα (u) =
∑
lR,lρλ,l
′
R
Λα−1lR Λ
N−1
lρλ
exp
(
ilR
√
3piu
L
)
Θ˜
lρλ
l′R
exp
(
il′R
√
3piu
L
)
×
∫ N∏
i=α
dRiψlR (Rα)RαTR(Rα, Rα+1)...TR(RN−1, RN)ψ
∗
l′R
(RN)
×
∫∫
dρ1 dλ1 ψlR
(
λ1 +
√
3ρ1√
2
)
exp
(
−V (ρ1, λ1)
2
)
ψˆ∗lρλ (ρ1, λ1) (7.58)
The contraction of the remaining transfer matrices gives us a final expression of ZRα
ZRα (u) =
∑
lR,lρλ,l
′
R
ΛN−αl′R Λ
α−1
lR
ΛN−1lρλ Θ˜
lρλ
l′R
exp
(
i(lR + l
′
R)
√
3piu
L
)
×
∫
dRαψlR (Rα)Rαψ
∗
l′R
(Rα)
×
∫∫
dρ1 dλ1 ψlR
(
λ1 +
√
3ρ1√
2
)
exp
(
−V (ρ1, λ1)
2
)
ψˆ∗lρλ (ρ1, λ1) (7.59)
This expression for ZRα allows us to evaluate the average separation of each residue
pair in the collagen structure for a general residue pair potential. Using these average
quantities we are also able to illustrate how each residue distorts with an applied
extension by transforming the variables back into their original xyz co-ordinate
system. We now consider a simpler case where the residue pair potential is harmonic
in the collagen structure.
7.2 Collagen Model with a Harmonic Potential
The calculation of the partition function in DNA highlighted a special case when
using a harmonic base-pair potential in the limit of ηB → ∞. We were able to
successfully separate the cross terms in the Hamiltonian for the backbones and the
base-pair potentials. By employing a similar harmonic potential for the residue
pairs, V (αi) =
1
2
κ′α2i , we find that all the cross terms separate in Hamiltonian for
the collagen model. Starting from Eq. 7.16, we focus on the residue pair interaction
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of the Hamiltonian Hr and insert the Harmonic residue potential such that Vr = V ,
βHr =
N∑
i=1
β V
(
2ρi
(βκ)
1
2
)
+ β V
(
ρi +
√
3λi
(βκ)
1
2
)
+ β V
(√
3λi − ρi
(βκ)
1
2
)
=
N∑
i=1
2κ′
κ
ρ2i +
κ′
2κ
[(√
3λi − ρi
)2
+
(√
3λi + ρi
)2]
=
N∑
i=1
3κ′
κ
ρ2i +
3κ′
κ
λ2i (7.60)
Expressing the terms in this part of the Hamiltonian back as a function of V , the
full Hamiltonian may be written as
βH(R, ρ, λ) =
N−1∑
i=1
(Ri −Ri+1)2 + (ρi − ρi+1)2 + (λi − λi+1)2
+
N∑
j=1
6V (ρj)
κ
+
6V (λj)
κ
(7.61)
and the partition function including the boundary conditions from Eq. 7.25 indicated
by the parameter Bc becomes
Z =
∫∫∫ N∏
i=1
dRi dρi dλi exp (−βH (Ri, ρi, λi))Bc (7.62)
7.2.1 Transfer Matrices
In the partition function integral we consider the exponential of the Hamiltonian
and group like terms together, in such a way that they are symmetric in R, ρ and
λ. We have
exp (−βH) =
N−1∏
i=1
exp
(− (Ri+1 −Ri)2)
×
N−1∏
j=1
exp
(
− (ρj+1 − ρj)2 −
(
3V (ρj+1) + 3V (ρj)
κ
))
×
N−1∏
k=1
exp
(
− (λk+1 − λk)2 −
(
3V (λk+1) + 3V (λk)
κ
))
× exp
(
−3V (ρ1) + 3V (ρN)
κ
)
exp
(
−3V (λ1) + 3V (λN)
κ
)
(7.63)
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The similarities between the exponentials in Eq. 6.14 and Eq. 7.63 allow us to use
Eq. 6.15 for the transfer matrices in R, and introduce transfer matrices that resemble
Eq. 6.16 for ρ and λ. The transfer matrices are
TR (R,R
′) = exp
(
− (R−R′)2
)
(7.64)
Tˆρ (ρ, ρ
′) = exp
(
− (ρ− ρ′)2
)
exp
(
−3V (ρ) + 3V (ρ
′)
κ
)
(7.65)
Tˆλ (λ, λ
′) = exp
(
− (λ− λ′)2
)
exp
(
−3V (λ) + 3V (λ
′)
κ
)
(7.66)
Even for a harmonic case the mathematics involved in the collagen model does
not easily allow us to introduce g factors to the transfer matrices in ρ, and λ to
study base-pair breakage. We will continue for a collagen model that is Intact for a
harmonic potential. Representing the exponentials with transfer matrices in Eq. 7.63
the partition function integral becomes
Z =
∫ N∏
i=1
dRi
(
N−1∏
i=1
TR(Ri, Ri+1)
)
×
∫ N∏
j=1
dρj
(
N−1∏
j=1
Tˆρ(ρj, ρj+1)
)
exp
(
−3V (ρ1)
κ
)
exp
(
−3V (ρN)
κ
)
×
∫ N∏
k=1
dλk
(
N−1∏
k=1
Tˆλ(λk, λk+1)
)
exp
(
−3V (λ1)
κ
)
exp
(
−3V (λN)
κ
)
Bc (7.67)
7.2.2 Eigenvalue Equations
The boundary condition delta functions are expanded as a set of eigenfunctions of
the transfer matrices satisfying the transfer matrix equations Eq. 7.64, Eq. 7.65 and
Eq. 7.66. The expansion gives
δ
(
R1√
3
+
ρ1√
2
+
λ1√
6
+
u
2
)
=
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
ψlR
(
R1 +
u
2
√
3
)
=
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
ψlR (R1) exp
(
ilR
√
3piu
L
)
(7.68)
δ
(
RN√
3
−
√
2
3
λN − u
2
)
=
∑
lλ
ψˆ∗lλ (λN) ψˆlλ
(
RN − u2
√
3√
2
)
(7.69)
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δ (ρN − ρ′N) =
∑
lρ
ψˆ∗lρ (ρ
′
N) ψˆlρ (ρN) (7.70)
where the eigenvalue equations for R,ρ and λ are∫
dR′TR (R,R′)ψlR (R
′) = λlRψlR (R) (7.71)∫
dρ′Tˆρ (ρ, ρ′) ψˆlρ (ρ
′) = λˆlρψˆlρ (ρ) (7.72)∫
dλ′Tˆλ (λ, λ′) ψˆlλ (λ
′) = λˆlλψˆlλ (λ) (7.73)
For the eigenfunctions ψlR the transfer matrix TR (R,R
′) is identical to Eq. 6.15 and
therefore we can use the analytical eigenfunction already calculated Eq. 6.40. For
the identical Tˆρ (ρ, ρ
′) and Tˆλ (λ, λ′) transfer matrices we can use the eigenfunctions
of the Tˆ matrix already calculated for DNA in the limit of ηB → ∞. Using these
equations we now have analytical expressions for the eigenvalues and eigenfunctions
for the transfer matrix equations in collagen.
7.2.3 Transfer Matrix Method
Inserting the boundary conditions into the partition function integral Eq. 7.67 we
are able to use the eigenvalue equations to contract the transfer matrices in R, ρ
and λ. We start from the partition function integral with the explicit representation
of the boundary conditions
Z (u) =
∫ N∏
i=1
dRi
(
N−1∏
i=1
TR(Ri, Ri+1)
)
×
∫ N∏
j=1
dρj
(
N−1∏
j=1
Tˆρ(ρj, ρj+1)
)
exp
(
−3V (ρ1)
κ
)
exp
(
−3V (ρN)
κ
)
×
∫ N∏
k=1
dλk
(
N−1∏
k=1
Tˆλ(λk, λk+1)
)
exp
(
−3V (λ1)
κ
)
exp
(
−3V (λN)
κ
)
×
∑
lR
ψlR
(
λ1 +
√
3ρ1√
2
)
ψlR (R1) exp
(
ilR
√
3piu
L
)∑
lλ
ψˆ∗lλ (λN) ψˆlλ
(
RN − u2
√
3√
2
)
×
∫
dp′N
∑
lρ
ψˆ∗lρ (ρ
′
N) ψˆlρ (ρN)
(7.74)
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Starting with the transfer matrices in R we have
Z (u) =
∑
lR,lλ,lρ
exp
(
ilRpi
√
3u
L
)
ψlR
(√
3ρ1√
2
)
exp
(
ilR2piλ1√
2L
)∫
dρ′N ψˆ
∗
lρ (ρ
′
N) ψˆlρ (ρN)
×
∫ N∏
i=1
dRi ψlR (R1)TR (R1, R2)TR (R3, R4) ...TR (RN−1, RN) ψˆlλ
(
RN − u2
√
3√
2
)
×
∫∫ N∏
i=1
dρi dλi
(
N−1∏
i=1
Tˆρ(ρi, ρi+1)
)(
N−1∏
i=1
Tˆλ(λi, λi+1)
)
ψˆ∗lλ (λN)
× exp
(
−3V (ρ1)
κ
)
exp
(
−3V (λ1)
κ
)
exp
(
−3V (ρN)
κ
)
exp
(
−3V (λN)
κ
)
(7.75)
Notice how we use the full analytical solution of ψlR to separate the ρ1 and λ1 terms
in the eigenfunction ψ∗lR of Eq. 7.74. Following from Eq. 7.75, using Eq. 7.71 we
contract the TR transfer matrices with the eigenfunction ψlR (R1) up to ψlR (RN)
leaving an evaluation of a single integral. The partition function integral becomes
Z (u) =
∑
lR,lλ,lρ
ΛN−1lR exp
(
ilRpi
√
3u
L
)∫
dRN ψlR (RN) ψˆlλ
(
RN − u2
√
3√
2
)
×
∫∫ N∏
i=1
dρi dλi
N−1∏
i=1
Tˆρ(ρi, ρi+1)ψˆlρ (ρN)
N−1∏
i=1
Tˆλ(λi, λi+1)ψˆ
∗
lλ
(λN)
× exp
(
−3V (ρ1)
κ
)
exp
(
−3V (λ1)
κ
)
exp
(
−3V (ρN)
κ
)
exp
(
−3V (λN)
κ
)
×
∫
dρ′N ψˆ
∗
lρ (ρ
′
N)ψlR
(√
3ρ1√
2
)
exp
(
ilR2piλ1√
2L
)
(7.76)
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To contract the transfer matrices in λ we use the eigenfunction ψˆ∗lλ (λN)
Z (u) =
∑
lR,lλ,lρ
ΛN−1lR exp
(
ilRpi
√
3u
L
)∫
dRN ψlR (RN) ψˆlλ
(
RN − u2
√
3√
2
)
×
∫ N∏
i=1
dλi Tˆλ (λ1, λ2) Tˆλ (λ2, λ3) ...Tˆλ (λN−1, λN) ψˆ∗lλ (λN)
×
∫ N∏
i=1
dρi
N−1∏
i=1
Tˆρ(ρi, ρi+1)
∫
dρ′N ψlR
(√
3ρ1√
2
)
exp
(
ilR2piλ1√
2L
)
ψˆ∗lρ (ρ
′
N) ψˆlρ (ρN)
× exp
(
−3V (ρ1)
κ
)
exp
(
−3V (λ1)
κ
)
exp
(
−3V (ρN)
κ
)
exp
(
−3V (λN)
κ
)
(7.77)
The eigenvalue equation Eq. 7.73 propagates the eigenfunction down to λ1 leaving
the remaining transfer matrices in ρ. We recast the λN dependence of the potential
in Eq. 7.77 by using the boundary condition Eq. 7.69 to set λN =
RN−u2
√
3√
2
Z (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lλ
exp
(
ilRpi
√
3u
L
)
×
∫
dRN ψlR (RN) exp
−3V
(
RN−u2
√
3√
2
)
κ
 ψˆlλ
(
RN − u2
√
3√
2
)
×
∫
dλ1 ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
ilR2piλ1√
2L
)∫ N∏
i=1
dρi
N−1∏
i=1
Tˆρ(ρi, ρi+1)
×
∫
dρ′N ψlR
(√
3ρ1√
2
)
exp
(
−3V (ρ1)
κ
)
exp
(
−3V (ρN)
κ
)
ψˆ∗lρ (ρ
′
N) ψˆlρ (ρN)
(7.78)
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The final set of transfer matrices are contracted using Eq. 7.73 in
Z (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lλ
exp
(
ilRpi
√
3u
L
)
×
∫
dRN ψlR (RN) exp
−3V
(
RN−u2
√
3√
2
)
κ
 ψˆlλ
(
RN − u2
√
3√
2
)
×
∫
dλ1 ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
ilR2piλ1√
2L
)
×
∫ N∏
i=1
dρi
N−1∏
i=1
Tˆρ(ρ1, ρ2)Tˆρ(ρ2, ρ3)...Tˆρ(ρN−1, ρN)ψˆlρ (ρN)
×
∫
dρ′N ψlR
(√
3ρ1√
2
)
exp
(
−3V (ρ1)
κ
)
exp
(
−3V (ρN)
κ
)
ψˆ∗lρ (ρ
′
N) (7.79)
propagating the eigenfunction ψˆlρ (ρN) down to ψˆlρ (ρ1), having used the delta func-
tion we introduced in Eq. 7.70 to set ρN = ρ
′
N . Inside the potential and the eigen-
function ψˆlλ we use Eq. 7.56 to make a change of variable. Applying this to the
partition function integral we get
Z (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lλ
ΛˆN−1lρ exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
×
∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
×
∫
dλ1 ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
ilR2piλ1√
2L
)
×
∫
dρ1 ψˆlρ (ρ1) exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)
(7.80)
7.2.4 Mean Axial Displacement
We need to calculate Zρα , and continue from Eq. 7.74 where the transfer matrices
in R and λ have already been contracted. A modification of this partition function
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is constructed to include the variable ρα
Zρα (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lλ
exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
×
∫
dλ1 exp
(
−ilR2piλ1√
2L
)
exp
(
−3V (λ1)
κ
)
ψˆ∗l′λ (λ1)
×
∫ N∏
i=1
dρi ψˆlρ (ρN) exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)
×
∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
× Tˆρ(ρ1, ρ2)Tˆρ(ρ2, ρ3)...Tˆρ(ρα−1, ρα)ραTˆρ(ρα, ρα+1)...Tˆρ(ρN−2, ρN−1)Tˆρ(ρN−1, ρN)
(7.81)
Using the eigenfunction ψˆlρ (ρN) we contract the transfer matrices on the right side
of ρα, propagating the function down to ρα from ρN
Zρα (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lλ
ΛˆN−αlρ exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
×
∫
dλ1 exp
(
−ilR2piλ1√
2L
)
exp
(
−3V (λ1)
κ
)
ψˆ∗l′λ (λ1)
×
∫ α−1∏
i=1
dρi exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)
×
∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
× Tˆρ(ρ1, ρ2)Tˆρ(ρ2, ρ3)...Tˆρ(ρα−1, ρα)ραψˆlρ (ρα) (7.82)
To contract the remaining transfer matrices from ρ1 to ρα we expand the eigen-
functions of ψlR , in terms of ρ1, as eigenfunctions of ψˆlρ . The expansion we make
is
exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)
=
∑
l′ρ
ΩlRl′ρ ψˆl′ρ (ρ1) (7.83)
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where
ΩlRl′ρ =
∫
dρ′1 ψlR
(√
3ρ′1√
2
)
exp
(
−3V (ρ
′
1)
κ
)
ψˆ∗l′ρ (ρ
′
1) (7.84)
Inserting this equation into the partition function Eq. 7.81 we are able to contract
the remaining transfer matrices to give
Zρα (u) =
∑
lR,lλ,lρ,l′ρ
ΩlRl′ρ Λ
N−1
lR
ΛˆN−1lλ Λˆ
N−α
lρ
Λˆα−1l′ρ exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
×
∫
dλ1 exp
(
−ilR2piλ1√
2L
)
exp
(
−3V (λ1)
κ
)
ψˆ∗l′λ (λ1)
×
∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
∫
dρα ψˆl′ρ (ρα) ραψˆlρ (ρα) (7.85)
All that remains is the calculation of Zλα (u). Starting again from a modified version
of Eq. 7.74 to include the variable λα, we contract all the transfer matrices in R and
ρ. We are left with a partition function integral that looks like
Zλα (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lρ
exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
×
∫
dρ1 ψˆlρ (ρ1) exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)
×
∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
×
∫ N∏
i=1
dλi ψˆ
∗
lλ
(λN) exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
× Tˆλ(λ1, λ2)Tˆλ(λ2, λ3)...Tˆλ(λα−1, λα)λαTˆλ(λα, λα+1)...Tˆλ(λN−2, λN−1)Tˆλ(λN−1, λN)
(7.86)
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We then use the eigenfunction ψˆ∗lλ (λN) to contract the transfer matrices down from
λN to λα
Zλα (u) =
∑
lR,lλ,lρ
ΛN−1lR Λˆ
N−1
lρ
ΛˆN−αlλ exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
×
∫
dρ1 ψˆlρ (ρ1) exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)
×
∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
×
∫ α−1∏
i=1
dλi exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
ψˆ∗lλ (λα)
× Tˆλ(λ1, λ2)Tˆλ(λ2, λ3)...Tˆλ(λα−1, λα)λα (7.87)
Without a suitable eigenfunction to contract the remaining transfer matrices we
expand the terms in λ1 as eigenfunctions of ψˆl′λ . The expansion looks like
exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
=
∑
l′λ
ΞlRl′λ
ψˆl′λ (λ1) (7.88)
where
ΞlRl′λ
=
∫
dλ′1 exp
(
−ilR2piλ
′
1√
2L
)
exp
(
−3V (λ
′
1)
κ
)
ψˆ∗l′λ (λ
′
1) (7.89)
Inserting this equation into the partition function integral we get
Zλα (u) =
∑
lR,lλ,l
′
λ,lρ
ΛN−1lR Λ
N−1
lρ
ΛN−αlλ Λ
α−1
l′λ
ΞlRl′λ
exp
(
ilRpi2
√
3u
L
)
×
∫
dR˜N ψlR
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)∫ dλα ψˆl′λ (λα)λαψˆ∗lλ (λα)
×
∫
dρ1 ψˆlρ (ρ1) exp
(
−3V (ρ1)
κ
)
ψlR
(√
3ρ1√
2
)∫
dρ′N exp
(
−3V (ρ
′
N)
κ
)
ψˆ∗lρ (ρ
′
N)
(7.90)
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Using Eq. 7.85 and Eq. 7.90 we are able to calculate mean values of λα and ρα, and
the mean axial displacement through
〈λα〉 = Zλα (u)
Z (u)
(7.91)
〈ρα〉 = Zρα (u)
Z (u)
(7.92)
7.2.5 Calculation of 〈R〉 and average residue positions for
an applied extension
Average residue positions in terms of xi, yi and zi require the calculation of average
R. Starting from Eq. 7.75 we insert Rα, and contract the Tˆρ and Tˆλ transfer matrices
using the appropriate eigenfunctions.
ZR (u) =
∑
lR,lλ,lρ
ΛN−1lρ Λ
N−1
lλ
exp
(
ilRpi
√
3u
L
)
×
∫ N∏
i=1
dRi ψlR (R1)TR (R1, R2) ...TR (Rα−1, Rα)RαTR (Rα, Rα+1) ...
...TR (RN−1, RN) exp
−3V (RN−u2
√
3√
2
)
κ
 ψˆlλ
(
RN − u2
√
3√
2
)
×
∫
dρ′N ψˆ
∗
lρ (ρ
′
N) exp
(
−3V (ρ
′
N)
κ
)∫
dρ1 ψlR
(√
3ρ1√
2
)
exp
(
−3V (ρ1)
κ
)
ψˆlρ (ρ1)
×
∫
dλ1ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
(7.93)
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After contracting the transfer matrices up to Rα using ψlR (R1) we get
ZR (u) =
∑
lR,lλ,lρ
Λα−1lR Λ
N−1
lρ
ΛN−1lλ exp
(
ilRpi
√
3u
L
)
×
∫ N∏
i=1
dRi ψlR (Rα)RαTR (Rα, Rα+1) ...
...TR (RN−1, RN) exp
−3V (RN−u2
√
3√
2
)
κ
 ψˆlλ
(
RN − u2
√
3√
2
)
×
∫
dρ′N ψˆ
∗
lρ (ρ
′
N) exp
(
−3V (ρ
′
N)
κ
)∫
dρ1 ψlR
(√
3ρ1√
2
)
exp
(
−3V (ρ1)
κ
)
ψˆlρ (ρ1)
×
∫
dλ1ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
(7.94)
To contract the remaining transfer matrices we make the following expansion
exp
−3V (RN−u2
√
3√
2
)
κ
 ψˆlλ
(
RN − u2
√
3√
2
)
=
∑
l′R
Glλl′R
(u)ψl′R (RN) (7.95)
where
Glλl′R
(u) =
∫
dR′N ψ
∗
l′R
(R′N) exp
−3V (R′N−u2
√
3√
2
)
κ
 ψˆlλ
(
R′N − u2
√
3√
2
)
(7.96)
The calculation of this integral can be simplified by relabelling the terms with
R′N−u2
√
3√
2
= R˜N to give
Glλl′R
(u) = exp
(
−il
′
R
√
3piu
L
)∫
dR˜N ψ
∗
l′R
(√
2R˜N
)
exp
−3V
(
R˜N
)
κ
 ψˆlλ (R˜N)
= exp
(
−il
′
R
√
3piu
L
)
G˜lλl′R
(7.97)
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Combining these terms together in the partition function integral we get
ZR (u) =
∑
lR,lλ,lρ,l
′
R
Λα−1lR Λ
N−1
lρ
ΛN−1lλ G˜
lλ
l′R
exp
(
ilR
√
3piu
L
)
exp
(
−il
′
R
√
3piu
L
)
×
∫ N∏
i=1
dRi ψlR (Rα)RαTR (Rα, Rα+1) ...TR (RN−1, RN)ψl′R (RN)
×
∫
dρ′N ψˆ
∗
lρ (ρ
′
N) exp
(
−3V (ρ
′
N)
κ
)∫
dρ1 ψlR
(√
3ρ1√
2
)
exp
(
−3V (ρ1)
κ
)
ψˆlρ (ρ1)
×
∫
dλ1ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
(7.98)
which allows us to contract the remaining N − α transfer matrices. The final form
of the partition function integral becomes
ZR (u) =
∑
lR,lλ,lρ,l
′
R
Λα−1lR Λ
N−1
lρ
ΛN−1lλ Λ
N−α
l′R
G˜lλl′R
exp
(
i(lR − l′R)
√
3piu
L
)
×
∫
dRα ψlR (Rα)Rαψl′R (Rα)
∫
dλ1ψˆ
∗
lλ
(λ1) exp
(
−3V (λ1)
κ
)
exp
(
−ilR2piλ1√
2L
)
×
∫
dρ′N ψˆ
∗
lρ (ρ
′
N) exp
(
−3V (ρ
′
N)
κ
)∫
dρ1 ψlR
(√
3ρ1√
2
)
exp
(
−3V (ρ1)
κ
)
ψˆlρ (ρ1)
(7.99)
We have found that using a harmonic potential in the general Hamiltonian we were
able to make simplifications to the residue potential terms and avoid transfer hy-
permatix calculations needed for the eigenvalue equations. Instead we were able to
write the expression for the partition function as a sum over eigenfunctions already
detailed in the DNA chapter.
With a simplified semi-analytical partition function expression we can now nu-
merically test the expression for the general partition function when we use a har-
monic potential. This will be a verification of the hypermatrix calculations.
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When a harmonic potential is used for the residue pair potential the transfer hyper-
matrix factorises, avoiding complicated transfer hyper-matrix calculations. The sim-
ilarities with the DNA ladder structure allows us to use the analytical eigenfunction
ψˆt for both the ρ and λ contributions to the eigenfunctions. Since these eigenvalues
and eigenfunctions have already been discussed in the DNA eigensystem results we
will focus primarily on the numerical calculations of the transfer hyper-matrix, and
their validity.
In DNA the two variable transfer matrix equation produced matrices where the
dimension was equal to 2m+ 1 elements set by the discretisation parameter m. The
eigensystem analysis of this type of matrix can be readily calculated numerically.
Problems arise in the four variable transfer hyper-matrix equation since it adds
additional dimensions to the eigenvalue problem where standard numerical methods
do not exist. To overcome this problem we project the hyper-matrix Habcd on to a
larger matrix Mij of dimension (2m+ 1)
2. The projection can be expressed in terms
of the indices as
Mij = Habcd (7.100)
where
i =(a− 1)(2m+ 1) + b (7.101)
j =(c− 1)(2m+ 1) + d (7.102)
where we are now able to numerically evaluate the eigensystem for the matrix Mij. A
definitive test of these projections was achieved by using a harmonic potential in the
hyper-matrix calculations to compare results with semi-analytical harmonic colla-
gen model. The numerically calculated hyper-eigenvalues and hyper-eigenfunctions
should be able to be reproduced from the analytical eigenvalues and eigenfunctions.
We begin with the analysis of the hyper-eigenvalues of the matrix Mij labelled
by Λˆlρλ with l being the index of the hyper-eigenvalue. To be able to generate these
eigenvalues from the analytical eigenvalues we need to take notice of the degener-
acy of the eigenvalues shown in Fig. 7.2. By associating them to a degenerate set
di, where i indicates the number of degenerate eigenvalues, we find the first few
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eigenvalues grouped as
d1 = {Λˆ1ρλ} (7.103)
d2 = {Λˆ2ρλ , Λˆ3ρλ} (7.104)
d3 = {Λˆ4ρλ , Λˆ5ρλ , Λˆ6ρλ} (7.105)
Since the analytical eigenvalues λˆlρ and λˆlλ are equal we find that when we multiply
certain analytical eigenvalues together we reproduce degenerate hyper-eigenvalues.
An example of this can be observed from the first two analytical eigenvalues where
λˆ1ρλˆ2λ = λˆ2ρλˆ1λ which correspond to the hyper-eigenvalues in Eq. 7.104. We can
assign the product of two eigenvalues with an index l and l′ to a degenerate set of
eigenvalues by using the relation
λˆlρλˆl′λ ∈ dl+l′−1 (7.106)
such that
d1 = {λˆ1ρλˆ1λ} (7.107)
d2 = {λˆ1ρλˆ2λ , λˆ2ρλˆ1λ} (7.108)
d3 = {λˆ1ρλˆ3λ , λˆ2ρλˆ2λ , λˆ3ρλˆ1λ} (7.109)
The comparison in Fig. 7.2 demonstrates a perfect agreement between the numerical
and analytical results.
If we follow the same methodology with the eigenfunctions of the transfer hyper-
matrix shown in Fig. 7.3, we can demonstrate the replication of these eigenfunction
solutions by a combination of two analytical eigenfunctions ψˆlρ , and ψˆlλ . The single
variable eigenfunction ψˆ1ρλ plotted in Fig. 7.3a is a product of the two eigenfunctions
ψˆ1ρ , and ψˆ1λ as shown in Fig. 7.4a. Similarly, the second and third hyper-matrix
eigenfunctions plotted in Fig. 7.3b, and Fig. 7.3c are a product of the first two
eigenfunctions of the Tˆ transfer matrix, both these combinations produce the same
eigenfunction ψˆ1ρψˆ2λ , and ψˆ2ρψˆ1λ .
Although there is a lack of agreement between second, third, and fourth hyper-
eigenfunctions a better comparison can be made if we transform the single variable
hyper-eigenfunctions back into matrix form. Fig. 7.5 is for the numerically calculated
hyper-eigenfunctions, and Fig. 7.6 is for the hyper-eigenfunctions calculated from
the product of the two analytical eigenfunctions ψˆtρ and ψˆtλ . A comparison clearly
demonstrates the excellent agreement between the numerical and analytical hyper-
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eigenfunction solutions.
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Figure 7.2: Eigenvalues calculated numerically from the transfer hyper-matrix plot-
ted with the analytical eigenvalues calculated by combining λˆlρ and λˆlλ . The excel-
lent agreement between the numerical and analytical results suggests that we are
able to generate the eigenfunctions of the hyper-matrix from the analytical eigen-
functions ψˆlρ and ψˆlλ . These eigenvalues are calculated with ∆ = 0.125, where L = 5
and m = 20.
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Figure 7.3: A plot of the first four eigenfunctions of the transfer hypermatrix. The
hypermatrix was converted to a normal N ×N matrix before the numerical calcu-
lation. These eigenfunctions are calculated with N = (2m + 1)2 and ∆ = 0.125,
where L = 5 and m = 20.
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Figure 7.4: In addition to results shown in Fig. 7.3 we plot eigenfunctions that were
reproduced by the analytical eigenfunctions ψˆlρ and ψˆlλ .
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(a) ψˆ1ρλ(ρ, λ)
(b) ψˆ2ρλ(ρ, λ)
(c) ψˆ3ρλ(ρ, λ)
Figure 7.5: 2D plots of the first 3 hypermatrix eigenfunctions when converted back
into two variable eigenfunctions.These eigenfunctions are calculated with ∆ = 0.125,
where L = 5 and m = 20.
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(a) ψˆ1ρλ(ρ, λ) = ψˆ1(ρ)ψˆ1(λ)
(b) ψˆ2ρλ(ρ, λ) = ψˆ1(ρ)ψˆ2(λ)
(c) ψˆ3ρλ(ρ, λ) = ψˆ2(ρ)ψˆ1(λ)
Figure 7.6: 2D plots created from the analytical eigenfunctions ψˆlρ and ψˆlλ that
demonstrates the reproduction of the hypermatrix eigenfunctions. In order to match
the second and third eigenfunctions we had to apply a rotation of pi/4 about the
z-axis.
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Our analysis of the simplified collagen structure gives us two descriptions of the
collagen model. The first collagen model is for a general potential V representing the
residue pairs in the collagen structure that uses the hypermatrix analysis to evaluate
the partition function through semi-analytical eigenfunctions. In the second collagen
model, the harmonic collagen model, a harmonic potential was used used early in
the analysis of the partition function. This greatly simplified the calculations to
express the partition function through the full sets of analytical eigenfunctions that
we obtained in DNA for ηB =∞. In both these models we now go beyond the free
energy calculations to describe the force extension behaviour for a given u.
The models use different calculation methods to evaluate the partition function,
but by using a harmonic potential for the residue pair we should return similar results
for the partition function. The results shown in Fig. 7.7 compares the two models
when we use a harmonic potential in the general collagen model. The excellent
agreement between the two results validates the hyper-matrix calculations in the
general model. Both collagen models show that for a harmonic potential there is
a constant restoring force for an applied extension. The periodicity of the force-
extension curves at u ≈ 2.25 arises from the periodic constraints on ψlR .
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Figure 7.7: A comparison of the results generated by the numerical and semi-
analytical calculations of the free energy for harmonic collagen, and its differential
with respect to u. The excellent agreement between the two results is found for
different κ/κ′ ratios as shown in Figs. 7.7a-7.7b for κ/κ′ = 1, and Figs. 7.7c-7.7d for
κ/κ′ = 25. These calculations were run with L = 8, and m = 16.
Using the general collagen model we explore different force-extension curves by
applying different potentials for the residue pair interactions. In Fig. 7.8 we demon-
strate a comparison of two such potentials with a pure harmonic interaction that
has a constant stiffness of κ′ref = 1 eV/A˚
2
. They are described as follows:
1. Soft-Hard - is a two step anharmonic potential described by two different
stiffness constants in the residue pair potential where there is a transition
from κ′soft → κ′hard as the extension increases above a threshold. The term
”Soft” indicates a potential with a low stiffness constant κ′soft = 0.0625 eV/A˚
2
whereas ”Hard” refers to a high stiffness constant κ′hard = 8 eV/A˚
2
, hence
κ′soft < κ
′
ref < κ
′
hard.
2. Hard-Soft - is an opposite description of the Soft-Hard potential. It is a two
step anharmonic potential where the stiffness constant in the residue pair po-
tential makes a transition from κ′hard → κ′soft as the extension increases above
a threshold. In this potential κ′soft = 0.0625 eV/A˚
2
and κ′hard = 16 eV/A˚
2
.
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The free energy calculations, and force-extension curves for these residue pair
potentials are shown in Fig. 7.9 and Fig. 7.10. A large difference between the free
energy curves is primarily due to the low entropy of the structure corresponding to
the Hard-to-Soft potential. Alternatively, the Soft-to-Hard residue potential gives
the structure a higher entropy state. The gradient of the free energy curve relates to
the restoring force of the structure when an extension u is applied. In the Hard-Soft
potential the residue pairs are initially Hard resulting in a larger restoring force.
Similarly, the Soft-Hard starts from a weaker restoring force due to the Soft stiffness
constant.
Mean axial displacement calculations for the various potentials are shown in
Fig. 7.11 for extensions up to u = 0.48. Again, using the harmonic mean axial dis-
placement calculations as a comparison we can identify the features that correspond
to the Soft-Hard, and Hard-Soft potentials. In Fig. 7.11c we notice larger distortions
of the mean axial displacements for each residue triplet due to the low stiffness con-
stant in the Soft-Hard potential. The distortion also spreads further from the ends
of the structure making the mean axial displacements for each α larger on average
when compared with the harmonic case. For the Hard-to-Soft potential we see the
opposite effect in Fig. 7.11b, here, the high stiffness constant reduces the average
mean axial displacements and concentrates most of the distortion at the ends of the
structure.
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Figure 7.8: A potential plot of the harmonic potential and two anharmonic poten-
tials. The potentials are a function of residue pair separations (xi − yi), (xi − zi)
and (zi − yi) which we have labelled ηi.
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Figure 7.9: A plot of the resulting free energy calculations of the various potentials.
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Figure 7.10: The force-extension plots for the various potentials clearly show the
effects of the transitions in the two anharmonic potentials. We include the force-
extension of the harmonic potential that has a constant restoring force for an applied
extension.
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Figure 7.11: Mean axial displacement plots for the Harmonic, Soft-to-Hard and
Hard-to-Soft potentials up to an extension of u = 0.48. Unlike DNA where the
mean axial displacement is the average separation of the base-pair, in collagen it is
the average separation of adjacent residue triplets given by Eq. 7.36.
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Starting from the same potential to model the base pairs in DNA, we adjust the
stiffness to take into account only a single hydrogen bond between a residue pair
in collagen. Reducing the spring constant by a factor of 2.5 we determine κ′ ≈
2.7× 10−4 eV/A˚2.
Several views can be taken to determine the backbone spring constant of collagen.
The simplest case is to view the collagen backbone as a collection of covalent bonds
identical to DNA and this gives κ/κ′ ≈ 370. MD simulations in [93] provided data
for backbone stretching in phase II of the force-extension plot Fig. 4.17 which we
are able to use to fit the backbone spring constant in our model. Since these MD
simulations had constraints applied to each of the three carbon atoms at the ends
of the collagen molecule, in our coarse-grained structure, we calculated a backbone
spring constant of κ ≈ 6 eV/A˚2. This gave an extremely high ratio of κ/κ′ ≈ 22300.
Atomistic calculations on a single polypeptide molecule using a reactive force
field gave a backbone spring constant of κ ≈ 1.2 eV/A˚2 [83] and a more accurate
estimation of the backbone spring constant using MD simulations was calculated by
the extended MARTINI force-field to give κ ≈ 0.16 eV/A˚2 [99]. This value fits much
closer to the backbone stiffness of DNA used by Prakash et al. as well as giving a
more reasonable backbone to residue pair stiffness ratio of κ/κ′ ≈ 500 for collagen.
With the known quantities of the backbone and residue pair stiffness constants we
attempt to reproduce shearing force data for different molecular lengths of collagen.
Using a method employed by Prakash et al. [77], we determine the shear force fs
when the separation of the end xz residue pairs in the structure, η1 and ηN , is equal
to our fitting parameter ηB. We express η as follows
ηi = xi − zi (7.110)
where i refers to the index of the residue triplet. This is also known as the shear-
ing separation of a residue pair. To simplify the calculation we use a harmonic
approximation of Prakash’s base pair potential for the residue pairs; this allows us
to use the semi-analytical expression of the partition function. Setting the shearing
distance of a single hydrogen bond ηB to be around 2-3 A˚, we calculate the shear
forces against molecular lengths for various backbone spring constants Fig. 7.12.
The results clearly demonstrate the relationship between larger shearing forces and
the increase in the backbone stiffness. It is understood that for a given extension,
a larger κ increases the amount of energy required to shear the molecule, thus in-
7.5 Results for collagen calculations 161
creasing the shear force.
In comparing Fig. 7.12a to Fig. 7.12c we observe clearly that the breakage be-
comes insensitive to the length of the molecule, suggesting that the distortion only
penetrates a certain distance into the structure from the ends of at the extension
where failure occurs. By increasing κ we increase the stiffness ratio between the
residue pair and the backbone κ/κ′ allowing more energy to be stored in the residue
pairs. This increases the penetrating length of distortions within the molecular
structure at an applied extension.
The results shown in Fig. 7.12a are considered to be a reasonable prediction of
the response of to the collagen molecule. Though no experimental studies have been
done to give the relationship between the molecular length and shearing force we
find that the backbone stiffness constant, and the backbone residue pair stiffness
ratio, are within a reasonable estimates and compatible with what we have learned
from studies of DNA. Compared to DNA other values of κ were very large and gave
extremely high κ/κ′ ratios.
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Figure 7.12: Calculations of the shear force against molecular length. In each plot
we determine the shear force curve for different ηB values having the range between
2-3A˚. The results for three different values of κ are shown in Fig. 7.12a, Fig. 7.12b
and Fig. 7.12c.
Chapter 8
Conclusion
It has been shown in this thesis that by simplifying the structure of a multi-stranded
biomolecule we are able to find an expression for the partition function needed to
evaluate the free energies as a function of axial extension. The mathematical frame-
work of using the transfer integral method to study shearing of different biomolecules
has been central to our investigations. The framework was first used to model de-
naturation of DNA in the early 90’s, and we have been able to extend the method
to investigate the axial shearing of DNA and progress to study a triple stranded
biomolecule. Though we have looked at two different multi-stranded biomolecules
the generalisation to more strands is possible though numerically costly.
As an introduction to the partition function calculations we began with a toy
model description for a Extendable Freely Jointed Chain as an improvement to
the non-extendable Freely Jointed Chain. Using two top-hat weighting functions
in the partition function we allowed each link in the chain to extend and contract
independently.
In chapter 6 we began with applying the transfer integral method to the DNA
molecule. By simplifying the geometrical structure we were able to express the
exponentiated Hamiltonian as a product of transfer matrices. By applying relevant
contractions we were able to find expressions for the partition function as a function
of molecular extension for cases where the DNA structure is in an intact, frayed and
bubbled state. Mean base pair axial displacement calculations for the intact state
gave a quantitative insight into the mechanical behaviour of the molecule under
axial shear stress.
For DNA we used two distinct methods to compare shear force data with exper-
imental results. In the first method we used intact state calculations to determine
the force when the average separation of the two end base-pairs reached a shear-
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ing length determined by ηB. Determining the relationship between the molecular
length and the shear force we found that the results agreed well with the experi-
mental measurements made by Hatch et al. [79]. The values for the stiffness ratio
between the backbone and base-pair that we used to fit our model to experimental
data was nearly double to what was measured in [79], but agreed well with the
stiffness constant ratio fitted in the de Gennes model.
In the second method we used the first phase transition between an intact and
frayed state to determine the shear force for failure. These results produced good
agreements with experimental shear force data for large molecular lengths. The
stiffness ratio that we used to fit our model with the experimental data was also close
to the stiffness ratio measured from experiment. However, the lack of agreement for
smaller molecular lengths can be attributed to the instability of base-pairs for short
DNA molecules causing large errors in the shearing force from experiment.
In Chapters 7 & 8 we introduce the transfer integral method to the collagen
molecule. By simplifying its triple helix structure to a triangular prism we study
the mechanical behaviour of residue pairs under a shearing force arising from axial
extension. Only studying the intact state of the molecule we formulated a general
expression of the partition function using numerical hypermatrix calculations valid
for all residue pair potentials as well as a harmonic approximation expression. Using
data from MD simulations of collagen molecules we produced results showing the
relationship between the shear force for failure and molecular length of collagen.
Although no axial experiments on tropocollagen have been attempted so far the
shear forces are close in magnitude to the properties other biomolecules and we gain
insight into the modes of distortion of the structure. Further experimental work
would be needed to test these results.
An improvement to the one dimensional models of DNA and collagen could be
made by including an additional dimension that accounts for the helical structure
around the axis of the biomolecule. In this thesis it was a major macroscopic feature
that was largely ignored to simplify the free energy calculations, but is essentially
needed to include the effects of torsion, and helical twist as we apply an extension
to the structure.
The complexity of biological systems make it extremely difficult to have a single
model to determine all of its behaviours and physical properties. In reality different
models study different properties of the system, usually dependent on the property
that is being measured, and therefore adds to the greater understanding of the
system being studied.
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