We estimate the ground state energy of the hydrogen atom using the variational Monte Carlo (VMC) method with a simple model trial wavefunction and the RANLUX random number generator with five luxury levels (RANLUX-[0-4]). The resulting VMC energies are compared with the reference (exact) energy that is analytically evaluated with the same wavefunction as in the VMC simulations. The VMC energies with RANLUX- [1] [2] [3] [4] are in good agreement with the reference energy within their statistical errors. On the other hand, RANLUX-0 with the lowest luxury level is found to give a systematic error of about 0.2 mhartree. In addition, we examine the time-step dependence of statistical quantities in VMC simulations. We find that the error bar of the VMC energy and the correlation time in VMC data have a minimum at a 50 % acceptance ratio in the Metropolis procedure.
I. Introduction
In our previous study of atomic and molecular systems, we have investigated several random number generators (RNGs) in quantum Monte Carlo (QMC) simulations. 1) A multiple recursive generator with 8-th order recursion (MRG8) 2) and the Mersenne twister generator (MT19937) 3) were tested and compared with the RANLUX generator with five luxury levels (RANLUX-[0-4]). 4) It was found that the QMC energies using the RANLUX generators consist with each other beyond the statistical error bar (standard error in the QMC energy estimate). In contrast, MRG and MT19937 give consistent results to within their error bars. This result may indicate that the statistical biases (systematic errors) in the QMC simulations strongly depend on the luxury levels in the RAN-LUX generators. In this study we made a detailed analysis of QMC results with RANLUX-[0-4] for the simplest example in quantum chemistry, i.e., the hydrogen atom. We estimated its ground state energy using the variational Monte Carlo (VMC) method with a simple model trial wavefunction. The resulting VMC energies were compared with the reference energy that is analytically evaluated with the same wavefunction as in the VMC simulations. In addition, we have first examined how the choice of time step in the VMC simulations affects statistical quantities such as the error bar of the VMC energy and correlation time.
In various fields Monte Carlo (MC) methods [5] [6] [7] are used mainly for the following two purposes: (i) to simulate a system that has an intrinsic randomness and (ii) to solve a problem that is impossible or difficult to solve in either analytic or standard numerical ways. In quantum chemistry, MC is avail-QMC has attracted a lot of attention because of its highly accurate chemical description as well as moderate computational cost that scales as linear to cubic with respect to system size, compared to other conventional quantum chemistry methods.
Due to its statistical treatment, QMC evaluates any physical quantity accompanied with a statistical error bar (standard error). In quantum chemistry, interest is taken in the energy difference between the two systems, e.g., molecular binding energy that is the difference in the total energy between the molecule and its constituent atoms. In order to obtain numerically meaningful results using QMC, the total energy difference between the two systems should be at least larger than the corresponding error bar by an order of magnitude. Since a typical quantum chemistry calculation requires so-called chemical accuracy of about 1 kcal/mol (= 1.6 mhartree) for the energy difference, the statistical error in the QMC energy should be ∼ 0.1 mhartree.
A (pseudo) random number generator (RNG) [5] [6] [7] plays an important role in any MC simulation, including QMC. It has been reported that 'good' RNGs in the context of statistical tests 10, 11) are not necessarily good for some MC simulations, [12] [13] [14] [15] [16] [17] [18] [19] [20] i.e., the RNGs give a systematic error larger than the statistical error. In practice, the statistical biases due to RNGs depend on not only RNGs themselves, but also MC applications which use the RNGs. In our previous study, we have found that this is the case for QMC simulations of atomic and molecular systems.
1)
The present paper is organized as follows: In Section II we describe VMC algorithms focusing on where RNG is used and make a brief comment on RNGs, including the RANLUX generator. Numerical results and discussion are given in Section III. Section IV summarizes the present study.
II. Variational Monte Carlo Method and Random Number Generator
This section describes the VMC algorithm related only to RNG, namely, the generation of random walks and the Metropolis accept/reject procedure. For a general and detailed description of QMC methods, it would be helpful to refer to textbooks 8) and review papers. 9) All the present calculations were performed using the CASINO code. 22) The total energy of a many-electron system is given as the expectation value of the HamiltonianĤ with respect to the many-electron wave function Ψ:
where R = (r 1 , . . . , r N ) is a point in the configuration space of the N -electron system and
is the local energy. (N = 1 for the hydrogen atom.) In VMC one adopts the trial wavefunction Ψ T (R) and evaluates the expectation value with respect to Ψ T (R) using the MC integration scheme, i.e., generating a sequence of configurations
T using the the Metropolis algorithm 23) and averaging the corresponding local energies:
The Metropolis transition probability density is a Gaussian distribution with variance τ , where τ is the VMC time step (dtvmc). According to the central limit theorem, the variance of the
and hence an estimate of the size of the error bar (or standard error) on the MC estimate of
Note that this relation holds if and only if ⟨E L ⟩ is known exactly. Actually the denominator in the variance M is replaced with M − 1, as shown in statistics texts, because ⟨E L ⟩ is in reality measured as a MC sampling mean on computers.
In the actual determination of statistical errors of the VMC estimates, however, we should take into account (serial) correlations (or autocorrelations) between successive points {R m } generated in the Metropolis procedure. Using the autocorrelation function
we may quantitatively evaluate such correlations in two ways: exponential and integrated correlation times. The exponential correlation time τ exp is obtained from a relation C(k) ∼ exp(−k/τ exp ) for k ≫ 1, whereas the integrated one τ int is defined as
For large enough M , we obtain the true variance of E L , i.e., σ EL , from a relation
which means that the naive estimate of the size of the error bar always underestimates the true value. In other words, autocorrelations reduces the number of statistically uncorrelated
The method of data blocking is also available for estimating the error bar. 26) In this method, we gather successive data points into blocks and average over the data in each block, and then calculate the variance of the set of block averages. Provided that the block length is much greater than the correlation time between data points, the block averages are statistically independent and an unbiased estimate of the mean is obtained. We used the blocking method to estimate the error bar of the VMC energy. In the present study we chose a block length of 1000, which is two orders of magnitude longer than the correlation times (see Section III.3) and hence long enough for the purpose of estimating the error bar correctly.
In the present study we adopt a trial wavefunction as
with a parameter α = 1.1. 24) Although this form of the wavefunction contains the exact one (α = 1) for the hydrogen atom, the MC integration is meaningless since the local energy is constant. This model wavefunction detunes the exact one and hence the local energy E L can be a function of the position in configuration space. In addition, this trial wavefunction automatically satisfies the electron-nucleus cusp condition, which prevents the local energy having a singularity at the electronnucleus coalescence and enables one to investigate systematic errors due to RNGs alone.
The RNG is used (i) to generate the trial move of configuration and (ii) to perform its accept/reject procedure in the Metropolis algorithm. 23) In MC simulations the statistical biases due to RNGs originate from mainly the autocorrelations (or serial correlations) and biases due to non-uniformity of the sampling points. 25) The former leads to an incorrect statistical error bar which is smaller than the exact one, while the latter introduces a systematic error in the mean value. For the former, a blocking procedure can be used to remove the correlation.
26) The problem regarding the latter is considerably more difficult to resolve. 25) RANLUX has been a very popular RNG in the Monte Carlo community, especially for computationally demanding physical/chemical problems. 4) Its algorithm was derived by applying chaos theory to an implementation of the subtractwith-borrow (SWB) generator, RCARYY. 21, 27) According to chaos theory, some random numbers are removed to destroy the serial correlations in the original RCARRY sequence, i.e., given an integer p (p > 24), one first takes 24 successive RCARRY sequences and discards p − 24 numbers, then takes 24 sequences, and so on. In his paper Lüscher 4) provided five p values, i.e., p = 24, 48, 97, 223, and 389, which correspond to the "luxury levels" of RANLUX ranging 0-4. Note that SWB has been proven to be equivalent to an efficient implementation of the linear congruential generator with a much longer period. 28) This is the reason why SWB fails in some randomness tests. 29) We tested the convergence of the VMC energy with respect to the Monte Carlo steps ranging N MC = 10 9 − 10 15 (see Fig. 1 ). The time step for the trial move (dtvmc) is determined such that the acceptance/rejection ratio ≈ 0.5. In the present study, we obtained dtvmc = 0.5 from preliminary simulations. We also show similar results using RANLUX-0 and RANLUX-4 in order to understand how the choice of dtvmc affects the properties of a VMC calculation, i.e., the acceptance ratio, total energy, error bar, and correlation time.
In practical VMC simulations, a subsequence is generated by taking every k-th element from the original sequence, where k depends on the system, in order to weaken the serial autocorrelation. The subsequence can modify the original sequence. In this study, however, we did not consider such a treatment because we intend to focus on the intrinsic properties of the RANLUX generators. In order to consider intrinsic properties of a single RNG sequence, we did not perform a parallel VMC calculation, which may hide such properties.
III. Results and Discussion

Sampling Bias
The VMC ground state energies of the hydrogen atom with the trial wavefunction in Eq. (7) were evaluated using different RANLUX generators. The reference energy of −497.3792 mhartree was analytically calculated with the same wavefunction as in VMC. Figure 1 highlights the VMC energy E VMC convergence with respect to the Monte Carlo steps N MC for RANLUX-0 and RANLUX-4. Comparing the energies at N MC = 10 13 and 10 15 , it is found that the VMC energies with RANLUX-0 and RANLUX-4 at N MC = 10 13 converge to their own limits. Within one error bar (σ), RANLUX-4 gives the same VMC energy at every N MC , while the VMC energies with RANLUX-0 differ at N MC = 10 10 and 10 13 , though they coincide within 2σ. Consequently, we may adopt the VMC energy at N MC = 10 13 as the converged one. 13 . RANLUX-1 and RANLUX-2 give the same energies as the reference energy within their σ's, respectively, while RANLUX-3 and RANLUX-4 within their 2σ's, respectively. On the other hand, RANLUX-0 give the VMC energy outside 40σ. It is evident that RANLUX-0 gives a systematic error arising from a poor quality RNG. This result seems unsurprising since RANLUX-0 is theoretically equivalent to a notorious linear congruential generator, as mentioned in Section II. Figure 2 shows the computational (CPU) times in the RANLUX routine to generate each RANLUX sequence as a function of p (see Section II). It is obvious from this figure that the CPU time is approximately proportional to p, which is consistent with a previous study.
Computational Costs
1 ) The fraction of time used by the RANLUX routine compared to the total VMC routine is about 1%. In the present case the difference in the total CPU time between luxury levels was negligible, but it would be more significant (an order of hours) for larger systems in actual QMC simulations, which take a couple of days. Table 2 gives a list of the integrated correlation times defined in Eq. (5) and their error bars. No significant difference of the correlation time between the RANLUX generators was found, similar to results reported in our previous study.
Correlation Time in QMC
1 ) It is likely that the autocorrelation does not explicitly relate to the systematic error. Figure 3 highlights the VMC time step (dtvmc) dependence of various quantities in a VMC simulation: (a) acceptance ratio in the Metropolis procedure, (b) VMC energy, (c) error bar in the evaluation of the VMC energy, and (d) correlation time in the evaluation of the VMC energy. The VMC calculations were performed with RANLUX-0 and RANLUX-4 at N MC = 10 13 , i.e., the number of Monte Carlo steps is common to every VMC simulation with different values of dtvmc. As shown in Fig. 3(a) , the acceptance ratio abruptly decreases with a larger dtvmc. dtvmc = 0.5 gives an acceptance ratio of ≈ 50%. Figure 3(b) shows that the VMC energies with RANLUX-0 strongly depend on the values of dtvmc, whereas those with RANLUX-4 have a relatively weak dependence. It is found from Figs. 3(c) and (d) that the error bars and correlation times are a minimum at dtvmc ≈ 0.5, which corresponds to an acceptance ratio of 50%. This result implies that a 50 % acceptance ratio leads to the most efficient VMC simulation. Although in the Monte Carlo community the above results have been heuristically determined as approximately optimal time step choices, the theoretical reason for this has not been investigated and discussed, especially in the firstprinciples QMC community, so far as we are aware.
Time-Step Dependence in VMC
IV. Summary
We estimated the ground state energy of the hydrogen atom using the variational Monte Carlo (VMC) method with a simple model trial wavefunction and the RANLUX random number generator with five luxury levels (RANLUX-[0-4]). The VMC energies with RANLUX-1 and RANLUX-2 were consistent with the exact energy within their σ's, whereas those with RANLUX-3 and RANLUX-4 within their 2σ's. On the other hand, it was found that RANLUX-0 gives an evident systematic error of about 0.2 mhartree in the evaluation of the VMC energy. We also examined the VMC time step dependence in VMC simulations. It was found that a 50 % acceptance ratio gives an optimum VMC time step in terms of VMC simulation efficiency. Future work on this subject will be to conduct the same benchmarks on parallel/vector supercomputer systems, and analyze the performance of various RNGs such as MRG8, 2) MT19937, 3) as well as physical random number generators.
