Drift estimation for Brownian flows  by Piterbarg, L.
stochastic 
processes 
and their 
ELSEVIER Stochastic Processes and their Applications 73 (1998) 13 I - 149 
applications 
Drift estimation for Brownian flows 
L. Piterbarg’ 
Center for Applied Mathematical Sciences, University of Southern California, Los-Angeles, 
CA 90089-1113, USA 
Received 14 March 1997; received in revised form 28 August 1997 
Abstract 
The problem of estimating the drift of a stochastic flow given Lagrangian observations is 
an estimation problem for a multidimensional diffusion with a degenerate diffusion matrix. The 
maximum-likelihood estimator of the constant drift is considered. A long-time asymptotic of its 
mean-square error (MSE) is computed. It is shown that the time-space average of the observed 
Lagrangian velocities has the same asymptotic. These estimators are compared to the least-squares 
estimator based on Eulerian data. In the most important, for applications, two-dimensional case 
the Lagrangian estimator is typically preferable for incompressible flows, while for flows close 
to potential the Eulerian estimator is better. 0 1998 Elsevier Science B.V. All rights reserved 
Keywords: Diffusion; Maximum likelihood; Estimation; Lagrangian data; Stochastic flow 
1. Introduction 
Let u(t,x) E Rd be a random velocity field, t 2 0, x E Rd, expressed in the form 
u(t,x) = qx; e) + u’(t,x), (1.1) 
where ii(x; 0) is a deterministic vector field depending on an unknown K-dimensional 
parameter Q and Eu’(t,x) = 0. Denote by X(t, r) the displacement of a particle released 
at moment t = 0 at the point Y, driven by the given velocity field, i.e. 
x(t,r)=u(t,X(t,r)), X(O,r)=r, (1.2) 
where the dot means time derivative. The sample 
xl(t), X2(t), . . ., &(t>, t E (0, T) (1.3) 
corresponding to different initial values 
&(t)=X(t,m), X(O,r,)=r,, n= l,..., N, 
is called Lagrangian data with observation time T. We stress that the sample (1.3) is 
not independent because all &(t) come from the same equation (1.2). 
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By Eulerian observations we mean the sample 
u(t,r1), 4t,~2),~~‘,4t,6v), t E (0, T). 
Our purpose is to compare the efficiency of estimators of (1 based on Lagrangian and 
Eulerian data, respectively, when T --) ZG. Originally, this problem has come from 
oceanography where measurements by drifters (current following devices) have been 
increasingly growing during the last two decades (Davis, 1991). 
While the asymptotical error of Eulerian estimators, such as the maximum likelihood 
and least squares, can be easily found for a wide class of ergodic velocity fields u’(t,x), 
the corresponding problem for Lagrangian estimator seems to be solvable only for a 
velocity field which is a white noise in time, i.e. 
EU’(t,X)U’(S, y)” = s(t - s)B(x, v), (1.4) 
where the star means transposition, 6(.) is the Dirac delta-function and B(x, y) is a 
space correlation tensor. Let us recall a rigorous framework for (1.4) following, e.g., 
Baxendale and Harris (1986). 
Let U’(X) be a random vector field with zero mean and finite second moments 
Eu’(x)u’(y)” = B(x, y) (1.5) 
and let 
KT Y> = -g ~pb%p(Y>* 
p=o 
be its decomposition through an orthogonal basis in the Hilbert space spanned by 
{B(x;) XERd}. c onsider, for each r E Rd, the Ito stochastic differential equation 
(1.6) 
X(0, r) = Y, 
where wp(t) are independent Wiener processes in Rd. We impose the conditions on 
B(x, y) that guarantee the existence and uniqueness of the solution of (1.6) (Fujiwara 
and Kunita, 1985). Further, we consider (1.3) as a sample from (1.6) and Eulerian 
observations in this case are 
(1.7) 
p=o 
Let us denote by & the maximum-likelihood (ML) estimator of H based on the sample 
(1.3). The subscript L indicates Lagrangian observations. Our aim is to find a long-time * 
asymptotic of the mean-square error of 0~ and compare it to those of other estimators 
used in practice. First, among them is the “naive” estimator based on the assumption 
of independence of the different trajectories. This estimator may be considered as a 
sort of a Lagrangian least-squares (LS) estimator. Then we compare the Lagrangian 
ML estimator with Eulerian ML and LS estimators. 
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For a constant drift, ii(.~; fI)= 8, and homogeneous velocity fluctuations, B(x, y) 
= B(x - JJ), we find conditions under which the following asymptotic holds: 
lim TE(& - e)(ci, - (I)* =B(O)/N 
T-x (1.8) 
and alternative conditions for 
Tim TE(fir - O)(i,,. - O)* = B(0). 
T--x (1.9) 
In the isotropic case the relation (1.8) holds for all incompressible flows, and (1.9) is 
true for all potential flows. 
When dealing with a constant mean flow it is also a good idea to average the 
observed Lagrangian velocity n(t, 1.) = J?(t, v) over all the drifters and time 
(1.10) 
We show that this “naive” estimator commonly used in practice (Davis, 1991) has the 
same asymptotics under the same conditions, either 
lim TE(& - 0)(& - fI)* = B(O)jfV 
T-X 
(1.11) 
or 
lim TE(& - (I)(& - (I)* = B(0). 
T--x 
(1.12) 
To find the asymptotical MSE we study limiting behavior of the difference 
Y(f) =X?,(f) -&I(t), (1.13) 
which is a diffusion in I??’ with zero drift and diffusion matrix (h,/(O) - bii(y)), where 
B(y) = (h,j(>J)). If process Y(t) is transient which is typically true for higher dimen- 
sions (u’>4 or d = 3 with non-negative top Lyapunov exponent) the asymptotics (1.8, 
I. 11) are straightforward. But in the most important case for applications d = 2, Y(t) 
is zero-recurrent and conditions for (1.8) and ( 1.11) are not so obvious. To establish 
( 1.8) and (1 .l 1) we show that for a class of 2D stochastic flows the central limit 
theorem (CLT) holds, i.e. 
Y(t) diB(O)“‘W(?) 
d d . 
(1.14) 
when t goes to infinity. W(t) is a standard Wiener process in Rd. Asymptotics (1.9) 
and (1.12) occur when Y(t) goes to zero. Conditions leading to such a behavior have 
been extensively studied in the framework of global asymptotical stability of stochastic 
systems (see Friedman, 1976; Khas’minskii, 1980). 
Note that all the entries of the diffusion matrix vanish at y =O. Thus, the corre- 
sponding differential operator is not uniformly elliptic. Moreover, all the elements of 
the Lie algebra related to this operator also vanish at this point and, hence, it is neither 
hypoelliptic (Ichihara and Kunita, 1974) nor subelliptic (Kusuoka and Strook, 1988). 
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Thus, the asymptotics of transient probability developed for those operators cannot be 
used in our case. 
Estimation of the drift given Eulerian observations (1.7) is a classical and well- 
studied problem of estimating an unknown parameter observed in a distributed white 
noise. In part, exact formulae for the mean-square errors of the ML, Ed, and LS, a~, 
estimators are available when the drift is constant. We will give them below and show 
that for a wide class of incompressible isotropic flows 
lim E(& - Q2 
T-c-c E(& - 0)2 
= O(lv”) (1.15) 
for some cr>O, when N goes to infinity. However, for potential isotropic llows the 
conclusion is opposite: the estimator based on Eulerian observations is more efficient. 
We restrict ourselves to a homogeneous Eulerian velocity field because of its impor- 
tance for applications. Consideration of the general drift Il(x; 0) poses quite different 
problems connected with properties of the dynamical system X = U(x; 0). Such prob- 
lems are not simple even in the case of unit diffusion matrix and small noise (see, 
e.g., Kutoyants, 1993; Citovich, 1977). It is reasonable to overcome difficulties related 
to the degeneracy of the diffusion matrix first. 
The close problem of asymptotical behavior of the mass center and scattering for a 
drifter cluster was considered by Zirbel and Cinlar (1996, 1997) in the same framework. 
This paper is organized as follows. In Section 2 we specify the problem statement in 
the case of a general random-velocity field. The rest of the paper addresses a problem 
with constant drift and homogeneous fluctuation velocity. In Section 3 we give con- 
ditions for (1.8), (1.9), (1.11) and (1.12) in the isotropic case. For general 2D flows 
these asymptotics are deduced in Section 4. Finally, we give a comparison of the La- 
grangian and Eulerian estimators and comment on the mixing problem for a passive 
scalar (Section 5). 
2. Preliminaries 
Let us define (Nd)-dimensional vectors z = (XI,. . . ,xN ), r” = (q , . , I-N), U(z) 
=(~(x~),...,fi(~~)), ~~(z)=((pp(x~),...,(pp(x~)), Z(~)=(XI(~),...,JYN(~)), and 
(Nd x R/)-matrix 
D(z) = (~(Gmxn)). (2.1) 
Henceforth, we drop the argument 0 if there is no room for ambiguity. 
Proposition 2.1. The process Z(t) is a difSusion process in RNd with the drift U(z) 
and the dzjiision matrix D(z), i.e. 
dZ(t) = U(Z(t)) dt + D”2(Z(t))dW(t), Z(0) = r”, (2.2) 
where W(t) is a standard Wiener process in RNd. 
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A rigorous proof of this statement in the case of zero drift and homogeneous u’(x) 
can be found, e.g., in Baxendale and Harris (1986). For the general case see Kunita 
(1990, Theorem 4.2.4, pp. 124-125). Here, we restrict ourselves to some explanations. 
Obviously, Z(t) satisfies 
dZ(t)= ci(Z(t)>dt + g @JZ(t>)dw,>(t). 
p-0 
For the first two moments of the process @(t,z) given by 
d@(t,z)= -&+)dw,&), 
I'=0 
we have 
Ed@(t,z)=O, 
E{d@(t,z)d@(t,z)*} = 5 @,,(z)@P(z)* dt=D(z)dt. 
p=o 
The latter implies (2.2). 
Let K = {z: x,,, =x,, for some m + n, m. n = I,. N} c RNd. Further, we assume that 
the determinant 
ID(z)1 + 0 if zg RNd\K. (2.3) 
Obviously (2.3) holds if there is no linear dependence between any components of the 
velocity vectors u’(x) corresponding to different space points. 
Assume that K is not attainable from any z E lwNd \K with probability 1. Then the 
logarithm of the likelihood ratio can be found from the Girsanov formula for the 
measure density of two diffusion processes 
T 
L(z(~);fLoO) = - J P’(Z(t))&I(Z(t); 8,(Io). (dZ(t) - rY(Z(t); &)dt) 0 
+; 
i' 
T 
D-‘(Z(t))N(Z(t); O,Ho) &Y(Z(t); H, Oo)dt, 
. 0 
where 00 is the true value of the parameter and nU(z; 8; (l(l) = U(z; 0) - l/(z; 00). If 
the unknown parameter is restricted to a compact region one can define the Lagrangian 
ML estimator as 
ci, = arg rnjn L(Z(.); H, f&). 
Under wide conditions 4, is computed from the likelihood equations 
0W)) au(;;:)'e) (dZ(t) - CI(Z(t); 0) dt) = 0, k= I ,..., K, (2.4) 
where the expression under the integral is the score corresponding to observations 
Z(t) = (Xl(t), . . ,&(t)) at moment t. Let us introduce the Fisher information matrix in 
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a standard way 
where the dot means the dot product in [w Nd Below we shall show that the expectation . 
is finite under quite general conditions. The matrix of the mean square errors is given 
by 
& = E(& - ~,)(~, - Bo)* =1(&-i, 
where I(O) = (Z&O)). In particular, if the dependence of the mean flow on the parameter 
is linear: 
where $k(‘) : [Wd ---f iWd, i.e. 
with the AU-vector ‘u,(z) = ($k(xi ), . . . , $~(xN)), one can get from (2.4) a linear equa- 
tion for the estimator 
A(LQjL = JL) 9 
where the entries of the d x d-matrix AcL) and the d-vector ucL) are 
/p-) = i 
T 
kl 
s To 
~-'(z(t)>%(Z(t)). ‘u,(z(t>>& 
CL) _ 1 T 
ak -r J D-'(Z(t))lu,(Z(t)) . dZ(t). 0 
The flow with a constant drift is defined by 
(Y)j)k =djk $- fij,k-d f ’ ” f d,,k-(N-l)dr 
where djk is the Kronecker delta, 1 <j <d, 1 <k < Nd. Hence, in this case the Fisher 
information 
r N-l 
Ikl = 
.Ic 
E(D~'(Z(t))k+md,~+nddt 
0 m,i?=O 
is independent of 6. Let us introduce the d x Nd matrix Jd,N as follows: 
Jd,N=(Id>...,Id), (2.5) 
where the unit d x d-matrix Id is repeated N times. Then the error matrix in the case 
of constant Bow can be written as 
(J 
T 
> 
-I 
&= E{J~,ND-'(Z(~)IJ$N}~~ (2.6) 
0 
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In the homogeneous case, when @XI,. . ,.x,v) = D)v(xI, ,X,V ) = (B(xm -x,,)) let us set 
S (N) (X ,,...) X/$)=&ND& I,..., xv)J&. (2.7) 
Lemma 2.1. If B(x) is twice continuousl?~ di@rentiuble, det B(0) # 0 and 
tr B(x) + 0 
us Ix/ --i CG, then for some c>O 
IIW(X, ,...,xN)I/G( 
and #“)(x1 ,...,xN) is unifbrmly continuous in RN”. In purticular, 
,x~,_-x /,/, ~~rcS(")(x,,....x,~)=NB(0)-'. lim 
,,~,,~~lll_~Os’“‘(xl,....X~)=B(0)~’: 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
where the limit is tuken over all m #n. 
The norm is Il(~i,)l1~ = cuk. Th’ IS assertion is not trivial, because the matrix D,hi 
is degenerate on each hyperplane x, =x,. For instance, if N = 2 and d = 1 we have 
B(x) = b(x) is a scalar function. Then 
G1,x2)= 
WO) 
W) + @xl -x2) 
and 
iX(x, ,X2) 2b(O)b’(x, -x2) 
3x, = - (b(0) + b(x, - ~2))~ 
are bounded functions because under the lemma’s conditions inf, b(x) > -b(O) and 
lb’(x)1 is bounded. The boundness of the derivative implies the uniform continuity. 
Proof. First, note that (2.8) implies (2.3) and hence ScN) is bounded at each point 
from RNd\K. Also (2.10) readily follows from (2.8). Then, since S(N)(~~, . . . ,x,v) is a 
function of differences x2 - _YI,. .sN - XI, it is sufficient to prove (2.9) for the cube 
AV = {z: /x,1 < 1,j = 1,. . . , N}. Note that 
SW) _ - c sp, 
II = I 
where SAN’ satisfy 
c B(xn - x,,,)$~) = Id (2.12) 
l?l = I 
for all n = I , . . . , N. Since the matrix DN_~ is not degenerate for x, #x,, m, n = 1,. , 
N - 1 we can express SAN ‘, n = 1.. , N - 1 from the first N - 1 equations in terms 
of s,(;“) as follows: 
(N)* 
(S, >.‘.> SLY;)* =D,;‘,(J&, - G*Sr’), (2.13) 
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where 
G=(B(xN -xl) ,..., B(XN -x/+-l)). 
From the last equation in (2.12) we get 
(N) sr’=B(O)-‘(zd -B(x/v -x,)S, - .‘. -B(x/v -x&,)s;N,,). (2.14) 
Substituting expressions for SAN’ from (2.13) into (2.14) we have 
sr’=(B(O)- GD,!,G*)-‘(Id - GD,A,J$NP,). (2.15) 
By summing up all the siN) and using (2.13) and (2.15) we obtain the following 
recurrent relation: 
S(N) = SW,) 
+(Zd -J:N_,DLI,G*)(B(O) - GDNL,G*)-‘(Zd - GDNIIJ~,N-I). 
(2.16) 
Let us fix x,,...,x&, and set Axiy=xN -x+-l. For small ]AxNI we have 
G=G(AxN)=Go + G(~N) + G2(hN) + o(IaXN12). (2.17) 
Here the constant matrix Go, the matrix-valued linear function Cl(.) and the matrix- 
valued quadratic function G2(.) are given by 
Go=(B(xN-I -xl)>B(XN-I -X2),...,B(O)), 
G(y)=(VWxN-I -XI)’ .Y,~B(XN&I -X2). Y...,V&O) _Y), 
G2(y) = ;(V2&XN-l - XI )V . Y, V2B(XN-l - X2)Y. .Y.. > v2B(o)Y Y), 
where the (i,j)-entries of the matrices VB(a) . y and V2B(a)y. y are defined as 
d d 
c ydb&)l& La and C ykYra2bij(x>/axka~x,I,=,, 
k=l k=l,/= I 
respectively, for any a E Rd. 
Substituting (2.17) into (2.16)and taking into account Dill G,* = (0,. . , O,&), we 
obtain 
ScN)(X,, .> x,4,) = S(+‘)(X,, . . ,xN_, ) 
-J~N_~DN’IGI(~x~)*[-GI(~~)DNIICI(~N)* 
+V2B(0)Ax~ . exN]-‘GI(AxN)DNI,Jd,N--l t O(lAx~l). 
(2.18) 
Let g,h E R” be arbitrary vectors such that lhl= 1. Because -V2B(0) and D,ij’, are 
positive definite we have for the matrix in the brackets 
[-G,(h)D,:,G,(h)* + V2B(0)hJr]g.g<0 (2.19) 
for all (XI , . . . ,xNpl ) E AN-I. The second term on the right-hand side of (2.18) is a 
homogeneous function of AXN of zero order. Hence, it is bounded for any AXN due to 
(2.19). Thus, the difference SC,“‘-SC”-‘) IS bounded for any fixed xl,. .,x,4,--l, x, fx,, 
and arbitrary x,v. Therefore if, SCNP ‘) (x~,....x~-~) is bounded in AN-,, then 
SCN)(xr,. . ,x.~) is bounded in AN. By the induction principle S,v is bounded. 
The same arguments show that each derivative 
is bounded, where XL,, is the jth coordinate of XL. From this the uniform continuity of 
S’“)(x,, . ,x~V) readily follows. The uniform continuity and (2.10) readily yield (2.9). 
To prove (2.11) let us substitute x m =x,, =x1 in (2.12) using the continuity. As the 
result we have 
B(0) c s;;“yx I)...) x,)=ld. 
,,I ~~ I 
The latter yields (2.11). 
The error matrix for the estimator ( 1.10) can be computed in a straightforward way 
St. = (Or. - (I())(& - (I())* 
= -!- 2 E{(X,,(T) - Bl)T - v,n)(x,,(7-) - HOT - r,,,*>. 
N= T2 m.,, = I 
Using (2.1) and (2.2) for the case N = 2 one can get via the Ito formula 
E{Wm(T) - QoT - ~,,,)(X,(T) - OoT - d*) = EB(X,(t) - X,(t))dt. 
and hence 
T 
EB(X,(t) - &(t)) dt. (2.20) 
Thus, study of asymptotic behavior of .!?t_ and $L should start with considering the 
asymptotic of the difference ( 1.13). 
Further we consider a homogeneous stochastic flow with a constant drift H = 
(Or,&,. ..,(Id). By subtracting the stochastic equations for XVI(f) and X,,(t) one can 
get that Y(t) satisfies the following equation: 
dY(t)= v&B(O) - B( Y(t))’ ’ dW(t), (2.21) 
where H’(t) is a standard Wiener processes in R”. Thus, Y(t) is a d-dimensional 
diffusion with the generator 
L = 5 (b,j(O) - hi,CY))&. 
r., = I ‘,I ., 
(2.22) 
Note that the function Y(t) defined by ( 1.13) generally speaking depends on 0, but 
the probabilistic measure generated by this process does not, because of the velocity 
homogeneity. 
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3. Isotropic flow and higher dimensions 
In this section we consider an isotropic flow as a guide to the general case. This 
flow is of a great interest in hydrodynamics and oceanography. Isotropy implies that the 
correlation tensor is expressed through two functions by, IN : Cwi :-+ R’ called the 
longitudional and transversal correlation functions, respectively (Monin and Yaglom, 
1971, 1975) 
bij(Y)=bN(~)h;j + y(bL(V)- h/V(Y)), 
where Y = 1~1. We suppose as before that hii are twice differentiable 
bL(T) = bo - ;/IL? + O(/), 
b&Y) = bo - ;/I/jlr2 + O(r4), 
where bo, /IL, /IN > 0, and 
UT)> b,v(Y) + 0 
as r-+x. 
(3.1) 
(3.2) 
In this case one can easily check, using the Ito formula, that the magnitude of the 
difference r’I = IY(t)l is a diffusion on rWi with the generator 
L,=(d - 1) 
bo - b/v(r) d 
Y 
y + (bo - bi_(&. 
The top Lyapunov exponent for the corresponding flow of 
computed explicitly 
3” = 
diffeomorphisms can be 
The asymptotic behavior of the efficiency can be deduced from results on the asymptotic 
of Y(t) (Le Jan, 1985; Baxendale and Harris, 1986). 
Proposition 3.1. Asymptotics 
lim TE(& - O)(& - 0)* =B(O)/N, 
T+CX2 
lim TE(B”j_ - O)(& - f3)* =B(O)/N 
T-CC 
hold in the jbllowing cases: 
(3.3) 
(3.4) 
(Al) d34, 
(A2) d=3, 1.20, 
(A3) d=2, 1,>0, 
und crsymp to tics 
lim TE(& - fl)(& - 0)* =B(O), 
T-CC 
(3.5) 
lim TE(& - 0)(&_ - /3)* =B(O) 
T-CC 
(3.6) 
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hold if' one ,fkw~ the Jollo~z~iny is tour: 
(Bl) d=2, 1,<0, 
(B2) u’= 1. 
Of course, (3.3)-(3.6) coincide with (1.8) (1. I 1 j, (1.9) and (1.12) respectively. We 
give them again for the sake of convenience. 
In cases Al, A2, lY(t)l + cc with probability 1. From (2.10) and (2.20) we get 
(3.3) and (3.4) respectively. If A3 holds then (Y(t)1 ix in probability, and (3.3) 
and (3.4) are still valid. We will prove this in the next section. In contrast, under Bl 
or B2 we have 1 Y(t)1 + 0 with probability 1. Then (3.5) and (3.6) follow from (2.1 1) 
and (2.20) respectively. Finally, the last statement of the lemma follows from the fact 
that if d = 3, i<O then the events IY(t)l + 43s and (Y(t)1 10 are complementary and 
have positive probabilities. 
The next section will address the general 2D case. For higher dimensions (d 23) 
the following statement works effectively in a general case. 
Let us set 
Q(v) = 
l.V12 C:'=,(hii(O> - bii(Y)) 
C~z~,~;l(h~j(o) - hf,(,V))?‘iY, ’ 
where h,,(O) - h,,(y) are the generator coefficients in (2.22) 
Proposition 3.2. Assume thut Q(J~)> 2 + E( Iyl) ,f br sonw non-negativr E(Y), und set 
!i 
S(0) = -30, S(n0) < 32, 
then 
(3.7) 
P{i~~lX,(r)-~~(t)~=x} =l 
,fbr ml1 diff&wzt m, n und Izencr the asymptotics (3.3) und (3.4) hold. 
We do not give a proof because it is a simple consequence of a more general theorem 
(Friedman, 1976, vol. 1, Theorem 5.1, p. 215). Note only that in the isotropic case 
(3.7) is equivalent to either d 34 or d = 3, 2/l,, - PL >O. 
4. 2D flow 
Conditions for asymptotics (3.3) and (3.4) in the general homogeneous case are 
provided by the following lemma. 
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Lemma 4.1. Assume thut for all i #j 
Ibij(O> - b,j(Y>l <Cl IYI, Ihti(O> - bii(Y>l bC*lY12r (4.1) 
where Cl, C2 are constants, and let ,f (y) he a non-negative function such thut 
f(y)GLV(lyl) (4.2) 
jbr some function V(r) satisfying 
V(r)<A +Blogr, B>O, r~ Rl, (4.3) 
where the operator L is given in (2.22). 
Then 
lim 1 
.I 
f 
1-m t (J 
Ef (Y(s)) ds = 0. (4.4) 
Proof. For the 2D homogeneous stochastic flow, operator L is written as follows: 
a2 a2 
L=p(Yl,Yz)~ + ecyl>Y2F--- 
a2 
dYy1 aYl y2 
+ R(Yl,Y2),, 
dYy2 
where 
P(Yl,Y2)=bll(0,0) - bll(Yl,Y2), 
Q(YI>Y~) = ;(h2W9 - h2(Y1>~2) + b21(0,0) - b22(~1>~2))> 
R(Yl,Y2) =b22(0,0) - ~22(Yl>Y2). 
Let us change the variables (Yi, ~2) + (u, v) in order to remove the singularity to infin- 
ity such that the variance of new process t(t) = (u(t), v(t)) grows not faster than O(t). 
To ensure this it is sufficient to have 
lla2(u, r>ll, dmlh(U, v)l <Cc, (4.5) 
for some constant Co, where (r2(u, v) and h(u,v) are the diffusion matrix and drift, 
respectively. Indeed, if (4.5) holds then the Ito formula for u2(t) + v2(t) results in 
lqty = E(u2(t) + v2(t>)<E(u2(0) + v2(O>) 
J 
I + m&W)> c’(s)) + 42<4S>> 4s)) 
0 
+ W(u(s), v(s)) I (lu(s)l + lv(s>lN ds 
<DtfF (4.6) 
for some positive D,F. 
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Let us choose a twice differentiable function p(x) : R’ 4 R’ such that 
jp’(x)e-“1, [p(x)p’(x)e-“1, Ip(x)p”(x)e-2”j GC,, xi oc, 
IP’(X)l> lP(x)P’(x)l? lP(~)P”(X)l GC2> x- --x> 
p’(x)>% p”(X) > 0, 
fprl(&O, t--tx& 
where p-l(.) is a function inverse to p(.). 
introduce new coordinates 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
11 = Yl, v = p(log Y), (4.11) 
where Y = dm~. The new process @t)=(u(t),t’(t)) is a diffusion with the gen- 
erator 
i=P(U,P)$ +a(UJ& +&II); +H(tr.r)$& 
where 
&W) = KYl,Y2)~ 
hw, = w_Yl,_v2)p’(log 42 + 2Q(y1.y2)p’(log 4$, 
&u,c) = 2Q(v,,y?)(p’(log r))‘? +R(y,,“V2)(p’(log r))$, 
H(u, c) = P(_V,, ,vz) 
( 
p”(lOg r)$ + p’(log &$ 
> 
(4.12) 
$_2Q(_Vl,“v2) ( 
#(log Y)Y - 2p’(log ‘)Y) 
( 
z V: - _I,; 
+R(yl,_Yz) p”(lOg I-)? f&log ‘)/.4 
1 
and ~1, y2 are related to U, c by (4.11). From these formulas and (4.7) it follows that 
(4.5) holds for v> vg, where co is arbitrary. If L l+ --cc (r + 0) the condition (4.1) 
provides 
IW2, lQl/~2* lRllr2 6 c3. 
Hence, if r 4 0 then 
1’=0(1), 
lOI = O(P’(h r)), 
111 +sp’(log Y)f 
ldzxf <Glp(log r)l(p’(log r) + #(log 7.)). 
From (4.13) and (4.8) it follows that (4.5) holds for U<WJ. 
(4.13) 
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In the following inequality chain we use successively: positivity of f, (4.2), the 
Ito formula, (4.3) (4.4) the Jensen inequality twice, the definition of i’(t), (4.6) and, 
finally, (4.10) 
The lemma is proved. 0 
Let 
where cp is the polar angle. Existence of the limit follows from the smoothness of 
B(x). The next statement will be used to derive asymptotics (3.3) and (3.4) but it is 
also useful on its own as a CLT for a diffusion with a singularity. 
Theorem 4.1. Assume that (4.1) holds, and that there exists a function E(Y) + 0 as 
r + 00 such that 
lbij(Y)l ~4Jl) (4.14) 
and 
Q((p)>c>O. (4.15) 
Then 
lim E y(t> ’ =O, B(“>1’2W(t) (4.16) 
Before the proof let us show how this theorem works for a 2D isotropic flow. In this 
case 
Q(v) = bv - jjL = 23,. 
Hence, if 
fiN >PL (4.17) 
then the conditions of the theorem are satisfied. Thus, (4.17) is a sufficient condition 
for asymptotics (3.3) and (3.4). For the incompressible flow /JN = 3p~, and hence these 
asymptotics hold true. Obviously, if A<0 then the alternative asymptotics (3.5) and 
(3.6) hold true. In particular, the same is valid for potential flows characterized by 
/jL =3bN. 
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Proof. Using the stochastic equation (2.21) we get 
dY(t) - v%(O)” dW(t)= [v”@(O) - B( Y(t)))’ ’ - v’%(O)‘/‘] d@‘(t) 
or 
Y(t)- tiB(O)‘,‘*W(t)= 
.I 
;&(B(O)-R(Y(s)))’ ’ - v%(O)“*)dW(s)+~,, -I’,,, 
0 
and hence 
Y(t) fiB(O)‘?v(t) 2 1 .’ 
Ji fi 
) = -] Eh(Y(s))ds + o(l), 
t 0 
where 
h(y) = II@?(O) - B( Y(s)))“* - B(O)“* I/*. 
It can be easily checked that 
Under the condition (4.14) we have h(y)<q&(Iyl), and (4.15) implies that there 
exist CO,UO >O such that L log r&co i f jyl <ro. Let us represent h(y) as a sum of 
two functions h(y)=f(y) + g(y) such that f(y)=0 if 1.~1 >ro, and g(O)=O. Then 
,f’(y) <BL log r for some B > 0 and by Lemma 4.1 
f 
Ef( Y(s)) ds = 0. 
To prove 
lim L 
I 
’ 
1-a t .o 
MY(s))ds=‘J, 
(4.18) 
(4.19) 
we use the same procedure as in the proof of Lemma 3.1. In this case after removing 
the singularity to infinity we have g(u, tl) ---f 0 as zl* + c2 4 0;: because g(0, 0) = 0. Then 
by Lemma 2.3 (Friedman, 1976, vol. 1, p. 177 ) we get (4.19). 
The theorem readily follows from (4.18) and (4.19). 
Theorem 4.2. Under the conditions of’ Lemmu 2.1 und Theorem 4.1 
lim TS, = N-‘B(O), 
T-x 
nlhere 9L is dejined in (2.6). 
Proof. Let us set qlnn = r~,,,,,(f)=B(&(t) -&(t)) and prove that 
(4.20) 
(4.21) 
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if m #n. From Theorem 4.1 it follows that Y(t)/fi converges in probability to a 
Gaussian vector, say <. For an arbitrary E>O take 6 >O such that 
IlS(0)l12W <b) < $. 
Then choose a large enough to such that for t > to 
and 
as ( y ( > Sd. By standard arguments 
+ sup c b;(Y) d E, 
{J’: Y>6&} fj 
as t > to, and (4.21) is proved. 
The bounded function SN(xr , . . . ,XN) defined in (2.7) may be viewed as a function 
of (Nd)2 variables bi,(x, - xn), i.e. 
StN)(X, , .. . ,xN) =F(bij(xm -x,), i,j=l,..., d; m,n=l,..., N). 
Obviously, F(.) is a bounded function of the new variables as well. Hence, 
lim EJ~,ND-‘(Z(~))J:~ = tlimW ES’N’(X~ (t), . . .,&(t)) 
t-00 
= tliz EF((vmn(t))ij, i,j = 1,. . . ,d; m,n = 1,. . . ,N) 
= ~(~,(0)&ml, i,j= l,..., d; m,n= l,..., N) 
= MI(o)-‘. 
From this (4.20) readily follows. 0 
Conditions for asymptotics (3.5) and (3.6) are given in the following statement. 
Proposition 4.1. Zf 
Lx(P)< - c<o, (4.22) 
then 
lim T~L = B(0). 
T-CC 
(4.23) 
The condition (4.22) yields [Y(t)] + 0 with probability 1 (Friedman, 1976, vol. 1, 
Theorem. 1.3, p. 275). Using (2.11) we arrive at (3.5) then (3.6) follows from (2.20). 
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5. Comparision with Eulerian estimators and passive scalar mixing 
In the case of constant mean flow the LS and ML estimators based on the Eulerian 
observations ( 1.7) are 
(5.1) 
I 
.r 
JdDp’(ro)u,Y(t)dt, 
. 0 
(5.2) 
where u’“(t)=(ul(t),..., uN(t)) is the Nd-vector of observations and Y’ = (rt,. . . . r.~) 
is the Nd-vector of observation points. Their mean square errors are given by 
6; =E(ti~ - 00)~ = & 5 trB(r,,, - r;,) 
,,l.,, = I 
Lets compare (5.3) with the corresponding Lagrangian error (3.4) 
_2 trB(O) 
OL = 7 
(5.3) 
(5.4) 
(5.5) 
for flows close to incompressible. 
One can see that unlike (3.4) the Eulerian error depends on the configuration of the 
observation points even as T + 3~. In particular, if trB(r, - r,,)>O for all m,n then 
the Eulerian error is greater than (5.5) and the equality holds iff trB(r,), - m) = 0, i.e. 
only in the case of observations uncorrelated in space. 
However, if we allow negative correlations then the result may be quite different. 
For example, let N = 2 and tr B(rt - ~2) = E - tr B(O), where E < tr B(0) and < stands 
for “much less”. Then 82. = ~/2 T G B(O)/2 T = 6;. 
For the observations on a uniform grid with step h and large N formula (5.3) gives 
6: =o (5.6) 
where 
P(i) = 
/’ 
B(x) exp{ i;l x} dx 
[w” 
is the space spectrum of the velocity field. We assume that tr P(O)< cc and P(.) is 
concentrated in the cube [-n/h, n/hid. 
Thus, the relative efficiency of the Eulerian and Lagrangian LS estimators is deter- 
mined by the ratio hdtr B(O)/tr P(0). 
In the case of infrared catastrophe (tr P(0) = x one can expect that the Lagrangian ) 
estimator is better in order of N. Indeed, lets consider an isotropic incompressible flow. 
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Suppose that the longitudional correlation satisfies (3.1) and 
bL(Y) = O(r_?) (5.7) 
as Y + co, where 0 < 7 cd. The latter implies that the energy spectrum becomes infinite 
when )jbI + 0 . This is a common case in hydrodynamics (Monin and Yaglom, 1975). If 
we deal with Eulerian observations on a uniform grid in space, then under assumption 
(5.7) 
7%; = O(N_ a ). (5.8) 
The asymptotic (4.20) holds however slow the decorrelation is. Hence, comparing (5.8) 
with (1.8) one can get (1.15) with 
x=1-I>O. 
d 
In contrast, for potential flows we have (1.9, 1.12), and hence for large N the 
Lagrangian estimators are worse than the Eulerian ones even in the case of infrared 
singularity. 
A comparison of the errors (5.4) and (3.3) of the Eulerian and Lagrangian ML 
estimators can be carried out in the same way. 
Finally, we apply the above result (4.21) on decorrelation of a pair of Lagrangian 
particles to a passive scalar mixing. It can be formulated as 
tr EB( Y(t)) 4 0 as t + 03, (5.9) 
where Y(t) =X,(t) - X*(t) is the difference between the particle displacements. 
Let us set 
d&X> = co(X(t,x)), 
where CO(X) is a continuously differentiable function and X(&x) the position of a par- 
ticle starting from x. Then c(t,x) satisfies the following stochastic partial differential 
equation 
$ = (H + u’(t,x)) vc. 
This equation describes a random advection of a passive scalar in the absence of 
molecular diffusion. Its mean ?=Ec(t,x) obeys (see, e.g. Piterbarg and Ostrovskii, 
1997) 
dF 
~=&v~+;v.B(O)v~. 
If co - CO is a homogeneous random field, then c - C is also homogeneous for each t, 
and its correlation function 
&(t,.!J)=E(c(t,x) - ~(t,x))(c(t,x + Y) - C(t,x + Y)) 
- = v (B(O) - B(y))VR,, at 
&lt=o =Ro(.Y>, 
(5.10) 
where Ro(y) is the correletion function of co(.). The solution of (5.10) is expressed 
in the form 
R,.(t,.v) =ERo(Y(t>), Y(O) = .v, 
where Y(t) is the same as in (5.9). Because both R&v) and tr B(y) are decaying as 
I!.( i X, we get 
R,(L _I>) * 0, as th+x (5.1 I) 
for any y # 0. For stochastic flows on bounded manifolds (which are typically ergodic) 
the decorrelation is exponential (Baxendale, 1992). In our case the convergence rate 
in (5.11) depends on behavior of Ro(y) when /y/ --f oc, but not on B(y). The rate is 
exponential if do(i) = 0 in some neighborhood of /, = 0, where &A) is the Fourier 
transform of Ro(y), and the rate is O(t~i”~) if R&)=O(/,tpi(). 
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