This paper addresses the issue of optimal inference for parameters that are partially identified in models with moment inequalities. There currently exists a variety of inferential methods for use in this setting. However, the question of choosing optimally among contending procedures is unresolved. In this paper, I first consider a canonical large deviations criterion for optimality and show that inference based on the empirical likelihood ratio statistic is optimal. This finding is a direct analog to that in Kitamura (2001) for moment equality models. Second, I introduce a new empirical likelihood bootstrap that provides a valid resampling method for moment inequality models and overcomes the implementation challenges that arise as a result of non-pivotal limit distributions. Lastly, I analyze the finite sample properties of the proposed framework using Monte Carlo simulations. The simulation results are encouraging.
Introduction
Recently, there have been many papers proposing methodologies for estimation and inference in models where the parameter of interest is not uniquely defined by the economic model and the distribution of the observed data (see, among others, Chernozhukov, Hong, and Tamer 2007 , Pakes, Porter, Ho, and Ishii 2005 , Romano and Shaikh 2008 , Romano and Shaikh 2006 , Imbens and Manski 2004 , Rosen 2008 , Beresteanu and Molinari 2008 . When this situation arises the model is said to be partially identified. Given this expanding literature on various inferential methods, it is natural to wonder which method is optimal. This paper addresses the question of optimal inference and contains the following contributions. First, I consider a canonical large deviations criterion for optimality and show that inference based on the empirical likelihood ratio (ELR) statistic is optimal. Second, I introduce a simple and natural modification of the empirical likelihood bootstrap introduced by Brown and Newey (2002) that provides a valid bootstrap method for moment inequality models. This modified empirical likelihood bootstrap is important to overcome the implementation challenges associated with non-pivotal limit distributions in partially identified models. Third, I conduct a Monte Carlo experiment which suggests a finite sample performance advantage to this bootstrap procedure as well. These results firmly ground empirical likelihood as an attractive method for inference in moment inequality models.
The problem of optimal inference can be interpreted as a problem of optimal choice of a criterion function. Partially identified models are usually represented via a population objective function Q(θ, P 0 ) which does not have a unique minimizer, so that Θ 0 (P 0 ) = arg min θ∈Θ Q(θ, P 0 ) (1.1)
represents a set containing all the values of θ consistent with the economic model and the distribution P 0 . The primary goal is to use a sample analog Q of Q(θ, P 0 ) to construct confidence regions that cover each of the elements of Θ 0 (P 0 ) with a given probability. Most of these models involve a moment inequality condition of the form E[m(z, θ)] ≥ 0 in which case Θ 0 (P 0 )
is the set of all θ that satisfy the moment condition. 1 In such cases, there are many different choices of Q(θ, P 0 ) that have Θ 0 (P 0 ) as the minimizer set and each choice could lead to different sample analogs and thus different confidence sets. The question of interest is whether there is an optimal criterion function Q * (θ, P 0 ), where optimal means that inference based on Q * is more precise than inference based on any other sample criterion function. This paper contributes to the growing literature on inference in partially identified models by giving an answer to this question. I introduce empirical likelihood (EL) as a new procedure for partially identified models and show that inference based on the empirical likelihood ratio (ELR) statistic is optimal in a large deviations sense.
1 Some binary choice models as well as situations in which the lack of identification is related to the failure of some rank condition (see Santos 2006, Chernozhukov, Hong, and Tamer 2007 ) cannot be represented as a moment inequality.
The method of empirical likelihood is known to have several optimality properties for models with equality moment restrictions. In terms of point estimation, the EL estimator is semiparametrically efficient (i.e., attains the semiparametric efficiency bound derived by Chamberlain 1987) . In addition, this estimator often exhibits desirable properties in terms of higher order comparisons (see Newey and Smith 2004) . Regarding inference, the empirical likelihood ratio test has some desirable features as well. DiCiccio, Hall, and Romano (1991) proved that the ELR test admits Bartlett correction, which gives the same accuracy rate as the parametric case. Kitamura (2001) used the so-called Generalized Neyman-Pearson approach to show that for testing moment restrictions the ELR test is uniformly most powerful in an asymptotic large deviations sense. Additional results on minimax risk optimality are presented by Kitamura and Otsu (2005) . This is just a sample of the large list of papers that show some sort of optimality for EL. The interested reader is referred to Kitamura (2006) and Owen (2001) for additional discussion. Also, Moon and Schorfheide (2008) consider equalities as well as inequalities in their estimation procedure. However, their model is assumed to be point identified by the set of equality restrictions.
The search for an optimal inferential procedure in partially identified models involves a number of additional complications that are not found in the point identified case. The fact that Θ 0 (P 0 ) is no longer a singleton complicates the use of local asymptotic optimality notions since standard expansion tools are not as obviously available. 2 Another optimality notion that has been widely applied in point identified models is the large deviations approach. This approach has the virtue of translating naturally to the partially identified setting and is the criterion I pursue here.
The theory of large deviations deals with the behavior of estimators in a fixed neighborhood of the true value. Suppose that there is a statistic T n that converges in probability to T and let A denote a set such that the closure of A does not contain T. For each n, Pr(T n ∈ A) → 0.
In typical cases, Pr(T n ∈ A) → 0 at an exponential rate, i.e. there there exists a constant 0 < η < ∞ such that, n −1 log Pr(T n ∈ A) → −η.
(1.2)
Notice the contrast with conventional local asymptotic theory where the focus is on the behavior of T n in a shrinking neighborhood of the true parameter value, T. Here the neighborhood A is fixed. For example, let X 1 , ..., X n be an i.i.d. sample of standard normal random variables and consider the empirical mean X n = n −1 n i=1 X i . Since X n is also normal with zero-mean and variance 1/n, for any δ > 0,
e −x 2 /2 dx → 0 =⇒ 1 n log P ( X n ≥ δ) → − δ 2 2 (1.3) Equation (1.3) is an illustration of a large deviations statement: the typical value of X n is of order 1/ √ n, but with small probability (of the order e −nδ 2 /2 ), X n takes values outside a fixed bound. The study of the large deviations behavior of the type I and type II error probabilities associated with any given test procedure gives insight on the good performance of the test: the higher the rate of decrease of these errors, the better the inference. Thus, while standard definitions of efficiency (e.g., Pitman relative efficiency) make the testing problem harder by considering alternative hypothesis that get closer to the null hypothesis as the sample size increases, the efficiency criteria based on large deviations make the problem harder by letting the type I and type II error probabilities go to zero asymptotically. Precise definitions and statements are postponed to section 3, where I show that the ELR test achieves the fastest rates of decrease.
The second main contribution of this paper is related to the actual implementation of the new optimal procedure. I show that under the null hypothesis the ELR statistic converges to a well defined asymptotic distribution. However, whether this limit distribution is actually useful to calculate critical values depends on the case under consideration. The number of binding constraints -the components of the vector m(z, θ) with zero expectation -depends crucially on θ and this causes the asymptotic distribution to be non-pivotal. The non-pivotalness is not a barrier in some cases and then one can compute valid critical values using a simple and straightforward approximation. In more complicated setups though, these approximations could be really slack (see Wolak 1991, Guggenberger, Hahn, and Kim 2008) so that using a resampling technique could be desirable. One alternative that many authors have adopted in these types of models is the use of subsampling for the construction of critical values. Subsampling would in fact be valid to approximate the limit distribution of the ELR statistic. Yet, the contribution in this paper lies in a different alternative. I first show that the empirical likelihood bootstrap proposed by Brown and Newey (2002) is not asymptotically valid when applied to moment inequality models. 3 Then I propose a slight modification of that bootstrap, along the lines of the modified parametric bootstrap in Andrews (2000) , that does work asymptotically. The modification involves changing the set of inequalities
where n is a positive sequence that goes to zero asymptotically. 4
Before proceeding any further, I mention the recent literature that has introduced different techniques to deal with partially identified models and is closely related to the tools presented here. Horowitz and Manski (1998, 2000) and later Imbens and Manski (2004) developed methods for estimation and inference for the case where the identification region is defined by lower and upper bounds that can be estimated from the data. This situation usually arises under the presence of missing data (see Example 1), which is a common phenomenon in many statistical applications. Manski and Tamer (2002) consider regression models with interval data and show that this also results in parameters that are only partially identified. For an excellent exposition of these data issues see Manski (2003) . Going beyond these particular cases, Chernozhukov, Hong, and Tamer (2004, 2007) , Andrews, Berry, and Jia (2004) and Pakes, Porter, Ho, and Ishii (2005) were the first to extend the methodologies to more general setups. Andrews, Berry, and Jia (2004) analyze economic models of entry (see Example 2); Pakes, Porter, Ho, and Ishii (2005) consider structural models in which the equilibrium conditions impose inequality moment conditions; and Chernozhukov, Hong, and Tamer (2007) define the identified set as the solution of the minimization of a criterion function and provide several results on estimation and inference on both θ 0 and Θ 0 (P 0 ). Romano and Shaikh (2008) and Romano and Shaikh (2006) carry out a further analysis of the validity of subsampling and present conditions under which the confidence regions cover the parameter of interest uniformly. For additional results on uniform coverage see Soares (2006) and the recent papers by Andrews and Guggenberger (2008) and Andrews and Soares (2007) . Rosen (2008) presents a connection between moment inequality models and the literature on one-sided hypothesis testing. As it will be noted in the next section, his Gaussian quasi-likelihood ratio (QLR) statistic is closely related to the empirical likelihood ratio statistic proposed here. Using a different line of analysis Beresteanu and Molinari (2008) propose an inference procedure for partially identified models that can be written as a transformation of an expectation of a set valued random variable. Galichon and Henry (2006b) and Galichon and Henry (2006a) address the choice of the criterion function Q(θ, P 0 ) suggesting the use of a KolmogorovSmirnov-type statistic and present a bootstrap algorithm to make feasible inference in their setup. Finally, Bugni (2007) presents a bootstrap procedure for partially identified models. 5
All the papers already mentioned present theoretical contributions and, in same cases, small scale applications. The works by Ciliberto and Tamer (2006) , Ho (2005) and Ishii (2005) are some of the papers that apply the tools mentioned above.
It is worth noticing that both the empirical likelihood approach for partially identified models and the modified empirical likelihood bootstrap introduced in this paper involve changes that preserve the computational simplicity associated with the method of empirical likelihood for point identified models. Also, the bootstrap confidence regions proposed in this paper are uniform in the sense of Andrews and Soares (2007) . Finally, Monte Carlo simulations show a good performance of the new EL bootstrap in finite samples.
The remainder of the paper is organized as follows. Section 2 presents the basic notation and the two canonical examples used throughout the paper. Section 3 develops the empirical likelihood approach for unconditional moment inequalities and shows that inference based on the empirical likelihood ratio statistic is large deviations optimal. There are two main results in the section. The first one characterizes the asymptotic distribution of the ELR statistic.
The second one deals with the so-called Generalized Neyman-Pearson optimality and extends the results in Kitamura (2001) to the moment inequality case. Once the optimal properties are defined, section 4 introduces the new empirical likelihood bootstrap for moment inequality models. Section 5 studies the finite sample behavior of the method proposed in this paper via Monte Carlo simulations. Finally, section 6 concludes.
Setup and Notation
The point of departure of this paper is a statistical model that imposes an inequality moment condition. To write this formally, let {z i } n i=1 be an i.i.d. sample generated from some distribution P 0 ∈ M with support on Z ⊆ R d , θ 0 be the parameter of interest that lies in Θ ⊆ R k and m(z, θ) be a q × 1 known function. The economic model imposes,
and so the true value of the parameter might not be uniquely identified by the distribution of the observed data P 0 and the economic model. Under the moment condition (2.1), the set
denotes the so-called identified set while any θ ∈ Θ 0 (P 0 ) has been termed an identifiable parameter by Romano and Shaikh (2008) .
Example 1 Missing data - Manski (1989) . Let {(x i ; w i ) : i = 1, ..., n} be a random sample with support [0, 1] × {0, 1}, where w i is always observed and x i is only observed if w i = 1. The propensity score p = E(w i ) ∈ (0, 1) is unknown to the researcher, but is consistently estimated by its sample analog. The goal is to make inferences on θ 0 = E(x), which is alternatively described as θ 0 = p · µ 1 + (1 − p) · µ 0 , where µ 1 = E(x|w = 1) and µ 0 = E(x|w = 0). Notice that while µ 1 is identified by the observed data, µ 0 is only known to be in the interval [0, 1] . Therefore, this model yields the following two moment inequalities,
and the identified set is simply
Example 2 Entry model - Tamer (2003) . Suppose that firm j ∈ {1, 2} decides whether to enter (z j,m = 1) a market m ∈ {1, ..., M } or not (z j,m = 0) based on the profit function
, where ε j,m is firm's j benefit of entry in market m and z −j,m denotes the decision of the other firm. Let ε j,m ∼ U (0, 1) and θ 0 = (θ 1 , θ 2 ) ∈ (0, 1) 2 .
There are four possible outcomes in this game: (i) if ε j,m > θ j for j = {1, 2} the unique Nash equilibrium (NE) is (z 1,m , z 2,m ) = (1, 1); (ii) if ε 1,m > θ 1 and ε 2,m < θ 2 the unique NE is (z 1,m , z 2,m ) = (1, 0); (iii) if ε 1,m < θ 1 and ε 2,m > θ 2 the unique NE is (z 1,m , z 2,m ) = (0, 1) and;
(iv) if ε j,m < θ j for j = {1, 2} there are multiple equilibria as both (z 1,m , z 2,m ) = (1, 0) and (z 1,m , z 2,m ) = (0, 1) are NE. Without imposing additional assumptions this model implies
so that there are two moment inequalities and one moment equality,
The identified set Θ 0 (P 0 ) is given by,
.
With the set of moment inequalities at hand, the goal is to construct confidence regions C n that contain the parameter of interest with at least some prespecified probability. Depending on the case, interest might center on the single element θ 0 or on Θ 0 (P 0 ). That is, in partially identified models there is a distinction between inference on the identified set or on individual elements of that set (see, for example, Imbens and Manski 2004 , Chernozhukov, Hong, and Tamer 2007 , Romano and Shaikh 2006 . This paper focuses on inference about an identifiable parameter θ. This focus corresponds to interest in a particular "true value" of the parameter, which often has a particular economic interpretation. Another distinction of importance is whether the coverage of the confidence region is only valid for a fixed probability distribution P 0 or if the coverage is uniform over a large class of probability functions M. Using the terminology in Romano and Shaikh (2008) , confidence regions in the former case are called pointwise consistent in levels 6 while confidence regions that satisfy the latter requirement are referred as uniformly consistent in levels. This paper focuses on confidence regions C n that are pointwise consistent in levels, i.e.,
However, the EL confidence regions proposed in this paper are also uniformly valid in the sense of Andrews and Soares (2007) . 7 Construction of a confidence region C n with the required coverage level typically proceeds as follows. One uses a sample criterion function Q(θ) associated with a population criterion function Q(θ, P 0 ) and exploits the duality between hypothesis tests and confidence sets. The confidence region arises by inverting the test of each of the individual null hypotheses H θ 0 : θ ∈ Θ 0 (P 0 ) so that C n ≡ {θ ∈ Θ : Q(θ) ≤ c} for a given a cut-off value c. In this paper I show that the use of the empirical likelihood ratio statistic ELR n (θ) results in optimal inference when testing the hypothesis H θ 0 : E P 0 [m(z i , θ)] ≥ 0, which is equivalent to H θ 0 : θ ∈ Θ 0 (P 0 ). I also show that ELR n (θ) has a well defined asymptotic distribution that allows one to compute an asymptotic critical value c θ 1−α for a pre-specified asymptotic size α. Thus, for each θ ∈ Θ 0 (P 0 ) there is a c θ 1−α such that lim
meaning that
satisfies (2.3). As will be clear later on, in some cases the asymptotic distribution might not be that useful to compute c θ 1−α . For such cases I introduce a modified empirical likelihood bootstrap that consistently estimates c θ 1−α . 8
Optimal Inference in Partially Identified Models
It is useful to think of the search for an optimal inferential method in terms of choice of criterion function. 9 This is so because a model that imposes E P 0 [m(z, θ)] ≥ 0 has many different criterion functions Q(θ, P 0 ) that have Θ 0 (P 0 ) as the minimizer set. This fact translates into consequences for the inferential procedure given that a standard method of confidence region construction is to invert a test based on a sample analog of the criterion function. Therefore, each criterion function results in a different test statistic, a different decision rule and so a different confidence region. This section shows that appropriate choice of Q(θ, P 0 ) leads to a large deviations optimal inferential procedure. Consider the next example for an illustration.
Below I give four different criterion functions that provide an equivalent representation of the
Here (x) − = min{x, 0} and W (θ) is a positive definite weighting matrix. This criterion function for the choice W (θ) = I 2×2 has been used by Chernozhukov, Hong, and Tamer (2007) and Romano and Shaikh (2008) .
var{m(z, θ)}. This Guassian quasi-likelihood ratio criterion function has been used by Rosen (2008) .
. This is the Kolmogorov-Smirnov statistic proposed by Galichon and Henry (2006b) , where v θ is the probability measure of the unobservables, Γ θ is a correspondence from observables to unobservables and S is a determining class of sets.
. This criterion function defines the identified set (Lemma B.3 in Appendix B) and is the one associated with empirical likelihood.
Example 3 raises the following question: is there a criterion function that is better than the rest? In this paper I define better in terms of asymptotic power since more powerful tests reject more false hypotheses and generally lead to smaller confidence regions. In particular, I study the large deviations behavior of statistics that serve to test the null hypotheses H θ 0 : θ ∈ Θ 0 (P 0 ). I use a large deviations optimality criteria that is defined in terms of asymptotic power and show that tests based on the empirical likelihood ratio statistic are optimal according to this criteria. The result then gives a justification for the use of ELR n (θ), the statistic associated with the criterion function Q 4 (θ, P 0 ) in example 3.
One notion of optimality for confidence regions is to focus on the optimality of the corresponding tests that are inverted to form the confidence region. To assess the relative or absolute performance of test procedures there exist several optimality criteria which, in order to make informative comparisons, usually consider problems that become harder as more observations become available. A line of attack that is applicable to a wide range of cases is based on the theory of large deviations and has been used since the papers by Bahadur (1960) , Chernoff (1952) and Hoeffding (1965) , among others. Thus, test procedures are compared through their power functions and the various methods of comparison differ in the manner in which type I and type II error probabilities vary with the sample size, and also with respect to the manner in which the alternatives under consideration are required to behave. Letting α n and β n denote the type I and type II error probabilities of a test, each performance criteria entails particular specifications regarding: (i) whether α n goes to zero or not, (ii) whether β n goes to zero or not, and (iii) whether the alternative hypotheses are fixed or get closer to the null with the sample size. 10
In this paper I focus on large deviations cases where both types of error probabilities decrease to zero as the sample size increases and the set of alternatives is held fixed. I follow Kitamura (2001) and use the so-called Generalized Neyman-Pearson approach, an extension of the idea introduced by Hoeffding (1965) for multinomial models. To put it in simple terms, consider competing tests that satisfy lim sup
for a given η > 0. Among such tests, a test is optimal if it minimizes lim sup n→∞ n −1 log β n uniformly over all distributions in a given class with the same support. In section 3.3 I
show that the empirical likelihood-based test of the unconditional moment restrictions (2.1)
is optimal in the Generalized Neyman-Pearson sense. 11 In anticipation of such result and for ease of exposition, I first introduce empirical likelihood for moment inequalities.
The ELR Statistic for Moment Inequalities
EL is a data-driven nonparametric method of estimation and inference for moment restriction models, which does not require weight matrix estimation like GMM 12 and is invariant to nonsingular linear transformations of the moment conditions. It was introduced by Owen(1988 Owen( , 1990 Owen( , 1991 and later studied in depth by Qin and Lawless (1994) , Imbens, Spady, and Johnson (1998) , Kitamura (2001) and Newey and Smith (2004) , among others.
The standard EL for moment equalities maximizes the nonparametric likelihood over distributions with an atom of probability on each z i that impose the moment condition. In this paper I use this idea, but impose the moment inequality (2.1) into the optimization problem.
The (restricted) empirical log-likelihood problem is,
where p i denotes the probability mass placed at z i by a discrete distribution with support {z 1 , ..., z n }. Note that this differs from the usual EL for moment equalities only in the last restriction where
is now required to satisfy an inequality. The ELR statistic arises by computing the difference between the restricted and unrestricted log-likelihood,
where the unrestricted empirical log-likelihood problem l ur EL (θ) is similar to l r EL (θ) except that the moment restriction
Consequently, large values of this statistic suggest that such a restriction is not supported by the sample.
A nice feature of EL is that imposing moment inequalities preserves the simplicity of the optimization problem from the moment equality case. The only difference lies in the behavior 11 The ELR statistic is also Chernoff-minimax optimal as in Puhalskii and Spokoiny (1998) and Kitamura and Otsu (2005) . This result in included in a supplementary appendix available upon request.
12 This is true even computationally when ones uses algorithms with numerical derivatives.
of the Lagrange multipliers. To see this, note that (3.1) is solved by maximizing the Lagrangian
where κ is the Lagrange multiplier for the second constraint and λ ≤ 0 is a q × 1 vector of multipliers for moment inequality constraints. Solving this problem results in
which looks identical to the standard EL solution. The difference lies in λ, which now solves the following three first order conditions 13
Since p i has a closed form solution, I can write a profiled likelihood and define λ accordingly.
Going back to the unrestricted problem l ur EL (θ), note that the solution to that case is p i = 1/n so that l ur EL (θ) = −n log(n) and then,
In order to derive the asymptotic distribution of ELR n (θ) it is convenient to write an alternative parametrization such that the derivative with respect to λ is zero at the optimum.
One way to do this is by introducing an additional multiplier for the restriction λ ≤ 0. Denote this multiplier by τ ≥ 0 and define an alternative empirical likelihood ratio statistic as:
Now the derivative with respect to λ is zero, ∂ ∂λ R n (θ, λ, τ ) = 0. In addition, the derivative with respect to τ is non-negative, ratio statistic only via the Lagrange multiplier λ which is now required to be non-positive. This difference is important for two reasons. First, relative to the standard case, the computational difficulty is only trivially affected. Second, the restriction on λ affects the limit distribution of the statistic to a great extent and results in a non-pivotal asymptotic distribution as the next section shows.
Asymptotic Distribution of the ELR Statistic
Before deriving the asymptotic distribution of the ELR statistic I introduce some additional notation of the model. Let m(z i , θ) be q × 1 with the following partition:
and m s (z i , θ) is a s(θ) × 1 vector of moments with positive mean,
The asymptotic behavior of the test statistic will follow from the next standard assumption.
is a random sample where
Assumption 3.1(iii) implies that for all θ ∈ Θ 0 (P 0 ),
where
weak convergence. In particular, for m b (z i , θ) the same assumption implies √ nm b,n (θ)
The following theorem provides a limit distribution for ELR n (θ) under the null hypothesis.
Theorem 3.1 Under Assumption 3.1, for all θ ∈ Θ 0 (P 0 ) the empirical likelihood ratio statistic defined in (3.8) satisfies:
is the weight function defined by Wolak (1987) and Kudo (1963) .
Proof. See Appendix A.
Theorem 3.1 shows that the limit distribution of ELR n (θ) is a chi-bar-square distribution, which I denote by χ 2 b(θ) (Σ b (θ)). This distribution is non-pivotal since both b(θ) and (b(θ), b(θ) − j, Σ b (θ)) depend on θ. The set of b(θ) binding constraints has a significant and discontinuous effect on the shape of the distribution. In the extreme case where θ is such that b(θ) = 0 -no constraint is binding -the resulting distribution is degenerate at zero since Recently, Rosen (2008) derived a QLR statistic for the model in (2.1) and showed that its limit distribution is the chi-bar-square distribution in (3.9). To overcome the problem caused by the non-pivotalness of the statistic Rosen uses two conservative approximations to the chibar-square that were proposed by Wolak(1987 Wolak( , 1991 . These approximations require imposition of an upper bound b * on the number of binding moments b(θ), i.e., sup θ∈Θ 0 (P 0 ) b(θ) ≤ b * -see equation (5.2) in section 5. If b * is a good approximation to the supremum and the number of moments is not big, these approximations can work very well. The simulations in section 5 illustrate this feature. However, if the moments are highly non-linear and the number of binding moments is large, these approximations could be rather slack as mentioned by Wolak (1991) and Guggenberger, Hahn, and Kim (2008) .
Theorem 3.1 shows that the ELR statistic is equivalent to the QLR statistic proposed by Rosen (2008) up to first order. However, there are two clear advantages in using the methodology of the present paper. First, the analysis of the next subsection shows that ELR n (θ) outperforms the QLR statistic in terms of asymptotic power and so it yields smaller confidence regions for θ 0 . Second, the computation of ELR n (θ) does not require an estimate of V (θ) as it is required for the QLR statistic. This feature reflects the internal Studentization property of empirical likelihood that often improves finite sample properties of the tests. In fact, avoiding estimation of V (θ) −1 is more important than usual in the present setup. For example, in the entry game of section 5 this matrix is singular. 15
Large Deviations Optimality of the ELR Statistic
I now consider the problem of optimal inference in models that impose the moment inequalities (2.1) and show that the ELR statistic just described yields optimal inference from a large deviations point of view. Recall that by Assumption 3.1, {z i } n i=1 is an i.i.d. sample generated from some distribution P 0 ∈ M with support on Z ⊆ R d , where M is the space of probability measures on the Borel σ-field (Z, B(Z)). The null hypothesis for each θ is given by 10) and from (3.7) the ELR statistic to test this null is,
Moreover, for each θ ∈ Θ let (3.12) denote the subset of probability measures that satisfy the moment inequality restriction. With this notation H θ 0 can be rewritten as H θ 0 : P 0 ∈ P 0 (θ). The idea of this section works as follows. A test for H θ 0 is a map from data into a decision. I denote this mapping by r θ n : Z → {0, 1}, where r θ n = 0 (r θ n = 1) means acceptance (rejection) of the null. Characterizing data by the empirical measure P n it induces, a test maps P n into accept/reject. This is equivalent to partitioning the space of probability measures into acceptance or rejection regions. Slightly more generally, a test induces a partition
n denote the test based on the ELR statistic,
The good behavior of tests based on ELR n (θ) is due to the fact that for each θ ∈ Θ this statistic is the dual of the following problem,
where I(Q||P ) ≡ log(dQ/dP )dQ if Q is absolutely continuous with respect to P ∞ otherwise (3.15) denotes the relative entropy (or Kullback-Leibler divergence measure) for probability measures P and Q. 16 Intuitively, EL is picking the discrete measure in the set P 0 (θ) that is closest to the empirical measure P n , where closest is defined in terms of the relative entropy. The test r θ n depends on the data solely through the empirical measure and induces the following partition of M,
Therefore, the ELR test has the following three equivalent representations,
The main result of this section follows from the two assumptions below, where P n denotes 16 Q is absolutely continuous with respect to P if for each ε > 0 there exists δ > 0 such that for each B ∈ B(Z), P (B) < δ implies Q(B) < ε. In this case, P is said to dominate Q (sometimes written as Q << P ).
the n-fold product measure ⊗ n i=1 P of a measure P .
Assumption 3.2 Z and Θ are compact metric spaces.
Theorem 3.2 Suppose Assumptions 3.1-3.3 hold. For each θ ∈ Θ and any η θ > 0, let Λ θ = (Λ θ 0 , Λ θ 1 ) be defined as in (3.16). Then,
for some δ > 0, then
is an open δ-blow up of the set and
is an open ball of radius δ around Q.
Proof. See appendix A.
Remark 3.1 As in Kitamura (2001, Theorem 2), theorem 3.2 uses δ-smoothing. To get a similar result without the need of smoothing, the alternative test has to be regular (see
Remark 3.2 Note that, as opposed to Theorem 2 in Kitamura (2001) , theorem 3.2 does not require m(z, θ) to be continuous in θ, so it allows m(z, θ) to be an indicator function or a simulation-based function.
Remark 3.3 The notion of optimality in Theorem 3.2 employs a "fixed" (i.e., not data dependent) critical value that depends on θ and so is not necessarily conservative. However, in many situations computing such a critical value might not be feasible without using a data-dependent rule.
Theorem 3.2 says that there is no test for the null (3.10) satisfying the rate restriction (3.18) that performs better in term of asymptotic power than EL. In fact, since part (II) of the theorem holds for all P 1 ∈ M, this result is uniform in M for each θ ∈ Θ. This finding is not surprising once we understand the importance of the connection between the ELR test and the relative entropy. In order to explain this connection, let {Q n } n≥1 be a sequence of probability measures on the Borel σ-field of a Hausdorff topological space S. In addition, for any given set G let G o and G denote the interior and closure, respectively. The large deviation principle (LDP) is defined as follows.
Definition 3.1 (Large Deviation Principle) Let I : S → [0, ∞] be a function such that
The sequence of probability measures {Q n } n≥1 is said to obey the LDP with a rate function I if for any set G ⊂ S,
Thus, the LDP characterizes the limiting behavior of a family of probability measures in terms of a rate function I(·). For example, the rate function that controls the probability measure of the sample mean in equation (1.3) is I(y) = y 2 /2,
As shown by Cramér, the LDP holds in general for sample means of i.i.d. random variables.
Since the empirical measure P n can be viewed as a mean (of Dirac measures), it is a potential candidate for a large-deviation theorem. The first version of such a theorem was proved by Sanov and plays a vital role in the optimality properties of the ELR test so it is stated formally below.
Theorem 3.3 (Sanov) Let M(Ψ) denote the space of probability measures on a Polish space Ψ (i.e., complete separable metric space) equipped with the Lévy metric 17 and take P 0 ∈ M(Ψ). Then for any set G ∈ M(Ψ),
Therefore, the fundamental reason why tests based on ELR n (θ) are optimal is the existing connection between ELR n (θ) and the Kullback-Leibler divergence number. Intuitively, the ELR test uses the minimum Kullback-Leibler divergence between the empirical measure P n and the set P 0 (θ) as a statistical criterion. By Sanov's Theorem, the sequence of empirical measures P n satisfies the LDP with rate function I(Q||P ), and then I(Q||P ) controls the limit behavior of the probability that P n falls into the set P 0 (θ). This is why ELR n (θ) leads to optimal large deviations procedures.
Implications for the Construction of Confidence Regions
The optimality criterion just presented suggests the use of the empirical likelihood ratio statistic for testing the null H θ 0 : E P 0 [m(z, θ)] ≥ 0 at each θ ∈ Θ. I now explore how this result translates into good performance of the corresponding confidence regions.
Classical considerations for choosing among confidence regions include accuracy, unbiasedness, equivariance and combinations of these (see Lehmann and Romano 2005) . Accuracy seems quite natural: given a pair of confidence procedures with the same probability of covering the correct value, the procedure with smaller chance of covering incorrect values is preferable. 18 Theorem 3.2 has a clear large deviations implication on the accuracy of the empirical likelihood confidence region C n : the good power properties of ELR n (θ) should be reflected in smaller confidence regions as a more powerful test rejects wrong values of θ more often. To be precise, let ν(·) denote a measure on Θ with respect to the size of Θ 0 (P 0 ),
is a measure of the volume of a confidence region C n that is independent of the size of Θ 0 (P 0 ). In this context, the false coverage of C n can be related to its volume through a version of the so-called Ghosh-Pratt identity [Ghosh (1961) , Pratt (1961) ]
where the last step follows from P 0 (θ ∈ C n /Θ 0 (P 0 )) = 0 for all θ ∈ Θ 0 (P 0 ). Therefore, the expected volume under P 0 of the confidence region C n equals a sum of the type II error probabilities at P 0 of the associated test of the null hypothesis that θ is an identifiable parameter. From the previous section we know that the test based on the empirical likelihood ratio is large deviations most powerful, with a corresponding confidence region given by
Substituting this
18 Accuracy has been widely used as an optimality criterion for confidence regions (see, for example, Cohen and Strawderman 1973 , Hooper 1982 , Brown, Casella, and Hwang 1995 , Evans, Hansen, and Stark 2005 . This criterion might not be good in some particular cases though since, as Lehmann and Romano (2005) and Madansky (1962) pointed out, small confidence regions are desirable when they cover the true parameter value but not necessarily otherwise.
into (3.21),
Therefore, since for all θ ∈ Θ c 0 it is the case that P 0 ∈ P c 0 (θ) ≡ P 1 (θ) and Λ θ 0 is uniformly most powerful over P 1 (θ) for all θ ∈ Θ c 0 , the confidence region C n is asymptotically most accurate at P 0 in the following large deviations sense: for any other confidence region C n = {θ ∈ Θ : P n ∈ Ω θ 0,n } associated with a test Ω θ n satisfying the conditions in Theorem 3.2, lim sup 23) meaning that the rate at which the expected volume of the EL confidence region decreases is at least as fast as the rate of any other arbitrary confidence region.
Implementation: A New Empirical Likehood Bootstrap
This sections concerns implementation issues for the ELR statistic. From (2.5) it is clear that once a critical value c θ 1−α is available, the construction of the confidence region only involves the evaluation of ELR n (θ) which is straightforward. The analysis in section 3 shows that ELR n (θ) has a well defined asymptotic distribution that can be used to compute critical values in some simple cases. More generally, computation of the critical values is infeasible, leading to the use of simulation approximations or resampling techniques. In the present EL setting the empirical likelihood bootstrap introduced by Brown and Newey (2002) for moment equality models seems to be an appealing alternative. Since when inequality constraints are present such approach does not produce a consistent approximation to the limit distribution of ELR n (θ), as the next section illustrates, I show that a slight modification of this bootstrap is first order valid. The modification is simple enough to preserve the computational tricks that typically make EL straightforward to use.
A Modified Empirical Likelihood Bootstrap

EL Bootstrap Invalidity: A Canonical Example
To motivate the modified empirical likelihood bootstrap, I use a simple example from Romano and Shaikh (2008) to show that the standard empirical likelihood bootstrap does not work. The argument follows the one used by Andrews (2000) to show that the standard i.i.d. bootstrap is inconsistent when the parameter is on the boundary of the parameter space. The example also illustrates intuitively why the new bootstrap does work. The general case is developed following this illustrative example. Suppose the economic model imposes E P 0 (X) ≥ θ where X i ∼ P 0 = N (0, 1). Without loss of generality and to make the example as simple as possible, I use the criterion function
− where (a) − = min{a, 0} instead of the one related to the ELR statistic. The identified set here is Θ 0 (P ) = [θ l , 0] where θ l is some lower bound of the parameter space and the sample version of the criterion function satisfies,
where Z is a standard normal random variable.
The EL bootstrap works as follows. Denote by P n = ( p 1 , ..., p n ) the EL probabilities that
.., p n ) and the bootstrap criterion function is just,
Following Andrews (2000, page 401) let B c ≡ {ω : lim sup n→∞ √ nX n > c} for 0 < c < ∞ and note that by the law of iterated logarithm P 0 (B c ) = 1. For ω ∈ B c consider a subsequence
Then, for such a subsequence,
meaning that with probability one (with respect to the randomness in { P n : n ≥ 1}) the EL bootstrap fails to approximate the asymptotic distribution of n Q n (θ) at θ = 0.
EL Bootstrap Validity: Modification for the Canonical Example
Next I show that a simple modification to the EL bootstrap yields first order validity. Here I motivate my modification using the previous canonical example where the standard EL bootstrap fails and in the next subsection I discuss the general case. The modification of the EL bootstrap I propose affects both the way the EL probabilities are calculated and the computation of the bootstrap criterion function. Intuitively, instead of imposing E P 0 (X − θ) ≥ 0, I impose E P 0 (X − θ) ≥ n where n is a sequence of positive random (or deterministic) variables satisfying P 0 lim n = 0 and lim inf n→∞ n (n/(2 log log n)) 1/2 ≥ 1 = 1. (4.2) Remark 4.1 When the parameter of interest is on the boundary of the parameter space, Andrews (2000, page 403) proposes a parametric bootstrap procedure in which the parameter estimator used to generate the bootstrap shrinks to the boundary when X n is below n . The EL bootstrap I propose here does basically the opposite. 19 This is, when θ = 0 the EL mean is given by µ 0 n = max{X n , n } so that it keeps the mean far from zero when X n is too small.
The modified EL bootstrap for this example requires two steps. The first steps involves computing the modified EL probabilities P n = (p 1 , ..., p n ) by solving
Once P n is known, the new empirical likelihood mean is denoted by µ θ n = p i (X i − θ) = max{X n − θ, n }. The second step generates i.i.d. bootstrap samples {X * i } n i=1 according to P n = (p 1 , ..., p n ) and computes the modified bootstrap criterion function,
Note that by (4.2) and the law of iterated logarithm,
meaning that µ θ n > n for n large enough with probability one (w.p.1) when θ < 0 and µ θ n = n for n large enough w.p.1 when θ = 0. Hence,
conditional on {P n : n ≥ 1}, and the modified EL bootstrap is asymptotically valid to approximate the distribution of n Q n (θ) for all θ ≤ 0.
Remark 4.2 The intuition behind the modified EL bootstrap is as follows. The law of iterated logarithm says that (n/(2 log log n)) 1/2 X n reaches the interval (1 − , 1 + ) infinitely often w.p.1. This is why the standard EL bootstrap doesn't work in (4.1). When θ = 0, the new bootstrap replaces X n by n which reaches the interval (c − , c + ) for c ≥ 1 infinitely often w.p.1. However, since n is also part of the modified EL bootstrap criterion function, the effect cancels out and the asymptotic distribution is not affected by the behavior of n .
19 A supplementary appendix illustrates the way the modified EL bootstrap works for the example in Andrews (2000) 
Modified EL Bootstrap Validity: The General Case
Now consider the general case where the economic model imposes
where θ n ≥ 0 is a q × 1 vector of random (or deterministic) variables that satisfies
where V jj (θ) = var P 0 {m j (z i , θ)} for all j ∈ {1, . . . , q}. By the law of iterated logarithm,
Denote the modified EL probabilities that solve (4.3) by P n = (p 1 , ..., p n ) and define
and the modified bootstrap ELR statistic is,
(4.6) Letting N n be the number of bootstrap replications, the (1 − α)-quantile of
is given by,
so that the bootstrap confidence region is just,
The next theorem shows that the confidence set C n defined in (4.8) satisfies the required coverage condition.
Theorem 4.1 Let θ n ≥ 0 be a q × 1 vector of random (or deterministic) variables satisfying (4.4) and suppose Assumption 3.1 holds. Then, I. For all θ ∈ Θ 0 (P 0 ) the modified bootstrap ELR statistic defined in (4.6) satisfies
where the convergence is conditional on {P n (θ) : n ≥ 1} for almost every sample path and χ 2 b(θ) (Σ b (θ)) denotes the chi-bar-square distribution with b(θ) terms and covariance matrix Σ b (θ).
II. The confidence set C n defined in (4.8) satisfies
for all θ ∈ Θ 0 (P 0 ).
Remark 4.3 The statement in (4.9) can be decomposed into two parts. When θ is in the boundary of Θ 0 (P 0 ) it is the case that lim n→∞ P 0 (θ ∈ C n ) = 1 − α. However, when θ is in the interior of Θ 0 (P 0 ), C n will include θ with probability approaching one.
Remark 4.4 The coverage result in Theorem 4.1 is pointwise consistent in levels. However, a supplementary appendix available upon request shows that the confidence set C n defined in (4.8) also satisfies the type of uniform coverage defined by Andrews and Soares (2007) .
Remark 4.5 Andrews and Soares (2007) recently proved that, given a test statistic, a test based on a generalized moment selection (GMS) critical value has greater power than a subsampling test. The modified EL bootstrap falls into the class of GMS tests and so inherits this property.
Therefore, the modified EL Bootstrap is asymptotically valid up to first order and the confidence region in (4.8) satisfies the coverage requirement. As is the case for the asymptotic distribution and subsampling, the application of this bootstrap procedure is not free of tuning parameters. 20 Although any sequence θ n that satisfies the rate in (4.4) will work asymptotically, the finite sample properties of the confidence region might be sensitive to this choice.
One advantage here is that there is a value of θ n that can serve as a natural benchmark. This value is given by, θ j,n ≡ 2 log log n × V jj (θ) n , (4.10) which represents a lower bound for θ j,n , since θ j,n = C × θ j,n for C < 1 does not satisfy (4.4). There is no reason to believe that θ n is optimal in any sense but at least the existence of a reference value might ease the choice of θ n in applications. Optimal choice of θ n is beyond 20 Similar tuning parameters related to law of iterated logarithm are also present in the procedures proposed by Bugni (2007) and Andrews and Soares (2007) . the scope of this paper. 21 . In the examples of Section 5 I find that the benchmark value has strong performance, and that coverage appears reasonably robust to this choice.
Before moving to the simulation results, it is worth mentioning that the results from Romano and Shaikh (2008) and Andrews and Guggenberger (2008) can be applied to show that subsampling is a uniformly valid approach to approximate the distribution of ELR n (θ) and thus confidence regions for θ 0 can be based on subsampling critical values. The main practical problem in using subsampling lies in choosing the block size a n = o(n). The Monte Carlo simulations of the next section suggest that finite sample coverage of the confidence regions might be more sensitive to the choice of a n than the choice of ρ θ n .
Monte Carlo Simulations
Missing Data Example
This section takes the setup from Example 1 on missing data to evaluate the finite sample performance of the tools developed in the previous sections. Each simulation experiment depends on three parameters: n, α and p, where n is the sample size, α is the size of the test and p is the probability of observing x. I set the propensity score to p = 0.7 and I consider n = {100, 500, 1000} and 1 − α = {0.75, 0.85, 0.95}, meaning that the identified set is Θ 0 (P 0 ) = [0.35, 0.65]. 22 I then take independent draws of x i ∼ Uniform(0,1) and w i ∼ Bernoulli(p) to construct the simulated missing data as {(
. The number of Monte Carlo replications is equal to 3000.
I compute three empirical likelihood confidence regions that use different critical values.
The first one uses an asymptotic critical value. since there is no θ such that both moments inequalities are binding simultaneously, the maximum number of binding constraints is one, i.e. b * = 1. I can then use the limit distribution in Theorem 3.1 in a straightforward manner without the need of any approximation,
so that a confidence region for θ 0 of level 1 − α simply uses a critical value that solves P {χ 2 1 ≥ c} = 2α. The second confidence region uses subsampling to compute the critical value. I use four different subsample sizes, a n = {n/10, n/6, n/5, n/4} and in all cases N n = 200. Finally, the last set of confidence regions uses the modified empirical likelihood bootstrap introduced in section 4. In this case I set N n = 200 and use five different values for the parameter θ n = { θ n , 1.5 θ n , 2 θ n , 3 θ n , 0} where θ n is the benchmark value defined in (4.10). Notice that the choice θ n = 0 represents the standard empirical likelihood bootstrap which is inconsistent. The critical value for each case is computed as c * α = sup θ∈[0.35,0.65] c θ α . This is infeasible in practice but it makes the comparison easier since for each method there is a single critical 21 Andrews and Jia (2008) recently proposed a way to choose these type of tuning parameters 22 Different values of p yield similar results so they are not reported.
value that does not depend on θ so that confidence regions are just confidence intervals. This allows me to compare not only coverage but also the length of each confidence interval. Table 1 : Confidence intervals for the identifiable parameter. Missing data with unknown propensity score p=0.7. 3000 MC replications. 200 bootstrap/subsampling replications. Table 1 shows the empirical coverage and the length of the confidence intervals for the identifiable parameter. The results show that the modified empirical likelihood bootstrap performs well. A comparison between the bootstrap and subsampling shows that for small sample sizes the bootstrap represents a better approximation. This is even more clear from Table 2 where 9 different values for a n were used. For large sample sizes, subsampling does really well in some cases (e.g., n = 1000 and α = 0.25 with a n = n/4) although its performance seems to be more sensitive to the choice of the block size a n than the performance of the bootstrap to the choice of θ n . 23 In fact, if we just focus on the benchmark case where θ n = θ n , only when n = 500 and α = 0.05 subsampling performs a bit better. Note also that in most cases the modified bootstrap approach performs equally well or even better than the asymptotic approximation. This is worth noticing since the bootstrap requires no knowledge 23 In a recent finding Bugni (2007) shows that while the rate of approximation of subsampling depends on an, the rate of approximation of his bootstrap approach does not depend on τn, a sequence which has a similar role than ρ θ n .
on the number of binding constraints.
Asymp. Bootstrap Subsampling Coverage θ n a n =10 a n =15 a n =20 a n =25 a n =30 a n =35 a n =40 a n =45 a n =50 Table 3 : Finite sample power.
Another interesting property to explore is whether the higher power of the ELR statistic is present in finite sample. In order to analyze this I compute the empirical power (not adjusted for size) at different values of θ for three different test statistics including the ELR statistic (see Example 3 for a list). In all cases, n = 100, α = {0.25, 0.05}, and p = 0.7 with 6000
replications. The columns labeled Asymptotic compare the performance of the ELR statistic versus the Guassian quasi-likelihood ratio (QLR) statistic associated with Q 2 (θ, P 0 ) in Example 3. Since both of these statistics have the same asymptotic distribution, I use a common critical value from P {χ 2 1 ≥ c} = 2α. The columns under the label Subsampling compare the ELR statistic and the sample analog of
Here, the critical value is computed using subsampling with a n = 25 and N n = 200. The improvements are marginal given the 6000 Monte Carlo replications and so there is no strong evidence that the power of the ELR statistic is above the power of the rest of the alternatives for samples as small as n = 100. 
Entry Game Example
This section takes the simultaneous entry game from Example 2 where firm j ∈ {1, 2} has profits π j,m = (ε j,m − θ j z −j,m )1{z j,m = 1} and decides whether to enter (z j,m = 1) into a given a market m or not (z j,m = 0). Each simulation experiment depends on three parameters: n, α and θ = (θ 1 , θ 2 ). I set θ 0 = (0.5, 0.3) and consider n = {500, 1000} and α = {0.85, 0.95}.
The four possible Nash Equilibria (NE) situations are presented in Figure 1 (left panel). This model imposes one moment equality 24 and two moment inequalities,
where the identified set Θ 0 (P 0 ) is given by,
The set Θ 0 (P 0 ) has no interior as Figure 1 I simulate the data as follows. I take independent draws of ε j,m ∼ U (0, 1) for j = {1, 2}
and compute the equilibrium according to the region in which ε m = (ε 1,m , ε 2,m ) falls. If it falls into the region with multiple equilibria, I select (1, 0) with probability 0.7. Note that in order to simulate the data I need an equilibrium selection mechanism but this information is not used in the inference methods. This is precisely why the model is not point identified.
24 Introducing moment equalities to the approach proposed in this paper is straightforward: lagrange multipliers associated with moment equalities are unrestricted and those moments have Intuitively, each θ in the identified set is consistent with some selection mechanism in the region of uncertainty.
As before, I compute three empirical likelihood confidence regions that differ in the way the critical values are computed. The first one uses an asymptotic critical value. In order to deal with the non-pivotalness of the asymptotic distribution, I use the following approximation as in Rosen (2008) , The second confidence region uses the modified empirical likelihood bootstrap with θ n = θ n to compute the critical values. Finally, the last confidence region uses subsampling. Due to computational time constraints I use a n = n/10 and N n = 200. 25 Table 4 shows the coverage over a grid of values of θ ∈ Θ 0 (P 0 ) equally spaced between (0.19, 0.56) and (0.35, 0.45) -see Figure 1 . As in the missing data example, the results show that the ELR statistic and the modified bootstrap procedure perform well. Note also that at true parameter value θ 0 = (0.3, 0.5), the asymptotic approximation that uses b * = 2 is too conservative (0.9203) since at that point only one moment is binding. The bootstrap captures this difference and so it gives a better approximation (0.872). The results for the case n = 500 are similar and so are not presented to save space.
Conclusions
This paper presents results about optimal inference in models that involve moment inequalities and are partially identified. The value of these results lies in the fact that for any of these models there are many different valid criterion functions and each of those leads to a different test statistic, different decision rules and different confidence regions. In this framework, the paper introduces empirical likelihood as a new inference tool for partially identified models and shows that inference based on the empirical likelihood ratio (ELR) statistic is optimal in the so-called Generalized Neyman-Pearson sense. This is, the empirical likelihood ratio statistic is at least as powerful as the rest of the test statistics usually employed for inference in moment inequality models.
Because the asymptotic distribution of the ELR statistic is non-pivotal, this paper also addresses implementation of the new optimal procedure. First I show that the empirical likelihood bootstrap introduced by Brown and Newey (2002) for moment equalities does not produce a consistent approximation to the limit distribution of the ELR statistic in the moment inequality setting. Then I propose a simple modification of the empirical likelihood bootstrap that recovers first order validity. This modification is simple enough to preserve the computational tricks that typically make EL straightforward to use.
A further inspection of the proposed empirical likelihood framework involves a small scale Monte Carlo simulation. The results show that the modified empirical likelihood bootstrap performs well. The coverage of the confidence regions that employ the new bootstrap approach is very good even for small sample sizes. In addition, the modified bootstrap seems to work well for different values of the tuning parameter and, in particular, the performance using the proposed benchmark value is very satisfactory.
25 Note that 10% of the sample size is a common value used in applications for the block size, see for example Ciliberto and Tamer (2006) . 
by Jensen's inequality, λ n (θ) ≤ 0 and λ n (θ) m n (θ) ≥ 0. The latter follows from
Given that τ j,n × λ j,n (θ) = 0 for all n, it follows that λ j,n (θ) = 0 for n large enough with probability one. We can then conclude that λ s,n (θ) = 0 for n large enough w.p.1. On the other hand, Lemma (B.1) shows that || λ b,n (θ)|| = O p (n −1/2 ). Therefore, ∃N s.t. ∀n ≥ N the following equalities hold with probability one.
where R n (θ, λ, τ ) is defined in (3.8). Now I can make a similar expansion to that in Owen (1990, pages 100-102) for the expression given above. For an arbitrary sequence 0 ≤ τ b,n = O p (n −1/2 ), the first order condition for λ b,n (θ, τ b,n ) is given by:
and note that by Lemmas (B.1) and (B.2) we have:
Expanding (A-2):
by Assumption 3.1. Next, use the fact that log(1 + γ b,i ) = γ b,i − γ 2 b,i /2 + r 2,i where for some finite C > 0
as n → ∞. Now I can approximate the likelihood ratio and then use (A-4).
) from the nonnegative orthant and by Wolak (1991) 
Proof of Theorem 3.2. The first step in the proof is to show that for each θ ∈ Θ, inf P ∈P0(θ) I(Q||P ) is continuous in Q. For this task I use the following representation. Let υ θ ∈ V ⊂ R q be such that
Assumptions 3.2 and 3.3 ensure that V is compact and then,
] ≥ 0 and P 0 (θ) can be represented as ∪ υ≥0 P(θ, υ) where
To simplify notation I omit the dependence on θ and note that inf
Let q(z) ≡ dP dQ (z) and write inf P ∈P(υ) I(Q||P ) as,
By the duality of partially-finite programming (see Borwein and Lewis (1993, Theorem 3.4) ), the dual problem is given by max
Due to the concavity of the objective function, the maximizer λ(Q, υ) is continuous in Q by Theorem 10.8 in Rockafeller (1970) , which means that
is also continuous in Q. Compactness of Z implies compactness of M(Z) so that the function above is uniformly continuous in (Q, υ) ∈ M × V due to the compactness of M × V. This implies that the solution υ(Q) to inf υ≥0 inf P ∈P(υ) I(Q||P ) is also continuous in Q and the required result follows.
Part (I): The first part of the theorem follows directly from Sanov's Theorem once we realize that continuity of inf P ∈P0(θ) I(Q||P ) implies that the set Λ θ 1 = Q ∈ M : inf P ∈P0(θ) I(Q||P ) ≥ η θ is closed.
Then, Sanov's Theorem implies that for any P ∈ P 0 (θ), lim sup n→∞ n −1 log P n { P n ∈ Λ θ 1 } ≤ − inf Part (II): Fix θ ∈ Θ. The second part can be proved following the same arguments used by Kitamura (2001) and Zeitouni and Gutman (1991) . The basic idea is to prove that for each θ ∈ Θ there exists n 0 ∈ N such that Λ 
≥ follows from Sanov's theorem and where the first term is O p (n −1/2 ) conditional on {P n (θ) : n ≥ 1} for almost every sample path and the second term is positive for n large enough w.p.1 by Lemma B.4. Thus, τ * j,n > 0 for n sufficiently large {P n (θ) : a.e.}. Furthermore, since τ * j,n × λ * j,n = 0 for all n, we can conclude that λ * j,n = 0 for n sufficiently large {P n (θ) : a.e.} for all j such that E[m j (z i , θ)] > 0. In addition, by Lemma B.1 we have ||λ * b,n || = O p (n −1/2 ) {P n (θ) : a.e.}. Therefore, similar arguments as those in the proof of Theorem 3.1
show that we can write ELR * n (θ, . Therefore, using the same expansion used in the proof of theorem 3.1 it is clear that for all θ ∈ Θ 0 (P 0 ) the statistic ELR * n (θ, for n large enough.
Proof. This proof follows Owen (1990, lemma with probability 1. Since is arbitrarily small we have that for all θ ∈ Θ 0 (P 0 ) P 0 max 1≤i≤n ||m(z i , θ)|| = o(n 1/δ ) = 1
for n large enough.
Lemma B.3 Define the criterion function Q 4 (θ, P 0 ) ≡ max λ≤0 E P0 [log(1 + λ m(z, θ))] and the identified set as,
Then, Θ 0 (P 0 ) is equivalent to argmin θ∈Θ Q 4 (θ, P 0 ).
Proof. First, notice that Q 4 (θ, P 0 ) ≥ E P0 [log(1)] = 0. Fix θ and consider j ∈ {1, ..., q} such that E P0 [m j (z, θ)] > 0. Then the multiplier λ j associated with m j (z, θ) has to be zero. To see this, note that λ j < 0 would induce a contradiction since 0
= E P0 m j (z, θ) 1 + λ m(z, θ) = follows from the FOC when λ j < 0,
≥ follows from Jensen's inequality and the last inequality follows from λ E P0 m(z, θ) ≥ 0. Now use the partition m(z i , θ) = [m b (z i , θ) m s (z i , θ) ]. By Jensen's inequality
