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Looking through the recent literature on min-max control and differential 
games, we note that often a specific operation on sets is used; for the first 
time, such an operation was explicitely defined as “geometrical difference” by 
Pontryagin [l], although various authors have used it also later without 
mentioning a specific name for it. 
The use of this operation arises naturally in the study of qualitative games. 
For example, let the following qualitative differential game be considered: 
with x(t,) = x,, E R” given, and let “admissible” strategies u of player PI 
belong to a given set U of vector-functions in the time interval [to, tr] and 
the “admissible” strategies n of player P2 belong to a given set N of vector 
functions in the same time interval. The usual hypotheses are assumed for the 
existence in [t, , I t ] of a unique solution of (1.1) of the form 
where (d/dt) V(t, to) = A(t) V(t, to), V(t, , to) = I, and the operators @ and 
Y map, respectively, U x [to, t] and N x [to, t] into R”. 
Given a target set 0 in R”, a typical problem that is considered is the 
existence of a strategy u E U of PI such that, for any n E N 
x(t,) E 0 for given t, 3 to . 
Such a u clearly exists if and only if the following inclusion is verified: 
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Defining the “reduced target set” 2 as 
2 p {z: x + Y(N, fl) c O}, (I.41 
the problem becomes the classical reachability problem of the existence of 
u E CT such that the reachable set at time t, of the system (1.1) with 
Y(~(n(t), t) = 0 has a not empty intersection with Z. The set Z is obtained in 
(1.4) from the sets 0 and Y((N, ti) as the largest set in R’” such that 
Z f Y(y(s, tl) C 0, as the result of the following operation: 
Z=Q*Y. 
called “geometrical difference” by Pontryagin [l]. In this way, condition (1.3) 
becomes 
The operation of geometrical difference is naturally used also when, 
considering again system (l.l), the problem is to establish whether, for any 
n in N, there exists in correspondence a u in U, such that .r(tl) given by (1.2) 
belongs to 8. Contrary to the former case, player PI may now use his knowl- 
edge about the strategy n actually used by player Pz . Instead of inclusion 
(1.3), in this case the answer is positive if and only if 
or, using (1.4) if and only if the following inclusion holds: 
I’(tl ) to) x0 E [Q - @(U, fl)] * Y(N fl). (1.6) 
Problems of this kind have appeared in various formulations in many recent 
papers, both in the context of differential games (see, for example, [l-7]) 
and in the context of the problem of finding the initial set of states that can be 
brought into 0, 0 being the set of possible final states N(tr) that can give the 
same output observation >~(tr): 
where the noise w(tJ at time t, is bounded only to belong to a known set IV 
(see I?, 91). 
Even from this short review of some problems, one can see that the intro- 
duction of the geometrical difference allows one to formulate in a compact way 
the considered problems. In this way these kinds of problems, where both a 
“controller” and an “anticontroller” are present, are treated in a way that 
parallels the one of classical control problems. For example, the target set 
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and the reachable set of control problems are replaced by sets that are 
obtained by performing the operation of geometrical difference. 
Given two sets, their geometrical difference is, in general, quite difficult 
to obtain, and not much attention has been devoted to either its formal 
properties or procedures for its computation. 
The aim of this paper is to give some contributions along these lines, 
especially for what concerns computational aspects when closed convex sets 
are involved. 
2. SOME GENERAL PROPERTIES 
Throughout this paper subsets of a given real linear topological space Q 
will be considered. When necessary, Q will be considered as equipped by the 
topology induced by an appropriate norm. The definition of geometrical 
difference is the one given by Pontryagin [l]: 
DEFINITION 2.1. The geometric difference A x C of the sets A and C in Q 
is the largest set X in Q such that the following inclusion (2.1) holds: 
X+CCA or X=A*C&{x:x+CCA}. (2.1) 
Obviously, X may be empty.l It is clear that * is an operation that maps 
elements of 2o X 2O into 2O. 
It is easy to verify the equivalence between Definition 2.1 and the following 
definition, which is particularly useful when topological properties of A * C 
are involved : 
DEFINITION 2.2. The geometric difference A * C of A and C is the subset 
X of Q defined as 
x g A * C = n (A - c). (2.2) 
CEC 
It may be noticed that for each x in Q the set x + C can be viewed as the 
translation of the set C according to the vector x. In view of this interpreta- 
tion of x + C, the set A * C is the set of all translations of C steering C inside 
A. The following propositions are self-evident. 
PROPOSITION 2.1. A * C is nonvoid z# there exists at least one translation 
of C steering C inside A. 
PROPOSITION 2.2. The zero vector of Q belongs to A * C iff C is contained 
in A. 
1 Throughout the paper we shall use the following properties of the empty set 
0: la CA; 0 +A = 0 foranysetA. 
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PROPOSITION 2.3. A * C is closed (convex) ;f -4 is closed (convex). 
Proof. Since translations do not alter closedness and convexity, according 
to Definition 2.2 A * C is the intersection of a family of closed (convex) sets; 
hence, it is closed (convex). 
PROPOSITION 2.4. For any triple of sets A, B, C the follozuing equalities 
hold: d * (B + C) = (A * B) t C = (A * C) * B. 
Proof. Let D = (-4 * B) * C. This definition of D is clearly equivalent to 
the following ones: D = {d: d + C C ,4 * B), D = {d: (d + C) + B C -41. 
Using the associative and commutative property of addition in Q, one has 
D == {d: d + (B + C) C A) and D = {d: (d + B) + CC ;$, and the con- 
clusions follow obviously. 
As seen in the Introduction, the expressions (J * C) + B and (-4 + B) * C 
are often considered in the framework of differential games. Their connections 
are stated in the following propositions. 
PROPOSITION 2.5. For all triples ,4, B, C of subsets of Q the inclusion 
(A * C) + B C (A + B) * C (2.3) 
is verified. 
Proof. Considering the left-hand side of (2.3), let 
X=(il*C)+B=(x:a=~+b,y~.-I*Candb~B}. 
Since 4’ + CC A and consequently x + CC rl + B, (2.3) remains proved. 
The reverse inclusion does not hold in general. A simple example of this 
situation in the two-dimensional case can be constructed, for simplicity 
letting B and C be the unit ball centered at the origin with radius equal to 1 
and letting A be the square with its center at the origin and edges of length 4 
(Fig. 1). 
FIG. 1 A simple case with (.4 * C) + B 2 -4 = (A + B) * C. 
409/54/3-1 I 
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It is easy to see that in this example 
(-4 + B) * c = .4 and A 3 (A * C) + B, 
since the “corners” of the square A do not belong to (A c C) + B. In general, 
one can easily verify the following proposition. 
PROPOSITION 2.6. 
(A*C)+CCAC(A+C)*C. (2.4) 
Proof. Define p,(A) to be the following subset of Q: 
p,(A) = (-4 * C) + c. (2.5) 
If2CEPC(A),thenx=d+c,wheredEA*CandcEC.Onehasd+cEA, 
and therefore x E A. The right-hand side inclusion in (2.4) is obvious. Looking 
at the leftmost term p,(A) in (2.4), it may be observed that it represents the 
points of A that are covered by some translation of C steering C inside A 
or are “swept” by C. The question arises when this set p,(A) also coincides 
with -4. This problem is important, for example, in the framework of dif- 
ferential games. Indeed, as it will be shown in the next section, for any set B, 
this coincidence is sufficient for the following equality to hold: 
(A * C) + B = (A + B) * C. (2.4’) 
Recalling the notations used in the Introduction and letting A = 0, 
B = -@(U, ti), C = Y((N, ti), equality (2.4’) becomes the equality between 
the right-hand side members of (1.5) and (1.6). In such a case the knowledge 
of player PI about the strategy of player Pz , which is supposed in (1.6), does 
not help him as far as the reachability of 8 at time t, is concerned: The 
information structures involved in the two examples of the introduction are 
equivalent. 
Because of these considerations, it is worthwhile to focus our attention on 
some formal properties of the set-valued map p,(A) defined in (2.5). The 
subscript C will be omitted when no ambiguity will occur. These properties 
are summarized in the following proposition. 
PROPOSITION 2.7. (a) p(A) C -4, 
(b) P(P(~) = P(A), 
(4 P(0) = 0, 
(d) if A C B, then p(A) C p(B), 
(e> P(A A 4 = P(A) n P(B)- 
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Proof. (a) was already shown in Proposition 2.6. (b) is a simple consequence 
of (a). (c) is a consequence of A + @ = 0, for any set A. Considering A C B, 
we have A * CC B * C; hence, p(A) Cp(B), and (d) remains proved. In 
order to prove (e) let x E~(A A B), that is, x = x’ + c, with N’ E (A n B) * C 
and c E C. Clearly, x’ + CC A n B; hence, s’ E 4 * C, .v’ E B ;I; C. There- 
fore, 3c ep(A) and x Ed. 
These properties, with the inclusion substituted with set equality in (e), 
characterize interior operators. If there is some family F of subsets of Q con- 
taining Q and satisfying (a)-(e) of Proposition 2.7 with equality sign holding 
in (a) and (e), then F can be considered as a family of open sets and (Q, F) 
becomes a topological space. The simplest example of a space of this type is 
given by Q equipped with the coarsest topology. Quite naturally the problem 
arises of finding, if possible, the finest topology of Q that can be generated 
by p( ). For this purpose it is useful to characterize, for each set C’, the family 
I(C) of subsets of Q on which p( ) is the identity operator and its subfamily 
J(C) of I(C) for which (e) holds with equality sign. 
PROPOSITION 2.8. For each C, I(C) is given b)v the following relationship 
I(C) = 2Q + c. 
Proof. Ifp,(r-l) = -4, A is the sum of A * C and C; hence, 1(C) C 2O T C. 
Conversely, if A E 2Q + C, we have A = X + C for some set X and, using 
Proposition 2.6, it is immediate that p,(X + C) 3 X + C. Using (a) of 
Proposition 2.7, it follows that pc(S) = -3, that is, I(C)1 ZQ f C, and the 
proof is complete. 
PROPOSITION 2.9. p&4) is the largest subset of A belonging to I(C). 
Proof. Any subset of A belonging to 1(C) is of the form .X + C. The 
inclusion X + C C A implies X C A * C; therefore, X + C C ~~(-4) E I(C), 
as we wanted to prove. 
DEFINITION 2.3. Any set A in Q is said to have complete sweeping with 
respect to the set C in Q if and only if A EI(C). 
This means that for each a E A there exists a translation s of C such that 
a E .v + C and .1c + C C A. Proposition 2.8 can be specialized as follows: 
PROPOSITION 2.10. The family L(C) of closed and convex subsets of Q 
having complete sweeping with respect to the closed and convex subset C of 0 
is given by 
L(C) = +? + c, 
where ‘6 denotes the class of all closed and convex subsets ojQ. 
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Proof. If A EL.(C), one has p,(A) = A, and 4 is the sum of C and the 
closed and convex set A * C (see Proposition 2.3). Hence L(C) C 9? + C. 
Conversely, since the sum of two closed and convex sets is closed and convex, 
it follows that V + C CL(C), and the proof is complete. 
The property of complete sweeping of sets is important also for its implica- 
tions on the equivalence of information structures in games, as it was already 
said. Considering intersections of sets, it is worthwhile to ask when complete 
sweeping is preserved. This question arises, for example, in multiperson 
games where players PI and Pz want the trajectories to reach targets 0, and 
0,) respectively, and they agree between themselves to cooperate, so that their 
common goal is to reach 8, n 0, , whereas the goal of player P3 (which may 
be the “adversary” nature) is to avoid such an occurrence. 
PROPOSITION 2.11. Let A and B belong to I(C). Then 
if and only if 
P(A n 4 = ~(4 n P(B) 
[(A * C) n (B * C)] + C = [(A * C) + C] n [(B * C) + C], P-6) 
that is, if and only if the set addition is distributive with respect o the intersection. 
Proof. The proof is immediate, taking into account that 
(-4 n B) * C = (A * C) n (B * C). 
The property p(A n B) = p(A) n p(B) together with property (2.6) and 
complete sweeping of A and B with respect to C imply the complete sweeping 
of A n B. In topological language, we can conclude that the finest topology 
J(C) generated by pc( ) is the subfamily of I(C) for which (2.6) holds. 
3. COMPUTATION OF THE GEOMETRICAL DIFFERENCE OF 
CLOSED CONVEX SETS 
This section deals with the computation of the geometrical difference of 
closed convex sets. In particular, a new algorithm will be proposed for the 
direct construction of the boundary of the geometrical difference of closed 
convex sets. 
If one chooses to describe closed convex sets through their support func- 
tions, the task of getting the support function of the geometrical difference of 
two closed convex sets A and C is elementary if A enjoys the complete 
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sweeping property with respect to C, whereas it is not so otherwise. Indeed, 
for any closed convex set .r in Q define its support function IV&), p E Q, as 
For any two closed convex sets X, Y one has 
~Vx+dP) = W,(P) + JVY(P) for each p in Q, (3.1) 
J~x(P) = JVdP) for each p in Q> (3.2) 
iff XC I*. 
for each p in Q (3.3) 
From the leftmost inclusion in (2.4) and from (3.1) (3.3) one has, in 
general, 
H7.4*c(P) G H7A(P) - ~7c(P) for each p in Q. (3.4) 
In the case of complete sweeping, that is, when p,(J) = 4, the computation 
of W,,,(p) from WA(p) and II/c(p) is elementary since, using (3.2) also, in 
this case (3.4) reduces to 
Notice that it is easy to prove that the condition p,(A) = ,d is also sufficient 
for (2.4’) to hold for any convex closed sets -3, B, C. Indeed, if p,.-(A) = -4, 
from (3.1) (3.4), and (3.5) one has 
~~/‘(.,*.LB(P) = W,(P) - WC(P) + WB(P) 
= Ff’,+,(p) - IV,(P) b ~TLl+B)*C(P) for each p. 
Using (3.3), one therefore has the inclusion (A + B) * CC (/I c C) + B, 
which, together with (2.3), gives (2.4’). 
Going back to the determination of A * C, one may speak only in general 
terms about IV,,,(p), since B * C is the largest closed convex set such that 
(=1 * C) + C is contained in A or, using support functions, that TVA,,(p) 
is the largest lower semicontinuous convex positively homogeneous function 
bounded from above by W,(p) - IV&) f or each p. A possible approach to 
the determination of the support function w,,,(p) of --l * C is given by the 
use of the double Fenchel transform [lo]. In the approach followed here, a 
direct description of -Lz * C will be looked for instead. 
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In this approach, assuming A * C not to be empty, one starts from a 
predetermined point ~a of A * C and describes all its points as follows: 
A * C = {x: x = x0 + ~2, 0 < /.L < A(G), 23c = I>. (3.6) 
Clearly, if .x0 E A * C, the function h(4) has to be chosen so that the point 
x0 + A(a) 2 describes the boundary of A * C as the unit vector B varies in the 
unit sphere (or in a suitable subset of the unit sphere, as will be shown at the 
end of this section). It will now be shown how to transform the determination 
of A * C given by (3.6) into a mathematical programming problem. 
From the property of support functions recalled in (3.4), the point 
x0 + h(i) 2 belongs to rZ * C iff 
APi G WA(P) - WC(P) - PXO = F(P) for each p in Q. (3.7) 
Notice that since px, is the support function of the set {x0} and x0 belongs to 
A * C, F(p) defined in (3.7) is nonnegative for all p in Q. Then the problem 
reduces to the following programming problem: 
[ maximize h 
for anyp inQ. 
(3.8) 
The objective function is clearly linear, and the feasibility set is defined by 
an infinite family of linear inequalities. Clearly, not all these inequalities are 
essential, and it suffices to take under consideration the following subset 
C, of Q: 
c, = {p: pa > O}. 
Hence, for any given 2, the nonnegative scalar h(2) that has to be found is the 
solution of the following programming problem: 
find A(2) = innf(F(p)/pi) 
PA4 subject to (3.9) 
PECS. 
Since the geometrical difference -4 * C of the closed convex sets A and C 
is closed and convex, the boundary point x0 + h(R) 2 belongs to A * C. 
Notice that if compactness of A * C is not assumed, A(2) may assume the 
value +co. 
This case occurs, for instance, when W,,(p) = +oo for each p in C; . 
Indeed the inequality px, + W,(p) < WA(p) must hold since x0 E -4 * C; 
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hence, any positive h satisfies the inequality Apa + p.r, + Iv&) < I’,(p) 
for each p E C, , and therefore X(i) = +co. Furthermore, h(2) is bounded if 
and only if F(p) is bounded at least at one point of the feasibility set C, and 
if A is compact, F(p) is a well-defined continuous function over the space Q, 
and it takes finite values. 
The objective function can be further simplified if a subset H(2) of Q can 
be found that satisfies the following two properties: 
(a) H(2) is a subset of C; . 
(b) The solution of P,(2) is attained at some point of H(2). 
The function G(p) =F(p)/pa is positively homogeneous of degree zero 
since both F(p) and p4 are positively homogeneous of degree one. It is 
possible to get rid of the variable p in the denominator by decomposing the 
vector p into its component 7 along % and its projection h in the subspace 
S = (s: s.? = O>, that is, by putting: 
p = 7$ + h (hi = 0). 
The programming problem Pr(2) becomes 
iyf(l/v)F($ + A) 
P&y subject to 
h.G =o. 
(3.10) 
In P2(.<) the minimization has to be carried out only with respect to h, 
since infh( 117) F($ + h) does not depend on 7. This scalar can therefore 
be fixed a priori, and it can be done on the basis of considerations on the 
numerical aspects of the minimization to be carried out. The use of any 
gradient method for the solution of P&i) suggests the choice of a large 7; 
indeed in P?(2) one is interested in the value of the infimum, not in the 
particular h’s where such a minimum is attained, and such an infimum is more 
“flat” for larger values of q. 
The complete sweeping property of -4 and C can be characterized by means 
of the solution of problem PI(P) according to the following: 
PROPOSITION 3.1. The set A is completely swept by the set C if and only 
if the set of points of Q at which the infimum of (3.10) is attained for some L? is 
the whole space Q. 
Proof. If for each p there exists f such that A(2) pP = F(p), looking at the 
definition of F(p), we see the existence of a point A(a) ? + X, in A * C such 
that 
A(.<) pi + px, = W,(p) - El/‘,(p). 
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Since this is true for each p, we have W,,,(p) > W,(p) - W,(p), which, 
combined with (3.4), gives the complete sweeping condition (3.5). Conversely, 
if complete sweeping is assumed, it follows that the support function of 
A * C is equal to W,(p) - W,(p). Th is in turn implies the existence of an 2 
depending on p such that p(~,, + h(2) 2) = W,(p) - W,-(p). Hence, for each 
p in Q there exists a problem P,(2), the solution of which is attained at p. 
The possibility of restricting the choice of 4 in a subset of the unit sphere 
is now investigated. To this purpose we notice that a sufficient condition for 
A(2) to be zero is the existence of some p* # 0 in ker F = {p: p E Q, F(p) = 0} 
that belongs to C, . Indeed, the function F(p)@ is nonnegative; hence, its 
infimum is nonnegative, and the existence of such a p* is sufficient to claim 
that A(a) = 0. This fact leads to the following proposition. 
PROPOSITION 3.2. X(k) is not zero only if cocl ker F (the convex closure of 
kerF) and C, are separated (possibLv in the weak sense) by $p = 0, that is, 
only if 
ip > 0 .fofor P E G , 
ip < 0 for p E cocl ker F. 
(3.11) 
Proof. From the previous considerations concerning the case h(2) = 0, 
it follows that 2p < 0 for p E ker F must hold in order to get A(.?) > 0. Since 
(P:PEQ,~P GO> is closed and convex, the inequality $p < 0 holds for 
p E cocl ker F. 
When compactness of A is assumed, the continuity of F(p) can be used to 
get the following sufficient condition for h(2) to be positive. 
PROPOSITION 3.3. The solution h(2) of P(2) is positive if 
kerF r\ cl C, = {O}. 
Proof. Since both F(p) and pa are positively homogeneous to degree 1, 
letting S,=C,n{p:p~Q,pp=l), we have 
F(P) 
h(k) = ;:I - = 
L Pa 
F(P), min,,cl,iF(p) 
jg -j-z- ’ m=,,clsi Pf * 
F(p) is a continuous and strictly positive function on the compact set cl S,; 
hence, its minimum is positive. Furthermore, maxpeers pa = 1, since $2 = 1, 
and therefore 
In view of a geometrical interpretation of Proposition 3.3, the following 
remark is appropriate. 
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Remark. The condition ker F n cl C, = (0) means pa < 0 for each 
p + 0 in kerF. Continuity of F implies closeness of ker F, and convexity of 
{p: @? < O> implies pa < 0 for p E cocl ker F (p # 0). Since cocl ker F is a 
closed convex cone having its vertex at the origin, it follows that 
ker F n cl C, = (0) is equivalent to i E CKl (C,’ is the relative interior of the 
closed convex cone C, dual to cocl ker F): 
C, = (x: x E Q, xp < 0 for eachp E cocl ker F)-. (3.12) 
PROPOSITION 3.4. x0 + C, is the minimal closed convex cone containing 
--1 * C (provided d * C f {x,,}). 
Proof. Assume the existence of a closed convex cone C’ strictly contained 
in CK such that x,, + C’ is the minimal closed convex cone containing A c C. 
The strict inclusion implies the existence of an 2 in C,’ that is not contained 
in C’. Applying the previous result, we have h(i) > 0, and therefore the point 
~a + I\(a) 9 does not belong to C’ and the minimality of C’ is contradicted. 
Since the boundary of rZ * C is made up of points that are either in 
x0 + aC, (X, denotes the boundary of C, in the relative topology) or in 
the set (X = .rO + h(i) 2: 4 E C,l}, the set 
is such that its closure coincides with rZ * C. This closure formation shows 
that it is sufficient to solve the problems P(2) for which i belongs to C$. In 
such a case, the infimum in P,(2) is attained in the interior of C, and the infi- 
mum in P2(2) is attained at a point ~4 + h with hh < KJ. 
Propositions 3.5-3.7 characterize some limit situations of Ck. . 
PROPOSITION 3.5. If CK = {0}, then d * C := {x0}. 
Proof. C, = (0) implies that cocl kerF is the whole space. Hence, for 
each f, C, contains in its interior some points of ker F. Then, recalling the 
considerations made before Proposition 3.2, it is apparent that h(%) = 0 for 
each $, and therefore A * C = {x,,). 
PROPOSITION 3.6. C, is the whole space Q if and on& if x,, is an interior 
point of d * C. 
Proof, If C, is the whole space, C, = C,’ and, for each .f, the corre- 
sponding ;\(a) is positive. Consequently, the set of points 
{x0 + ps: 0 < p < h(2), 3 = I} 
is an open neighborhood of jr, that is contained in ,-2 * C. This fact proves 
that x,, is an interior point of -g * C. Conversely, if a neighborhood of x0 
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contained in A * C exists, F(p) is strictly positive in the whole space Q; 
hence, kerF = (0) and C, = Q. 
PROPOSITION 3.7. C, is neither (0) nor the whole space if and only if x,, 
is a boundary point of A * C, A * C # {x,,}. 
Proof. Any neighborhood of x,, intersects A * C (since A * C does not 
reduce to {x0} by Proposition 3.5) and intersects also its complement since 
x0 is not an interior point (see Proposition 3.6). Hence x0 is a boundary point 
of A * C. The proof of the converse is immediate. 
4. CONCLUSIONS 
The intrinsic difficulties of computing the geometrical difference of two 
sets are evident. If one describes two closed convex sets through their support 
functions, the support function of their geometrical difference consists in the 
difference of these support functions if and only if the first set is completely 
swept by the second. The complete sweeping property has been explored 
in Section 2. If one is interested in the support function of the geometric 
difference when the complete sweeping property does not apply, the most 
appropriate tool is the use of the double Fenchel transform of the difference 
of the support functions of the two original sets. This approach is taken in 
[lo], where the possibilities offered by Fenchel’s transform are fully exploited. 
If, however, a direct description of the geometrical difference of two sets is 
desired, the algorithm sketched here may provide a useful approach to the 
problem. Starting from a point x0 b 1 e onging to A * C, each point of its 
boundary is determined in the form x0 + x(9) R, where i is a unit vector and 
the scalar h(4) is found as the optimal value of the mathematical programming 
problem (3.10). From a numerical point of view, the search in (3.10) should 
be obviously limited to a finite number of values for B appropriately chosen, 
getting an approximation of A * C by a finite number of its boundary points. 
The last proposition of Section 3 may be useful for limiting the parameter 4 
in (3.10) to range in the convex cone gk defined in (3.12). 
The initial point x,, should be chosen so that it is the most “central” 
possible, and this choice may be left to intuitive geometrical considerations. 
Once a choice has been made in such a way, the performing of a test is 
appropriate for verifying whether it really belongs to A * C. Such a test, 
for example, could consist in an obvibus consequence of (3.1) that is, in 
verifying whether the following inequality holds at x,,: 
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The left-hand member of (3.13) is the Fenchel transform of WA(p) - W,(p) 
computed at x0 . 
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