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Abstract
We prove an extension of Yuan’s Lemma to more than two matrices,
as long as the set of matrices has rank at most 2. This is used to generalize
the main result of [A. Baccari and A. Trad. On the classical necessary
second-order optimality conditions in the presence of equality and inequal-
ity constraints. SIAM J. Opt., 15(2):394–408, 2005], where the classical
necessary second-order optimality condition is proved under the assump-
tion that the set of Lagrange multipliers is a bounded line segment. We
prove the result under the more general assumption that the Hessian of
the Lagrangian evaluated at the vertices of the Lagrange multiplier set is a
matrix set with at most rank 2. We apply the results to prove the classical
second-order optimality condition to problems with quadratic constraints
and without constant rank of the Jacobian matrix.
Keywords: Quadratic forms, second-order optimality conditions, global
convergence.
1 Introduction
In a general nonlinear optimization problem, it is well known that when the set
of Lagrange multipliers is bounded, a local minimizer satisfies a second-order
optimality condition in the form of the maximum of many quadratic forms being
non-negative in the critical cone, where each quadratic form is defined by the
Hessian of the Lagrangian function evaluated at different Lagrange multipliers.
In this paper we are interested in second-order optimality conditions that can
be verified with one single Lagrange multiplier. This is motivated by algorithmic
considerations, since algorithms usually generate a primal-dual sequence and
one is interested in proving that limit points of this sequence satisfy a first- or
second-order optimality condition. Under this setting, one is usually restricted
to considering a smaller subset of the true critical cone.
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Yuan’s Lemma [23] gives an important tool for this type of results, since it
states that when the maximum of two quadratic forms is non-negative, some
convex combination of the matrices is positive semidefinite. This implies that
when the set of Lagrange multipliers is a bounded line segment, one can find a
Lagrange multiplier such that the Hessian of the Lagrangian is positive semidef-
inite on a subset of the critical cone. This is the main result of [5]. However,
this approach does not work when there are more than two quadratic forms,
that is, when the Lagrange multiplier set is larger than a line segment.
In Section 2, we will extend Yuan’s Lemma to more than two quadratic
forms. This will be done under an assumption of redundancy on the matrices
defining the quadratic forms, in the sense that it is a matrix set of rank at
most 2. This gives, in Section 3, an optimality condition verifiable on one single
Lagrange multiplier under an assumption of redundancy of the set of Hessians of
the Lagrangian matrices that includes as a particular case the case of a Lagrange
multiplier set equals to a line segment. In Section 4 we apply the results to
a special form of quadratically-constrained problems, and we prove that our
assumption holds when the rank of the Jacobian matrix increases at most by
one in the neighborhood of a local solution. Section 5 gives some conclusions.
Notation: A set K ⊆ Rn is a first-order cone if K is the direct sum of a
subspace and a ray, where a ray is a set of the form {td0 | t ≥ 0}, for some
d0 ∈ R
n. Given a set K ⊆ Rn and a symmetric matrix A ∈ Rn×n, we say
that A is positive semidefinite on K if xTAx ≥ 0 for all x ∈ K. We denote
by Rm+ the non-negative orthant of R
m and Λm = {t ∈ R
m
+ |
∑m
i=1 ti = 1} the
m-dimensional simplex. The rank of a set of matrices is the maximum number
of linearly independent matrices viewed as vectors on the appropriate space.
2 Extension of Yuan’s Lemma
An important result related to the trust-region subproblem is the following:
Lemma 1 (Yuan’s Lemma [23]). Let A,B ∈ Rn×n be symmetric matrices and
K ⊆ Rn be a first-order cone. Then the following conditions are equivalent:
• max{dTAd, dTBd} ≥ 0, ∀d ∈ K,
• there exists t1 ≥ 0, t2 ≥ 0 with t1 + t2 = 1 such that t1A+ t2B is positive
semidefinite on K.
Lemma 1 is known as Yuan’s Lemma [23] and it has had many impor-
tant generalizations [5, 13, 16, 10, 9]. In particular, our presentation of Yuan’s
Lemma corresponds to [5, Corollary 3.2]. Yuan’s Lemma when K = Rn can
be easily proved with a separation argument due to the convexity of the set
{(xTAx, xTBx) | x ∈ Rn} ⊆ R2 given in [11]. See also some related convexity
results in [8, 20, 21, 19, 22].
In the next result we extend Yuan’s Lemma to m matrices A1, . . . , Am ∈
R
n×n with rank({A1, . . . , Am}) ≤ 2. A similar assumption is used to obtain a
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result of S-Lemma type in [19, Proposition 3.5], however, our proof is elementary
and our result is more general in the sense that it holds for first-order cones.
Lemma 2. Let Ai ∈ R
n×n, i = 1, . . . ,m,m ≥ 2, be such that Ai = αiA1 +
βiA2, i = 3, . . . ,m for some (αi, βi) ∈ R
2, i = 3, . . . ,m and K ⊆ Rn a first-
order cone. Then, the following are equivalent:
max
i=1,...,m
{xTAix} ≥ 0, ∀x ∈ K, (2.1)
∃t ∈ Λm such that
m∑
i=1
tiAi is positive semidefinite on K. (2.2)
Proof. The fact that (2.2) implies (2.1) can be easily seen by contradiction. The
reciprocal implication is done by induction on m. If m = 2, the result follows
from Lemma 1. Assume the assertion is true for m−1 ≥ 2. Assume (2.1). Since
Am = αmA1 + βmA2, let us consider the following cases:
The case (αm, βm) = (0, 0) is trivial. If αm ≥ 0 and βm ≥ 0, (αm, βm) 6=
(0, 0), then xTA1x < 0 and x
TA2x < 0 imply x
TAmx < 0. Thus, (2.1) im-
plies maxi=1,...,m−1{x
TAix} ≥ 0, ∀x ∈ K. If αm < 0 and βm > 0, we have
xTA1x < 0 and x
TAmx < 0 imply x
TA2x < −
αm
βm
xTA1x < 0, hence, (2.1) im-
plies maxi=1,...,m,i6=2{x
TAix} ≥ 0, ∀x ∈ K. It is clear that any matrix Ai, i =
1, . . . ,m, i 6= 2 can be written as the linear combination of two fixed matrices in
this set. The case αm < 0 and βm = 0 gives max{x
TA1x, x
TAmx} ≥ 0, ∀x ∈ K.
Also, the case α ≥ 0, β < 0 is analogous. In any of the above cases, the result
follows from Lemma 1 or the inductive assumption. If αm < 0 and βm < 0, we
have t1A1+ t2A2+ tmAm = (t1+αmtm)A1+(t2+βmtm)A2 = 0, which is posi-
tive semidefinite on K, for (t1, t2, tm) = (
−αm
1−αm−βm
, −βm1−αm−βm ,
1
1−αm−βm
) ∈ Λ3.
Example 1. Let
A1 =
(
1 −1
−1 1
)
, A2 =
(
−2 1
1 1
)
, A3 =
(
4 −3
−3 1
)
.
Note that A3 = 2A1−A2. A simple calculation shows that maxi=1,2,3{x
TAix} ≥
0 for all x, and, as predicted by Lemma 2, t1A1 + t2A2 + t3A3 is positive
semidefinite, for instance, for (t1, t2, t3) = (0,
3
5 ,
2
5 ). As it is done in the proof,
this is a consequence of the condition max{xTA2x, x
TA3x} ≥ 0 for all x that
necessarily holds.
Example 2. Let
A1 =
(
−1 0
0 1
)
, A2 =
(
1 2
2 −2
)
, A3 =
(
0 −2
−2 1
)
.
Note that A3 = −A1 − A2. Therefore,
1
3A1 +
1
3A2 +
1
3A3 = 0 is positive
semidefinite and clearly it can not exist x ∈ R2 with xTA1x < 0, x
TA2x <
0 and xTA3x < 0, which implies the maximum of the three quadratic forms
is non-negative. Note, however, that for all i 6= j, it is not the case that
max{xTAix, x
TAjx} ≥ 0 for all x.
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3 A Second-order Optimality Condition
Let us consider the nonlinear optimization problem
Minimize f(x),
subject to h(x) = 0,
g(x) ≤ 0,
(3.1)
where f : Rn → R, h : Rn → Rp1 , g : Rn → Rp2 are twice continuously
differentiable functions. For a feasible x, we define A(x) = {i ∈ {1, . . . , p2} |
gi(x) = 0}, the index set of active inequality constraints. Given (λ, µ) ∈ R
p1 ×
R
p2
+ , we consider the Lagrangian function
x 7→ L(x, λ, µ) = f(x) +
p1∑
i=1
λihi(x) +
p2∑
i=1
µigi(x),
with gradient ∇L(x, λ, µ) and Hessian ∇2L(x, λ, µ), where derivative is taken
with respect to x. We will assume that at a local minimizer x∗ of (3.1), the
Mangasarian-Fromovitz constraint qualification holds:
Definition 1. A feasible point x∗ of problem (3.1) satisfies the Mangasarian-
Fromovitz constraint qualification [15] when (α, β) = (0, 0) is the only solution
of
p1∑
i=1
αi∇hi(x
∗) +
∑
i∈A(x∗)
βi∇gi(x
∗) = 0, αi ∈ R, i = 1, . . . , p1;βi ≥ 0, i ∈ A(x
∗).
It is well known [12] that at a local minimizer x∗, the Mangasarian-Fromovitz
constraint qualification is equivalent to the non-emptyness and boundedness of
the Lagrange multiplier set
Λ(x∗) = {(λ, µ) ∈ Rp1 × Rp2+ | ∇L(x
∗, λ, µ) = 0, µTg(x∗) = 0}.
We observe also that Λ(x∗) is always a closed polyhedron. The following opti-
mality condition is well-known:
Theorem 1 ([7]). Let x∗ be a local minimizer of (3.1) satisfying the Mangasarian-
Fromovitz constraint qualification. Then, for each d ∈ C(x∗), there is a La-
grange multiplier (λ, µ) ∈ Λ(x∗) satisfying
dT∇2L(x∗, λ, µ)d ≥ 0, (3.2)
where
C(x∗) =
{
d ∈ Rn : ∇hi(x
∗)Td = 0, i = 1, . . . , p1;∇gi(x
∗)Td ≤ 0, i ∈ A(x∗);
∇f(x∗)Td = 0.
}
(3.3)
is the critical cone.
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Theorem 1 is the classical second-order necessary optimality condition under
Mangasarian-Fromovitz constraint qualification alone. A version of it without
constraint qualifications and using Fritz-John multipliers is known as a no-gap
optimality condition in terms of sufficiency, see details in [7].
Note that condition (3.2) holds with different Lagrange multipliers for differ-
ent directions in the critical cone. In this paper we are interested in conditions
that ensure the validity of (3.2) for the same Lagrange multiplier (λ, µ) ∈ Λ(x∗),
even if for that we need to consider a smaller subset of the true critical cone
C(x∗). This is motivated by algorithmic considerations, since algorithms usu-
ally generate only one Lagrange multiplier approximation. See the discussion
in [6].
In the next theorem, we will use Lemma 2 to formulate a new optimality
condition of this type. It is a generalization of the main result of [5], where
Λ(x∗) was assumed to be a bounded line segment.
Theorem 2. Let x∗ be a local minimizer of (3.1) satisfying the Mangasarian-
Fromovitz constraint qualification. Let (λ1, µ1), . . . , (λv, µv) be the vertices of
the Lagrange multiplier set Λ(x∗). If the rank of {∇2L(x∗, λi, µi)}vi=1 is at most
2, then for every first-order cone K ⊆ C(x∗), there exists (λ, µ) ∈ Λ(x∗) such
that
dT∇2L(x∗, λ, µ)d ≥ 0, ∀d ∈ K. (3.4)
Proof. Let K ⊆ C(x∗) be a first-order cone. From Theorem 1, we have
max
(λ,µ)∈Λ(x∗)
{dT∇2L(x∗, λ, µ)d} ≥ 0, ∀d ∈ K. (3.5)
Since Mangasarian-Fromovitz constraint qualification implies that Λ(x∗) is a
non-empy, compact, polyhedral set, let (λ1, µ1), . . . , (λv, µv) be its vertices.
Since for each d ∈ K the maximization problem (3.5) is a linear programming
with non-empty and compact feasible region, its solution is attained at a vertex,
which implies
max
i=1,...,v
{dT∇2L(x∗, λi, µi)d} ≥ 0, ∀d ∈ K. (3.6)
Lemma 2 gives t ∈ Λv such that
∑v
i=1 ti∇
2L(x∗, λi, µi) is positive semidefinite
on K, and the linearity of ∇2L(x∗, ·, ·) gives ∇2L(x∗, λ, µ) positive semidefinite
on K for (λ, µ) =
∑v
i=1 ti(λ
i, µi) ∈ Λ(x∗).
Note that when the critical cone is a first-order cone, Theorem 2 gives a
full second-order optimality condition in terms of the true critical cone. One
condition ensuring this, is the generalized scrict complementarity slackness,
namely, that there is at most one index i0 ∈ A(x
∗) such that µi0 = 0 for
all (λ, µ) ∈ Λ(x∗). See [5].
Let us revisit Examples 1 and 2. The fact that maxi=1,2,3{x
TAix} ≥ 0 for
all x, implies that x∗ = (0, 0), z∗ = 0 is a global minimizer of the problem of
minimizing z, subject to 12x
TAix − z ≤ 0, i = 1, 2, 3. It is easy to see that
the Mangasarian-Fromovitz constraint qualification holds, the set of Lagrange
multipliers at (x∗, z∗) is the simplex Λ3 and the critical cone is R
2 × {0}. Note
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that the quadratic form defined by the Hessian of the Lagrangian at (x∗, z∗)
evaluated at each of the three vertices of Λ3 and restricted to the critical cone
gives the quadratic forms defined by the three matrices A1, A2 and A3. Hence,
the optimality condition of Theorem 2 translates precisely to the fact that t1A1+
t2A2 + t3A3 is positive semidefinite for some (t1, t2, t3) ∈ Λ3, which holds as
observed in Examples 1 and 2. In the next session we will give a sufficient
condition for the rank assumption to hold under this setting.
4 Application to a Quadratically-constrained Prob-
lem
It is well known that without the rank assumption, the optimality condition of
Theorem 2 does not hold. Known counter-examples [3, 2, 4] are of the form
Minimize z,
subject to gi(x, z) :=
1
2x
TAix− z ≤ 0, i = 1, . . . ,m,
(4.1)
where Ai ∈ R
n×n, i = 1, . . . ,m, are symmetric matrices and (x∗, z∗) = (0, 0) ∈
R
n × R is a solution. This is a special case of the well known quadratically-
constrained quadratic programming problem, a well-studied difficult non-convex
optimization problem [14, 18, 17]. Note that the linear objective can replace
an objective function f(x) by adding the constraint f(x) − z ≤ 0. Note that
the critical cone C(x∗, z∗) is the subspace Rn×{0}. We will prove that for this
type of problem, in order to fulfill our rank assumption, it is sufficient to assume
that the rank of the Jacobian matrix (that is, the matrix of gradients of active
constraints at the solution) increases at most by one in a neighborhood of the
solution. It is conjectured in [1] that for the general problem (3.1) satisfying
Mangasarian-Fromovitz constraint qualification at the local solution x∗, when
the rank of the Jacobian matrix increases at most by one in a neighborhood of
the solution, the optimality condition (3.4) holds with the cone K equal to the
lineality space of C(x∗). This is known to hold when the rank of the Jacobian
matrix is constant [1], one less than the number of active constraints [5], one less
than the dimension n [6], or when the Jacobian matrix has a smooth singular
value decomposition [6]. We refer the reader to [6] for a discussion about this
conjecture and related results. Our result proves this conjecture for the class
of quadratically-constrained problems (4.1). Note that this is not a particular
case of any known case where the conjecture holds. In particular, [6, Example
3.3] shows a problem of type (4.1) with m = 3 active constraints and n = 3
variables where the singular value decomposition is not smooth, and the rank
of the Jacobian matrix increases from 1 to at most 2 in a neighborhood of
the origin. Our theorem applies to this problem, whereas no other known result
applies to obtain (3.4). To present our result, we start with the following lemma:
Lemma 3. Given a 6= 0 and Ai ∈ R
n×n symmetric matrices, i = 1, . . . ,m,
define vi(x) =
(
Aix
a
)
∈ Rn+1, i = 1, . . . ,m and J(x) ∈ R(n+1)×m given
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column-wise by J(x) = [v1(x) · · · vm(x)]. If the rank of J(x) is at most 2 for all
x ∈ Rn, then the rank of {A1, . . . , Am} is at most 2.
Proof. Take any three distinct indexes {i1, i2, i3} ⊆ {1, . . . ,m} and let A =
Ai1 , B = Ai2 , C = Ai3 . Let us prove that {A,B,C} is linearly dependent.
Since the submatrix of J(x) consisting of columns i1, i2 and i3 has rank at
most 2, we have that for all x ∈ Rn, there is (αx, βx, γx) 6= (0, 0, 0) such that
αxAx+ βxBx+ γxCx = 0 and αx + βx + γx = 0. That is,
∀x ∈ Rn, αx(A− C)x + βx(B − C)x = 0, for some (αx, βx) 6= (0, 0). (4.2)
Let v1, . . . , vn ∈ R
n be an orthonormal basis of eigenvectors of the symmetric
matrix B −C with corresponding eigenvalues λ1, . . . , λn ∈ R. If all eigenvalues
are zero, then B = C and the result follows. Suppose λ1 6= 0 and let us apply
(4.2) with x = v1:
α1(A− C)v1 + β1λ1v1 = 0, for some (α1, β1) 6= (0, 0).
For i = 1, . . . , n let us take the inner product with vi. We have:
α1v
T
1(A− C)v1 + β1λ1 = 0 and α1v
T
i (A− C)v1 = 0, i > 1.
Since (α1, β1) 6= (0, 0) and λ1 6= 0, we have α1 6= 0. That is,
vT1(A− C)v1 = −
β1
α1
λ1 and v
T
i (A− C)v1 = 0, i > 1. (4.3)
Now, for each i = 2, . . . , n, let us repeat the construction for x = v1 + vi.
From (4.2), there is some (αi, βi) 6= (0, 0) such that:
αi(A− C)v1 + αi(A− C)vi + βi(λ1v1 + λivi) = 0.
Taking the inner product with v1 and using (4.3) and the fact that v
T
1(A−C)vi =
vTi (A− C)v1, we have:
−αi
β1
α1
λ1 + βiλ1 = 0,
which implies αi 6= 0 and
βi
αi
= β1
α1
, i > 1. Thus, we conclude that for u1 =
v1, u2 = v1 + v2, . . . , un = v1 + vn it holds
(A− C)ui + δ(B − C)ui = 0, for all i = 1, . . . , n,
where δ = β1
α1
. Since {u1, . . . , un} is a basis of R
n, we have A−C+δ(B−C) = 0,
and the result follows.
Note that Lemma 3 does not hold without the assumption of symmetry of
the matrices. A counter-example is A1 =
(
1 0
0 0
)
, A2 =
(
1 0
0 1
)
and
A3 =
(
1 0
1 0
)
with a = 1. We give next our result for problem (4.1).
Theorem 3. If (x∗, z∗) = (0, 0) is a local minimizer of (4.1) and the rank of
the Jacobian matrix J(x, z) = [∇x,zg1(x, z) · · · ∇x,zgm(x, z)] increases at most
by one in a neighborhood with respect to the rank at (x, z) = (x∗, z∗), then there
exists t ∈ Λm such that
∑m
i=1 tiAi is positive semidefinite.
Proof. We have ∇x,zgi(x, z) =
(
Aix
−1
)
, i = 1, . . . ,m. Hence, Mangasarian-
Fromovitz holds at (x∗, z∗), the critical cone C(x∗, z∗) is the subspace Rn×{0},
and the set of Lagrange multipliers is the simplex Λm. Hence, its vertices are
given by µi = ei, i = 1, . . . ,m where e1, . . . , em is the canonical basis of R
m and
∇2xL(x
∗, z∗, µi) = Ai, i = 1, . . . ,m. Since the rank of J(x
∗) = J(x∗, z∗) is one,
the rank assumption implies that J(x) has rank at most 2 in some neighborhood
of x∗. This implies that J(x) has rank at most 2 for all x ∈ Rn, and the result
follows from Lemma 3 and Theorem 2.
Note that the local minimality of (0, 0) implies that maxi=1,...,m{x
TAix} ≥ 0
for all x in a small neighborhood of the origin, which implies it holds for all
x ∈ Rn, hence the result would also follow from Lemma 3 and Lemma 2.
5 Conclusions
Although no-gap necessary and sufficient second-order optimality conditions of
Fritz-John type are well established in the optimization literature [7], these type
of optimality condition has little relations to second-order global convergence
results of algorithms. Hence the importance of developing weak conditions en-
suring the existence of a Lagrange multiplier with a positive semidefinite La-
grangian Hessian on the critical cone, or a meaningful subset.
We developed a second-order optimality condition of this type where the
Lagrange multiplier set can be larger than a bounded line segment, generalizing
[5]. This was done by an extension of Yuan’s Lemma [23] to a set of linearly
dependent matrices. The results were applied to address a conjecture from [1]
about a second-order optimality condition of this type under non-constant rank
on a class of quadratically-constrained problems.
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