We show that if a set A is computable from every superlow 1random set, then A is strongly jump-traceable. Together with a result from [9] , this theorem shows that the computably enumerable jump-traceable sets are exactly the computably enumerable sets computable from every superlow 1-random set.
Introduction
Subsets of ω have a computational complexity aspect and a randomness aspect. The interaction of these two aspects is in the focus of current research in computability theory. This paper contributes to the study of this interaction. A lowness property of a set states that the set is close to being computable. We characterize an extreme lowness property of computably enumerable sets, called strong jump-traceability, in terms of randomness. We show that a c.e. set is strongly jump-traceable if and only if it is computed by many random oracles, in a sense to be made precise. (Here and below, random means 1-random, i.e., Martin-Löf random. For definitions of the above notions, as well as basic results on algorithmic randomness mentioned below, see [21, 6, 7] .)
First we give some background on the strongly jump-traceable sets. One of the successes of the theory of algorithmic randomness has been the discovery of a natural class of randomness-theoretically weak sets. Disparate notions of lowness, such as being low for K, low for randomness, and being a base for randomness, have been shown to coincide among each other and with the notion of K-triviality, which means being far from random; see [10, 19] . Thus, the class of K-trivial sets is robust. However, all of the known characterisations of this class rely on analytical notions, using measure (as coded by prefix-free Kolmogorov complexity) or randomness. Several researchers have noted that it would be desirable to have also a computability theoretic characterization of the K-trivials, using only discrete concepts.
Traceability of an oracle set could be used in such a characterization. One imposes an effectiveness bound on the functions computable from the oracle, in a way similar to approximability. This would provide another aspect in which K-triviality is a notion of computational weakness.
Among traceability notions, strong jump-traceability, defined by Figueira, Nies, and Stephan [8] , was proposed as a natural candidate for characterizing the Ktrivials (see [16] ). For the definition, recall that a c.e. trace for a partial function ψ is a uniformly c.e. sequence T x of finite sets such that for all x ∈ dom ψ we have ψ(x) ∈ T x ; that an order function is a computable, nondecreasing, and unbounded function h : ω → ω \ {0}; that a c.e. trace T x is bounded by an order function h if for all x, |T x | h(x); and finally, that a set A is strongly jump-traceable if for every order function h, every partial function ψ : ω → ω that is partial computable in A has a c.e. trace that is bounded by h. What matters here is that for each order function, no matter how slowly growing it be, we require the existence of a trace for ψ. In contrast, a set A is jump-traceable [20] if there is a c.e. trace bounded by some order function for every A-partial computable function. The class of jumptraceable sets is much larger. For instance, it contains a perfect subclass, while every strongly jump-traceable set is ∆ 0 2 []. REFERENCE? One direction of this possible computability theoretic characterisation of Ktriviality was proved by Cholak, Downey, and Greenberg [4] for the c.e. sets: every strongly jump-traceable c.e. set is K-trivial. However, in the same paper, the authors refuted the full characterisation by showing that some K-trivial c.e. set that is not strongly jump-traceable. Further work [1] refuted another possible characterisation, in terms of the rate of growth of the order functions that bound traces. So far, the problem of providing a computability theoretic characterisation of the class of K-trivial sets remains open.
In a reverse turn of events, in this paper we will show that the class of strongly jump-traceable c.e. sets, which is defined naturally using purely computabilitytheoretic notions, in fact can be characterised via randomness. We give three characterizations. Each one states that being s.j.t. is equivalent to being below each oracle in a fairly large class of random sets. This gives strong evidence that, despite its seemingly cumbersome definition, the s.j.t. sets form a natural class at the heart of the interplay between computability and randomness.
The decanter and golden run methods were introduced to show that each Ktrivial set is low for K, and hence low for randomness (see [19, 21] ). The result is necessarily non-uniform in that one cannot compute a constant for being low for K from the constant for K-triviality. Interestingly, we use a non-uniform method akin to the golden run method in our proofs that (at least for a c.e. set) being below each random oracle in the appropriate class implies being strongly jump-traceable.
1.1. Lowness paradigms. Recall that a lowness property of a set states that the set is close to being computable. In [21] , two paradigms for lowness properties of a set A were introduced, and in [23] a third one for ∆ 0 2 sets. Paradigm 1: A is not very useful as an oracle. For a formal lowness property of this type, one specifies a sense in which A fails to be useful. Examples are the usual lowness A T ∅ , superlowness A tt ∅ , and lowness for randomness (each random set is already random relative to A). Strong jump-traceability is also introduced via this paradigm. Paradigm 2: A is computed by many oracles. For a formal lowness property of this type, one specifies a sense in which the class S A of oracles computing A is large (even though S A is necessarily a null class for noncomputable A).
For instance, A is called a base for randomness if S A is large enough to contain a set that is random relative to A. In other words, it is not Martin-Löf-null relative to A. As already mentioned, in [10] it is shown that this class coincides with the sets that are low for randomness, thereby giving characterizations of this class via either of the two paradigms.
1.2. Characterizations of the s.j.t. sets. We begin with the easiest characterization. In the following let A be a c.e. set. A set Y is called ω-c.e. if Y wtt ∅ , namely, Y is weak truth-table below the halting problem. Characterization Ia. A is strongly jump-traceable ⇔ A is computable from every ω-c.e. random set.
The direction from left to right was already proved in [9] . See Subsection 1.5 below for details.
We say that Y is superlow if Y wtt ∅ . Each superlow set is ω-c.e. Superlow random sets can be built via the usual (super)low basis theorem. We can strengthen the direction from right to left in (Ia) above: it suffices to assume that the c.e. set be Turing below each superlow random set. Thus we have: Characterization Ib. A is strongly jump-traceable ⇔ A is computable from every superlow random set.
For the third characterization of strong jump-traceability, we impose a condition of complexity on the oracle, as opposed to the previous two characterizations, where we imposed conditions of simplicity. This condition of complexity is superhighness, dual to superlowness: Y is superhigh if ∅ tt Y . See [21, page 257] for background on superhighness. In [13] it is shown that some K-trivial c.e. set is not below all superhigh random sets. Characterization II. A is strongly jump-traceable ⇔ A is computable from every superhigh random set.
The characterisations above describe the class of strongly jump-traceable c.e. sets via Paradigm 2: A is s.j.t. if and only if S A is large enough to contain all random ω-c.e. sets, or again, all random superhigh sets. Note that unlike the case of bases for randomness [10] , we do not need to relativize randomness here. This makes the characterizations of strong jump-traceability via Paradigm 2 more natural than the one of K-triviality.
The hypothesis that A be c.e. is in fact not needed for the implication from right to left in (Ia) and (Ib). It is needed, however, in our proof of that implication in (II).
In (Ib) we cannot replace superlowness by lowness. For the only sets below all random low sets are the computable sets by the low basis theorem with upper cone avoidance (see [21, 1.8.39] ). Likewise, in (II) we cannot replace superhighness by just highness. For the random high sets Ω and Ω ∅ form a minimal pair, so the only sets below all random high sets are the computable sets.
In [9] , it is proved that every c.e., strongly jump-traceable set is computable from every random set which is LR-complete. Since each LR-complete set is superhigh (see [21, 8.4.17] ), the implication from left to right in (II) improves that result. However, [9] also shows that some c.e. set below each LR-complete random set fails to be s.j.t. It is still open whether being below each LR-complete random coincides with K-triviality for c.e. sets. 1.3. Kučera's theorem and its variants. By a classic result of Kučera's [14] , every ∆ 0 2 random set Y Turing bounds some noncomputable c.e. set A. In [10] it is shown that if Y is Turing incomplete then A must be a base for randomness, and hence K-trivial.
In our study of lowness properties of a set A according to Paradigm 2, the guiding question is: to what extent can one strengthen the condition in Kučera's result that A T Y for some Turing incomplete random set Y ? There are two ways:
(a) Replace the single oracle set Y by a null class C and require that A T X for each random X ∈ C. (b) Stay with a single oracle set, but require that it satisfies a randomness property stronger than Martin-Löf-randomness.
In (a) the following notation is useful. For a class C ⊆ 2 ω , let C 3 denote the collection of c.e. sets that are computable from all random sets in C. This operator was implicitly introduced in unpublished work of Hirschfeldt and Miller. They showed that C 3 contains a promptly simple set for each null Σ 0 3 class C (see [21, 5.3.15] ). Since {Y } is a Π 0 2 class for each ∆ 0 2 set Y , this strengthens Kučera's result. For more background on the diamond operator see [21, Section 8.5] or [9] .
The characterizations above can be written as the equalities
where SJT is the collection of c.e., strongly jump-traceable sets. Each class of the form C 3 induces an ideal in the c.e. Turing degrees. Hence any of the equalities with SJT above implies the result from [4] that the strongly jump-traceable sets are closed under join.
In order to carry out (b), one uses Demuth randomness, a notion stronger than Martin-Löf-randomness that is still compatible with being ∆ 0 2 . Demuth tests generalize Martin-Löf tests (G m ) m∈ω in that one can change the m-th component (a Σ 0 1 set of measure at most 2 −m ) for a computably bounded number of times. Z fails a Demuth test if Z is in infinitely many final versions of the G m . For the formal definition see [21, Section 3.6] . We give more detail on (b) shortly in Subsection 1.5.
1.4.
A third lowness paradigm for ∆ 0 2 sets. The Limit Lemma says that a set A is ∆ 0 2 if and only if A(x) = lim A s (x) for some computable approximation A s (i.e., a computable sequence of strong indices for finite sets). The idea of the third paradigm is that for some computable approximation the total of changes is small. To measure this total, one introduces cost functions. We give a brief summary of the definitions in [21, Section 5.3] . See there or [9, 22] for background.
Given a computable approximation (A s ) s∈ω and a cost function c, the total cost of A-changes is
We say that a ∆ 0 2 set A obeys c if A has a computable approximation such that this quantity is finite. The intuitive meaning is that the total amount of changes (as measured via c) is small.
A cost function c satisfies the limit condition if lim x sup s c(x, s) = 0. The basic existence result is that each cost function with the limit condition is obeyed by some promptly simple set. All our cost functions will be monotonic:
c(x, s + 1) for each x, s. An example of a monotonic cost function with the limit condition is c K (x, s) = s i=x+1 2 −Ks(i) . Nies [19] characterizes the K-trivial sets via Paradigm 3: for each ∆ 0
Greenberg and Nies [9] provided a similar characterization for the c.e. strongly jump-traceable sets. They introduced the following. They proved that for each c.e. set A, A is s.j.t. ⇔ A |= c for each benign cost function c.
Ng [18] showed that the index set of SJT is Π 0 4 complete. On the other hand, for any ∆ 0 2 set Y the index set {e | W e T Y } is Σ 0 4 . Hence, the equation SJT = (ω-c.e.) 3 cannot be forced by a single ω-c.e. random set. In other words, there is no ω-c.e. random set X such that the c.e. sets that are computable from X are exactly the strongly jump-traceable c.e. sets. In fact there is no collection of finitely many ω-c.e. random sets that does the trick. An alternative proof of this was given by [9] : any ω-c.e. random set Y computes some K-trivial c.e. set that is not strongly jump-traceable. For, while no single benign cost function characterises strong jump-traceability, a single benign cost function can force computability from Y (see below). In fact, even a collection of uniformly ω-c.e. random sets compute a K-trivial that is not s.j.t.
1.5.
Equivalence of the second and third lowness paradigms for ∆ 0 2 sets. As our last main result we show that a particular specification of the second lowness paradigm, being below a sufficiently random set as indicated in (b) above, is in a sense equivalent to the third paradigm.
One direction was already obtained by Greenberg and Nies [9] . They defined for each computable approximation of a ∆ 0 2 set Y a cost function c Y with the limit condition such that A |= c Y implies A T Y whenever A is a ∆ 0 2 set and Y is a random ∆ 0 2 set. To do so, they expressed Kučera's argument in the language of cost functions. Thus, an appropriate cost function forces being below a given random ∆ 0 2 set. (If Y is ω-c.e. then c Y is benign. So, by their characterization of the strongly jump-traceable sets via benign cost functions, each strongly jumptraceable c.e. set is below each ω-c.e. random set, which is the direction from left to right in Characterization Ia.)
Our last result, Theorem 5.6, provides a converse for c.e. sets A: for each monotonic cost function c with the limit condition, there is random ∆ 0 2 set Y such that A T Y implies A |= c. In the proof, we gauge how well-behaved c is by associating to it a computable well-order R (of type at most ω 2 ). The degree of randomness we need is given by a further strengthening of Demuth randomness: the m-th component of a test can be changed while "counting down" along the canonical well-order R × ω. If Y is Demuth random at that level then A T Y implies A |= c.
1.6. Extending some of the implications to Π 0 1 classes. The proof of the implication from right to left in Characterization Ib does not make special use of randomness. We actually prove the following: Theorem 1.3. Let P be a nonempty Π 0 1 class, and suppose that A is a jumptraceable set computable from every superlow member of P. Then A is strongly jump-traceable.
The Characterization Ib, even without the hypothesis that A be c.e., follows from Theorem 1.3 by applying the latter to any Π 0 1 class P that contains only random sets. For suppose that A is computable in every superlow random set. Let X and Y be two halves of a superlow random set (i.e., let X ⊕ Y be random). Then both X and Y are random and superlow (so A T X, Y ), but also, Y is X-random. Hence, Y is A-random, so A is a base for randomness. As mentioned above, this fact implies that A is K-trivial. Every K-trivial set is jump-traceable [19] , so Theorem 1.3 can be invoked. Remark 1.5. For the reverse problem -characterising the class of sets which are reducible to superlow, PA complete, or random, sets -there is a difference between PA completeness and randomness. Indeed, every superlow set is computable from some superlow, PA complete set: there is a Π 0 1 class P which contains only P Acomplete sets (say the class of 2-valued, diagonally non-computable functions). By the relativised superlow basis theorem [21, 1.8.41 ], if A is superlow, then there is some Z ∈ P such that (A ⊕ Z) tt A . Now the class of PA-complete sets is upward closed in the Turing degrees, hence A ⊕ Z is PA-complete, is superlow, and computes A. So in short, the class of sets which are computable from PA-complete, superlow sets, is exactly the class of superlow sets.
This fails if we replace PA-completeness by randomness. Indeed, if A is a set which is computable in some superlow (indeed, incomplete) random set, then A is K-trivial [10] ; not every superlow set is K-trivial. The problem of whether all K-trivial sets are computable from some incomplete random set is still open, and seems hard.
For many Π 0 1 classes P, any set computable in all superlow members of P must in fact be computable. For instance, it is not hard to show that there is a Π 0 1 class P without computable members such that any distinct Y, Z ∈ P form a minimal pair. On the other hand, there are Π 0 1 classes P, containing not only random sets or PA complete sets, such that the class of sets which are computable in all superlow elements of P is exactly the class of strongly jump-traceable c.e. sets SJT. Consider, for example, the notion of complex sets of [12] . A set Z is complex iff there is some order function h such that for all n, C(Z n ) h(n) (here C denotes plain Kolmogorov complexity). It was shown in [12] that a set is complex if and only if there is some diagonally non-computable function f which is weak-truthtable reducible to A. In [22] , techniques of [9] are elaborated in order to show that every c.e., strongly jump-traceable set is computable in any ω-c.e. complex set. Hence if h is a sufficiently slow-growing order function, then the class P h of sets Z such that for all n, C(Z n ) h(n) is a nonempty Π 0 1 class as desired. 1.7. Notation. Given an index for a Π 0 1 class P, we have an effective approximation P = t P t where P t is a clopen set. Namely, if T is an effectively given computable tree such that P is the set of paths through T , we let P s = {[σ] : |σ| = s}.
Restrained approximations
This section prepares for the proof of Theorem 1.3. First, we review the lowness properties in this theorem.
The somewhat nonstandard formulation of this definition draws attention to the fact that these notions do not depend on the particular choice of a universal Turing functional. The same holds for the following. [20] if there is some order function h such that every function that is partial computable in A has a c.e. trace bounded by h.
Because of the existence of universal A-partial computable functions, it is equivalent to require that every A-partial computable function has a c.e. trace bounded by some order function.
Nies [20] showed that jump-traceability and superlowness coincide on the c.e. sets, but do not imply each other on the ω-c.e. sets. (For one direction, by the superlow basis theorem, there are superlow random sets. Random sets cannot be jump-traceable, or even c.e. traceable, for instance because c.e. traceable sets have effective packing dimension zero [2] .)
Recall that the superlow basis theorem states that every nonempty Π 0 1 class has a superlow member. By this theorem, if A satisfies the hypothesis of Theorem 1.3 (relative to some P), then it is superlow. By the coincidence result in [20] , if A is a c.e. set computable from every superlow member of a nonempty Π 0 1 class, then A is strongly jump-traceable.
Next, we remark on the extra condition of Theorem 1.3, that A be jumptraceable. The actual property we use in the proof of Theorem 1.3 is (2) of Theorem 2.3 below. We first need to consider the functionals we will be using.
We define a pc functional to be a partial computable function Γ : 2 <ω × ω → ω, such that for all x < ω, the domain of Γ(−, x) is an antichain of 2 <ω (in other words, that domain is prefix-free). The idea is that the functional is the collection of minimal oracle computations of an oracle Turing machine. For any A ∈ 2 ω and x < ω, we let Γ A (x) = y if there is some initial segment τ of A such that Γ(τ, x) = y. Then Γ A is an A-partial computable function, and every A-partial computable function is of the form Γ A for some pc functional Γ. We write Γ
If A s is a computable approximation for a ∆ 0 2 set A, and Γ s is an effective enumeration of (the graph of) a partial computable functional, then we let Γ A [s] = Γ As s . Note that Γ s is a finite set, and so dom Γ A [s] is computable, rather than just c.e. By convention, if Γ s (τ, x) = y then |τ |, x, y < s. Instead of Γ s (τ, x) = y we also write Γ τ s (x) = y or Γ τ (x)[s] = y. Recall that a set C is ω-c.e. if it has some computable approximation C s such that the associated mind-change function λn.#{s : C s+1 (n) = C s (n)} is bounded by some computable function. Equivalently, C tt ∅ (see [21, 1.4.4] ).
Definition 2.2. Let A s be a computable approximation of a ∆ 0 2 set A, and let Γ s be an enumeration of a pc functional. We say that A s , Γ s is a restrained A-approximation of an A-partial computable function θ if Γ A = θ, and there is some computable function g such that for all n, g(n) bounds the number of stages s such that
Theorem 2.3. The following are equivalent for a set A ∈ 2 ω :
(1) A is both superlow and jump-traceable.
(2) Every A-partial computable function has a restrained A-approximation.
Let θ be A-partial computable. Let A s , Γ s be a restrained A-approximation for θ, witnessed by a computable function g. Let
Then |T x | g(x) + 1 for every x, and θ(x) = Γ A (x) ∈ T x for all x ∈ dom θ.
Hence every A-partial computable function has a c.e. trace bounded by some computable function. By the remark after Definition 2.1, this fact is sufficient to show that A is jump-traceable.
We now turn to the proof of the converse implication (1) ⇒ (2). In [5] , Cole and Simpson define, for every set X ∈ 2 ω , the class of functions BLR(X) (the X-bounded limit recursive functions): these are the functions that have an Xcomputable approximation f s whose associated mind-change function is bounded by a computable function. Hence BLR(∅) is the class of ω-c.e. functions.
Cole and Simpson [5, Cor. 6.15] showed that each function in BLR(X) is ω-c.e. if and only if X is both jump-traceable and superlow.
Let now A be a superlow, jump-traceable set, and let θ be an A-partial computable function. Let Γ be a Turing functional such that 
and let σ s = y xs f s (y). Then lim s x s = ∞ and for each n, for almost all s we have A n ⊆ σ s . Let A s (y) = σ s (y) for y < |σ s | and A s (y) = 0 otherwise. Then A s is a computable approximation of A.
Let ( Γ s ) be some computable enumeration of the Turing functional Γ. Let
Then Γ s is a computable enumeration of a Turing functional Γ ⊆ Γ such that
So the number of times this can happen is bounded by y x g(y).
SJT coincides with Superlow 3
In this section we prove Theorem 1.3. As explained above, together with [9] this provides the Characterization Ib (and hence also Ia) of the strongly jump-traceable c.e. sets.
We assume that A is jump-traceable, and A is computable from every superlow member of a nonempty Π 0 1 class P. In particular, A itself is superlow, whence every A-partial computable function has a restrained A-approximation by Theorem 2.3. We will show that for every order function h, every A-partial computable function has a c.e. trace bounded by λx.2 h(x) . This suffices for the strong jump-traceability of A since h can be an arbitrary order function. For the rest of this section, fix an order function h, and fix an A-partial computable function θ. Let A s , Γ s be a restrained A-approximation for θ. Let g be the computable function as in Definition 2.2.
3.1. Golden pairs. The main concept instrumental in constructing a c.e. trace for θ is that of a golden pair. Intuitively, a golden pair arises from a failed attempt to build a superlow set A and a set Z ∈ P such that A T Z. To build Z we want to use the method of the (super)low basis theorem [11] . Given a nonempty Π 0 1 class Q, we set Q 0 = Q and construct a sequence Q 0 , Q 1 , . . . recursively by letting
Then n Q n is a singleton {Z} which consists of a superlow element of Q. The reason that Z is superlow, and not merely low, is that we can computably approximate the sequence of Q n 's, going through at most 2 n versions of Q n . Let Φ e be an effective enumeration of all Turing functionals. For each e we also want to achieve that A = Φ e (Z). We think of working on Φ e at level e of the construction.
As before, Z is in the intersection of an appropriate sequence of Π 0 1 classes. We intersperse classes for the superlowness of Z with classes of the form {X : Φ e (X) ⊇ τ } for some τ ⊂ A. For some e, Z can not be a member of such a class. At that level e we will build the trace for θ.
For each x we have a strategy S e x . Once Γ A (x) converges with use u, S e x either wants to ensure as above that A = Φ e (Z), where τ = A u , or trace Γ A (x). The strategy S e x works in the environment of the Π 0 1 class Q h(x) related to the proof of the superlow basis theorem as defined above The version of Q h(x) can change at most 2 h(x) times, which leads to the required trace bound. As long as the Π 0
has succeeded by showing A = Φ e (Z), so we try the next level e + 1, starting a new superlow basis construction within that Π 0 1 class. If at all levels some S j x succeeds in showing that A = Φ j (Z), we have built a superlow set Z ∈ P such that A T Z, contrary to the hypothesis on A. Some detail will be needed when we show that Z is actually superlow, even though the superlowness strategies are distributed over all the levels. This could cause a problem because when, in the setting above where S e x based on a computation Γ A (x) with use u has called level e + 1 and now A u changes, we have to cancel the previous actions at level e + 1. This affects our approximation of Z . We use here that A s , Γ s is a restrained approximation to compute a bound on how often such a cancellation can occur.
We conclude that, at some level e, for each strategy S e x the associated Π 0 1 class becomes empty, whence S e x succeeds via tracing. The following definition captures the relevant properties of the pair Q, Φ e , where Q is the final Π 0 1 class at this level e. 
The proof that θ has a c.e. trace bounded by h, under the hypotheses on A and P, is split into two separate propositions. The first verifies that golden pairs indeed yield traces. The second proposition asserts the existence of a golden pair. Proposition 3.3. If A is computable from every superlow member of P, then there is a Π 0 1 class Q ⊆ P and a functional Φ such that Q, Φ is a golden pair for Γ and h.
Proof of Proposition 3.2. Recall the effective approximation P = t P t of a Π 0 1 class P, where P t is a clopen set.
Let Q, Φ be a golden pair for Γ and h. We let the Π 0 1 class Q n [s] be the stage s approximation for Q n . It is defined inductively like Q n , but assessed with the information present at stage s.
As mentioned above, for every n, there are at most 2 n many Π 0 1 classes that are ever chosen to be Q n [s]. We enumerate a number y into a set V x at stage s if at that stage we discover that there is a binary sequence τ , where Γ τ (x)↓= y [s], such that for every X ∈ Finally, for almost all x in dom θ, then the fact that Q, Φ is golden implies that for large enough s, we can see that for every
3.2.
A golden pair exists. The heart of the proof of Theorem 1.3 is the proof of Proposition 3.3: that under the assumptions on A and P, a golden pair exists for A and h. As already mentioned in the introduction, the mechanism is a nonuniform argument in the spirit of the golden run method from [19] , except that the current procedure calling structure now has unbounded depth.
The argument was sketched already in our discussion leading to the definition 3.1 of golden pairs. For every e, a procedure R e , provided with input some Π 0 1 subclass P e of P, attempts to show that P e , Φ e is a golden pair for A and h. For each x < ω, if Γ A (x)↓ with use u, then a subprocedure S e x wants to either give permanent control to the next level e + 1, or show that the golden pair condition holds at x for Q = P e : for all X ∈ P e h(x) we have Φ e (X) ⊇ A u . The procedures, and the construction. A typical procedure calling structure at any stage of the construction is
The instructions for our procedures are surprisingly simple.
Procedure R e . It runs with input P e and parameter n. If it has control at stage s, and there is some x such that h(x) > n and Γ A (x)↓ [s] with use u < s, then for the least such x, the subprocedure S e x is called with the string τ = A s u . We ignore x if a previous S e x run with the same τ has already returned, and not been cancelled after, as defined below. Procedure S e x . A run of this procedure is provided with a string τ -an initial segment of the current state of A -such that Γ τ (x)↓. It then acts as follows.
(a) Start a run of R e+1 , with the input
and parameter h(x). (Recall here the notation Q n for a Π 0 1 class Q, introduced before Definition 3.1.)
As long as we do not see that for every X ∈ P e h(x) , we have Φ(X) ⊇ τ , that is, as long as P e+1 appears to be nonempty (and so S e x is not yet met), we halt all activity for R e and let the run of R e+1 take its course. (b) Once we see that P e+1 is empty, we cancel the run of R e+1 (and any of its subprocedures), and return control to R e . A run of S e x , with an associated string τ , believes that τ ⊆ A and that the current guess for P e h(x) is correct. So if, at any stage t after the inception of the run of S e x , we see that τ A t , or that P e h(x) [t] has changed, the run of S e x (and the run of R e+1 it called) is cancelled.
The entire construction is started by calling R 0 with input P 0 = P and parameter 0.
Verification. We show that there is an e such that P e , Φ e is a golden pair for Γ, h (for some stable version of P e ). A golden run is a run of an R e that is never cancelled such that every subprocedure S e x that is called by that run eventually returns or is cancelled. Claim 3.4. If there is a golden run of R e with input Q, then Q, Φ e is a golden pair.
Proof. Suppose the golden run of R e is called with parameter n. Note that its input is the final version of P e . Since h is an order function, for almost all x we have h(x) > n. If Γ A (x)↓ and h(x) > n, then there will be a final call of S e x that is never cancelled. For, choose a stage t sufficiently large that inductively (and using that we have a restrained approximation if A), for each y < x no more runs S e y are called, and the final run for S e y has returned if there is one. Further suppose that P e h(x) is stable by t, and so is τ ⊂ A t , where τ makes the computation Γ A (x) converge. Any run of S e y , y > x, that may block the inception of run S e x at t will eventually return or be cancelled by our hypothesis that the run of R e is golden. So eventually we start a run of S e x that is not cancelled. Since this final run of S e x returns, the Π 0 1 class defined in (2) becomes empty. So the golden pair condition for x holds of P e , Φ e . This proves the claim.
It remains to show that there is a golden run of some R e . We first need to do some counting, to establish a computable bound N (x) on the number of times a procedure S e x for arbitrary e is called. We then argue as follows. Suppose there is no golden run, so every run of every R e is either eventually cancelled, or it calls some run of S e x that is never cancelled but never returns. By induction on e we can see that for every e, there is a run of R e that is never cancelled, with a final version of P e . The sequence of Π 0 1 classes P 0 , P 1 , . . . is nested, and so its intersection e P e is nonempty. Let Z ∈ e P e . We will show that we can use approximations to the trees P e to approximate Z , and that we can use our computable bounds on the number of times procedures can be called to ensure that this approximation is an ω-c.e. approximation to Z , whence Z is superlow. By our hypothesis on A, there will be some e such that Φ e (Z) = A. Consider the run of S e x that is never cancelled nor returns, which defines the last version of P e+1 . It defines
where τ ⊂ A (since S e x is never cancelled). But this definition contradicts the fact that Z ∈ P e+1 .
We now give the details of the preceding argument. Recall that g(x) is the computable function from Definition 2.2 bounding how often a computation Γ A (x) can be destroyed. Proof. Suppose that at stage s a run of S e x is cancelled while the run of R e that called it is not cancelled. Let P e be the input of this run of R e , and let τ be the input of S e x . One of the following possibilities holds:
The first possibility occurs fewer than 2 h(x) times. The second, by the fact that A s , Γ s is a restrained approximation for θ, occurs for at most g(x) many times. Claim 3.6. Given x, there is a computable bound N (x) on the number of times a procedure S e x is called for any e.
Proof. We calculate by recursion on e and x a bound M (e, x) on the number of times any run of R e calls a run of S e x . We use Claim 3.5. Since there is only one run of R 0 , we can let M (0, x) = g(x) + 2 h(x) . For e > 0 we let M (e, x) be the product of g(x) + 2 h(x) with a bound on the number of runs of R e that are called by some Now suppose for a contradiction that there is no golden run. So every run of every R e is either eventually cancelled, or it calls some run of S e x that is never cancelled but never returns. As mentioned above, by induction on e we can see that for every e, there is a run of R e that is never cancelled, with a final version of P e .
The sequence of Π 0 1 classes P 0 , P 1 , . . . is nested, and so its intersection e P e is nonempty. Let Z ∈ e P e . Claim 3.7. Z is superlow.
Proof. Let n > 0, and let e be the least number such that the permanent run of R e is started with a parameter greater than n. As mentioned during the proof of Claim 3.6, the parameter of any run of R e is at least e, so such an e exists.
Whether n ∈ Z depends only on P e−1 n+1 . So we can approximate an answer to the question of whether n ∈ Z by tracking, at a stage s, the definition of P d n+1 at that stage, where d is the greatest number such that the current (at stage s) run of R d was started with a parameter h(x) n.
The current version of P d n+1 can change because we call S e x for some h(x) n. Otherwise it can change due to the approximation feature from the proof of the superlow basis theorem (see the proof of 3.2). Thus the number of changes is bounded by
which is a computable bound. Thus the above procedure gives an ω-c.e. approximation for Z .
By the assumption on A, we have A T Z. Hence there is some e such that Φ e (Z) = A. Consider the run of S e x that is never cancelled nor returns, which defines the last version of P e+1 . It defines
where τ ⊂ A. As already explained above, this definition contradicts the fact that Z ∈ P e+1 . This completes the proof of Proposition 3.3 and so of Theorem 1.3.
Remark 3.8. To show that A is strongly jump-traceable, it is sufficient to show that for every order function h, a universal A-partial computable function θ has a c.e. trace bounded by h. The reader may wonder why we bother with every A-partial computable function, rather than just a universal one. Let J be a pc functional such that for all sets X, J X is a universal X-partial computable function. The reason is that even though θ = J A is universal, the restrained A-approximation for θ gives a partial computable functional Γ such that Γ A = θ, but for other sets X it will not be the case that Γ X is universal for X-partial computable functions. In the proof, it is the approximation Γ A [s] that we use, not J A [s], so we might as well work with a general, rather than universal, function.
SJT coincides with Superhigh 3
In this section provide the Characterization II of the strongly jump-traceable c.e. sets. The implication from left to right follows from Theorem 4.2 below. The converse implication follows from Theorem 4.4 below. Each of these two results is somewhat stronger than needed for Theorem 4.1.
In the first result, the class of superhigh sets is replaced by a larger null Σ 0 3 class H introduced by Simpson which is related to PA-completeness. We actually show that each strongly jump-traceable c.e. set is in H 3 .
In the second result, we replace the class of superhigh sets by the class
for some fixed G. This class is a subclass of the superhigh sets if ∅ T G. No matter what G is, we show that in fact each (c.e.) set in C 3 is strongly jumptraceable.
We let λ denote the usual product measure on Cantor space 2 ω . Cost functions were defined in 1.1.
4.1.
Each strongly jump-traceable c.e. set is in Superhigh 3 . To define H, recall that a function f is diagonally non-computable (d.n.c.) relative to ∅ if for all x ∈ dom J ∅ , f (x) = J ∅ (x). (Here J is a partial computable functional such that for any set X, J X is a universal X-partial computable function. )
Let P be the Π 0 1 (∅ ) class of {0, 1}-valued functions that are d.n.c. relative to ∅ . By a result of Jockusch (see [21, Ex. 5.1.15]) relativized to ∅ , the class
is null. Then, since the class GL 1 = {Z : Z ≡ T Z ⊕ ∅ } is conull, the following class is also null: Proof. For each truth-table reduction ∆ we will define a benign cost function c such that for each ∆ 0 2 set A, and each random set Z, ∆(Z ) is {0, 1}-valued d.n.c. relative to ∅ and A obeys c ⇒ A T Z.
Thereafter, we will apply the result of [9] that a strongly jump-traceable c.e. set A obeys each benign cost function.
We first explain in intuitive terms how to obtain the cost function c. Given ∆, to show A T Z for sets A, Z as above, we think of implicitly building a functional for A T Z. To do so we enumerate a Solovay test G, that is, an effective collection of clopen sets such that the sum of their measures is finite. Recall that Z passes such a test if Z is out of almost all clopen sets in G. When A(x) changes we want to put into G the clopen set C of oracles X that may be a possible Z, but compute the previous value of A(x) (and therefore must not be Z). As the random set Z passes the Solovay test G, in this way we can "correct" the functional we are building implicitly. Here we view an oracle X as a possible Z if ∆(X ) appears to be {0, 1}-valued d.n.c. relative to ∅ for a certain collection of arguments.
To ensure G is indeed a Solovay test, we define a function α T ∅ . We define α by giving a computable approximation α s (x) for each x < s. We change this approximation in order to make it difficult for X to be a possible Z. We are given a partial computable function p, and (via the Recursion Theorem) think of p as a reduction function for α relative to ∅ . That is, p is total, increasing, and α(x) J ∅ (p(x)) for each x. Thus we have ∆(Z , p(x)) = 1 − α(x). The cost function c is defined by looking at changes of this approximation. If A obeys c this will keep the measures of clopen sets C put into G small, and thereby ensure that G is a Solovay test.
To give the details, let (I e ) be the sequence of consecutive intervals of ω of length e + 1. Thus min I e = e(e + 1)/2. At stage s of the construction suppose x < s and x ∈ I e . If p(y) is undefined at stage s for some y ∈ I e , let α s (x) = 0. Otherwise, first let C e,s be the clopen set of oracles Z such that ∆(Z ) agreed with 1 − α on I e at some stage t after the last change of α Ie . That is, let
where v s is greatest such that v = 0 or α v I e = α Proof. To prove the claim, and later even obtain a computable bound on the number of changes, we rely on a measure theoretic fact first used in a related context (see [21, 1.9.15] ). Suppose n ∈ ω and we are given measurable classes B i for 1 i N , and λB i 2 −e where e ∈ ω. If k ∈ ω is such that N > 2 e k, then there is a set F ⊆ {1, . . . , N } such that |F | = k + 1 and i∈F B i = ∅.
Suppose now that v 1 < . . . < v N are consecutive stages at which α I e changes. Thus p I e is defined from v 1 on. Note that for each i < n, λC e increases by at least 2 −e from stage v i to v i+1 . Therefore λB i 2 −e for each i N , where
and k = use ∆(max p(I e )). Note that the intersection of any k + 1 of the B i is empty. Thus N 2 e k by the measure theoretic fact.
Since α T ∅ , by the Recursion Theorem, we can now assume that p is a reduction function for α relative to ∅ . Then in fact we have a computable bound g on the number of changes of α I e given by g(e) = 2 e use ∆(max p(I e )).
We To show that c is benign, suppose that 0 = v 0 < v 1 < . . . < v n and c(v i , v i+1 ) 2 −e for each i < n. Then α s I e = α s−1 I e for some s such that v i < s v i+1 . Hence n g(e).
To complete the proof, let A be a c.e. set that is strongly jump-traceable. By [9] , there is a computable enumeration A s s∈ω of A that obeys c.
The rest of the argument actually works for a computable approximation A s s∈ω of a ∆ 0 2 set A. We build a Solovay test G as follows: when A t−1 (x) = A t (x), we put C e,t defined in (4) into G where e is largest such that α I e has been stable from x to t. Then 2 −e c(x, t). Since λC e,t 2 −e+1 2c(x, t) and the computable approximation of A obeys c, G is indeed a Solovay test.
Choose s 0 such that σ ⊆ Z for each [σ] enumerated into G after stage s 0 . To show A T Z, given an input y s 0 , using Z as an oracle, compute s > y such that α s (x) = ∆(Z s ; x) for each x < y. Then A s (y) = A(y). For, assume that A u (y) = A u−1 (y) for u > s, and let e y be largest such that α I e has been stable from y to u. Then by stage s > y the set Z is in C e,s ⊆ C e,t , so we put Z into G at stage u, contradiction.
4.2.
Each (c.e.) set in Superhigh 3 is strongly jump-traceable.
The following for G = ∅ shows that each set in Superhigh 3 is s.j.t., which completes the proof of Characterization II. Proof. Let S be a nonempty Π 0 1 class which contains only random sets (and hence has positive measure); for example, let S be the class of measure 1/2 consisting of sets X such that for all n, K(X n ) n − 1.
We plan to adapt the Definition 3.1 of golden pairs to the present setting. A golden pair now arises from a failed attempt to build a set Z ∈ S such that G tt Z and A T Z. To ensure that G tt Z we use a variant of Kučera coding into members of S. We define, for each string γ, a coding string z γ such that [z γ ] ∩ S = ∅. We have a computable approximation z γ,s of z γ where the number of changes is computably bounded in γ. If we let Z = γ⊂G z γ then Z ∈ S. Further, G tt Z because G(x) = lim G s (x) for some approximation of G that is computable in Z and has a computably bounded number of changes (see [21, 1.4.4] ).
The basic argument for A T Z is as in the proof of Proposition 3.3. To each functional Φ e we associate a level e. Once Γ A (x) converges with use u, a procedure S e x attempts to put Z into the Π 0 1 class {X : Φ e (X) τ }.
A main difference to the proof of Theorem 1.3 is that we now have a tree of runs of procedures at any given stage. Thus, while before we had at most one procedure of each type per level e, now many of them run in parallel. When a procedure R e is called, an initial segment η ⊆ G has been coded into Z already. So we now have versions R e,η for various strings η. A subprocedure S e x has to live with the coding into Z of a further string of length h(x). Thus, we have versions S e,ηα x for each α of length h(x). During the construction this leads to some extra cancellations, as we need to be able to replace a run S e,ηβ y by S e,ηα x for α ⊂ β. In the definition of golden pairs we will fix a η and only refer to runs S e,ηα x where ηα ⊆ G. For the formal definition of golden pairs we first need to review in more detail Kučera's coding into a member of an arbitrary Π 0 1 class P of positive measure. For a string x let λ(P|x) = 2 |x| λ(P ∩ [x]). Lemma 4.5 (Kučera; also see [21] , 3.3.1). Suppose that P is a Π 0 1 class, x is a string, and λ(P|x) 2 −l where l ∈ ω. Then there are at least two strings w ⊃ x of length |x| + l + 1 such that λ(P|w) > 2 −l−1 .
We let w 0 denote the leftmost, and w 1 the rightmost such string.
Below, we build an effective family of Π 0 1 classes (P (v) ) v∈V of subclasses of S, where V is c.e. (That is, we build a partial computable function ψ with domain V such that ψ(v) is an index for the Π 0 1 class P (v) for v ∈ V .) The rest of the proof always refers to this family.
We can provide a lower bound on the measure of any nonempty P (v) , uniformly in v. This technique is due to Kučera. v∈V , we may assume we are given a nondecreasing computable function q such that, for each v ∈ V ,
Proof of Lemma 4.6. Using the Kraft-Chaitin Theorem, there is a coding constant c 0 such that λP (v) 2 −K(v)−c0 → P (v) = ∅ (see [21, Ex. 3.3.3 and its solution]). Fix d ∈ ω such that K(v) 2 log v + d. Let q(v) = 2 log v + c 0 + d. By the Recursion Theorem we may assume that we know c 0 in advance of the construction of P (v) v∈V .
In the following we code a string α into a string y α on a nonempty Π 0 1 class P (v) . Definition 4.7. Given P = P (v) , for P = ∅ we define a string y α = kuc(P, α) as follows. Let r = q(v). Let y ∅ be the leftmost string y of length r such that λ(P | y) 2 −r . If x = y α has been defined, let l = r + |α|, and let y αbb = w b for b ∈ {0, 1}, where the strings w 0 , w 1 are defined as in Lemma 4.5.
Note that λ(P | y α ) 2 −r−|α| for each α. Further, |y α | r + |α|(|α| + r + 1).
Recall the approximation P = t P t where P t is a clopen set obtained effectively in t. Thus at stage s we have the string y α,s = kuc(P s , α), based on the same value r = q(v), approximates y α . While y α,s is stable, the string w b in the recursive definition above changes at most 2 l times. Then, inductively, y α,s can change at most L(|α|, r) times, where L(n, r) = 2 r 2 n(n+r+1) .
As before, fix an order function h, and an A-partial computable function θ. To obtain a restrained A-approximation A s , Γ s for θ, we show that A is superlow and hence jump-traceable (being c.e.), and then apply Theorem 2.3.
Recall that G is a fixed subset of ω. First we show that there is a random set Z T ∅ such that G tt Z . We may assume that G T ∅ .
Kučera and Simpson (see [?, Thm. 5.1]) extended a pseudo jump-inversion theorem of [21, 6.3.14] . Consider c.e.a. operator W (namely, W (Z) > T Z for each Z). They showed that for each G T ∅ there is a random set Z such that
is obtained through the usual cost function construction of a K-trivial c.e. set relative to Z.
Now, Since A T Z and A is c.e., A is a base for ML-randomness by [10] (also see [21, 5.1.18] ). Such a set is low for K and hence superlow. (This is the only place where we need the hypothesis that A is c.e.)
The method of the superlow basis theorem in the proof of Theorem 1.3 is replaced by Kučera coding into Z . This is why we replace the classes Q e there by classes of the type Q ∩ [kuc(Q, α)]. Proof. Let Q and Φ be such a golden pair. At stage s we enumerate a number y into V x if there is a string α of length h(x) such that at that stage we discover that there is a binary sequence τ , where Γ τ (x)↓= y [s], such that Φ(X) extends τ for every X ∈ Q s ∩ [kuc(Q s , α)].
To show the bound on |V x |, let n = h(x). Then for |α| = n, the string kuc(Q, α) changes at most L(n, r) times. Taking the union over all α of length n, we obtain |V x | 2 n L(n, r). Clearly 2 n L(n, r) 2 n 3 for almost all n.
To show tracing, if x ∈ dom θ, let α be of length h(x) such that ηα ⊆ G. Let t x be so large that kuc(Q, α) = kuc(Q tx , α). Since Q, Φ is golden, for almost all x, for large enough s t x , we can see that for every X ∈ Q ∩ kuc(Q, α) we have Φ(X) ⊇ τ = A u , where u is the use of Γ A (x). Thus θ(x) ∈ V x for almost all x in the domain of θ. Mending the sequence on finitely many inputs yields a trace as required.
Proposition 4.10. Suppose that A is computable from every member Z of P such that G tt Z . Then there is a Π 0 1 class Q ⊆ P and a Turing functional Φ such that Q, Φ is a golden pair for Γ, h and G.
The procedures, and the construction. The procedure calling structure is now
At each stage, for each level e and each string η such that R e,η is running, the strings α such that some S ηα x is running and has not returned form a prefix-free set.
Procedure R e,η . It runs with input P e,η , a Π 0 1 class of the form P (v) for some v, and a parameter n. For each string α of length greater than n, see whether there is an x such that -no procedure S e,ηβ y is running for any y < x and β ⊆ α;
x run with the same τ has already returned and not yet been cancelled as defined below; -α is minimal such under the prefix relation. If so we choose the least such x for α, and call the subprocedure S e,ηα x with the string τ . We cancel any run S e,ην y where y > x and α ⊆ ν. This concludes the instructions for R e,η .
For P = P (v) and a string α let P α = P ∩ [kuc(P, α)].
We also let P s α = P s ∩ [kuc(P s , α)] at stage s.
Procedure S e,ηα
x . It is provided with a string τ such that Γ τ (x)↓, and acts as follows. (a) Start a run of R e+1,γ , γ = ηα, with the input
and parameter h(x). If this is the i-th run of a procedure of this type S e,ηα
x (i 1), enumerate v = e, x, i into V and let P (v) = P e+1,γ . (b) If at some stage P e+1,γ becomes empty, we cancel the run of R e+1,γ and return. If, at any stage t after the inception of the run of S e,ηα x , we see that τ A t , or that the class P e,η α has changed, the run of S e,ηα x is cancelled. This concludes the instructions for S e,ηα x . The construction is started by calling R 0,∅ with input P (0) = S (recall that S is a nonempty Π 0 1 class containing only random sets, defined at the beginning of this proof). Verification. We show that there is an e and η ⊂ G such that P e,η , Φ e is a golden pair for Γ, h and G for the final version of P e,η . First we do the necessary counting of how often procedures can be called. We begin with the analog of Claim 3.5. The situation is more complicated here because the number of cancellations of a run S ηα x depends on the length of the coding string y α , and hence on the lower bound on the measure of the Π 0 1 class this runs works in. Recall the computable function q from Lemma 4.6.
Claim 4.11. There is a computable function G(x, r) such that a run R e,η , with input P = P (v) , calls at most G(x, q(v)) runs of any S e,ηα x . Given x let n = h(x). We cancel a run S e,ηα x based on τ for one of three possible reasons at a stage s: (i) τ A s ; (ii) kuc(P s , α) has changed; (iii) some run S e,ηβ y is started where y < x and β ⊆ α. The number of times (i) or (ii) can occur while (iii) does not apply is bounded by g(x)+L(h(x), q(v)), where the function L was defined in (7) . So, inductively, the bound G(x, r) = 2 h(x) y x (g(y) + L(h(y), r) + 1) is at required. (The factor 2 h(x) is needed because we count all α of length h(x).)
We proceed to a fact similar to Claim 3.6. We say that run of R e,η is a golden run if it is never cancelled, and every subprocedure S e,ηα x , ηα ⊂ G, that is called by that run eventually returns or is cancelled. It remains to show there is a golden run. For this we use the hypothesis that A is Turing below each random set Z with G tt Z . We define strings z γ,s , γ ∈ 2 <ω , |γ| s, that can be used for truth-table reducing any set to Z for some Z ∈ P. Let z ∅,s = ∅.
• If z η,s has been defined and procedure R e,η is running at stage s with input P, then for all α = ∅ such that no procedure S e,ηβ is running for any β ≺ α, let z ηα,s = kuc(P, α). • If α is maximal under the prefix relation such that z γ,s is now defined where γ = ηα, it must be the case that R e+1,γ runs with input P α . So we may continue the recursive definition: we next define z γρ for certain ρ = ∅. We verify that γ ⊂ δ implies z γ,s ⊂ z δ,s for each s and |δ| s. For a Π 0 1 class P = P (v) given in the form P ∩ [z], we may of course suppose that P s ⊆ [z] for each s. Since 2 −q(v) λP 2 −z and kuc(P s , ∅) has length q(v), this implies z ⊆ kuc(P s , ∅). In particular, if z = z γ as above, then kuc(P s , ∅) extends z γ,s . By definition z γρ extends kuc(P s , ∅). Now let Z = γ≺G z γ . By the foregoing claim G tt Z . By the assumption on A we have A T Z. Hence Φ e (Z) = A for some e. Assume for a contradiction that there is no golden run. Consider the run of S e,ηα x , ηα ⊂ G, that is never cancelled nor returns, and hence defines the last version of P e+1,ηα . It defines P e+1,ηα = {X ∈ P e,η α : Φ e (X) τ } , where τ ⊂ A (since S e,ηα x is never cancelled). But this definition contradicts the fact that Z ∈ P e+1,ηα . This completes the proof of Proposition 4.10 and Theorem 4.4.
5.
Demuth random sets and cost functions 5.1. R-approximations. In the following let R = (ω, < R ) be a computable wellorder. Recall that a computable approximation of a function f : ω → ω is a computable function g 0 : ω × ω → ω such that lim s g 0 (x, s) = f (x). To such a function g 0 we adjoin a computable function g 1 with values in ω which uses R to count the number of times g 0 (x, s) changes.
Definition 5.1. An R-approximation is a computable function g = g 0 , g 1 : ω × ω → ω × ω such that for each x and each s > 0,
In this case, g 0 is a computable approximation of a total ∆ 0 2 function f . We say that g is an R-approximation of f . By a result of Ershov, each ∆ 0 2 function has an R-approximation for some computable well-ordering R of order type ω 2 . In fact a stronger statement holds. Lemma 5.2. For each computable approximation g 0 : ω × ω → ω of a ∆ 0 2 function f , there is a computable well-ordering R of order type ω 2 and a computable function g 1 : ω × ω → ω such that g 0 , g 1 is an R-approximation of f . Proof sketch. Uniformly in each argument x one builds a computable well-order R x of type ω; thereafter one lets R be the effective sum of the R x .
To build R x , if g 0 (x, s) = g 0 (x, s − 1), let g 1 (x, s) = x, s and declare that it be less, in the sense of R x , than all the pairs x, t , t < s. Otherwise, declare that x, s is greater than all these pairs. . Z passes the test if Z ∈ V m for almost all m. Claim 2 in the proof of [21, Thm 3.6 .25] states that, for each special test, there is a ∆ 0 2 set that passes it. It now suffices to show the following: Claim. There is a special test such that each set passing it is R-Demuth random. There is an effective listing g e e∈ω of partial computable functions with domain and range contained in ω × ω such that the domain is closed downwards in both arguments and the defining condition (9) for R-approximations holds on the domain. Define a computable function q by q(e, n, s) = g e 0 (n, s)[t], where t s is greatest such that the value on the right is defined, and q(e, n, s) = 0 if there is no such t. Since R is a well-order, q(e, n) = lim s q(e, n, s) exists for each e, n. Clearly this function emulates all functions f with an R-approximation in the sense that there is e such that ∀n f (n) = q(e, n).
A Let ω R be the computable wellordering of type ω |R| obtained from R in the canonical way. Analising the proof shows that the set Y built in the foregoing proposition has an ω R -approximation. 
The limit condition lim x sup s c(x, s) = 0 is equivalent to the existence of lim s w(q, s) for each q. We now count the number of times w(q, s) changes.
Definition 5.5. Let R = (ω, < R ) be a computable well-order. We say that a cost function c is R-benign if there is a computable function f : ω × ω → ω such that λq, s. w(q, s), f is an R-approximation.
Bu the monotonicity of c, it would suffice to require the extendability to an R approximation for the function λn, s. w(q n , s), where q n is a sequence of rationals converging effectively to 0 (such as q n = 2 −n ). Note that benignity in the sense of 1.1 is the same as being (ω, <)-benign.
Clearly, each R-benign cost function satisfies the limit condition. Conversely, by Lemma 5.2, each cost function c with the limit condition is R-benign for some computable well-ordering R of order type ω 2 .
We are now ready for the main result of this section. Let R × ω denote the computable well order of type |R| · ω with the canonical presentation via pairs with the lexicographical ordering where the preference is on the first component.
Theorem 5.6. Let c be an R-benign cost function. Suppose the c.e. set A is Turing below an R × ω-Demuth random set Y . Then A obeys c.
Corollary 5.7. For each cost function c with the limit condition, there is a MLrandom ∆ 0 2 set Y such that each c.e. set A T Y obeys c. To see this, note that c is R-benign for some computable well-order R by Lemma 5.2. Now let Y be an R × ω-Demuth random ∆ 0 2 set by Proposition 5.4, and apply the theorem.
Proof of the Theorem. Since a Demuth random set is Turing incomplete, A is a basis for ML-randomness. Hence A is low for K and therefore superlow (see [21, 5.1.23] ).
We define the numbers w(q, s) by (10) and write v(m, s) = w(2 −2m , s).
Note that v(m) = lim s v(m, s) exists for each m by the hypothesis on c. Further, we may assume the function λm.v(m) is unbounded; otherwise, every c.e. set obeys c.
Let Γ be a Turing functional such that, if v = v(m, s) is the i-th value of the parameter v(m, ·), then Γ X (m, i) is defined with use v. Since the c.e. set A is superlow, A is jump-traceable by [20] . So it is easy to see that there are a computable function p and a computable enumeration A s s∈ω of A such that Γ As (m, i) is destroyed for at most p(m, i) times. For a detailed proof of this simpler variant of We have to show that the total cost of changes for this enumeration, as defined in (1), is finite. Suppose that at a stage s, x is least such that A s−1 (x) = A s (x). Then s = s i for some i such that g(i − 1) > x. We may assume that x > v(m 0 + 1). So, we can choose a least m < s i such that x < v(m, s). Then m > m 0 and v(m − 1, s) x < v(m, s), whence c(x, s) 2 −2m+2 by the definition of v(m − 1, s) and the monotonicity of c.
Since g(i − 1) > x, we have A si+1 (x) = A si+2 (x), so all the versions L m [s] for s > s i+1 are disjoint from L m [s i+1 ]. Then, since λL m [s i+1 ] > 2 −m , a situation as above for m can occur for at most 2 m times. Thus, the total cost of changes at numbers x > v(m 0 ) for this enumeration is bounded by m 2 m 2 −2m+2 = 8.
In the case that R = (ω, <), we can obtain an R-approximation in Claim 1, whence the test G m m∈ω is a Demuth test in the usual sense. For, the current version of L m changes at most f (m, 0) · p(m, f (m, 0)) times. Thus, each c.e. set A below a Demuth random set obeys each benign cost function. Kučera and Nies [15] had previously obtained the equivalent result that such a set A is strongly jump-traceable.
