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a b s t r a c t
In this paper we present a numerical method to compute resonances and resonant modes
for 2D electromagnetic scattering at a smooth homogeneous dielectric object in free space.
The resonances are found as eigenvalues of a non-linear eigenvalue problem which comes
from a formulation as a boundary integral equation and subsequent discretization by a
Nystrømapproach, forwhich the integral kernels are regularizedby singularity subtraction.
The eigenvalues are computed by a predictor–corrector strategy, which provides good
initial guesses for an iterative corrector procedure. The resonances can be computed with
very high accuracy due to an exponentially decreasing discretization error.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Micro-disc resonators have attractedmuch interest in photonics technology over the past yearswith various applications
(e.g. micro-lasers, optical amplifiers, switches and filters, [1–4] to cite only a few). Several different designs for micro-discs
have been studied experimentally and theoretically with emphasis on different topics such as e.g. unidirectional emission
or high Q -cavities [5,4,6]. An important tool to judge the performance and optical properties of a given micro-disc are the
associated scattering resonances.
In this paper we develop an efficient numerical strategy to compute scattering resonances of 2D dielectric objects with
high accuracy. These computations can be helpful and valuable for the development and design of novelmicrostructures, [7].
1.1. Scattering resonances
As model for a micro-disc resonator we consider a homogeneous dielectric rod with given cross-sectionΩ , cf. Fig. 1(a).
Assume that Ω ⊆ R2 is an open set in the (ξ1, ξ2)-plane and let Γ := ∂Ω be the boundary. Let x = (ξ1, ξ2, ξ3)T ∈ R3
and ε(x) be the electric permittivity at x. Denote by E(t, x) = (E1(t, x), E2(t, x), E3(t, x))T the electric field and by
H(t, x) = (H1(t, x),H2(t, x),H3(t, x))T the magnetic field. The fields are coupled by Maxwell’s equations
ε(x)ε0
∂E
∂t
= ∇ × H
−µ0 ∂H
∂t
= ∇ × E,
where ε0, µ0 are the electric andmagnetic constants. AssumeTM-polarization, i.e. themagnetic fieldH is transversal and the
electric field E is parallel to the cylinder axis ξ3. Thus, one has E1 = E2 = 0 and E3 depends only on ξ1 and ξ2, [3]. Therefore,
the problem reduces to the (ξ1, ξ2)-plane and we write in the following x = (ξ1, ξ2)T and E(t, x) for E3(t, ξ1, ξ2, ξ3) with
slight abuse of notation. Under these assumptions Maxwell’s equations simplify to the wave-equation
n2(x) ∂2t E(t, x) = 1E(t, x), (1.1)
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Fig. 1. (a) The micro-disc is modeled by a homogeneous dielectric rod. Assuming TM-polarization the electrical field is parallel to the cylinder axis ξ3 and
satisfies the wave-equation (1.1). (b) The problem reduces to the (ξ1, ξ2)-plane. One can distinguish between an interior domain Ω , which is the cross-
section of the resonator and an exterior domain R2 \ Ω¯ . The refractive index n(ξ1, ξ2) takes only two values, ni in the interior and ne in the exterior. It is
not defined at the interface Γ := ∂Ω .
where the function n(x) := √ε(x) · √ε0µ0 is the refraction index. Explicitly, we have,
n(x) =
{
ni : x ∈ Ω¯
ne : x 6∈ Ω
with constant index ni of the surrounding medium and constant index ne of the rod, cf. Fig. 1(b).
Of special interest for the mathematical analysis and physical applications are time-harmonic solutions of (1.1), which
satisfy radiation boundary conditions, [8]. One defines,
Definition 1.1. Scattering resonances are solutions to the eigenvalue equation satisfied by time-harmonic solutions E(x, t) =
e−iktu(x) of Eq. (1.1) subject to outgoing radiation conditions, imposed outside the cavity.
This means, we seek non-trivial u(x; k) and k, such that
1u(x; k)+ k2 n2(x)u(x; k) = 0, (1.2)
lim
r→∞
√
r
(
∂u
∂r
− iku
)
= 0, r = |x| (1.3)
is satisfied. The condition (1.3) is known as Sommerfeld’s radiation condition. It guarantees that for large r the field E(t, x) is
an outgoing cylindrical wave.
Due to the outgoing radiation conditions the above problem is not self-adjoint and the resonances k are complex valued
with Im k < 0. Energy can escape the resonator and is radiated away. This energy loss is measured by the Q -factor of the
resonance, which is defined by Q = − Re k2Im k , [9]. Plugging in the resonance k with Im k < 0 in E(t, x) = e−iktu(t, x) one
sees that Im k controls the rate of decay of the resonant mode. Therefore, one refers to Im k as the lifetime of the resonance
k. For applications, resonators with long-lived resonant modes are most essential, i.e. resonances close to the real axis are
required. Because Q is proportional to 1Im k , the imaginary part of the resonance needs to be computedwith high accuracy, to
avoid large round-off errors inQ . This requires sophisticated computationalmethods, especially if the effectivewave-length
λ = 2pini·Re k of the resonant mode is small compared to the diameter of the resonator.
1.2. Computational methods
To compute resonances and resonant modes of these structures numerically many simulation methods have been ap-
plied, including finite element method, finite differences [10,11], scatteringmatrix approach [12–14] and boundary integral
methods [15–17].
In this paper, we focus on a boundary integral discretization to find resonances and modes. For this kind of method
Eq. (1.2) is formulated as a boundary integral equation (BIE) using Green’s function. This approach has the advantage that
the boundary condition at infinity (1.3) has already been embedded in theGreen’s function,while FEMor FDneed to truncate
the exterior domain and have to apply artificial boundary condition, for example perfectly matched layers [18]. A second
advantage is the reduction to 1D boundary integrals, so that no triangulation of the 2D domain Ω is needed. The price to
pay is a full discretization matrix because the integral operators require global information in contrast to local differential
operators. Therefore, it is essential to find discretizations of the integral operators,which admit fast decreasing discretization
errors to keep the discretization matrix as small as possible. In our approach we use a singularity subtraction technique
together with a specialized quadrature rule for a Nystrøm discretization of the integral operators. This regularization causes
an exponentially decreasing discretization error.
With a BIE approach the resonances are found as eigenvalues of a non-linear eigenvalue problem arising from the
discretization matrix. To find an eigenvalue Wiersig [16] propose a Newton method and Cho et al. [17] a secant method.
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Bothmethods need a good initial guess, which is provided by local range search near the expected resonance in the complex
plane.
To avoid this time consuming search we propose a predictor–corrector strategy in this paper. The predictor is evaluated
at an arbitrary wave-number and provides initial guesses for the closest resonances to this wave-number. An iterative
corrector based on inverse residual iteration [19] is used to correct the resonances. The number of predicted initial guesses
is usually dependent on the problem under consideration. The predictor–corrector strategy is flexible and is not tied to the
discretization proposed in this paper. It delivers all resonances close to the given initial wave-number.
The paper is organized as follows. First, we present our numerical approach in Section 2. Eq. (1.2) will be formulated
as a system of boundary integral equations, in Section 2.1, and will be discretized by the Nystrøm method together with a
singularity subtraction, in Section 2.2. The necessary formulae are presented in the Appendix, so that the interested reader
might use them in her own implementation. The predictor–corrector strategy for resonance and mode search is outlined in
Section 2.3. In Section 3 we present two numerical case studies to show exponential convergence behaviour of the method.
Finally, we make some concluding remarks in Section 4.
2. Numerical approach
In this section we present our computational approach to compute scattering resonances for the Helmholtz problem
as stated in Eq. (1.2). First, Eq. (1.2) is transformed into a system of two boundary integral equations by using a classical
potential theoretic approach, which can be found for example in [20]. The discretization of the integral equation is based
on a singularity subtraction and Nystrøm approximation, [21,22]. The resonance problem can then be reformulated as
a non-linear eigenvalue problem. This eigenvalue problem is solved by a suitable search sweep, which is based on a
predictor–corrector strategy.
2.1. Boundary integral formulation
Let ue(x; k) denote the solution of (1.2) for x ∈ R2 \ Ω¯ in the exterior domain and denote by ui(x; x) the solution for
x ∈ Ω in the interior domain. Due to TM-polarization u(x; k) and its normal derivative ∂νu(x; k) have to be continuous at the
interface Γ . Thus, we get for x ∈ Γ the continuity conditions
ui(x; k) = ue(x; k), x ∈ Γ (2.1)
∂νui(x; k) = ∂νue(x; k), x ∈ Γ . (2.2)
Because both ui(x; k) and ue(x; k) are solutions of the Helmholtz equation we can use Green’s function to represent them.
Define Green’s functionsΦi(x, y; k) andΦe(x, y; k) as fundamental solution of
(∆+ n2i k2)Φi(x, y; k) = δ(x− y) (2.3)
for x, y ∈ Ω and as fundamental solution of
(∆+ n2ek2)Φe(x, y; k) = δ(x− y) (2.4)
for x, y ∈ R2 \ Ω¯ .
Then, we have
Φi/e(x, y; k) := i4H
(1)
0 (kni/e|x− y|),
where H(1)0 (z) is the outgoing Hankel function. BothΦi andΦe satisfy the outgoing radiation condition (1.3).
Define the following potential theoretic integral operators
(Ki/eψ)(x) := 2
∫
Γ
∂Φi/e(x, y; k)
∂νy
ψ(y)dsy, Ki/e : C(Γ )→ C(Γ ),
(K ∗i/eφ)(x) := 2
∫
Γ
∂Φi/e(x, y; k)
∂νx
φ(y)dsy, K ∗i/e : C(Γ )→ C(Γ ),
(Si/eφ)(x) := 2
∫
Γ
Φi/e(x, y; k)φ(y)dsy, Si/e : C(Γ )→ C(Γ ),
(Ti/eψ)(x) := 2 ∂
∂νx
∫
Γ
∂Φi/e(x, y; k)
∂νy
ψ(y)dsy, Ti/e : A(Γ )→ C(Γ ),
(2.5)
whereA(Γ ) is the space of all continuous function ψ , such that the double layer potential with density ψ has continuous
normal derivatives on both sides of Γ and ν(x) is the outward-pointing unit normal at x.
Let ψ, φ be functions defined on Γ . One sees easily by Eqs. (2.3) and (2.4) that the ansatz
ui(x; k) = 12 (Kiψ + Siφ), x ∈ Ω (2.6)
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as sum of a double layer and a single layer potential [23] solves Helmholtz equation (1.2) in the interior domainΩ , and that
ue(x; k) = 12 (Keψ + Seφ), x ∈ R
2 \ Ω¯ (2.7)
solves Eq. (1.2) in the exterior domain R2 \ Ω¯ . Moreover, ue(x; k) satisfies the radiation condition (1.3) by construction.
The values of ui(x; k) and ue(x; k) and their normal derivatives at the interface Γ exist as improper integrals and can be
computed with help of the jump conditions known from potential theory [20]. These yield for x ∈ Γ
ui(x; k) = 12 (Kiψ + Siφ − ψ) , ue(x; k) =
1
2
(Keψ + Seφ + ψ) ,
∂ui
∂νx
(x; k) = 1
2
(
Tiψ + K ∗i φ + φ
)
,
∂ue
∂νx
(x; k) = 1
2
(
Teψ + K ∗e φ − φ
)
.
The required continuity of u and ∂u
∂ν
at the boundary yields then the system(
2 ·
(
I 0
0 I
)
−
(−(Ke − Ki) −(Se − Si)
Te − Ti K ∗e − K ∗i
))(
ψ
φ
)
= 0 (2.8)
for the unknown density functions ψ and φ. This is an indirect boundary integral equation of second kind.
Denoting the operator on the left-hand side by A(k) to express explicitly the dependence on k one finds the resonances
as the values k, such that the equation
A(k)
(
ψ
φ
)
= 0 (2.9)
has a non-trivial solution, [24]. This is a non-linear eigenvalue problem for k.
The boundary integral method is a common tool to compute the scattering of a time-harmonic incident field uI by a
bounded soft obstacleΩ . In this case the total field u = uI + uS is split in the incident field and the scattered field uS . The
scattered field satisfies Helmholtz equation (1.2) in R2 \ Ω¯ , where k is the knownwave-number of the incident field uI and
with boundary data uS + uI = 0 on Γ . In contrast to this type of scattering, where the wave-number is known, in the type
of scattering described here the wave-number is unknown and is part of the solution.
2.2. Discretization of the integral equation
Assume for themoment that thewave-number k is given. The discretization used in this paper is based on the observation
by Kussmaul, [21,22], that each of the integral operators Ki/e, K ∗i/e, Si/e, Ti/e can be written in the form
(Aφ)(x(t)) =
∫ 2pi
0
(
A1(t, τ ) log
(
4 sin2
t − τ
2
)
+ A2(t, τ )
)
φ(x(τ ))dτ
with analytical functions A1(t, τ ) and A2(t, τ ), where A is a placeholder for Ki/e, K ∗i/e, Si/e or Ti/e and the boundary Γ is
parameterized by
Γ = {x(t)|x(t) = (x1(t), x2(t)) , 0 ≤ t ≤ 2pi} .
To compute these kinds of integrals, one uses quadrature formulae based on trigonometric interpolation. The analytical part
of the integrals will be approximated by the composite trapezoidal rule, while for the singular part one derives a suitable
adapted quadrature formula, which exploits the explicit singularity log(4 sin2 t−τ2 ). The discretization error of the complete
quadrature is exponentially decreasing, [25,26].
A standard Nystrøm discretization, i.e. replacing the integrals by their quadrature approximation results in a discrete
version of Eq. (2.8),
2 ·

I2N×2N 0
0
γ1
. . .
γ2N−1
− (A11 A12A21 A22
) ·

ψ0
...
ψ2N−1
φ0
...
φ2N−1

= 0, (2.10)
where we set γj := |x′(tj)|. The matrix on the left-hand side is the discrete approximation of the integral operator in
Eq. (2.8) andwill be denoted by A˜(k) in the following. The discretizationnumberN of the usedharmonics in the trigonometric
interpolation is called discretization depth subsequently. The coefficients of the matrices A11, A12, A21, A22 can be found in
the Appendix in Eq. (A.13).
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This way of discretizing integral equations arising from potential theory (like Eq. (2.8)) is not new and has appeared at
several places in literature, e.g. [21,22,27,23,28,29] to mention a few. However, the complete set of formulae, which are
necessary to discretize Eq. (1.2) in our special case has not appeared together at one place. Therefore, the explicit formulae
and their derivation are presented in full detail in the Appendix for the reader’s convenience.
2.3. Mode search strategy
A resonance and corresponding resonant mode is found by searching for values k∗ and vectors x∗ ∈ C4N \ {0}, such that
A˜(k∗)x∗ = 0.
As the matrix A˜(k) depends non-linearly on k this is a difficult task. For the solution we propose a direct algorithm in this
paper, which is based on a predictor–corrector strategy. The predictor provides a guess k0 for a resonance, which is then
refined by a corrector procedure. The corresponding resonant mode can then be constructed by Eqs. (2.6) and (2.7) with
help of the density vector x∗.
First, we start with the discussion of the corrector. Our corrector procedure is known as residual inverse iteration and was
proposed by Neumaier [19]. Let k∗ be the sought resonance in the following. Then, k∗ and the corresponding density vector
x∗ are a zero of the non-linear function F : C4N × C→ C4N × C defined by
F(x, k) := (A˜(k)x, eT x− 1) (2.11)
with a normalization vector e 6= 0. Starting with a good initial guess (x0, k0) Newton iteration for Eq. (2.11) produces a
sequence of pairs (xj, kj), which eventually converges to the solution pair (x∗, k∗). However, one is forced to compute a
LU-decomposition of a full matrix at each iteration step. To avoid this decomposition, Neumaier uses the following iteration
xj+1 = xj − A˜(k0)−1A˜(kj+1)xj (2.12)
instead. The value kj+1 for the iteration is approximated by applying one Newton step to the equation
eT A˜(k0)−1A˜(kj+1)xj = 0.
The complete residual inverse iteration is given in Algorithm 1. The convergence properties are summarized in the next
theorem, which is proved in [19, Theorem 1].
Theorem 2.1. Let k∗ be a single zero of det A˜(k) = 0 and let x∗ be a corresponding eigenvalue with normalization eT x∗ = 1.
Then, Algorithm 1 converges for all pairs (x0, k0) sufficiently close to (x∗, k∗) and
‖xl+1 − x∗‖
‖xl − x∗‖ = O(|k0 − k∗|), |kl+1 − k∗| = O(‖xl − x∗‖).
Algorithm 1: Residual Inverse Iteration (RII)
Data: number lmax of iteration steps;
Input: initial shift k0 and guess x0;
Output: pair (xlmax , klmax), such that ‖A˜(klmax)xlmax‖ ≈ 0;
Let e be the unit vector with one at the component, at which ‖x0‖∞ attains its maximum;
for l = 0, . . . , lmax do
Determine kl+1 by a Newton step applied to equation eT A˜(k0)−1A˜(kl+1)xl = 0 ;
Calculate the residuum rl := A˜(kl+1)xl;
Solve A˜(k0)dxl = rl;
Set x¯l+1 = xl − dxl;
Set xl+1 = x¯l+1eT x¯l+1 ;
end
The convergence rate of Algorithm 1 could be accelerated by additional updates of the shift k0, however each such update
would cause an additional LU-decomposition, increasing the computational cost. In practice we found that a good trade-off
between convergence speed and computational cost is a second update, which is performed if | kl−kl+1kl | < 110 . The complete
corrector-algorithm is summarized in Algorithm 2.
To provide the corrector with a good initial guess k0 we use a predictor, which is derived from a Taylor-series ansatz for
A˜(k), [30]. For fixed k consider the generalized (linear) eigenvalue problem
− A˜(k)x¯ = δk · A˜′(k)x¯ (2.13)
with generalized eigenvalues δkj and eigenvectors x¯j. Assuming that A˜′(k) is regular Eq. (2.13) transforms in a linear
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Algorithm 2: Corrector
Data: exit tolerance ε;
Input: initial guess (x0, k0);
Output: pair (x∗, k∗), such that A˜(k∗)x∗ = 0;
Start RII with shift k0 and guess x0;
Stop RII, if | kl−kl+1kl | < 110 or lmax is reached.;
if lmax is reached then
Report failure of convergence;
end
Re-start RII with shift kl and guess xl.;
Stop RII, if |kl − kl+1| < ε or lmax is reached.;
eigenvalue problem and the δk’s and x¯’s are the eigenvalues and eigenvectors of the matrix
(
A˜′(k)
)−1
A˜(k). Fix one
eigenvalue δkjwith corresponding eigenvector x¯j. Multiplying the Taylor expansion A˜(k+δkj) = A˜(k)+δkj ·A˜′(k)+O((δkj)2)
of A˜(k) at kwith x¯j and dropping higher order terms yields with (2.13)
A˜(k+ δkj)x¯ = 0+ higher order terms.
Therefore, the pair
(
x¯j, k+ δkj
)
can be used as initial guess for a zero of (2.11). Summarizing, we use Algorithm 3 to compute
resonances near a given wave-number k.
Algorithm 3: Direct Sweep-Algorithm
Input: wave-number k;
Output: pairs (kj, xj) of scattering resonances and modes;
Solve the generalized eigenvalue problem
−A˜(k)x¯ = δk · A˜′(k)x¯
Order 0 ≤ |δk1| ≤ |δk2| ≤ . . .with δkj eigenvalue and x¯j eigenvector;
Set j←− 1;
repeat
Correct pair
(
k+ δkj, x¯j
)
with Algo. 2;
j←− j+ 1;
until corrector uses more than 6 RII - steps;
The artificial number of 6 maximal allowed corrector steps is derived from numerical experience with various examples
and ensures that the guess (x¯j, k+ δkj) is sufficiently good for the corrector.
The derivative A˜′(k) should be computed analytically by deriving the expressions given in Eq. (A.13) with respect to k.
3. Numerical examples
In this section we demonstrate our algorithms on practical relevant examples. We discuss the dependance of the
discretization error on the discretization depth and the quality of the predicted initial guess of the Sweep-Algorithm.
High Q -modes. The first example stems from a novel design formicro-cavity laser, [7]. The resonator has the special property,
that for every boundary point an angle θ exists such that a billiard ball pushed in that angle will return after 4 reflections at
the boundary in exactly that same position and angle. The construction and applications of these shapes are discussed in [31,
32]. For ne = 1 and ni = 3.46 a resonance k∗ = 12.074576− 0.0000267i (all digits correct) was found with a discretization
depth N = 400. The resonant mode is shown in Fig. 2(a). The resonance has a very large Q -factor, Q ≈ 226115.7, and
exhibits directional emission, which is important for applications, [7].
In this example we focus on the computing of k∗ and the accuracy of the corrector in dependance on N . The benchmark
value k∗ = 12.074576− 0.0000267iwas computed with N = 400. To study the approximation error, we will denote by kN
the approximation with depth N , thus k∗ = k400.
In Table 1we show kN , the discretization error eN := |kN−k∗| and the correspondingQ -factor for different discretization
depths N . To compute the values kN we started the corrector with k∗ as initial guess. Obviously, it is necessary to compute
at least 6 correct digits of the imaginary part to catch the correct order of the Q -factor of k∗.
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Fig. 2. (a): The mode is concentrated on a rational caustic of the cavity and is located deep inside the micro-disc. (b): Logarithmic plot of the discretization
error |kN − k∗| in dependance of the number N of nodes used for the discretization.
Table 1
The table shows the discretization error |kN−k∗|with k∗ = 12.074576−0.0000267i. Especially for highQ -modes it is necessary to compute the resonance
with high precision, as seen by the order 2 discrepancy in Q between N = 200 and N = 300.
N kN Error |kN − k∗| Q -factor
200 12.076406− 0.0017770i 0.0025320 3398.0
220 12.075273− 0.0007906i 0.0010338 7636.8
230 12.074954− 0.0004778i 0.0005881 12636.0
240 12.074774− 0.0002620i 0.0003073 23043.5
250 12.074657− 0.0001294i 0.0001303 46645.5
260 12.074602− 0.0000607i 0.0000426 99461.3
270 12.074581− 0.0000324i 0.0000073 186221.2
280 12.074577− 0.0000270i 0.0000007 223603.3
290 12.074576− 0.0000267i <10−8 226115.7
300 12.074576− 0.0000267i <10−8 226115.7
To study the dependance of the discretization error eN in dependance on the discretization depth N , we plot log |kN − k∗|
versus N in Fig. 2(b). We conclude
|kN − k∗| ≤ C · eσN (3.1)
with a constant C and a negative constant σ . In the considered example we have σ ≈ −0.13. The rapid convergence seems
to result from the specialized quadrature rule (A.8) used in the Nystrøm discretization and theC∞-regularity ofΓ . For some
analytical results refer to [29,33], where convergence rates of the modes ‖u∗ − uN‖ and dependance on the smoothness of
Γ are shown.
Bow-tie resonator. The second example is well known and studied in literature [3,34]. The cross-sectionΩ of the resonator
is a quadrupolar deformation of the circle, which is in polar co-ordinates
r(φ) = R0(1+ ε cos 2φ).
These shapes are used as resonators for bow-tie quantum cascade lasers to achieve directional emission [3]. The refractive
indices are ne = 1 and ni = 2.9, which correspond to the refractive indices of the surrounding air and the active material
of the resonator. The boundary Γ is determined by R0 = 1 and ε = 0.17. A resonance k∗ = 34.684947 − 0.058377i was
found with Algorithm 2, for which the associated mode has the form of a bow-tie, hence the name, cf. Fig. 3(a).
For a rigorous physical assessment of the resonator and this particular resonant mode one has to compute the resonance
k∗ with high accuracy, (i); and, one has to explore the closest resonances to k∗ and their resonant modes to judge possible
interactions of k∗ with one of its neighbours, (ii).
(i) The discretization error eN := |kN − k∗| of the method is depicted in Fig. 3(b), where the logarithm of the error is
plotted versus the discretization depthN . As benchmarkwe computed k∗ with a discretization depth ofN = 270, which
provides a solution with sufficiently many correct digits. The discretization error drops exponentially in the number of
points used to discretize the density functions φ and ψ .
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Im
 k
Re k
–0.01
–0.02
–0.03
–0.04
–0.05
–0.06
–0.07
–0.08
–0.09
34.7434.62 34.64 34.66 34.68 34.7 34.72
a b
c d
Fig. 3. (a): A bow-tie resonance, k∗ = 34.68587820 − 0.056630433i. The shape is given in polar co-ordinates by r(φ) = 1 + 0.17 · cos 2φ and ne = 1
(air), ni = 2.9 (SiO2). (b): The discretization error |kN − k∗| drops exponentially with the number N of points used for the discretization of the density
functions. (c): Neighbour resonances of k∗ (k∗ is labeled by 1, the other labels are chosen according to increasing distance to k∗ , see Table 2). (d): Gallery of
the corresponding resonant modes. The modes are numbered from 1 (top left) to 12 (bottom right) from left to right.
(ii) We used Algorithm 3 to compute the closest neighbours of k∗. For convenience we label these resonances by k(i),
i = 1, 2, . . . and define k(1) = k∗. Thus, k(2) is the closest resonance to k∗, k(3) is the second closest resonance and
so on. For each i Algorithm 3 delivers an initial guess k(i)0 , which is then refined by the corrector. In Table 2 we list the
results for our example. The second column gives the values of k(i), the distance |k(i)− k∗| is shown in the third column.
For comparison, we print the predicted initial guesses k(i)0 in the fourth column and the difference to the corrected
resonance k(i) in the fifth column. The number of corrector steps is given in the last column.
A non-convex example. In the third example we study a non-convex boundary. The shape is given by the parameterization
(x(t), y(t)) = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), 0 ≤ t ≤ 2pi
and the refractive indices are ne = 1 and ni = 1.5. A resonance is found at k∗ = 10.06175556 − 0.03089703i. The corre-
sponding resonant mode is shown in Fig. 4(a) together with a discretization error diagram in Fig. 4(b).
A limitation of the method as presented here is the need for a star-shaped domainΩ . A parameterization by arc-length
might be more suitable in other situations, in this case the integral kernels and expressions in Eqs. (A.1)–(A.13) have to be
adapted according to the new parameterization.
In the presented examples we assumed smooth boundaries. For very rough boundaries a large discretization depth N is
needed to resolve the boundary roughness to a sufficient degree, so that the boundary roughness also limits the applicability
of the method.
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Table 2
Algorithm 3 with input k∗ = 34.684947 − 0.058377i delivers the 11 closest resonances k(i) . The fifth column shows the quality |k(i)0 − k(i)| of the initial
guess k(i)0 for each i.
i k(i) |k(i) − k∗| k(i)0 |k(i)0 − k(i)| Corr. steps
2 34.6859− 0.0566i 0.0021 34.6859− 0.0566i <10−5 1
3 34.6625− 0.0426i 0.0274 34.6644− 0.0420i 0.0020 3
4 34.7124− 0.0404i 0.0329 34.7096− 0.0394i 0.0030 3
5 34.6912− 0.0242i 0.0348 34.6904− 0.0269i 0.0028 3
6 34.7205− 0.0647i 0.0362 34.7214− 0.0616i 0.0032 3
7 34.7128− 0.0941i 0.0430 34.7180− 0.0953i 0.0051 4
8 34.7268− 0.0350i 0.0480 34.7225− 0.0323i 0.0056 4
9 34.7153− 0.0165i 0.0518 34.7100− 0.0182i 0.0067 4
10 34.6340− 0.0400i 0.0541 34.6393− 0.0346i 0.0076 4
11 34.6322− 0.0711i 0.0542 34.6295− 0.0642i 0.0074 5
12 34.7309− 0.0161i 0.0625 34.7232− 0.0158i 0.0077 5
a b
Fig. 4. (a): Solution for a non-convexdomainwith k∗ = 10.06175556−0.03089703i (b): Logarithmic plot of the discretization error |kN−k∗| in dependance
of the number N of nodes used for the discretization.
The right spot to look for resonances. Last, wewill discuss the question, in which part of the complex plane one should look for
resonances. In a typical scenario experimentalist provide the cross-section Ω of the resonator and a specific wave-length
λ0 at which a resonance peak is observed in the transmission diagram of the experiment. The wave-length is related to the
real part of k by
Re k0 = 2pinλ0 ·
Lphy
L
,
where n is the refractive index of the resonator, Lphy is the physical length of the boundary and L is the dimensionless length.
One uses 2pinλ0 · L
phy
L as input for the predictor and receives an initial guess, which is used to find a resonance k∗ ∈ C with
Re k∗ close to Re k0. With Algorithm 3 one can then compute the closest neighbours of k∗.
4. Conclusion
In this paper we presented a numerical method to compute resonances and resonant modes for 2D electromagnetic
scattering at a smooth homogeneous dielectric object in free space. Based on a formulation as a boundary integral equation
of second kind the resonances and resonantmodes can be found as solutions of a non-linear eigenvalue problem. The integral
operators are discretized by a Nystrøm approach, which replaces the boundary integrals by a quadrature rule with nodes
along the boundary. The integral kernels are regularized by singularity subtraction and the quadrature rule is specialized
for this approach. The regularization results in an exponentially decreasing discretization error of the resonances and was
demonstrated in two numerical experiments. The resonances can be computed to high precision, which is essential for a
correct determination of the Q -factor.
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To solve the non-linear eigenvalue problem we use a predictor–corrector strategy. For a given wave-number k the
predictor provides good initial guesses for the nearest resonances, which are then corrected iteratively. The number of
reliably predicted resonances by one predictor evaluation depend on the problem. In the studied numerical example we
could determine 11 resonances with one predictor evaluation and less than 6 corrector iterations for each guess — and
resonance. This direct approach of the presented method avoids a computationally intense search for good initial guesses
in the complex plane.
Appendix
We present here the details for the discretization. Please observe that the ∗ symbol at various definitions of integral
kernels and operators does not correspond to complex conjugation here. We use this notation to express the underlying
adjointness relations.
Let the boundary Γ = {x(t)|x(t) = (x1(t), x2(t)), 0 ≤ t ≤ 2pi} be parameterized, so that |x′(t)| > 0. Let ν(x(t)) be the
outward-pointing unit normal and n(t) be the normal vector n(t) := |x′(t)| · ν(x(t)) = (x′2(t),−x′1(t))T .
Singularity subtraction for Ke − Ki and K ∗e − K ∗i :
By some algebra one finds
(Ke − Ki) (ψ) (x(t)) =
∫ 2pi
0
(
H˜1(t, τ ) log
(
4 sin2
t − τ
2
)
+ H˜2(t, τ )
)
ψ (x(τ )) dτ (A.1)
with
H˜1(t, τ ) := − 12pi n(τ )
x(t)− x(τ )
|x(t)− x(τ )|
[
kne J1 (kne|x(t)− x(τ )|)− kni J1 (kni|x(t)− x(τ )|)
]
,
H˜2(t, τ ) = H˜(t, τ )− H˜1(t, τ ) log
(
4 sin2
t − τ
2
)
,
H˜1(t, t) = 0, H˜2(t, t) = 0
and
H˜(t, τ ) := i
2
n(τ )
x(t)− x(τ )
|x(t)− x(τ )|
[
kneH
(1)
1 (kne|x(t)− x(τ )|)− kiniH(1)1 (kni|x(t)− x(τ )|)
]
. (A.2)
Here J1(z) and H
(1)
1 (z) are the Bessel and the Hankel function of first order.
The representation for the operator K ∗e − K ∗i is obtained analogously. We have:(
K ∗e − K ∗i
)
(φ) (x(t)) = 1|x′(t)|
∫ 2pi
0
(
H˜∗1 (t, τ ) log
(
4 sin2
t − τ
2
)
+ H˜∗2 (t, τ )
)
φ (x(τ )) dτ (A.3)
with
H˜∗1 (t, τ ) := H˜1(τ , t) · |x′(τ )|, H˜∗2 (t, τ ) := H˜2(τ , t) · |x′(τ )|, and H˜(t, τ ) := H˜(τ , t) · |x′(τ )|. (A.4)
Singularity subtraction for Se − Si:
The operator Se − Si is given in a similar fashion:
(Se − Si)(φ) (x(t)) =
∫ 2pi
0
(
M˜1(t, τ ) log
(
4 sin2
t − τ
2
)
+ M˜2(t, τ )
)
|x′(τ )|φ (x(τ )) dτ (A.5)
with
M˜1(t, τ ) = − 12pi (J0 (kne|x(t)− x(τ )|)− J0 (kni|x(t)− x(τ )|)) ,
M˜2(t, τ ) = M˜(t, τ )− M˜1(t, τ ) log
(
4 sin2
t − τ
2
)
,
M˜1(t, t) = 0, M˜2(t, t) = 1
pi
log(ni/ne)
and
M˜(t, τ ) = i
2
(
H(1)0 (kne|x(t)− x(τ )|)− H(1)0 (kni|x(t)− x(τ )|)
)
.
Singularity subtraction for Te − Ti:
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The treatment of the operator Te − Ti is more sophisticated. First, one sees that with
(Ti/eφ) (x(t)) =
(
d
ds
Si/e
dφ
ds
)
(x(t))+ (kni/e)2ν · Si/e(νφ) (x(t))
one can reduce Ti and Te to the above cases, [27]. The splitting of these operators causes additional terms
1
2pi
∫ 2pi
0
cot
τ − t
2
φ′(x(τ ))dτ ,
which are independent of the refractive index and cancel out in the complete expression for Te − Ti. Modifying the results
of [22] we get
(Te − Ti)(φ) (x(t)) =
(
d
ds
(Se − Si)dφds
)
(x(t))+ ν ((kne)2Se(νφ)− (kni)2Si(νφ)) (x(t))
= ν ((kne)2Se(νφ)− (kni)2 Si(νφ)) (x(t))− 1|x′(t)|
∫ 2pi
0
N˜(t, τ )φ(x(τ ))dτ , (A.6)
where the kernel N˜(t, τ ) can be split in the discussed form. Explicitly, we have:
N˜(t, τ ) = i
2
N¯(t, τ )
{
(kne)2H
(1)
0 (kne|x(t)− x(τ )|)−
2kneH
(1)
1 (kne|x(t)− x(τ )|)
|x(t)− x(τ )|
}
+ i
2
knex′(t)x′(τ )
|x(t)− x(τ )|H
(1)
1 (kne|x(t)− x(τ )|)−
i
2
N¯(t, τ )
{
(kni)2H
(1)
0 (kni|x(t)− x(τ )|)
− 2kniH
(1)
1 (kni|x(t)− x(τ )|)
|x(t)− x(τ )|
}
+ i
2
knix′(t)x′(τ )
|x(t)− x(τ )|H
(1)
1 (kni|x(t)− x(τ )|),
where the function N¯(t, τ ) collects information about the boundary and is given by
N¯(t, τ ) := (x(t)− x(τ ))x
′(t)(x(t)− x(τ ))x′(τ )
|x(t)− x(τ )|2 .
The analytical function N˜1(t, τ ) can be calculated by
N˜1(t, τ ) = − 12pi N¯(t, τ )
{
(kne)2J0(kne|x(t)− x(τ )|)− 2kne J1(kne|x(t)− x(τ )|)|x(t)− x(τ )|
}
− knex
′(t)x′(τ )
2pi |x(t)− x(τ )| J1(kne|x(t)− x(τ )|)+
1
2pi
N¯(t, τ )
{
(kni)2J0(kni|x(t)− x(τ )|)
− 2kni J1(kni|x(t)− x(τ )|)|x(t)− x(τ )|
}
+ knix
′(t)x′(τ )
2pi |x(t)− x(τ )| J1(kni|x(t)− x(τ )|).
Last but not least, one finds
N˜2(t, τ ) = N˜(t, τ )− N˜1(t, τ ) log
(
4 sin2
t − τ
2
)
and the diagonal terms
N˜1(t, t) = |x
′(t)|2((kni)2 − (kne)2)
4pi
N˜2(t, t) = |x
′(t)|2
4pi
{
((kne)2 − (kni)2)(pi i− 1− 2C)− 2(kne)2 log kne|x
′(t)|2
2
+ 2(kni)2 log kni|x
′(t)|2
2
}
with C ≈ 0.5772156649 the Euler–Mascheroni constant. With the results for the operator S one finds for the first part of
Eq. (A.6):
ν((kne)2Se(νφ)− (kni)2 Si(νφ))(x(t)) =
∫ 2pi
0
(
L˜1(t, τ ) log
(
4 sin2
t − τ
2
)
+ L˜2(t, τ )
)
|x′(τ )|φ (x(τ )) dτ (A.7)
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with
L˜1(t, τ ) = − 12pi
(
(kne)2J0 (kne|x(t)− x(τ )|)− (kni)2J0 (kni|x(t)− x(τ )|)
)
,
L˜2(t, τ ) = L˜(t, τ )− L˜1(t, τ ) log
(
4 sin2
t − τ
2
)
and
L˜(t, τ ) = i
2
(
(kne)2H
(1)
0 (kne|x(t)− x(τ )|)− (kni)2H(1)0 (kni|x(t)− x(τ )|)
)
.
The diagonals are given by
L˜1(t, t) = (kni)
2 − (kne)2
2pi
,
L˜2(t, t) =
(
i
2
− C
pi
− 1
pi
log
|x′(t)|
2
)
((kne)2 − (kni)2)− 1
pi
(
(kne)2 log(kne)− (kni)2 log(kni)
)
.
Quadrature rule:
Next, we have to derive suitable quadrature rules to approximate the integrals. The analytical part of the integrals will
be approximated by the composite trapezoidal rule. Because of the periodicity of the integrands the discretization error
decreases exponentially, [25]. For the singular part of the integral one derives a suitable adapted quadrature formula, which
exploits the explicit singularity log
(
4 sin2 t−τ2
)
. The discretization error of this quadrature is also exponentially decreasing.
In a slight abuse of notation we write ψ(τ) = ψ(x(τ )) and φ(τ) = φ(x(τ )) in the following.
The quadrature formulae are based on trigonometric interpolation. Let TN be the 2N-dimensional space of trigonomet-
ric polynomials of degree N and PN : C[0, 2pi ] → TN be the interpolation operator. The singular part of the integral is
approximated by the quadrature rule∫ 2pi
0
log
(
4 sin2
t − τ
2
)
f (τ )dτ '
∫ 2pi
0
log
(
4 sin2
t − τ
2
)
(PN f )(τ )dτ (A.8)
=
2N−1∑
j=0
Rj(t)f (tj) (A.9)
and the second part by the usual trapezoidal rule∫ 2pi
0
f (t)dt '
∫ 2pi
0
(PN f )(t)dt = piN
2N−1∑
j=0
f (tj), (A.10)
where tj := jpiN , j = 0, . . . , 2N − 1. The quadrature weights of (A.8) at the nodes tk are
Rj(tk) = −2piN
N−1∑
m=1
1
m
cos
m|k− j|pi
N
− (−1)
|k−j|pi
N2
.
To ease notation we use the shorthand
Rj := −2piN
N−1∑
m=1
1
m
cos
mjpi
N
− (−1)
jpi
N2
, j = 0, . . . , 2N − 1
as in [23]. Replacing the boundary integrals in (2.8) by the quadrature formulae we finally get the Nystrøm approximation
2ψj +
2N−1∑
l=0
{
R|j−l|H˜1(tj, tl)+ piN H˜2(tj, tl)
}
ψl +
2N−1∑
l=0
{
R|j−l|M˜1(tj, tl)+ piN M˜2(tj, tl)
}
γlφl = 0,
j = 0, . . . , 2N − 1 (A.11)
and
2φjγj −
2N−1∑
l=0
{
R|j−l|
(
L˜1(tj, tl)x′jx
′
l − N˜1(tj, tl)
)
+ pi
N
(
L˜2(tj, tl)x′jx
′
l − N2(tj, tl)
)}
ψl
−
2N−1∑
l=0
{
R|j−l|H˜∗1 (tj, tl)+
pi
N
H˜∗2 (tj, tl)
}
φl = 0, j = 0, . . . , 2N − 1, (A.12)
where we have set φj := φ(x(tj)), ψj := ψ(x(tj)) and γj := |x′(tj)|.
1632 P. Heider / Computers and Mathematics with Applications 60 (2010) 1620–1632
Defining the matrices A11, A12, A21, A22 ∈ C2N×2N by
(A11)jl := −
{
R|j−l|H˜1(tj, tl)+ piN H˜2(tj, tl)
}
(A12)jl := −
{
R|j−l|M˜1(tj, tl)γl + piN M˜2(tj, tl)γl
}
(A21)jl :=
{
R|j−l|
(
L˜1(tj, tl)x′jx
′
l − N˜1(tj, tl)
)
+ pi
N
(
L˜2(tj, tl)x′jx
′
l − N˜2(tj, tl)
)}
(A22)jl :=
{
R|j−l|H˜∗1 (tj, tl)+
pi
N
H˜∗2 (tj, tl)
}
,
(A.13)
the approximation equation is written as
2 ·

I2N×2N 0
0
γ1
. . .
γ2N−1
− (A11 A12A21 A22
) ·

ψ0
...
ψ2N−1
φ0
...
φ2N−1

= 0. (A.14)
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