Abstract. This paper considers identification problems for a multivariable controlled autoregressive system with autoregressive noises. A hierarchical generalized stochastic gradient algorithm and a filtering based hierarchical stochastic gradient algorithm are presented to estimate the parameter vectors and parameter matrix of such multivariable colored noise systems, by using the hierarchical identification principle. The simulation results show that the proposed hierarchical gradient estimation algorithms are effective.
Introduction
Multivariable system modelling has received much attention in various practical systems, including magnetic compressors and magnetic fluids [9, 17] , piston engines [8] , distillation columns [13, 14] , fault detection systems [12, 18] and travelling waves [11] , etc. As a consequence of this wide variety of applications, different identification algorithms for multivariable systems have been vastly reported in the literature, e.g., the gradient based iterative algorithm and the least squares based iterative algorithm for multivariable CARARMA systems [7] , the hierarchical gradient-based iterative identification algorithms for multivariable CARAR-like systems [21] , the stochastic gradient estimation algorithm for multivariable equation error systems [15] , the auxiliary modelbased multi-innovation stochastic gradient algorithm for multiple-input singleoutput systems [16] , the bias compensation based identification algorithms for multivariable systems [22, 23] , and the coupled-least-squares identification for multivariable systems [1] .
In the previous work, Wang and Ding studied a filtering based least squares algorithm for CARARMA single variable systems [20] . Wang discussed filtering based recursive and iterative least squares algorithms for OEMA single variable systems [19] . Ding et al. proposed the hierarchical least squares and stochastic gradient algorithms for Hammerstein nonlinear systems [2, 6] . Ding and Chen presented the hierarchical least squares and stochastic gradient algorithms for multivariable systems [4, 5] .
On the basis of the above research, this paper studies the identification problems for multivariable controlled autoregressive systems with autoregressive colored noises (multivariable CARAR-like systems) by using the data filtering technique [19, 20] and the hierarchical identification principle [4, 5] . First, by directly transforming the CARAR-like system, we get an identification model contains a parameter matrix and a parameter vector. By using the hierarchical identification principle [4, 5] , a hierarchical generalized stochastic gradient (HGSG) algorithm is used to estimate the parameter matrix and the parameter vector in an alternating manner. Further, through filtering the input-output data of the system, we get an identification model contains a parameter matrix and two parameter vectors. Then a filtering based hierarchical stochastic gradient (F-HSG) algorithm is presented to estimate the parameters of the multivariable CARAR-like system by combining the filtering technique [19, 20] and the hierarchical identification principle [4, 5] .
The basic idea of the F-HSG algorithm is to use a rational polynomial to filter the input-output data of the system, to transform a multivariable CARAR-like system into two identification models: a multivariable ARX-like system model which is parametrised by a parameter matrix and a parameter vector, and a multivariable AR noise model which is parametrised by only a parameter vector, and then to estimate the system parameter matrix and the two parameter vectors in an alternating manner by using the hierarchical identification principle.
The rest of the paper is organized as follows. Section 2 gives description of the HGSG algorithm for the multivariable CARAR-like system. Section 3 employs the filtering technique and presents the F-HSG identification algorithm. Section 4 gives an illustrative example to show the effectiveness of the proposed algorithms. Finally, the concluding remarks are given in Section 5.
Hierarchical Generalized Stochastic Gradient Algorithm
Let us introduce some notations first. The symbol 1 n (or 1 m×n ) represents an n-dimensional column vector (or an m × n-dimensional matrix) whose entries are 1; the superscript T denotes the matrix transpose; the norm of a matrix X is defined by This section extends the Ding and Chen's hierarchical stochastic gradient method for multivariable systems [4] to study identification problems of multivariable controlled autoregressive systems with autoregressive colored noises (multivariable CARAR-like systems) described by the following equation [3] 
where y(t) ∈ R m is the system output vector, u(t) ∈ R r is the system input vector, v(t) ∈ R m is a white noise vector with zero mean, α(z) is the system characteristic polynomial in the unit backward shift operator z −1 : z −1 y(t) = y(t − 1), Q(z) is a matrix polynomial in z −1 , and C(z) is a polynomial in z −1 , which are defined as
The system model is depicted in Figure 1 . Referring to Figure 1 , the colored noise has the following form
Then, (2.1) may be written as
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Note that the colored noise w(t) :
is an autoregressive (AR) process. Define the parameter vector ϑ, the parameter matrix θ, and the input information vector ϕ(t) and the information matrix ψ(t) as
Equation (2.4) can be written as
Equation (2.6) is the regression model suitable for identification of the multivariable CARAR-like system in (2.1), and contains one parameter vector ϑ which consists of the coefficients of two polynomials, and one parameter matrix θ which consists of the coefficients of the matrix polynomial. Define a quadratic cost function [4] :
Let µ 1 (t) and µ 2 (t) be two convergence factors, andθ(t) := α (t) c(t) andθ(t) represent the parameter estimates of ϑ = α c and θ at time t. Based on the hierarchical identification principle [4, 5] and the negative gradient search [10] , minimizing J 1 (ϑ, θ) yields the generalized stochastic gradient algorithm:
The symbol grad x denotes the gradient with respect to x. Like in [10] , we take two convergence factors to be
Thus, we havê
Because the information matrix ψ(t) contains the unmeasurable noise term w(t − i), the algorithms in (2.9)-(2.12) cannot be implemented. The problem is solved by replacing the unmeasurable w(t − i) with its estimateŵ(t − i).
Thus we have the hierarchical generalized stochastic gradient (HGSG) algorithm for estimating ϑ and θ:
13)
14)
17)
ψ s (t) = y(t − 1), y(t − 2), . . . , y(t − n α ) , (2.18)
The procedures of computingθ(t) andθ(t) in the HGSG algorithm are listed as follows
2) Collect the input-output data u(t) and y(t), form ϕ(t), ψ s (t) andψ(t) by (2.17)-(2.19).
3) Compute r 1 (t) and r 2 (t) by (2.14) and (2.16), respectively. 4) Update the parameter estimatesθ(t) andθ(t) by (2.13) and (2.15), respectively.
5) Computeŵ(t) by (2.20).
6) Increase t by 1 and go to Step 2.
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Filtering Based Hierarchical Stochastic Gradient Algorithm
For the CARAR-like model (2.1), if the input-output data are filtered through the polynomial C(z) (a linear filter), model (2.1) can be transformed into two identification models: a multivariable ARX-like model and a multivariable AR noise model, then the hierarchical stochastic gradient algorithm can be applied. The identification method based on this idea is called the filtering based hierarchical stochastic gradient algorithm (F-HSG). Because C(z) is unknown, its estimateĈ(t, z) is used to filter the input-output data [20] . Define the filtered input vector u f (t), the filtered output vector y f (t), the filtered information vector ϕ f (t) and the filtered information matrix ψ f (t) as
Thus multiplying both sides of (2.1) by C(z) gives
which can be rewritten as
Equation (2.3) can be written as
For two identification models in (3.1) and (3.2) of the multivariable CARARlike system, we define two cost functions,
Let µ 3 (t), µ 4 (t) and µ 5 (t) be three convergence factors. Using the negative gradient search [10] , and minimizing J 2 (α, θ) and J 3 (c) yields the following filtering based stochastic gradient algorithm [4] :
we havê
Similarly, the polynomial C(z) is unknown, so are u f (t) and y f (t), and the information vector ϕ f (t) and matrix ψ f (t) are unknown, the estimatesα(t) andθ(t) in (3.6) and (3.8) cannot be implemented. The information matrix ψ n (t) contains the unavailable noise term w(t − i), so the parameter estimatê c(t) in (3.10) cannot be implemented. The problem is solved by replacing the unknown filtered vectors u f (t) and y f (t) with their estimatesû f (t) andŷ f (t) and replacing the unavailable noise term w(t − i) with its estimateŵ(t − i). Equation (2.5) gives
Replacing the unknown α and θ in (3.12) with the estimatesα(t − 1) and θ(t − 1), the estimateŵ(t) can be computed bŷ
Useŵ(t − i) to construct the estimate of ψ n (t):
Use the parameter estimateĉ(t) = [ĉ 1 (t),ĉ 2 (t), . . . ,ĉ nc (t)] T to construct the estimates of C(z):
By filtering u(t) and y(t) withĈ(t; z), one obtains the estimates of u f (t) and y f (t):û
2) Collect the input-output data u(t) and y(t), formφ f (t),ψ f (t),ψ n (t), ϕ(t) and ψ s (t) by (3.19)-(3.23).
3) Computeŵ(t) by (3.26), and r 5 (t) by (3.18).
4) Update the parameter estimateĉ(t) by (3.17).
5) Computeû f (t) andŷ f (t) by (3.24) and (3.25), respectively.
6) Compute r 3 (t) and r 4 (t) by (3.14) and (3.16), respectively.
7) Update the parameter estimatesα(t) andθ(t) by (3.13) and (3.15), respectively.
8) Increase t by 1 and go to
Step 2.
Example
Consider a two-input two-output controlled autoregressive systems with autoregressive noises,
The inputs {u 1 (t)} and {u 2 (t)} are taken as two random signal sequences with zero mean and unit variances, {v 1 (t)} and {v 2 (t)} are taken as two white noise sequences with zero mean and variances σ Using the HGSG algorithm and the F-HSG algorithm to estimate the parameters of this example system, the parameter estimates and the estimation errors
are shown in Table 1 and Figure 2 .
From Table 1 and Figure 2 , we can draw the following conclusions: Algorithms • The parameter estimation errors generally decrease with the data length t increasing, and parameter estimates are closer to their true values in the case of the F-HSG algorithm.
• The parameter estimates given by the F-HSG algorithm converge faster to their true values compared with the HGSG algorithm.
Conclusions
By filtering the input-output data of a multivariable controlled autoregressive system with autoregressive noise using the estimated noise model, this paper develops a filtering based hierarchical stochastic gradient algorithm to estimate the system parameters of multivariable CARAR-like systems by using the negative search and the hierarchical identification principle. The proposed algorithm can be extended to other type of linear multivariable systems or nonlinear multivariable systems.
