In this paper, we first give the representation of the general solution of the following least-squares problem (LSP): Given a full column rank matrix X ∈ R n×p , a diagonal matrix ∈ R p×p and matrices where K([1, r]) and M( [1, r]) are, respectively, the r × r leading principal submatrices of K and M. We then consider a best approximation problem: Given n × n matrices K a , M a with K a ([1, r]
Introduction
Throughout this paper, we denote the real m × n matrix space by R m×n , the set of all orthogonal matrices in R n×n by OR n×n , the transpose, the Moore-Penrose generalized inverse and the trace of a real matrix A by A T , A + and tr(A), respectively. I n represents the identity matrix of size n. For A, B ∈ R m×n , an inner product in R m×n is defined by (A, B) = tr(B T A), then R m×n is a Hilbert space. The matrix norm · induced by the inner product is the Frobenius norm.
Using finite element techniques, vibrating structures such as beams, buildings, bridges, highways, large space structures can be discretized to matrix second-order models (referred to as analytical models). A matrix second-order model of the free motion of a vibrating system is a system of differential equations of the form M aẍ (t) + K a x(t) = 0, (1.1)
Real numbers and nonzero real vectors x for which this relation holds are, respectively, the eigenvalues and eigenvectors of the system. High accuracy and large size structural applications require highly correlated analytical models to predict the system's dynamic behavior; however, precise mathematical models are rarely available in practice due to the inappropriate theoretical assumptions, inaccuracies in estimated material properties, insufficient or incorrect modelling detail, and improper application of solution algorithms. In other words, natural frequencies and mode shapes (eigenvalues and eigenvectors) of an analytical model described by (1.2) do not match very well with experimentally measured frequencies and mode shapes obtained from a real-life vibrating structure. Thus, a vibration engineer needs to update the theoretical analytical model to ensure its validity for future use. To date, various techniques for updating mass and stiffness matrices from measured response data have been discussed by Baruch [2] , Baruch and Bar-Itzhaek [3] , Berman [5] , Berman and Nagy [6] and Wei [11, 12] . However, the system mass and stiffness matrices are adjusted globally. From a practical viewpoint, a spatial representation of the structural-element property changes that resulted from the model errors is generally preferred for engineering applications. Model errors can be localized by using sensitivity analysis [9, 13] , residual force approach [8] , least-squares approach [10] , assigned eigenstructure [7] . Based on the localization of modelling errors, it is usual practice to adjust partial elements of the analytical mass and stiffness matrices M a and K a using measured response data. On the other hand, it is well known that measured natural frequencies and mode shapes of a given structure that are determined experimentally by vibration tests rarely satisfy eigenvalue equation due to equipment calibration, excessive noise, misinterpretation of data, etc. Thus, the problem of updating the mass and stiffness matrices simultaneously can be mathematically formulated as follows.
Problem I. Given a full column rank matrix X ∈ R n×p , a diagonal matrix ∈ R p×p and matrices K 0 ∈ R r×r , M 0 ∈ R r×r , find n × n matrices K, M such that
where K( [1, r] ) and M( [1, r] ) are, respectively, the r × r leading principal submatrices of K and M.
where S E is the solution set of Problem I.
The paper is organized as follows. In Section 2, we give an explicit expression of the general solution of Problem I using the generalized inverses of matrices and some matrix decompositions. As a by-product of our results on Problem I, we obtain a necessary and sufficient condition on X, ,
, and a general form for all such (K, M). In Section 3, we show that there exists a unique solution to Problem II and present the expression of the solution (K,M) of Problem II. Finally, in Section 4, a numerical algorithm to acquire the best approximation solution under the Frobenius norm sense is described and a numerical example is provided.
The solution of Problem I
To begin with, we introduce a lemma [4] .
where L ∈ R q×m is an arbitrary matrix.
Let the partition of the matrix X be
where the matrices K i , M i , i = 1, 2, 3, are yet to be determined. From (2.1) and (2.2), the relation of (1.3) is equivalent to the following two minimization problems:
Let the singular value decomposition (SVD) of the matrix X 2 be
where
, and let the partitions of K 1 U and M 1 U be
where K 11 , M 11 ∈ R r×s . Then the relation of (2.3) becomes
Clearly, (2.6) holds if and only if
and
Let the SVD of the matrix V T 1 V 2 be
It follows from Lemma 2.1 that the general solution of (2.8) is
where J ∈ R r×s is an arbitrary matrix. Substituting (2.10) into (2.7) yields
Let the QR-decomposition of the matrix X be
where T ∈ OR n×n and R ∈ R p×p is a nonsingular upper triangular matrix. Denote
where K c1 , M c1 ∈ R (n−r)×p . Using (2.13), the minimization problem (2.4) is equivalent to
which implies that
In summary of above discussion, we have proved the following result. 
14)
where 
has a solution if and only if
In this case, the solution set S E of Eq. (2.15) is given by (2.14).
The solution of Problem II
Theorem 2.1 has provided the explicit representation of the solution set S E . It is easy to verify that S E is a closed convex subset of R n×n × R n×n . From the best approximation theorem (see [1] ), we know there exists a unique solution (K,M) in S E such that (1.4) holds.
We now focus our attention on seeking the unique solution (K,M) in S E . For the given matrices K a , M a ∈ R n×n with K a ( [1, r] 
, and any pair of matrices (K, M) ∈ S E given in (2.14), write
Let the partitions of K (a)
where K (a)
, M (a)
11 ∈ R r×s , and the partitions of [K
It follows from (3.4) that K a − K 2 + M a − M 2 = min if and only if
From (3.5), we have
Setting jf (J )/jJ = 0, we obtain
Solving the minimization problem (3.6) by the discussion analogous to that of finding the minimum of the function f (J ), we have
By now, we have proved the following result. 
where 12) and F, K 110 , JP 2 , M c1 are given by (2.11), (3.8) and (3.9), respectively.
A numerical example
Based on Theorems 2.1 and 3.1 we can describe an algorithm for solving Problems I and II as follows. Generally speaking, only part elements of coefficient matrices have errors. Therefore, the order of M 0 is very close to that of M a , that is, n ≈ r. If we let n − r = l, then the amount of computation required by Algorithm 4.1 is about (10p + 4l)n 2 flops.
The following example comes from [14] . 
The first four measured modal data are given by
.30141, 14.626, 122.69, 493.04}, 
The elements with no errors of matrices M a and K a form matrices M 0 and K 0 given by 
According to Algorithm 4.1, we obtain the unique solution of Problem II as follows: Therefore, the prescribed eigenvalues (the diagonal elements of the matrix ) and eigenvectors (the column vectors of the matrix X) are embedded in the new modelKx = M x.
