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Abstract
This paper concerns the variable precision fuzzy rough set (VPFRS) model with asymmetric bounds. The discussion of
the presented approach is preceded by a comparison of the original crisp rough set paradigm to the variable precision crisp
rough set model. As a new aspect, a uniﬁed form of expressing the lower and upper crisp approximations is considered. It
can be applied to deﬁning new fuzzy rough set models. Crucial notions of the VPFRS model are redeﬁned and explained. A
new way of determining the upper variable precision fuzzy rough approximation is proposed. The VPFRS model is used
for describing and analyzing the control actions which are accomplished by a human operator, who controls a complex
dynamic system. The decision model is expressed by means of a decision table with fuzzy attributes. Decision tables are
generated by the fuzziﬁcation of crisp data based on a set of fuzzy linguistic values of the attributes. A T-similarity relation
is chosen for comparing elements of the universe. In an illustrative example, the task of stabilization of the aircraft’s bank
angle during a turn maneuver is analyzed.
 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Data obtained from decision processes constitute a valuable source of information, which can be used in
knowledge engineering and for design of control systems. Modelling the human operator’s controlling behav-
ior is an important issue. Based on process data, the classical control theory tries to create a mathematical
model of the human operator. This approach assumes that the human operator can be treated like an addi-
tional controller in a closed loop system. In contrast to the classical approach of control theory, a new par-
adigm in the form of fuzzy set theory was elaborated in the recent decades. This approach turned out to be
suitable for modelling the expert’s controlling behavior.
Information obtained from the controlled system is typically represented by real numbers. People prefer to
deal with concepts or linguistic variables. Therefore, they usually transform crisp data to linguistic values in a
process called the fuzziﬁcation. The expert’s knowledge of proper control actions can be conveniently
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formulated as a system of fuzzy decision rules. It is necessary to deﬁne input and output variables and the
membership functions of the linguistic values which are used in the rules. However, experts cannot always
formulate the system of rules explicitly. Hence, the decision system of the human operator has to be
discovered, basing on the recorded process data. In such a case the rough set theory can be successfully
applied.
The use of the rough set paradigm for modelling the human operator’s control in industrial processes was
initiated by Mro´zek [21,23,24]. He utilized basically decision tables with crisp attributes. The intervals of the
attributes values were coded as integers. Only static or slow processes were taken into account.
Modelling dynamic processes by using the crisp rough set description was investigated in our previous work
[18]. It concerned the issue of generating and analyzing decision tables, which represented the control actions
of a skilled military pilot, performing various ﬂight tasks on a ﬂight simulator. The obtained information sys-
tems were relatively large. In such a case the original rough set approach is very sensitive to small changes in
data. Therefore, we could eﬀectively adopt the variable precision rough set model (VPRS) introduced by
Ziarko [15,33]. A human operator who controls a complex dynamic system must make adequate decisions
repeatedly based on his observations. It is possible that the controlled system retains its current state for a
longer period of time or returns to that state after a time. In consequence, many control actions of the human
operator can be recorded during the process, some of them under similar conditions, and the generated infor-
mation system will be large. This is why, one should make use of the VPRS model in analysis of such infor-
mation systems.
The VPRS model is an important contribution toward a successful application of the rough set theory. It
admits some level of misclassiﬁcation while determining the lower and upper approximations of a set. This is
especially helpful when large indiscernibility classes are generated with respect to a subset of attributes. With-
out relaxation of strong inclusion requirement we can get too ‘‘pessimistic’’ lower approximations of sets. This
is due to rejection of the entire approximating class, even when only one single element in that (maybe very
large) class is not included in the approximated set. Conversely, the obtained upper approximations of sets can
be too ‘‘optimistic’’, because even only one common element of a large approximating class and the approx-
imated set is suﬃcient for counting the class to the upper approximation.
There exist the same reasons for applying the idea of VPRS to fuzzy rough sets, as it was in the case of crisp
rough sets. First of all, we should be aware that crisp rough sets are special case of fuzzy rough sets. However,
it may be argued that the ‘‘true’’ fuzzy rough sets may not be so sensitive to the phenomena discussed above.
This is correct to some extent, the obtained results have fuzzy character. But still, the calculated values of
membership in the fuzzy rough lower approximations might be too small and the values of membership in
the fuzzy rough upper approximations might be too large. Let us consider, for example, the fuzzy rough lower
approximation, which is deﬁned as the greatest lower bound of a set of fuzzy implication values. Only one
case, for which the implication result is equal to zero, means that a similarity class cannot be included in
the fuzzy rough lower approximation. It is particularly important when dealing with large universes. Never-
theless, we can observe this eﬀect even for relatively small information systems.
In order to utilize decision tables with fuzzy attributes, we need an extension of the original rough set the-
ory. The most important and widely used concept of a fuzzy rough set was originated by Dubois and Prade [7],
and developed by many researchers (see, e.g. [10,14,16]).
In [19], we initiated research which aimed at extending the VPRS model on fuzzy rough sets. Our concept of
variable precision fuzzy rough sets with asymmetric bounds l and u was then developed and presented in [20].
In an independent work [8], Ferna´ndez Salido and Murakami proposed a concept of the variable precision
fuzzy rough approximations, which is an extension of the VPRS model with symmetric bounds. They intro-
duced b-precision quasi T-norms and b-precision quasi T-conorms that admit of some misclassiﬁcation level
while aggregating fuzzy data. Another proposal of applying the relaxation idea to fuzzy rough sets was pre-
sented in [32]. Furthermore, relaxation of principles was also utilized in the dominance-based rough set
approach [11], and studied in the framework of rough mereology [25]. A generalization of VPRS in the form
of a parameterized rough set model was proposed in [13].
In the following paper, we want to give more insight into issues connected with application of the variable
precision fuzzy rough set model (VPFRS) to modelling the human operator’s decision system. This is a new
contribution to our previous work, in which mainly theoretical aspects of the VPFRS model were considered.
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In particular, we discuss how to construct from process data decision tables with fuzzy attributes, choose an
adequate fuzzy similarity relation, and analyze decision tables with the help of the VPFRS model. The basic
notions of our approach are redeﬁned: the implication-based and T-norm-based inclusion sets, and the mea-
sures of lower and upper a-inclusion errors are proposed. Furthermore, we give a new deﬁnition of the upper
variable precision fuzzy rough set approximation.
In our model of VPFRS, we generalize the notions which were introduced by Ziarko in his crisp VPRS con-
cept. Before we go on with the details of our approach, we want to discuss some aspects of the standard crisp
rough sets and the crisp VPRS model. We propose a uniﬁed way of expressing rough approximations which is
important for fuzzy generalizations of the rough set theory.
2. Rough sets versus variable precision rough sets
We start our discussion with the crisp rough set concept proposed by Pawlak [22]. Any crisp subset of an
universe U can be approximated by means of an indiscernibility relation R, representing our lack of knowledge
about elements of U.
The lower approximation RðAÞ and upper approximation RðAÞ of a crisp set A are deﬁned as follows:
RðAÞ ¼ fx 2 U : ½xR  Ag; ð1Þ
RðAÞ ¼ fx 2 U : ½xR \ A 6¼ ;g; ð2Þ
where ½xR denotes an indiscernibility (equivalence) class containing an element x 2 U .
Properties of rough sets have been thoroughly studied. Many generalizations of the basic deﬁnition have
been proposed, e.g. [9,12,14]. An interesting extension of the rough set theory, elaborated by Polkowski
and Skowron [25], bases on the mereology of Les´niewski. An important notion in the framework of rough
mereology is the rough inclusion.
Let us reconsider the rough approximations given by (1) and (2) in the context of set inclusion. We can
deﬁne the lower and upper approximations in an alternative way, utilizing solely the notion of set inclusion.
Deﬁnition 1. Given an indiscernibility relation R, the lower approximation RðAÞ and upper approximation
RðAÞ of a crisp set A are deﬁned as follows:
RðAÞ ¼ fx 2 U : 8S  ½xR ^ S 6¼ ;; S  Ag; ð3Þ
RðAÞ ¼ fx 2 U : 9S  ½xR ^ S 6¼ ;; S  Ag: ð4Þ
The only diﬀerence between (3) and (4) is the quantiﬁer used, emphasizing two extreme (ideal) cases of
approximation obtained by applying the indiscernibility relation R. It is obvious that an indiscernibility class
can only be included in the lower approximation of the set A, when all subsets of that class are included in A.
In contrast to that, an indiscernibility class can be included in the upper approximation of the set A, when
some non-empty subset of that class is included in the set A. Moreover, we can deﬁne the lower and upper
approximations in a similar way, using the notion of membership in a set.
Deﬁnition 2. Given an indiscernibility relation R, the lower approximation RðAÞ and upper approximation
RðAÞ of a crisp set A are deﬁned as follows:
RðAÞ ¼ fx 2 U : 8y 2 ½xR; y 2 Ag; ð5Þ
RðAÞ ¼ fx 2 U : 9y 2 ½xR; y 2 Ag: ð6Þ
We can see again the contrast between all needed elements and some suﬃcient element in the case of the
lower and upper approximations, respectively.
A uniﬁed form of the lower and upper approximation given by (3) and (4) may do not seem so important,
when we consider crisp sets. However, there is no single method of performing basic operations on fuzzy sets.
In consequence, we can get many fuzzy rough set generalizations, and they depend on the form of the rough
set deﬁnition which we try to generalize.
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In applications of the rough set theory to real data, one has to cope with inconsistencies in information
systems caused by noise and errors. As explained in the previous section, the need for admitting some level
of misclassiﬁcation is especially urgent in the case of large information systems.
The idea of relaxation of strict inclusion requirements was introduced by Ziarko [33] in the form of the var-
iable precision rough set model, by means of a modiﬁed relation of set inclusion. It can be explained using the
notion of inclusion error, eðA;BÞ, of a non-empty (crisp) set A in a (crisp) set B, deﬁned as follows:
eðA;BÞ ¼ 1 cardðA \ BÞ
cardðAÞ : ð7Þ
To limit the inclusion error, we apply a lower limit l and an upper limit u, introduced in the extended version
of VPRS [15], which satisfy the requirement
0 6 l < u 6 1: ð8Þ
The crisp VPRS model was generalized more recently to a probabilistic rough set approach [27,34]. In this
version of VPRS the lower limit l reﬂects the highest acceptable degree of the conditional probability
PðAjEÞ to include an equivalence class E in the negative region of an approximated set A. The upper limit
u represents the least acceptable degree of the conditional probability P ðAjEÞ to include an equivalence class
E in the positive region of the set A. The limits l and u satisfy the following constraint:
0 6 l < P ðAÞ < u 6 1; ð9Þ
where P ðAÞ denotes the prior probability of the subset A 2 U .
We retain in our further consideration a non-probabilistic interpretation of VPRS. Basing on the limits l
and u which satisfy the constraint (8), one can deﬁne the u-lower and the l-upper approximation of any subset
A of the universe U by an indiscernibility relation R.
The u-lower approximation of A by R is a set
RuA ¼ fx 2 U : eð½xR;AÞ 6 1 ug; ð10Þ
where ½xR denotes an indiscernibility class of R containing the element x.
The l-upper approximation of A by R is a set
RlA ¼ fx 2 U : eð½xR;AÞ < 1 lg; ð11Þ
or alternatively
RlA ¼ fx 2 U : eð½xR;AÞ > lg: ð12Þ
The deﬁnitions (10) and (11) use the same notion of inclusion error and can be perceived as a weakened form
of (3) and (4). Not all subsets of an indiscernibility class need to be included in the approximated set, and no
subset of the indiscernibility class included in the set is suﬃcient for the acceptance of the class in the lower and
upper approximations, respectively. In this way, we abandon the ideals of approximation and admit of some
level of misclassiﬁcation.
In order to get more realistic and intuitively acceptable results in applications of the VPRS model, we mod-
iﬁed the standard deﬁnition of the positive region of a set [18]. This idea can also be used to encompass the
variable precision fuzzy rough set model. In our deﬁnition of the positive region, we use only those elements of
the lower approximation, for which there is no contradiction between the set A and the indiscernibility classes.
This is an intermediate way between the very restrictive approach of the original rough set theory and the
excessively tolerant VPRS model. The modiﬁed deﬁnition of the u-positive region of a crisp set A consists
in rejecting all elements of the approximating classes, which are not included in the set A
PosRuðAÞ ¼ A \ RuA: ð13Þ
The idea of using intersection with the approximated set was also used by Inuiguchi [14] in his deﬁnition of the
classiﬁcation-oriented rough sets. For the classiﬁcation-oriented counterpart of the upper approximation he
takes the union with the approximated set, which produces the possible region of the set. The generalizations
of rough sets given in [14] do not concern the VPRS model.
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By applying the idea of the possible region of a set to the VPRS model, we obtain
PsbRlðAÞ ¼ A [ RlA: ð14Þ
Let us observe that the VPRS model does not retain all properties of the original rough sets, e.g. the basic
property [22] of the lower and upper approximations of a set A, which is stated by
RðAÞ  A  RðAÞ: ð15Þ
The property (15) does not hold in general in the VPRS model. This is due to relaxing the strong inclusion
requirement. Only the u-positive and l-possible regions of a set A satisfy this property
PosRuðAÞ  A  PsbRlðAÞ: ð16Þ
Prior to extending the crisp VPRS model to a fuzzy one, we need to discuss the problem of a suitable repre-
sentation of fuzzy information systems.
3. Decision tables with fuzzy attributes
Let us introduce the necessary description for construction of fuzzy decision tables, needed for representing
the human operator’s controlling behavior. To this end, we adopt an extension of Bodjanova’s idea of fuzzy
concepts [2,8].
We have a ﬁnite universe U with N elements: U ¼ fx1; x2; . . . ; xNg. Each element x of the universe U is
described with the help of fuzzy attributes, which are divided into a subset of n condition attributes
C ¼ fc1; c2; . . . ; cng, and a subset of m decision attributes D ¼ fd1; d2; . . . ; dmg.
For each fuzzy attribute a set of linguistic values can be given. We denote by V i1; V i2; . . . ; V ini the linguistic
values of the condition attribute ci, and by W j1;W j2; . . . ;W jmj the linguistic values of the decision attribute dj,
where ni and mj is the number of the linguistic values of the ith condition and the jth decision attribute, respec-
tively, i ¼ 1; 2; . . . ; n and j ¼ 1; 2; . . . ;m.
For any element x 2 U , its membership degrees in all linguistic values of the condition attribute ci (or deci-
sion attribute dj) have to be determined. It is done during the fuzziﬁcation stage, by utilizing the recorded crisp
value of a particular attribute of x. When the linguistic values of an attribute have the form of singletons or
disjoint intervals, with membership degree equal to 1 in the original domain of the attribute, then only one
linguistic value can be assigned to that attribute. In that case we get a classical crisp decision table. In general,
we obtain a non-zero membership of x to more than one linguistic value of an attribute. Moreover, we may
say that the value of an attribute for a given element x is a fuzzy set in the domain of all linguistic values of
that attribute. So, we denote by V iðxÞ the fuzzy value of the condition attribute ci for any x, as a fuzzy set in
the domain of the linguistic values of ci
V iðxÞ ¼ flV i1ðxÞ=V i1;lV i2ðxÞ=V i2; . . . ; lV ini ðxÞ=V inig:
W jðxÞ denotes the fuzzy value of the decision attribute dj for any x, as a fuzzy set in the domain of the lin-
guistic values of dj
W jðxÞ ¼ flW j1ðxÞ=W j1; lW j2ðxÞ=W j2; . . . ; lW jmj ðxÞ=W jmjg:
The problem of comparing objects described by fuzzy sets has been widely studied in the literature (see, e.g.
[4,6,8]). Many diﬀerent forms of similarity relation have been invented and investigated, e.g. Greco et al. [10]
proposed approximation of fuzzy sets by means of fuzzy relations which are only reﬂexive. In our consider-
ations, when we focus on the analysis of the recorded process data, the symmetry and some kind of transitivity
of the fuzzy similarity relation should be assumed.
After fuzziﬁcation of real crisp numbers obtained from the control process, each row of the decision table
(in a vector representation) contains the membership degrees of a particular element x in all possible linguistic
values of the condition and decision attributes. We use further a symmetric, reﬂexive and T-transitive fuzzy
similarity relation [4,8], which is deﬁned by means of the distance between the compared elements. For the
sake of brevity the following formulas will only be given for condition attributes.
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If we want to compare any two elements x and y of the universe U with respect to the condition attribute ci,
then the similarity between x and y could be expressed by
Sciðx; yÞ ¼ 1max
k¼1;ni
lV ik ðxÞ  lV ik ðyÞ
 : ð17Þ
The above deﬁnition of Sciðx; yÞ is one of many possible measures of similarity between the fuzzy sets V iðxÞ and
V iðyÞ. This is the case of T-similarity relation based on the Łukasiewicz T-norm [8].
In order to evaluate the similarity SCðx; yÞ, with respect to condition attributes C, we have to aggregate the
results obtained for all attributes ci, i ¼ 1; 2; . . . ; n. This can be done by using the T-normoperatormin as follows
SCðx; yÞ ¼ min
i¼1;n
Sciðx; yÞ ¼ min
i¼1;n
1max
k¼1;ni
lV ik ðxÞ  lV ik ðyÞ
  : ð18Þ
By the calculation of similarity for all pairs of elements of the universe U, we obtain a symmetric similarity
matrix. Every row of the similarity matrix forms a fuzzy set in the domain of U. If the value of similarity be-
tween the elements x and y is equal to 1, they do belong to the same similarity class. It means that two rows of
the similarity matrix must be merged into one fuzzy set with the membership degrees equal to 1 for x and y.
This way, we obtain a family of fuzzy similarity classes eC ¼ fC1;C2; . . . ;C~ng, for condition attributes C and a
family of fuzzy similarity classes eD ¼ fD1;D2; . . . ;D~mg, for decision attributes D.
The generated partitions eC and eD satisfy the property of covering U suﬃciently and the property of dis-
jointness [7]. For the partition eC with ~n elements, the properties of covering and disjointness are expressed
as follows
inf
x2U
max
i¼1;~n
lCiðxÞ > 0; ð19Þ
8i; j 2 f1; 2; . . . ; ~ng ^ i 6¼ j; sup
x2U
minðlCiðxÞ; lCjðxÞÞ < 1: ð20Þ
Now, we are able to calculate the approximations of eD by eC . This will be done by using the VPFRS model.
4. Variable precision fuzzy rough approximations
Here, we redeﬁne and discuss our approach [20] to variable precision fuzzy rough sets with asymmetric
bounds l and u. Our VPFRS model bases on the use of fuzzy R-implication operators and extends the basic
idea of inclusion error discussed in Section 2. We apply a notion of inclusion degree of any fuzzy set A in a
fuzzy set B, with respect to particular elements of A.
Because every similarity class is a fuzzy set in the domain of U, calculating the approximations of particular
members of the family eD by the family eC entails the problem of determining the degree of inclusion of one fuzzy
set into another. This is an important issue of the fuzzy set theory. There is no unique solution. Diﬀerent mea-
sures of fuzzy sets inclusion were considered in the literature (see, e.g. [2,17]). The use of implication operators
in the inclusion indicator was proposed by Bandler and Kohout [1,3]. A most general (axiomatic) approach,
given by Sinha–Dougherty [5], can also be implemented by applying the generalized Łukasiewicz implicators.
A crucial notion of our VPFRS model is the inclusion degree of a fuzzy set A in a fuzzy set B obtained with
respect to particular elements (or singletons) of a set A. This way, we construct a fuzzy set which will be called
the fuzzy inclusion set of A in B, and denoted by InclðA;BÞ. There are many possibilities to deﬁne such an
inclusion set. According to the above remarks, we apply to this end an implication operator, denoted by ! :
Deﬁnition 3. The implication-based inclusion set of a non-empty fuzzy set A in a fuzzy set B, denoted by
InclðA;BÞ, is deﬁned as follows
lInclðA;BÞðxÞ ¼
lAðxÞ ! lBðxÞ if lAðxÞ > 0;
0 otherwise:

ð21Þ
We set lInclðA;BÞðxÞ ¼ 0, for lAðxÞ ¼ 0, in order to focus on the support of the set A. It would be possible to
use a unique deﬁnition for determining the inclusion for all elements of the universe, but the form of the def-
inition (21) helps to simplify the computational algorithm.
Let us apply a T-norm operator (e.g. min), denoted by *.
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Deﬁnition 4. The T-norm-based inclusion set of a non-empty fuzzy set A in a fuzzy set B, denoted by
Incl0ðA;BÞ, is deﬁned as follows
lIncl0ðA;BÞðxÞ ¼ lAðxÞ  lBðxÞ: ð22Þ
This is equivalent to assuming a special form of implication in (21), namely the quasi implicator of Mam-
dani, which is often applied in fuzzy inference systems. We need two diﬀerent deﬁnitions of fuzzy inclusion set,
in order to maintain the compatibility between the fuzzy rough set model of Dubois and Prade [7] and our
VPFRS model. Fuzzy implication will be used in the case of the lower variable precision fuzzy rough approx-
imation, and T-norm (fuzzy intersection) for the upper variable precision fuzzy rough approximation,
respectively.
When using fuzzy implication, we require that the degree of inclusion with respect to x should be equal to 1,
if the inequality lAðxÞ 6 lBðxÞ for that x is satisﬁed
lAðxÞ ! lBðxÞ ¼ 1 if lAðxÞ 6 lBðxÞ: ð23Þ
We can easy show that the requirement (23) is always satisﬁed by residual implicators (R-implicators) [26] de-
ﬁned, using a T-norm operator *, as follows
x ! y ¼ supfk 2 ½0; 1 : x  k 6 yg: ð24Þ
The determination of the lower approximation of a set in the (crisp or fuzzy) VPFRS model can be interpreted
as counting the indiscernibility classes into the lower approximation, basing on ‘‘better’’ elements (concerning
their membership in the set InclðA;BÞ) and disregarding ‘‘the worst’’ elements of the indiscernibility classes,
provided that an admissible error is not exceeded. So, we must determine the error that would be made, when
‘‘the worst’’ elements of the approximating fuzzy set, in the sense of their membership in the fuzzy inclusion set
InclðA;BÞ, were omitted.
The rejection of ‘‘bad’’ elements can be done by utilizing the notion of a-cut, deﬁned for any fuzzy set A and
a 2 ½0; 1 by
Aa ¼ fx 2 U : lAðxÞP ag: ð25Þ
Deﬁnition 5. The lower a-inclusion error, eaðA;BÞ of any non-empty fuzzy set A in a fuzzy set B is deﬁned as
follows
eaðA;BÞ ¼ 1 powerðA \ InclðA;BÞaÞ
powerðAÞ ; ð26Þ
where powerðAÞ denotes the cardinality of a fuzzy set A. For any ﬁnite fuzzy set A with n elements, deﬁned on
U
powerðAÞ ¼
Xn
i¼1
lAðxiÞ: ð27Þ
An a value will be needed to express how many ‘‘bad’’ elements may be disregarded without violating the
admissible error.
We interpret the determination of the upper VPFRS approximation of a set, as counting the indiscernibility
classes into the upper approximation, basing on ‘‘worse’’ elements (concerning their membership in the set
Incl0ðA;BÞ) and disregarding ‘‘the best’’ elements of the indiscernibility classes, provided that an admissible
error is not exceeded. So, we must determine the error that would be made, when ‘‘the best’’ elements of the
approximating fuzzy set, in the sense of their membership in the fuzzy inclusion set Incl0ðA;BÞ, were omitted.
Deﬁnition 6. The upper a-inclusion error, eaðA;BÞ of any non-empty fuzzy set A in a fuzzy set B is deﬁned as
follows
eaðA;BÞ ¼ 1 powerðA \ ðIncl
0ðA;BÞÞaÞ
powerðAÞ : ð28Þ
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An a value will be needed to express how many ‘‘good’’ elements may be disregarded without violating the
admissible error.
Now, we show that the measures of inclusion error used in (10)–(12) are special cases of the proposed mea-
sures (26) and (28).
Proposition 1. For any non-empty crisp set A and any crisp set B, for any a 2 ð0; 1, it holds that eaðA;BÞ ¼
eðA;BÞ, and eaðA;BÞ ¼ eðA;BÞ.
Proof. First, we show that for any crisp sets A and B, the inclusion set InclðA;BÞ is equal to the crisp
intersection A \ B. For any crisp set C
lCðxÞ ¼
1 for x 2 C;
0 for x 62 C:
(
ð29Þ
Every implicator ! satisﬁes the conditions: 1 ! 0 ¼ 0, and 1! 1 ¼ 1; 0! 1 ¼ 1; 0 ! 0 ¼ 1.
Thus, applying the deﬁnition (21), we get
lInclðA;BÞðxÞ ¼ lA\BðxÞ ¼
1 if x 2 A and x 2 B;
0 otherwise:
(
ð30Þ
Taking into account (27) and (29), we get for any ﬁnite crisp set C
powerðCÞ ¼ cardðCÞ: ð31Þ
Furthermore, applying (25) for any a 2 ð0; 1, we obtain
Ca ¼ C: ð32Þ
By Eqs. (30)–(32), we ﬁnally have
powerðA \ InclðA;BÞaÞ
powerðAÞ ¼
powerðA \ ðA \ BÞaÞ
powerðAÞ ¼
cardðA \ BÞ
cardðAÞ :
Hence, we obtain eaðA;BÞ=eðA;BÞ, for any a 2 ð0; 1.
For any crisp sets A and B, we get Incl0ðA;BÞ ¼ A \ B by deﬁnition.
By repeating the above steps, we can show that
powerðA \ ðIncl0ðA;BÞÞaÞ
powerðAÞ ¼
cardðA \ A \ BÞ
cardðAÞ ¼
cardðA \ BÞ
cardðAÞ :
Thus, eaðA;BÞ ¼ eðA;BÞ, for any a 2 ð0; 1. h
We will apply the introduced lower and upper a-inclusion error, with the aim of implementing the idea of
relaxation of strong inclusion requirements in the framework of fuzzy rough sets. The notion of fuzzy rough
set was proposed by Dubois and Prade [7] and generalized by Radzikowska and Kerre [26].
For a given fuzzy set F and a fuzzy partition U ¼ fF 1; F 2; . . . ; F ng on the universe U, the membership func-
tions of the lower and upper approximation of F by U are deﬁned by
lUF ðF iÞ ¼ inf
x2U
lF iðxÞ ! lF ðxÞ; ð33Þ
lUF ðF iÞ ¼ sup
x2U
lF iðxÞ  lF ðxÞ: ð34Þ
The pair of sets ðUF ;UF Þ is called a fuzzy rough set.
Furthermore, we assume that the implicator! does satisfy the boundary condition 0 ! a ¼ 1. This is true
for all R-implicators and most other popular implication operators. Since any T-norm is a monotonic oper-
ator, satisfying the boundary condition 01 ¼ 0, it also fulﬁlls the requirement 0a ¼ 0. Thus, we can deter-
mine the lower and upper limit in (33) and (34), respectively, by taking into account only the support of the
approximating class F i, denoted by suppðF iÞ
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lUF ðF iÞ ¼ inf
x2suppðF iÞ
lF iðxÞ ! lF ðxÞ; ð35Þ
lUF ðF iÞ ¼ sup
x2suppðF iÞ
lF iðxÞ  lF ðxÞ; ð36Þ
where
suppðF iÞ ¼ fx 2 U : lF iðxÞ > 0g:
In the analysis of process data, we apply the proposals given in the previous section. Decision tables will be
given in the form of Table 1. The admissible inclusion error will be expressed by using a lower limit l and an
upper limit u.
For a given decision table we approximate particular fuzzy similarity classes Dj 2 eD, j ¼ 1; 2; . . . ; ~m, gen-
erated with respect to the decision attributes D, by all elements of the fuzzy partition eC , generated with respect
to the condition attributes C. Thus, to apply the deﬁnitions (35) and (36), we take the fuzzy partition eC ,
instead of U.
According to the discussion given above, we admit of some level of tolerance, by taking into account only
‘‘better’’ elements of the approximating class in the case of the lower approximation, and ‘‘worse’’ elements of
the approximating class in the case of the upper approximation, respectively.
Deﬁnition 7. The u-lower approximation of a fuzzy set Dj by a fuzzy partition eC is a fuzzy set on the domaineC with membership function expressed by
leCuDjðCiÞ ¼ infx2Siu lInclðCi ;DjÞðxÞ; ð37Þ
where
Siu ¼ suppðCi \ InclðCi;DjÞauÞ;
au ¼ supfa 2 ½0; 1 : eaðCi;DjÞ 6 1 ug:
The set Siu contains those elements of the approximating class Ci that are included in Dj at least to the degree
au. The membership leCuDjðCiÞ is determined by using ‘‘better’’ elements from Siu , instead of the whole class Ci.
This helps to prevent the situation, when a few ‘‘bad’’ elements of a large class Ci signiﬁcantly reduce the lower
approximation of the set Dj.
The same idea of tolerance can be applied to deﬁning the upper approximation. We take into account only
‘‘the best’’ elements of the complement of the intersection of the approximating class Ci and the approximated
set Dj.
Deﬁnition 8. The l-upper approximation of a fuzzy set Dj by a fuzzy partition eC is a fuzzy set on the domain eC
with membership function expressed by
leClDjðCiÞ ¼ supx2Sil lIncl0ðCi;DjÞðxÞ; ð38Þ
where
Sil ¼ suppðCi \ ðIncl0ðCi;DjÞÞalÞ;
al ¼ supfa 2 ½0; 1 : eaðCi;DjÞ 6 lg:
Table 1
Decision table with fuzzy attributes
c1 c2    cn d1 d2    dm
x1 V 1ðx1Þ V 2ðx1Þ    V nðx1Þ W 1ðx1Þ W 2ðx1Þ    W mðx1Þ
x2 V 1ðx2Þ V 2ðx2Þ    V nðx2Þ W 1ðx2Þ W 2ðx2Þ    W mðx2Þ
  
xN V 1ðxN Þ V 2ðxN Þ    V nðxN Þ W 1ðxN Þ W 2ðxN Þ    W mðxN Þ
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The set Sil contains those elements of the approximating class Ci that are included in Dj at most to the degree
al. The membership leClDjðCiÞ is determined by using ‘‘worse’’ elements from Sil , instead of the whole class Ci.
This helps to prevent the situation, when a few ‘‘good’’ elements of a large class Ci signiﬁcantly increase the
lower approximation of the set Dj.
The sets Siu and Sil are used to give more insight into the presented VPFRS model. In practice, the algo-
rithm for determining the approximations (37) and (38) can be quite straightforwardly implemented. Since
we use limit values of membership function of the inclusion sets InclðCi;DjÞ and Incl0ðCi;DjÞ, we get
leCuDjðCiÞ ¼ au and leClDjðCiÞ ¼ 1 al, respectively. Nevertheless, the given form of (37) and (38) is suitable
for applying diﬀerent, i.e. non-limit-based classes of fuzzy rough sets.
Now, we show that the approximations (37) and (38) are equivalent to fuzzy rough approximations of
Dubois and Prade, when u ¼ 1 and l ¼ 0.
Proposition 2. For any elements Ci 2 eC and Dj 2 eD of fuzzy partitions eC and eD, if u ¼ 1 and l ¼ 0, then it holds
leCuDjðCiÞ ¼ leCDjðCiÞ, and leClDjðCiÞ ¼ leCDjðCiÞ.
Proof. For u ¼ 1, it is required that eauðCi;DjÞ ¼ 0. This means that no elements of the approximating simi-
larity class Ci can be discarded:
eauðCi;DjÞ ¼ 1
powerðCi \ InclðCi;DjÞauÞ
powerðCiÞ ¼ 0; Ci \ InclðCi;DjÞau ¼ Ci:
According to (21), in the case, when suppðInclðCi;DjÞÞ  suppðCiÞ, we get au ¼ 0, and InclðCi;DjÞ0 ¼ U .
In the other case, when suppðInclðCi;DjÞÞ ¼ suppðCiÞ, we have au > 0.
Thus, we obtain
suppðCiÞ  InclðCi;DjÞau ; Siu ¼ suppðCi \ InclðCi;DjÞauÞ ¼ suppðCiÞ: ð39Þ
By taking into account (21) and (39), we ﬁnally have, for u ¼ 1
leCuDjðCiÞ ¼ infx2Siu lInclðCi;DjÞðxÞ ¼ infx2suppðCiÞlCiðxÞ ! lDjðxÞ:
A similar proof can be given for the l-upper approximation, when l ¼ 0. h
Furthermore, we need a generalized measure of u-approximation quality in order to deal with fuzzy sets
and fuzzy relations.
For the family eD ¼ fD1;D2; . . . ;D~mg and the family eC ¼ fC1;C2; . . . ;C~ng the u-approximation quality of eD
by eC is deﬁned as follows
ceCuðeDÞ ¼ powerðPoseCuðeDÞÞcardðUÞ ; ð40Þ
where
PoseCuðeDÞ ¼ [
Dj2eD xðeCuDjÞ \ Dj:
The fuzzy extension x denotes a mapping from the domain eC into the domain of the universe U, which is
expressed for any fuzzy set F on the domain eC by
lxðF ÞðxÞ ¼ lF ðCiÞ; if lCiðxÞ ¼ 1: ð41Þ
In the deﬁnition (40), we generalize the notion of positive region, discussed in Section 2. For any fuzzy set A on
U and a similarity relation S, the positive region of A is deﬁned as follows
PosSuðAÞ ¼ A \ xðSuAÞ: ð42Þ
The u-approximation quality of eD by eC will be used as a measure of consistency of the human operator’s deci-
sion model.
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5. Example
Let us consider the task of stabilization of the aircraft’s bank angle during a right turn maneuver, per-
formed by a pilot. Three condition attributes c1, c2, c3 were taken into account:
c1: bank angle deviation from the required value
(values: V11 – ‘‘Large Negative’’, V12 – ‘‘Small Negative’’, V13 – ‘‘Zero’’,
V14 – ‘‘Small Positive’’, V15 – ‘‘Large Positive’’);
c2: change of the bank angle
(values: V21 – ‘‘Negative’’, V22 – ‘‘Zero’’, V23 – ‘‘Positive’’;
c3: change of the aileron deﬂection angle in the previous moment
(values: V31 – ‘‘Negative (Decrease)’’, V32 – ‘‘Zero (No Change)’’,
V33 – ‘‘Positive (Increase)’’).
One decision attribute d1 was used:
d1 change of the aileron deﬂection angle,
(values: W11 – ‘‘Negative (Decrease)’’, W12 – ‘‘Zero (No Change)’’,
W13 – ‘‘Positive (Increase)’’).
The membership functions selected for all linguistic values of the attributes have a typical ‘‘trapezoidal’’
shape.
In reality, the process of right turn stabilization is more complicated, but a simpliﬁed description is suﬃ-
cient for our considerations. The decision table with fuzzy attributes was generated by the fuzziﬁcation stage.
It is convenient to represent fuzzy attributes as vectors (Table 2).
In order to analyze the obtained decision table with the help of VPFRS the following steps were executed:
(1) Determining the similarity matrix on the domain U  U with respect to all condition attributes and the
similarity matrix with respect to all decision attributes, according to (18).
Table 2
Decision table with fuzzy attributes in vector form
c1 c2 c3 d1
x1 (0.9, 0.1, 0.0, 0.0, 0.0) (0.8, 0.2, 0.0) (0.0, 1.0, 0.0) (0.0, 0.0, 1.0)
x2 (0.1, 0.9, 0.0, 0.0, 0.0) (0.9, 0.1, 0.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
x3 (0.0, 1.0, 0.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
x4 (0.0, 0.0, 0.9, 0.1, 0.0) (0.0, 0.0, 0.1) (0.0, 0.0, 1.0) (0.8, 0.2, 0.0)
x5 (0.0, 0.1, 0.9, 0.0, 0.0) (1.0, 0.0, 0.0) (0.8, 0.2, 0.0) (0.0, 0.1, 0.9)
x6 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 0.1, 0.9) (0.0, 1.0, 0.0)
x7 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0)
x8 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0)
x9 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0)
x10 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0)
x11 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (1.0, 0.0, 0.0)
x12 (0.7, 0.3, 0.0, 0.0, 0.0) (1.0, 0.0, 0.0) (1.0, 0.0, 0.0) (0.0, 0.0, 1.0)
x13 (0.0, 1.0, 0.0, 0.0, 0.0) (0.9, 0.1, 0.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
x14 (0.0, 1.0, 0.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
x15 (0.0, 0.0, 0.9, 0.1, 0.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0) (0.9, 0.1, 0.0)
x16 (0.0, 0.1, 0.9, 0.0, 0.0) (1.0, 0.0, 0.1) (0.9, 0.1, 0.0) (0.0, 0.1, 0.9)
x17 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 0.1, 0.9) (0.0, 1.0, 0.0)
x18 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0)
x19 (0.0, 0.0, 1.0, 0.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0) (0.0, 1.0, 0.0)
x20 (0.0, 0.0, 0.0, 0.6, 0.4) (0.0, 0.0, 1.0) (0.0, 1.0, 0.0) (1.0, 0.0, 0.0)
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(2) Determining the family of similarity classes eC and eD. We obtained 11 similarity classes with respect to
condition and 6 similarity classes with respect to decision attribute.
(3) Calculating the u-lower approximation of particular decision similarity classes by the family of condition
similarity classes, in the domain of eC , according to (37).
(4) Determining the u-lower approximation of eD by eC in the domain of U, and calculating the u-approxi-
mation quality of eD by eC , according to (40).
(5) Evaluating the importance of each condition attribute for the human operator’s decision model.
Let us take a closer look at approximating the decision similarity class D4 with respect to the condition sim-
ilarity classes C6 and C7. Table 3 contains the fuzzy similarity classes D4, C6, C7 and the inclusion sets
InclðC6;D4Þ, InclðC7;D4Þ. The Łukasiewicz implication operator was used in the calculation.
Next, we determine the membership degree of C6 in the lower approximation of D4. We start with the limit
case, assuming u ¼ 1. This means that no inclusion error is allowed. Hence, we seek for the biggest a 2 ½0; 1,
denoted by au, for which eaðC6;D4Þ ¼ 1 powerðC6\InclðC6;D4ÞaÞpowerðC6Þ ¼ 0.
We ﬁnd, for u ¼ 1, that au ¼ 0:9,
InclðC6;D4Þ0:9 ¼ fx6; x7; x8; x9;10; x11; x17; x18; x19g,
and ﬁnally, we obtain the membership degree leC 0:9D4ðC6Þ ¼ au ¼ 0:9.
Assuming u ¼ 0:9, we ﬁnd that au ¼ 1,
InclðC6;D4Þ1 ¼ fx6; x7; x8; x9; x10; x17; x18; x19g,
eauðC6;D4Þ ¼ 1 2:6=2:7 ¼ 0:037 6 1 u ¼ 0:1.
Observe, that omitting ‘‘the weakest’’ element x11 from InclðC6;D4Þ leads to an increase (from 0.9 to 1) of
the membership degree of C6 in the lower approximation of D4. The error made is equal to 0:037:
When using the similarity classes D4 and C7 and assuming u ¼ 1, we get au ¼ 0. We cannot omit any ele-
ment from the inclusion set InclðC7;D4Þ. Therefore, leCuD4ðC7Þ ¼ au ¼ 0.
For u ¼ 0:85; we obtain au ¼ 1,
InclðC7;D4Þ1 ¼ fx6; x7; x8; x9; x10; x17; x18; x19g,
eauðC7;D4Þ ¼ 1 6:2=7:2 ¼ 0:139 6 1 u ¼ 0:15,
and leCuD4ðC7Þ ¼ 1.
Table 3
Inclusion sets
D4 C6 C7 InclðC6;D4Þ InclðC7;D4Þ
x1 0.0 0.0 0.0 0.0 0.0
x2 0.0 0.0 0.0 0.0 0.0
x3 0.0 0.0 0.0 0.0 0.0
x4 0.2 0.0 0.0 0.0 0.0
x5 0.1 0.0 0.0 0.0 0.0
x6 1.0 1.0 0.1 1.0 1.0
x7 1.0 0.1 1.0 1.0 1.0
x8 1.0 0.1 1.0 1.0 1.0
x9 1.0 0.1 1.0 1.0 1.0
x10 1.0 0.1 1.0 1.0 1.0
x11 0.0 0.1 1.0 0.9 0.0
x12 0.0 0.0 0.0 0.0 0.0
x13 0.0 0.0 0.0 0.0 0.0
x14 0.0 0.0 0.0 0.0 0.0
x15 0.1 0.0 0.0 0.0 0.0
x16 0.1 0.0 0.0 0.0 0.0
x17 1.0 1.0 0.1 1.0 1.0
x18 1.0 0.1 1.0 1.0 1.0
x19 1.0 0.1 1.0 1.0 1.0
x20 0.0 0.0 0.0 0.0 0.0
312 A. Mieszkowicz-Rolka, L. Rolka / Internat. J. Approx. Reason. 49 (2008) 301–315
The use of u ¼ 0:85 results in a maximal increase (from 0 to 1) of the membership degree of C7 in the lower
approximation of D4. Owing to the relaxation of strong inclusion requirements in the VPFRS model, we could
prevent the exclusion of the class C7 from the lower approximation. The error made is equal to 0.139.
Finally, we determine the u-lower approximation of D4 by the family eC .
For u ¼ 1, we geteCuD4 ¼ f0=C1; 0=C2; 0=C3; 0:1=C4; 0:1=C5; 0:9=C6; 0=C7; 0=C8; 0=C9; 0:1=C10; 0=C11g
and for u ¼ 0:85eCuD4 ¼ f0=C1; 0=C2; 0=C3; 0:1=C4; 0:1=C5; 1=C6; 1=C7; 0=C8; 0=C9; 0:1=C10; 0=C11g:
We determine the u-lower approximation in the domain of U. Using again the similarity class D4, we deter-
mine the positive region of D4.
For u ¼ 1, we obtain
PoseCuðD4Þ ¼ f0=x1; 0=x2; 0=x3; 0:1=x4; 0:1=x5; 0:9=x6; 0=x7; 0=x8; 0=x9; 0=x10; 0=x11; 0=x12; 0=x13;
0=x14; 0:1=x15; 0:1=x16; 0:9=x17; 0=x18; 0=x19; 0=x20g
and for u ¼ 0:85, we have
PoseCuðD4Þ ¼ f0=x1; 0=x2; 0=x3; 0:1=x4; 0:1=x5; 1=x6; 1=x7; 1=x8; 1=x9; 1=x10; 0=x11; 0=x12; 0=x13;
0=x14; 0:1=x15; 0:1=x16; 1=x17; 1=x18; 1=x19; 0=x20g:
The results of u-approximation quality of eD by eC before and after removing each condition attribute are
given in Table 4. We denote by L – Łukasiewicz, G – Gaines, KD – Kleene-Dienes, Gd – Go¨del implications
operators. We see that even for a small universe, the value of u-approximation quality increases, when we use
the VPFRS model with u < 1. The u-approximation quality is a good measure of consistency of the human
operator’s decision model. The analyzed pilot’s decision system has a relatively high consistency. Calculations
after discarding particular condition attributes lead to a conclusion that the condition attributes c1 and c2 are
Table 4
u-Approximation quality for diﬀerent values of required inclusion degree
Method Removed attribute ceCu ðeDÞ
u ¼ 1 u ¼ 0:9 u ¼ 0:85 u ¼ 0:8
Ł-inf None 0.700 0.710 0.950 0.950
c1 0.520 0.535 0.715 0.775
c2 0.540 0.560 0.770 0.810
c3 0.630 0.630 0.950 0.950
G-inf None 0.630 0.710 0.950 0.950
c1 0.391 0.506 0.506 0.746
c2 0.345 0.523 0.622 0.772
c3 0.630 0.630 0.950 0.950
KD-inf None 0.680 0.700 0.940 0.950
c1 0.495 0.505 0.685 0.745
c2 0.525 0.530 0.710 0.775
c3 0.595 0.615 0.935 0.950
Gd-inf None 0.630 0.710 0.950 0.950
c1 0.390 0.485 0.485 0.725
c2 0.310 0.510 0.510 0.750
c3 0.630 0.630 0.950 0.950
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important in the decision model. The condition attribute c3 could be omitted from the decision table, when
u ¼ 0:8 is assumed.
6. Conclusions
The presented variable precision fuzzy rough set (VPFRS) model with asymmetric bounds is a suitable tool
for analyzing information systems with crisp or fuzzy attributes. We proposed to express the human operator’s
decision model in the form of decision table with fuzzy attributes. The fuzzy character of attributes corre-
sponds with the human ability to inference, using linguistic concepts rather than numbers. Particular steps
of the VPFRS approach were illustrated by simple examples. It was shown that relaxation of strong inclusion
requirements of one fuzzy set in another fuzzy set (admitting of a certain misclassiﬁcation level in the human
operator’s control) leads to an increase of the approximation quality of the decision system. In this paper, we
discussed an extended and improved version of our VPFRS model. It is compatible with the fuzzy rough set
concept of Dubois and Prade. However, there is more than one possibility to deﬁne fuzzy rough sets. This is
not only due to diﬀerent forms of fuzzy operators (intersection, union, implication) that can be used in def-
initions of fuzzy rough approximations. We proposed a uniﬁed form of the crisp lower and upper approxima-
tions that could also be applied to deﬁning new models of fuzzy rough set. Thus, our aim of future research is
to introduce and investigate new classes of fuzzy rough sets and VPFRS models, which go beyond the widely
used concept of Dubois and Prade.
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