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This work investigates the detection of binary neutron stars gravitational wave based on convolutional
neural network (CNN). To promote the detection performance and efficiency, we proposed a scheme
based on wavelet packet (WP) decomposition and CNN. The WP decomposition is a time-frequency
method and can enhance the discriminant features between gravitational wave signal and noise before
detection. The CNN conducts the gravitational wave detection by learning a function mapping relation
from the data under being processed to the space of detection results. This function-mapping-relation
style detection scheme can detection efficiency significantly. In this work, instrument effects are con-
sidered, and the noise are computed from a power spectral density (PSD) equivalent to the Advanced
LIGO design sensitivity. The quantitative evaluations and comparisons with the state-of-art method
matched filtering show the excellent performances for BNS gravitational wave detection. On efficiency,
the current experiments show that this WP-CNN-based scheme is more than 960 times faster than the
matched filtering.
Keywords Gravitational waves, Algorithms, Astrostatistics techniques
PACS numbers 04.30.Db, 07.05.Mh
1 Introduction
The era of gravitational wave astronomy began with
the binary black hole (BBH) merger GW150914 [1] de-
tected by advanced Laser Interferometer Gravitational-
wave Observatory (LIGO [2]). Since then, nine addi-
tional BBH mergers have been observed [3–9]. More
special is that, on August 17, 2017, advanced LIGO and
Virgo [10] together observed new gravitational wave from
the inspiral of binary neutron stars (BNS), which is an
entirely new type of gravitational wave source [11]. The
inspiral of two neutron stars, known as GW170817, was
also seen by 70 observatories on seven continents and in
space, across the electromagnetic spectrum, marking a
significant breakthrough for multi-messenger astronomy
[12–14].
Matched filtering is the standard technique for gravi-
tational wave data processing [15, 16]. This technique
uses a template bank consisting of a series of gravi-
tational wave signals computed using post-Newtonian
theory [17, 18], the effective-one-body formalism [19–
21], and numerical relativity [22–24]. For detecting
gravitational wave signal and estimating its parameters,
matched filtering is to compute the similarities between
every template and the signal under processing and find
the one with the largest similarity. And to be accurate,
the template bank should computed based on a dense
gird over a parameter space, for example, masses, spins,
inclination, sky location, orbit orientation, etc. There-
fore, the bottleneck of matched filtering is its the com-
putational burden.
In recent years, deep learning has attracted much at-
tention in gravitational wave astronomy community and
was widely investigated, for example, glitch classifica-
tion [25–27], gravitational wave detection [28–31], signal
denoise [32–34], and wave source parameter estimation
[29, 35]. In the specific context of gravitational wave de-
tection, recent efforts have focused on the detection of
the burst-like BBH gravitational wave signal using con-
volutional neural networks (CNN) [28–31].
However, there exist evident differences between BBH
gravitational wave signal and binary neutron stars grav-
itational wave. Compared with the BBH systems, the
BNS systems have smaller masses and longer durations.
Besides, the BNS signals are almost only dominated by
the inspiral phase, for the merger and post-merger phase
happen at high frequencies, where advanced LIGO and
Virgo are less sensitive [8]. As a result, BNS signals are
weaker, and more challenging to be detected than BBH
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gravitational wave.
Therefore, this work studies BNS gravitational wave
detection problem and proposes a detection scheme
based on CNN and wavelet packet (WP) transform. The
proposed scheme is evaluated using theoretical data on
detection performance and efficiency with excellent re-
sults in comparing with the state-of-art method matched
filtering.
2 Experimental Data
The gravitation wave (GW) signal is acquired after a
long journey in space and a traversing in our instruments.
Therefore, a piece of obtained data consists of noises, de-
tector effects and GW signal. Furthermore, the observed
GW signal is weak and buried in noises.
Therefore, the detectors should be very sensitive.
However, the sensitivity results in our observations are
affected seriously by random & high-amplitude distur-
bances from environments and transient events. This
kind interferences are referred to glitches in literature,
and cause false positives. To reduce this kind positives,
a scheme of multiple detector-based vetoes are utilized
in application [8]. And there exists some sensitivity im-
balances between different detectors, for example, Virgo
detector, and the two LIGO detectors [8]. This work in-
vestigated the situation with two detectors of LIGO, H1
and L1. To be clear, data from these two detectors are
called H1 data set and L1 data set respectively.
The proposed scheme is of a supervised machine learn-
ing method. This kind methods always divides data sets
into three parts: a training set, a validation set, and a
test set. The training set represents our BNS gravita-
tional wave detection problem and used for finding the
optimal configurations of the proposed scheme; The vali-
dation set is used to tune the hyperparameters of model;
And the test set is used to evaluate the performance of
the proposed scheme [36]. Therefore, H1 data are divided
into three subsets, and similarly for L1 data.
There are two kinds of samples in the training set, val-
idation set and test set: one is pure noise, the other is
gravitational wave signal contaminated with noise. To
generated the experimental data of this work, there-
fore, two kinds of data components are needed: pure-
noise and noise-free gravitational wave signal. These
two kinds of data components are computed using the
PyCBC (a Python-based toolkit for compact binary co-
alescence signal analysis) library [16, 37–41]. Actually,
the noise is generated based on power spectral density
(PSD) at the ‘Zero-detuned High Power’ design sensi-
tivity to reproduce the sensitivity of LIGO detectors.
The BNS gravitational wave signals are computed us-
ing SEOBNRv4T-type [42] waveform, which models the
inspiral and merger phase for BNS gravitational wave
signals [8, 43].
An observed time-domain strain s(t) can be formu-
lated as follows:
s(t) = k × h(t) + n(t), (1)
where h(t) is a noise-free signal, n(t) a noise component,
and k is a proportional coefficient characterizing the rel-
ative intensity between noise and signal. If k = 0, s(t) is
pure noise.
In simulation, we can adjust the value of k to generate
a signal data with a predefined optimal matched-filter
signal-to-noise ratio (SNR [44]) defined as
ρ =
< s, u >√
< u, u >
, (2)
where s is an observed strain, u is a template waveform
used to filter s. And the inner product
< a, b >= 4 Re[
∫ ∞
0
df
a˜∗(f )˜b(f)
Sn(f)
] (3)
is the noise-weighted cross-correlation between a and b.
Here a˜(f) is the Fourier transform of a time-domain
waveform a(t) and the asterisk denotes a complex con-
jugate, and Sn(f) is the PSD of the instrumental noise,
which represents the sensitivity of the detector.
The BNS systems are simulated without spin and incli-
nation. Every BNS system consists of two neutron stars,
and suppose their masses are m1 and m2 respectively.
For training data and validation data, the ranges of m1
and m2 are respectively from 1.36 to 2.26 M⊙, and from
0.86 to 1.36 M⊙, which are similar to GW170817 [11].
While on the test set, m1 and m2 share a range from
1 to 3 M⊙ with constraint m1 > m2. Therefore, some
of the test data cover the parameter ranges of training
data, while the parameters of the other test data are out
of that of training data. The former subset of the test set
is to evaluate the detection performance in an interpolat-
ing manner, and the latter in an extrapolating manner.
These two subsets of test data shows the generalization
performance of the proposed scheme from different as-
pects, more about the two kind generalization examina-
tions are presented in Fig. 4 and the fifth paragraph of
section 4. The simulated signals were truncated to 4 sec-
onds in duration sampled at 16384 Hz, which retained
the post-inspiral (and merger) phase of the signals. At
the same time, we make the coalescence time of each
signal appear randomly in the 4 seconds time series.
In application, it is impossible to guaranteed
that an observation to be processed share the same
parameters with anyone historical observation or the-
oretical template. Therefore, this work independently
generated three template banks of noise-free BNS
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gravitational wave signals, Template_Banktraining,
Template_Bankvalidation and Template_Banktest,
used for computing training set, validation set and
test set, respectively. The Template_Banktraining,
Template_Bankvalidation and Template_Banktest con-
sist of 4500 templates, 500 templates and 7000 templates
respectively.
For detector H1, the corresponding training set,
validation set and test set are respectively com-
puted from template banks Template_Banktraining,
Template_Bankvalidation and Template_Banktest, re-
ferred to TrH1, VaH1 and TeH1. Each template from
Template_Bankvalidation is injected into a randomly
generated noise strain to produce a sample for VaH1.
This kind sample is named as signal+noise. In VaH1,
another kind of sample is pure noise, and the ratio be-
tween the number of “signal+noise" sample and pure
noise sample is 1:1. Therefore, the VaH1 consists of
1000 samples. The test set TeH1 is generated simi-
larly, and has 14000 samples. While, every template
from Template_Banktraining is injected into two inde-
pendently generated noise and forms two “signal+noise"
samples for “TrH1". This procedure, referred to “data
augmentation" in machine learning community, can not
only increase the size of training set, but also avoid
overfitting. In “TrH1", the ratio between the number
of “signal+noise" sample and pure noise sample is also
1:1. Therefore, the size of TrH1 is 18000. For detector
L1, three data sets, TrL1, VaL1 and TeL1, are similarly
computed from template banks Template_Banktraining,
Template_Bankvalidation and Template_Banktest re-
spectively.
3 Deep detection scheme
The proposed scheme consists of three procedures:
whiten the data under being dealt with; decompose the
whitened data using wavelet packet into time-frequency
maps; detect the existence of gravitational waves from
binary neutron stars using two CNNs. A flowchart of
the scheme is presented in Fig. 1.
Data Whitening WP Decomposition CNNs Detection Result
Fig. 1 A flowchart of the proposed scheme. In this flowchart,
the ‘Data’ is an observation of time series s(t), the input into
‘WP decomposition’ is still a time series sw(t), and output
from ‘WP decomposition’ is a time-frequency map, which is
input into the ‘CNNs’.
Whitening In application, the obtained gravi-
tational wave signals are buried in disturbances. Some
components of the disturbances are non-stationary, and
the non-stationariness can decrease the performance of
our detection methods. Therefore, the first procedure in
gravitation wave detection is whitening. The objective
of a whitening procedure is to remove the correlation of
the disturbances [45, 46].
Let s(t) a data to be processed, sw(t) the whitened
result of s(t). This data is whitened as follows:
sw(t) = F
−1[
s˜(f)√
Ss(f)
], (4)
where, s˜(f) represents the Fourier transform of data s(t),
F−1 the inverse Fourier transform, and Ss(f) the esti-
mated power spectral density (PSD). In this work, the
PSD is estimated using the Welch’s average periodogram
method [47] with the implementation in Python library
Matplotlib.
Joint Time-Frequency Analysis This work pro-
poses to do joint time-frequency analysis before detecting
the existence of a GW signal. Wavelet packet transform
is a typical time-frequency method [48–50]. We chose the
db1 of Daubechies wavelet basis [49, 51] with 6-layer de-
composition based on experimental confirmation. After
wavelet packet decomposition, an observed strain with
65536 pixels is transformed into a two-dimensional time-
frequency map / a matrix with size 64× 1024.
Input
2x2 max pooling
ReLU
8x8 Conv, 32
8x8 Conv, 16
ReLU
2x2 max pooling
ReLU
8x8 Conv, 64
FC, 120
Softmax
ReLU
Output
FC, 2
Fig. 2 The architecture of the utilized CNN networks. This
network consists of three convolutional layers (Convs) and
two fully connected layers (FCs). All “Conv" layers use a
convolutional kernel with a configuration 8× 8 and the num-
bers of kernels 16, 32, 64 on three “Conv" layers according to
their distances to the input layer from small to larger, respec-
tively. The max pooling is only performed on the two “Conv"
layers near the input layer, and the size of the corresponding
kernel in pooling operation is 2 × 2. The output of the last
layer is the probabilities that there exists any BNS signal in
the input observation.
After the time-frequency analysis, the data are in-
putted into a convolutional neural network (CNN) to de-
tect the existence of any BNS gravitational wave. CNN is
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a typical deep learning model based on local feature anal-
ysis, and has been widely used in image understanding,
computer vision, and speech recognition, etc [52]. This
CNN consists of a series of basic computational units or-
ganized in a layer-by-layer style. The first layer accepts
a two-dimensional time-frequency map as input, and the
last layer gives the detection result of a CNN network
(Fig. 2). These two layers are also referred to input
layer and output layer, respectively. This work takes the
softmax function as the output layer [53], which esti-
mates the probability of BNS gravitational wave existed
in the input data.
The computational operations of a CNN network are
mainly of three categories: convolutional operation,
pooling operation and activation operation. The con-
volution operation is to extract features from the input
image by computing a kind of similarity between a small
square area of our input data and a convolutional ker-
nel (CK). CK can be learnt from training data, and is
a representation of the characteristics of the problem
under dealing with, BNS gravitational wave detection.
Therefore, convolution can preserves the spatial relation-
ship between pixels. Typical Pooling operations are max
pooling and average pooling. Based on the suggestions in
[30], this work adopts the max pooling. The max pooling
is to split its input data into a series of disjoint rectangu-
lar subregions and calculate maximum values from each
subregion.
Activation function is a nonlinear transformation used
to enhance the performance of neural networks in com-
plex problem, for example, the sigmoid, Rectified Linear
Unit (ReLU), tanh and softmax [53]. The softmax is used
in output layer for classification/detection problem. In
other nonlinear transformation layer, sigmoid function
are one of the most widely used activation functions,
ReLu is less computationally expensive than tanh and
sigmoid. This work chooses the ReLU [54] as the ac-
tivation function in the inner nonlinear transformation
layers.
In a CNN model, there exist some model parameters
under being learnt from training data, for example, the
weights between different computational units, the val-
ues of a matrix representing a CK, etc. The performance
of these parameters are evaluated using cross entropy
[55], and optimized by back propagation algorithm [56].
The entire network is built on the open-source Tensorflow
framework [57] with the stochastic optimization method
ADAM [58]. In a CNN network, furthermore, there are
some parameters that could not be learnt from training
data, but should specified experienced, for example, the
number of convolution layers and fully connected layers,
the size of convolutional kernel, et al. This kind param-
eters are referred to hyperparameters in literatures and
determined based on a validation set. And the architec-
ture of the CNN model is shown in Fig. 2.
This work uses two CNN models to deal with the data
respectively from two detectors H1 and L1 and gives the
final detection results by checking their coincidences of
gravitational wave signal detection alert/trigger.
4 Experimental Evaluations
The proposed scheme is trained on theoretical data
“TrH1” and “TrL1”, and evaluated using theoretical data,
“TeH1” and “TeL1”, on detection performance and effi-
ciency with excellent results in being compared with the
state-of-art method matched filtering. In matched filter-
ing, the TBtr is utilized as a template bank. The TeH1
and TeL1 are used in testing matched filtering and the
proposed scheme.
In the quantitative evaluations, this work uses receiver
operator characteristics (ROC) curve. The ROC curve
is created using sensitivity and false alarm rate (FAR),
which is also referred to as false positive rate in litera-
ture. The sensitivity, also known as recall, true alarm
rate or true positive rate, represents the fraction of the
BNS gravitational wave that are successfully detected.
The FAR is calculated as the ratio between the num-
ber of samples consisting of pure noises and disturbances
(PND) wrongly detected as BNS gravitational wave sig-
nal and total number of actual PND samples. In ap-
plication, we expect gravitational wave signal not to be
missed and pure noise data not to cause false triggers.
Therefore, the ROC curve of an appropriate detection
scheme should approach the top-left corner of the FAR-
sensitivity space.
Quantitative performance evaluation and com-
parisons The corresponding results are presented in
Fig. 3. In this figure, three dashed curves are on top
and the tested results of the proposed scheme, the bot-
tom three solid curves are that of the matched filter-
ing method. Furthermore, the sensitivity of CNN-based
scheme shows strong robustness to FAR and are higher
than 97.2% in case of FAR≥ 0.001. Therefore, the
above experiments show the potentials of the CNN-based
method in detecting gravitational waves of binary neu-
tron stars.
Generalization In application, it’s impossible to
guarantee that the signal to be detected shares the same
parameter values with our experiences. In this work,
the ‘experiences’ refers to the templates TBtr used in
producing training samples “TrH1” and “TrL1” and the
‘parameters’ are the masses m1 and m2 of a BNS sys-
tem. It is important to test the performance of a pro-
posed scheme on some samples novel compared with our
experience, and this problem is called generalization in
machine learning community. Based on this kind con-
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Fig. 3 Quantitative performance evaluation of the proposed
CNN-based scheme and its comparison with the matched fil-
tering: Detection performance and its robustness to SNR.
Two methods are tested on TeH1 and TeL1, the matched
filtering are implemented using the template bank TBtr as
knowledge-carrier. In these experimental results, the CNN-
based scheme shows strong robustness to FAR and evident
superiority on sensitivity and false alarm rate. In this figure,
the ρ is the optimal matched-filter SNR defined in equation
(2).
sideration, this work independently generated two tem-
plate banks of noise-free BNS gravitational wave signals,
“TBtr" and “TBte", where “TBte" is used for produc-
ing test sample sets “TeH1” and “TeL1”. Therefore, the
experimental results in Fig. 4 show that the proposed
scheme have excellent generalization capability.
As for generalization, two kinds of cases can be distin-
guished based on whether the parameter configuration of
a test sample is in the range that the experiences TBtr
are sampled from. Therefore, the test sets ‘TeH1’ and
‘TeL1’ can be further divided into ‘TeH1IN ’, ‘TeL1IN ’,
‘TeH1EX ’ and ‘TeL1EX ’. The ‘IN ’ and ‘EX ’ are the
abbreviations of interpolation and extrapolation, respec-
tively. Experiments didn’t show any explicit influence on
performance from these two cases (Fig. 4).
Performance related with k As being described
in section 2, the experimental data with various SNR
are computed by adjusting the parameter k in equation
(1). Therefore, one problem is how about the relation-
ship between performance of the proposed CNN-based
scheme and k. Experimental results in Fig. 5 show that
there exist some positive correlations between the de-
tection performance and k. One potential usage of this
relationship is to theoretically estimate the possible de-
tection performance on some observations in case of the
corresponding k being known or being estimated using
some kind methods. Considering that the focus of this
work is the detection scheme, therefore, we postpone the
specific performance estimation from k to future work.
−3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0
log10(False alarm rate)
0.965
0.970
0.975
0.980
0.985
0.990
0.995
1.000
Se
ns
iti
vi
t 
On (TeH1EX,TeL1EX)
On (TeH1IN,TeL1IN)
Fig. 4 Generalization. The parameter configuration of a test
sample in ‘TeH1IN ’ and ‘TeL1IN ’ is in the range which gener-
ated training samples, while that in ‘TeH1EX ’ and ‘TeL1EX ’
is out of the range.
−3.0 −2.5 −2.0 −1.5 −1.0 −0.5 0.0
log10(False alarm rate)
0.96
0.97
0.98
0.99
1.00
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k∈ (2.3×10 3, 3.9×10 3)
k∈ (3.9×10 3, 6.1×10 3)
k∈ (6.1×10 3, 5.0×10 2)
Fig. 5 Performance evaluation of the proposed CNN-based
scheme using test sets with different k in Eq. (1). This eval-
uation is conducted on union of the two test sets TeH1 and
TeL1.
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Efficiency One typical characteristic of the pro-
posed scheme is its efficiency. In the experiments of this
work, the WP-CNN scheme takes approximately 0.027
seconds to process a sample on a computer with an In-
tel(R) Xeon(R) CPU E7- 4830, 2.13GHz processor, while
matched filtering about 261 seconds for a sample.
5 Conclusions
This work proposed a BNS gravitational wave detection
scheme based on wavelet packet (WP) transform and
convolutional neural network (CNN), which is evaluated
on theoretical data. Quantitative evaluation show that
the proposed CNN-based scheme has evident superiority
on detection sensitivity. On efficiency, the current exper-
iments show that the CNN-based scheme is more than
960 times faster than the matched filtering. In this work,
the CNN-based scheme and matched filtering are all im-
plemented based on one-core computation and their par-
allel optimization are postponed to future work.
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