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Abstract-The decomposition method is a powerful, nonnumerical method that has been devel- 
oped by G. Adomian in order to solve many equations such as Partial Differential Equations (PDE). 
The theoretical study of thii method has been performed by Y. Cherruault and L. Gabet. Several 
diiilcultiee remain when trying to solve PDE. The operator used to obtain a canonical form u = Gu 
depends on several integration constants and, therefore, its contractance, that is needed for the con- 
vergence of the iterative scheme, is not easy to prove. Moreover, boundary conditions can’t always 
be taken into account. In this paper, we explain how distributions spaces can be used in order to 
apply rigourously the decomposition methods. When the PDE are linear and defmed on a bounded 
or half-bounded domain with respect to sever&l variables and unbounded with respect to the oth- 
ers, the canonical form can be obtained, the computation performed and the boundary conditions 
taken into account thanks to distributions. This approach also explains why the classical decompo- 
sition method does not generally lead to a solution verifying all boundary conditions when only one 
differential operator is inverted. 
Keywords-Adomian’s Method, Decomposition method, Distributions, Partial differential equa 
tions, Frontier problems. 
1. INTRODUCTION 
The method developed by G. Adomian since the beginning of the 80’s in order to solve the 
equations that can be written on a canonical form u = Gu is original and powerful (l-41. The 
efficiency of the method has been proved for many kinds of equations (5-111. Important works 
about convergence have been carried out by Y. Cherruault [12,13] and a more general theoretical 
study has been performed by L. Gabet [14,15]. But several practical and theoretical problems 
remain, es is explained below. 
Let us consider any partial differential equations that can be written 
where M is a sum of linear, analytical nonlinear or composed operators, where g is a given 
function and where ‘11 is the unknown function which depends, among other variables, on t. 
In order to be solved with the decomposition method, such an equation has to be written under 
the canonical form u = Gu. This form can be obtained by applying to the equation the operator 
Iyp which is a p-folded integration with respect to the variable t. So, the following canonical 
form is obtained: 
u = -I,-PMu + I,-pg. 
The operator ItSp that has been used is ambiguously defined. It depends on p integration con- 
stants. Those constants are computed so that the initial or boundary conditions are satisfied. 
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Indeed, the differential operator #$ is not invertible unless it is defined in a well-chosen func- 
tional space, which includes implicitly the conditions, such as Sobolev spaces. The integration 
constants that are computed are the ones that make the solution stay in these kinds of spaces. 
But it is not satisfying to use such an inverse, the expression of which is not fixed because it 
changes, at each step, with the integration constants. Moreover, its contractance, that ensures 
the convergence of the iterative scheme, is very difficult to prove. 
Finally, the method that is usually used in order to obtain the canonical form cannot be easily 
justified. For performing rigourous computations, we are going to show that we can use the 
distribution interpretation of the equation when it is linear. This approach will also explain and 
solve the problems of boundary conditions for several kinds of domains. 
2. GENERAL PRINCIPLE 
Let us consider a linear PDE Lu = g. Let us suppose it can be written: 
a% 
- = Ru+g, 
t%p 
where t is a variable that is defined on half-bounded domain and where R = -& - L. 
This equation can be interpreted with distributions [16-191. The classical solution of the 
equation is at least one time differentiable with respect to t. So it is locally integrable and, 
therefore, defines a distribution T, that is regular with respect to t: 
The differentiation of u with respect to t can be written as a convolution product: 
dp)(t) * Tu, 
where &‘I is the porder derivative of the Dirac distribution 6(t) with respect to the variable t. 
If differentiation operators with respect to t appear in the operator R, they also must be 
transformed into convolution products. The differentiation operators with respect to the other 
variables can also be interpreted as convolution products if T, is now defined as a regular distri- 
bution with respect to all variables. 
Finally, the equation can be written: 
6(P)(t) * T, = RT,, + Ts. 
The regular distributions and the functions defining these distributions can often be merged and 
the notations u = T, and g = T, are used. 
In order to solve this new equation, we first have to write it under the canonical form. We 
know that the solution of a convolution equation t * v = F is given by v = s * F, where s is the 
elementary solution of this equation (i.e., the solution of T *v = 6) when the equation takes place 
in a left (or right) bounded support distributions space [19]. In our equation, t has a half-bounded 
support and this result can be applied and we obtain: 
u=s*Ru+s*g. 
Our equation has been written under the canonical form. 
Now, in order to obtain the solution, we only have to apply the decomposition scheme associated 
to this equation: 
us = s * g, un+l = s * Ru,, Vn 10. 
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In order to have a well-defined problem, i.e., to have a unique solution, p initial conditions 
have to be associated with the equation. These conditions cannot be verified thanks to the use 
of integration constants. But it is known that the initial conditions of a PDE can be interpreted 
as new terms (built with Dirac distributions) added to the right side of the equation. If a new 
term c is added to the right side of the equation Lu = g, its canonical form becomes: 
u=s*Ru+s*g+s*c, 
and the induction is: 
uo=s*g+s*c, un+l = s * Ru,, Vn > 0. 
The initial conditions are now in the first term of the recursion. 
3. SOME APPLICATIONS 
3.1. Heat Equation 
Let us study the propagation of heat in an homogeneous and insulated rod of infinite length. 
The temperature u is a function of time t and of the position along the rod 2. The nondimensional 
equation verified by u is: 
au 6% 
at=@ u(t = 0) = (Y(2), 
where CX.(CC) is the initial shape of temperature. 
The initial condition can be written on the right side of the equation. The couple equation- 
initial condition can be replaced by only one equation: 
au a% 
z = g-$ + s(t)a(z). 
If this equation is written in a distributions space, we obtain: 
s’(t) * ‘11 = S”(Z) * u + cqt)a(2T), 
where u is now a distribution of the space OT+ x Df and * is the convolution product with respect 
to t. 
The elementary solution of this equation is the distribution s solution of 6’(t) * s = b(t). So, 
we have s = l+(t), if we note l+(t) the unit step function of t (and by extension the regular 
distribution associated with it). 
Finally, the canonical form is: 
u = 1+(t) * 6”(Z) * u + l+(t)+), 
because S(t) is the neutral element of the considered convolution product. The associated de- 
composition scheme is: 
‘110 = l+(ee), T&+1 = l+(t) * b”(Z) * u,, Vn 10. 
By induction, all the terms of the series can be computed. Finally, we obtain: 
O” tn 
u= c 
n=O 
-$ CP) (z), 
where t”+ = t”l+(t) and where CY (2”)(z) is the Pn-order derivative of the function CY. 
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In order to verify that we really have obtained the solution of our equation, we can differentiate, 
term by term, the sum of the series of distributions. Without writing the + symbol, we have: 
au O” t-l 
-= 
at n=l(n- c tzn) (x) 
a2u O” tn 
-= 
dX2 c 7” 12. en+21 (x)* 
n=O 
If we change the index, we find out: 
au 6% 
-=-* 
at 6X2 
In order to verify the initial condition, we only have to do t = 0 in the expression of u. 
REMARK. If we had applied the classical decomposition method, i.e., if we had used an integration 
with respect to t, we would have found the same result. This proves that if the canonical form of 
a PDE is obtained by “inverting” a differential operator with respect to only one variable, then 
the classical decomposition method leads to the solution of the equation verifying the conditions 
related to this variable, but not necessarily those related to the other variables. The classical 
solution is defined in a domain that is bounded or half-bounded with respect to the considered 
variable, but that is entirely unbounded with respect to the other variables. So, if the obtained 
solution verifies a set of conditions related to the other variables (in a bounded or half-bounded 
domain with respect to these variables), it is only the result of randomness. 
RESULTS. Another way for validating the result is to consider several initial temperature shapes 
and to verify that the temperature field evolution is qualitatively coherent with the physical 
mechanism i.e., diffusion: see Figures 1 and 2. The results could also be compared with numerical 
results obtained by classical numerical methods. 
Figure 1. Approximation of the solution of Lku = Liu: ‘~15; u(t = 0) = sin(r). 
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3.2. The Wave Equation 
Figure 2. Approximation of the solution of L:u = LOU: 930; u(t = 0) = exp(-z2). 
Let us now study the vibrations of an infinite rod. If ~(5, t) is the distance between the point 2 
and its equilibrium position at time t, ‘1~ is a solution of the wave equation: 
8% d% 
s=j@ 
The problem has a unique solution if the initial position and the initial speed are given: 
u(t = 0) = a(z), $(t = 0) = P(z). 
These conditions can be put on the right side of the equation and we can write the new equation 
in the distributions space DF+ x Df. Then, we have to solve: 
6”(t) * u = 6”(Z) * u + b’(t)a(z) + S(t) * P(z). 
The elementary solution of this equation is t+, because it can be easily verified that 6”(t) *I?+ = 
a(t). 
So, the canonical form is: 
21 = t+ *6”(S) *u + (Y(x) + t+ *P(z), 
and the associated decomposition scheme is: 
uo = o(z) + t+ * P(z), U,+r = t+ * 6”(e) * uf.&, Vn 10. 
Then, by induction, if the convolution products are computed, we find out: 
u = 2 
n=O ( @n)(2)- t’t” (2n)! + p”‘(2) ,b:“::,I ) . n . 
We easily show, by differentiating term by term this distributions series, that we have obtained 
a solution of our equation and that the initial conditions are verified. 
The solutions have been computed for several sets of conditions. They show some properties 
of the wave equation: see Figures 3 and 4. 
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Figure 3. Approximation of the solution of L:u = Lzu: 91s; u(t = 0) = sin(z) et 
j$!(t = 0) = sin(z). 
Figure 4. Approximation of the solution of 15:u = Lzu: ‘pso; u(t = 0) = exp(--2’) 
et g(t=O)=O. 
3.3. The Propagation Equation 
Every propagation equation written under the form 
du au -=- 
at ax 
can also be solved thanks to distributions. With an initial condition u(t = 0) = (Y(X), the 
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obtained solution is: 
O” t* 
?L= c 
n=O 
-p")(x). 
So, if we use a(z) = sin(z), the solution u has a shape that remind us the wave propagation (see 
Figure 5). 
Figure 5. Approximation of the solution of Lizl = L&u: 930; zl(t = 0) = sin(z). 
4. DISTRIBUTIONS AND FRONTIER PROBLEMS 
In this section, we are going to explain how to solve a PDE defined in a half-bounded domain 
according to two or more variables. 
If the domain is half-bounded with respect to only one variable and is unbounded relatively to 
the others, we just have seen that the problem could be solved using the classical decomposition 
method and in an equivalent but more rigourous manner with distributions. 
If the domain is half-bounded with respect o two or more variables, the classical decomposition 
method can be applied, but generally does not lead to a solution verifying all the boundary 
conditions. But, when the equation is linear, the decomposition method applied in distributions 
spaces can lead to the solution of the complete problem, as we shall see in the following example. 
Let us consider the equation: 
&A au 
at=?% 
associated to the conditions 
u(t = 0) = f(x), 21(x = 0) = g(t), 
where the function u is defined in the domain x 2 0 t 10. 
The system “equation-conditions” can be written as follows: 
9(wwl+@) + m * u = 6’(x) * u + f(x)S(t)l+(x) 
in the distribution space DT+ x Dj+. 
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In order to simplify the calculus, let us suppose that g(t) = 0. Then, our equation can be 
written under two strictly equivalent forms: 
6’(t) * u = S’(5) * u = 6@)f(z)l+(z), 
6’(z) * u = 6’(t) * u - qt)f(z)l+(z). 
Each one of the above expressions can be written under the canonical form by using the 
associated elementary solution: 
u = 1+(t) *5’(z) *u + f(z)l+(z)l+(t), 
u = l+(z) * s’(t) * u - f-l’(z)l+(#qt), 
where f(-l) is the primitive of f. 
Adding these equalities and dividing by 2, we obtain: 
u = :(1+(t) * 6’( 5 *u + l+(x) * s’(t) *u + f(z)l+(s)l+(t) - f’-l’(z)l+(z)s(t). ) 
This kind of canonical form could be found by using the classical decomposition method [4], but 
then the conditions couldn’t always be verified using integration constants. Here, no integration 
constants are needed because the conditions are taken into account with UO. The induction 
scheme is simply given by: 
uo = ;(f(+)l+(++(t) - f’-1’(41+(+w)), 
%+1 = :(1+(t) *6’(x) * u + l+(z) *C(t) * u*), Vnz 1. 
The calculus can now be performed: 
2uo = I+(t)l+(s)f(s) - W,(~)P’(~) 
4211 = t+(O)f(O> + l+Wf’ba - l+ww(-‘W + l+b)f(z)) 
+ s(t)l+(s)f’-l’(z) - s(t)l+(z)f(-2)(z) 
8~2 = ~(wf(o) + WfW + l+W’(4 
+ l+(Q(l+(z)f(O) + l+(~:)f(z)) 
- ~+((wwW + @MO + l+(z)f’(z)) 
- s(t)(l+(z),f’-l’(o) + l+(z)p’(a)) 
+ l+(w(4f(-W + l+(sV(z)) + WP+(4P2’(~> 
- qt)(s(z)p’(o) + l+(z)f(-‘J(z)) - s”(t)l+(z)p3)(Z). 
REMARKS. The appearance of terms at t = 0 like f(O), f’(O), f(-l)(O) etc., implies the series 
verifies the given conditions. 
The sum of the series, or the sum of the first terms of the series, is a distribution. In order to 
go back to the classical solution, the terms having a support whose measure is 0 can be neglected 
(because of the physical interpretation of distributions) e.g., in 8~2 only tff'(z)t/2+f(0)+2f(z)- 
f'(z)t have to be kept. 
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5. CONCLUSION 
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The decomposition method allows us to solve the PDE that can be written u = Gu where G is 
a contracting operator. In order to obtain this canonical form, the distributions spaces are very 
useful when the equations are linear and can be written 
b%A 
==Ru+g, 
where t is a variable defined in a bounded or half-bounded domain. Then, a decomposition 
scheme can be used in these kind of spaces and a distribution solution is obtained. When the 
measure of the support of this solution is not equal to zero, the classical solution can be deduced. 
We explained that the classical method (obtained by inverting a differentiation operator with 
respect to only one variable t) leads to the solution if the equation is defined in a domain that is 
bounded or half-bounded with respect to t and is entirely unbounded with respect to the other 
variables. 
If we have to solve a problem defined on a domain that is not as the one described above, the 
solution obtained by inverting only one differential operator does not generally lead to a solution 
verifying all the given solutions. 
When the equations are linear and the solutions are defined in a domain that is bounded or 
half-bounded with respect to several variables and unbounded with respect to the others, the 
distributions can also be used to obtain a solution satisfying the given conditions. 
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