Birds provided man with the earliest inspiration for designing vehicles capable of flight. Recently, the design of morphing or shape-changing air vehicles has renewed interest in learning from the mechanics and controls employed by birds. This paper presents a methodology for developing non-parametric mathematical flight mechanics models of birds from flight test data. Linear, rigid-body, state-space models are generated using the time-domain system identification technique Observer/Kalman Filter Identification. Using state and control measurements obtained from the flight testing of a Steppe Eagle, multiple closedloop bird models are identified and then used to create a single best identified linear dynamical bird model. A modal analysis and singular value decomposition are conducted to determine the order of the identified model and whether or not it is a minimal realization. The model is then used to develop a non-real time linear simulation for comparing model responses, to bird responses measured during flight. Results of the modal analysis show that the number and composition of dynamical modes are consistent with conventional aircraft, but exhibit variations in damping ratio and frequency between models. Simulation results presented in the paper validate the approach for identifying the flight mechanics and dynamics of birds, demonstrating that the approach is a candidate for use in comparison to morphing air vehicles.
I. Introduction
The past 10 years have seen a lot of activity in the study of avian flight. Some of the research is being done from a strictly biological perspective, examining performance and aerodynamics with the goal of explaining the evolutionary benefits of developing flight.
1 Beyond this, physics based models that simulate flight exist, but they are built from first principles and do not have a rigorous means of validation against real bird flight. 2 This means that they contribute little understanding of the underlying dynamics and mechanics of actual avian flight, necessary for engineering applications. Research by Taylor has used theoretical approaches to assessing the stability of birds while gliding and flapping, finding bird flight to be inherently more stable as a whole than previously expected. 3, 4 Experimental results have yielded insight into the biomechanics of perching in large birds, 5 the nature of high-power efficiency, 6 and aeroelastic properties of eagle wings.
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The purpose of this research is to expand upon data collected by Taylor to develop a methodology for modeling avian dynamics and mechanics that can ultimately be used in desining and analyzing bioinspired controls for morphing vehicles. Specifically, this paper addresses the process of using flight data to identify linear, state-space models describing the flight mechanics of a Steppe Eagle, Aquila nipalensis, and the analysis of these system models. A Steppe Eagle was chosen because it is large enough to carry an instrumentation package without having to significantly modify its flight mechanics. The flight data was collected and processed by Taylor, using instrumentation consisting of an Inertial Measurement Unit (IMU) equipped to measure orientation, velocity, and angular velocity and miniature cameras to capture the configuration of the eagle's tail during flight. An in-depth description of the procedure followed for data collection is in Ref. 8 .
II. Observer/Kalman Filter Identification
Classical linear system identification techniques fall into three major categories -Fast Fourier Transform (FFT), Maximum Likelihood Estimation (MLE), and least squares. 9 Ho and Kalman brought the concept of minimum realization to the field of system identification. This meant finding the state-space model of the smallest dimension that still accurately describes a system. 10 Juang and Pappa expanded upon minimum realization theory as the basis for the Eigensystem Realization Algorithm (ERA), which is a time domain technique. 11 The ERA has two key limitations. The first is that the initial conditions for the system states and the control inputs must be zero. The second is that information must be collected until the system decays to zero steady-state. The first limitation prevents ERA from being useful for online system identification where the system cannot be perfectly trimmed. The second limitation makes the study of lightly damped systems necessarily computationally intensive since data must be collected until the dynamic response damps out, which can be very long for lightly damped systems.
In the early 1990's Juang developed the Observer/Kalman Filter Identification algorithm (OKID) to identify the state-space models of flexible structures. OKID introduced a mathematical observer to the state-space equations that acted as an artifical damper, essentially increasing the damping of lightly damped or underdamped systems. 12 This removed the constraint that data be collected until the response decayed to steady state. It also had the benefit of allowing for nonzero intial conditions. Valasek and Chen showed that the OKID technique could be used to accurately identify the dynamic modes of aircraft, and that OKID could handle sensor noise and the nonzero initial conditions of aircraft trim, 13 and Juang et al. successfully tested the technique on the biochemical S-system model. The present work is an extension of the concept that OKID can be successfully used to identify state-space models of flight vehicles.
The basic formulation of the OKID algorithm begins with the linearized, discrete-time, state-space equations:
where
, are state, output and control inputs with dimension of n, m, and r respectively. Assuming zero conditions, we iteratively solve for y(k) such that it takes the form
where l is the number of data samples and n, m, and r are the number of states, outputs, and control inputs respectively. The elements of the Y matrix, D, CB, CAB, · · · , CA k−1 B, are called Markov Parameters, and are used as the basis of the OKID derivation. The Markov Parameters form the basis of a Hankel matrix which is used directly to solve for the linear, state-space equations. However, for lightly damped systems, the size of the U matrix becomes necessarily large and computationally intensive. The introduction of an observer as well as non-zero initial conditions begins the next step of the derivation:
. . .
and G is an nxm arbitrary matrix chosen to make the matrixĀ as stable as desired. Eqn. 4 can be expressed as:
and repeating for the measurement equation yields
The set of these equations for a sequence of k = 0, · · · , l − 1 can be written as
and D, CB, CĀB, · · · , CĀ (p−1)B are the observer Markov parameters. These include information about the system Markov parameters and the observer gain matrix, G. Since the system Markov parameters are what are really important, the matrixȲ is partitioned such that
from which observer Markov parameters are obtained.
Based on the definition of system Markov parameters, the system Markov parameters are
The general relationship between the actual system Markov parameters and the observer Markov parameters can be shown to be:
The next step is to use singular value decomposition (SVD) on the Hankel matrix.
The time-domain method called the Eigensystem Realization Algorithm (ERA) was then used to solve the Hankel matrix for the desired state-space realization [A, B, C, D]
Note thatÂ,B, andĈ are the estimated system matrices arrived at by the system identification using OKID. When used in Eqn. 17 they represent the identified, linear, discrete system model.
III. Results
Two examples are presented. The first is an application of OKID to simulation generated input/output data for a system with known dynamics, a simple nonlinear spring. The purpose of this first case is to demonstrate how accurately OKID can approximate a nonlinear system, and to provide insight into the range of validity of the identified linear model. The latter is particulary important when analyzing systems with unknown dynamics such as the avian system. The second example applies OKID to the avian flight data. The states are divided into longitudinal and lateral/directional domains similar to conventional aircraft, and multiple models are generated to provide closer approximations along the entire data collection time span.
A. Nonlinear Spring With Known Dynamical Model
The chosen system is a simple nonlinear spring:
where m, c, and k are the mass, damping coefficient, and spring constant respectively, and e is a measure of the inherent nonlinearity of the system. The values m = 2, c = 0.8, and k =1.5 are chosen aribtrarily. Variables and inputs that are investigated are the degree of nonlinearity -achieved by varying e -, the type of input, and the duration and amplitude of the input. The two strongest factors that prevent OKID from correctly identifying a system are the degree of nonlinearity, and the amplitude of the input. Since OKID is a linear system identification tehcnique, it necesarily cannot exactly identify a nonlinear systems. However, this issue can be alleviated by reducing the time-span or data record over which the linear model is generated. The input issue is illustrated in Figures 1 and 2 . Since linear approximations of nonlinear systems are only valid when the system is acting on an approximately linear range, a sufficiently large perturbation can drive the modeled system outside of this range. Figure 2 is a somewhat extreme example of this behavior which begins to occur to a significant extent at magnitudes above two times the unit amplitude.
B. Avian Flight Data From Unknown Dynamical Model
The data consist of just under 300 seconds of consecutive measurements sampled at 100 Hz. The control inputs are change in tail spread (δ s t), tail bank angle (δ φ t), and the angle of attack of the tail (δ α t). The measured outputs are angular velocities (p, q, r) inertial orientation angles (φ, θ, ψ) and forward velocity of the eagle. In order to remove some of the instrumentation noise a moving average filter with a span of 5 data points is used on the measuremed data. This filter corresponds to the smooth function in MATLAB. Figure 3 shows the Fourier transform of the roll rate before and after applying the filter. The amplitudes of frequencies greater than 15 Hz are greatly attenuated with little to no attenuation of the slower frequency characteristics, as desired. The roughly 300 seconds of data is divided into 57 distinct sets of 5 second intervals, to improve the local accuracy of the linear models and account for inconsistency of control inputs over time. Figures 4 and 5 show the time histories of the filtered inputs and outputs for one of these intervals taken from the middle of the time span. This specific interval is chosen because it fits the data well and is characteristic of the system as a whole. Figure 5 also shows the response of the simulated system to the given control inputs.
The Singular Value Decomposition (SVD) of Eqn 14 was applied to the identified system as a means of determining information about the identified modes, with larger values signifying dominant modes and values near or equal to zero portraying either noise modes or an overspecified state matrix. Figure 6 is a plot of the singular values generated from each idenitified linear model. The avian system appears to be dominated by three of the seven possible modes. A robust test of minimal realization is to invert the identified state matrix. This is not a computationally complex problem here, because the size of the state matrix is solely determined by the number of given states. If the matrix can be inverted then, it is by definition minimally realized and the number of states is the minimum amount necessary to describe the system with the given measurements. The state matrix here is invertible, but it is not certain whether or not the identified system is minimal because the point at which the identified system is over-paramterized has not been reached; this is due to an insufficient number of measured states. All that can be concluded is that the identified system is at least of the order determined with the present data. It is not of lower-order. A newer IMU is being designed that will capture angle-of-attack and sideslip angle to provide additional system states.
To this point the eagle has been treated as a system with highly coupled longitudinal and lateral/directional states. For better comparison to conventional aircraft and the familiar aircraft dynamical modes, it will be temporarily assumed that the forces and moments in the longitudinal direction are not strongly coupled with the longitudinal variables. The standard assumption is that the bank angle is zero, 14 which de-couples the seven state model into into distinct longitudinal and lateral/directional models. The longitudinal states are velocity, pitch attitude angle, and body-axis pitch rate. Note that the longitudinal domain is constrained to three states due to the limitations of the number of measured states. This inevitably reduces the ability to make direct comparisons to conventional aircraft. The remaining states of roll attitude angle, yaw attitude angle, body-axis roll rate, and body-axis yaw rate comprise the lateral/directional model. The final step is to perform a modal analysis on the model shown in Figure 5 
The ouput matrix C is a 3x3 identity matrix, and the carry through matrix D is a 3x1 zero matrix. The ouput matrix C is a 4x4 identity matrix, and the carry through matrix D is a 4x1 zero matrix. The modal states are obtained through the similarity transformation X = M ζ. Solving for the inverse modal matrix, M −1 , results in a matrix describing the contribution of each state to the modes of the system. These matrices are presented in the Appendix. For the longitudinal modes pitch attitude is strongly and positively correlated with modes 1 and 3, and negatively correlated with mode 2. Forward velocity is most strongly correlated with mode 1, and body-axis pitch rate correlates most strongly with mode 3. For the lateral/directional modes, body-axis yaw rate is strongly exhibited in modes 4-6, with bank angle dominating mode 5. Yaw attitude angle is only significantly expressed in mode 7. Figure 7 is a plot of the eigenvalues of for 57 of the identified longitudinal models. The composition of the longitudinal modes is primarily one second-order mode, and one first-order mode. The second-order eigenvalues tend to have large imaginary parts, but are mostly grouped between -1 and -2 on the real axis. The first-order modes lay mainly between 0 and -1.5. Almost all of the modes are of higher frequency than would be typical for a conventional airplane. Figure 8 shows the eigenvalues for the identified lateral/directional models. Many of the identified modes are recognized to be similar to conventional aircraft modes: a lightly damped second-order mode and two first-order modes, corresponding to the second order dutch-roll and the first-order spiral and roll modes. Again, most of the second-order modes are grouped between -1 and -2 on the real axis but the eigenvalues exhibit a wide range of imaginary component values. All of the modes tend to be of much higher frequency than is typical of airplanes, although this does agree with the high frequencies inherent in the flight data. It is worth noting that a large number of the eigenvalues map to two specific second-order modes. This might be attributed to the eagle's morphing of body and wing geometries. It is also likely that the modes were not properly identified for every time-span due to nonlinearities. 
IV. Conclusions
The Observer/Kalman Filter Identification technique was used as the basis of an approach for identifying non-parametric linear avian models from nonlinear avian data measured from flight. Based on the identification, modal analysis, and simulation results presented in the paper, it is concluded that the approach provides a reasonably accurate capability to identify avian dynamics and conduct useful comparisons of avian dynamics to conventional aircraft dynamics. The number and composition of the identified firstand second-order modes were seen to be consistent with the familiar conventional aircraft modes. For the identified lateral/directional modes, variation in damping was exhibited at a roughly constant damped frequency between models. The identified longitudinal modes were likewise similar to conventional aircraft but exhibit variation in damped frequency between models at a roughly constant product of damping ratio and frequency. Finally, the simulated model responses generally matched well with the bird responses measured in flight.
Extensions to this work will verify the efficacy of the Observer/Kalman filter Identification algorithm. This will be done by comparing the results obtained here to results using the same measured inputs and outputs but with other candidate linear identification algorithms, particularly those that are frequency domain based. Fidelity of the model will be improved by adding additional measured states from newer flight testing, specifically angle-of-attack and sideslip angle. Finally, a nonlinear avian model will be identified using a nonlinear identification algorithm, which is to be selected.
