In this paper we investigate languages containing at most a bounded number of words of each length. We rst show that the context-free languages for which the number of words of every length is bounded by a xed polynomial are exactly the bounded context-free languages in the sense of Ginsburg G]. Thus, we present a length characterization for bounded context-free languages. We then study slender context-free languages, i.e., those containing at most a constant number of words of each length. Recently, Ilie proved that every such language can be described by a nite union of terms of the form uv i wx i y I]. We provide a completely di erent proof of this, using constructive methods. This enables us to prove that thinness and slenderness are decidable. Our proofs are based upon a novel characterization of languages in terms of the structure of the in nite paths in their pre x closure. This characterization seems to be interesting in itself, and can be expanded to more general families of languages.
Introduction
Length considerations are an important part of language theory. A language L is associated with the in nite sequence fl n g 1 n=0 , where l n is the number of words in L of length n. We are interested in languages for which l n can be bounded. A language L is length-bounded by a function f : N ! N i we have l n f(n) for large enough n. Note that for any language l n j j n , so every language is length-bounded by j j n . A language that is length-bounded by a polynomial is termed poly-slender. A language L is termed k-thin if it is length-bounded by the constant function f(n) = k, and is termed slender if it is k-thin for some k PS1] .
A language L is said to be bounded i L w 1 : : :w k , for some xed words w 1 ; : : :; w k . Bounded languages have been the subject of extensive research ever since Current address: International Computer Science Institute (ICSI), Berkeley. Email: draz@icsi.berkeley.edu 1 the fundamental work of Ginsburg G] . Ginsburg presented a number of characterizations of bounded context-free languages, and showed that the relevant interesting decision problems are all decidable. We continue this line of research. First, we observe that all bounded languages are poly-slender. We then use some results from G] and prove that every poly-slender context-free language is bounded. Apart from presenting a new characterization of bounded context-free languages, this result demonstrates the importance of length considerations in the study of formal languages.
In a recent series of papers PS1, PS2, PS3] , P aun and Salomaa investigated the family of slender languages. It turns out that these languages are not only interesting from the theoretical point of view, but they also have important applications in cryptography ADPS].
In PS1], regular and context-free slender languages are studied. A very simple characterization of the slender regular languages is provided, and it is proven that the relevant decision problems are all decidable, including the slenderness problem itself. In the context-free case, however, things become more complicated. A similar characterization result is only conjectured in PS1], and the decidability of the slenderness problem is left open.
A language L is said to be a union of paired loops (UPL) i there exists a constant k 1 and words u i ; v i ; w i ; x i ; y i , for 1 i k, such that L = k i=1 fu i v i n w i x i n y i jn 0g. It is proven in PS1] that every UPL has a representation in which all the sets are disjoint; hence every UPL is unambiguous. P aun and Salomaa conjectured in PS1] that every slender context-free language is a UPL, so that the slender context-free languages form a family of unambiguous, but not necessarily deterministic, contextfree languages. This was proved by Ilie in I] . Another issue studied in PS1] is the decidability of the thinness and slenderness problems. In ADPS] these are shown to be decidable for unambiguous context-free languages, but the general question was left unanswered.
In this paper we provide a di erent proof of the fact that every slender context-free language is a UPL. The constructive nature of our arguments enables us to prove that the thinness and slenderness problems are decidable for general context-free languages.
For a start, a language over = fa 1 ; : : :; a k g is viewed in terms of a marking of the full k-tree. We associate with the node i 1 i 2 : : :i l the word a i 1 a i 2 : : :a i l . For a language L, mark all the nodes that have in nitely many descendants in L. Note that if L is in nite then (i) the root of the tree is marked, and (ii) if a node is marked then at least one of its o springs is marked. Hence, if the language is in nite there exists at least one in nite path, all the nodes of which are marked. Call these paths 1-paths. Our results follow from a close study of 1-paths.
It turns out that every slender context-free language has only nitely many 1-paths. The converse of this statement is true in the regular case, i.e., a regular language that has only nitely many 1-paths is slender. In the context-free case some additional requirements are added in order to obtain a full characterization of slenderness. Speci cly, our result states that a context-free language L is slender if and only if it has a nite number of 1-paths and there exists a constant k such that every word w that does not belong to an 1-path is a pre x of at most k words in L. Nevertheless, studying the context-free languages that have nitely many 1-paths enables us to prove that every slender context-free language is a UPL and to prove that slenderness is decidable. This kind of approach to the study of formal languages seems to be useful in other settings too. Indeed, in the forthcoming contribution R] we establish, among other things, a connection between bounded languages and the niteness of the set of 1-paths.
In the next section we describe the results of PS1] in more detail, and give the basic de nitions and terminology. In Section 3 we deal with poly-slender and bounded languages. The main results concerning slender languages are stated and proven in Section 4. Section 5 discusses further work.
De nitions and Previous Results
We assume that the reader is familiar with the basic notions of context-free languages and only present some of the important de nitions. For further reading the reader is referred to HA]. A context-free grammar is a tuple G = hY; ; P; Si, where Y is a set of variables distinct from the set of terminals , and V = Y . The initial variable is S 2 Y , and P is a nite set of production rules, each rule being a pair v ! , where v 2 Y and 2 V .
If v ! 2 P and ; 2 V , then v ) . We use ) for the re exive transitive closure of ). The language generated by G is L(G) = fw 2 jS ) wg. Whenever ) , there exists a sequence of words = 1 ; 2 ; : : :; k = such that 1 ) 2 : : : k?1 ) k . The sequence 1 ; 2 ; : : :; k is referred to as a derivation of from . Since the order in which the production rules are applied to create a derivation is not signi cant, we deal with derivation trees.
A tree from the alphabet = fa 1 ; : : :; a k g over a set D is a labeling of by the elements of D. The empty word denotes the root of the tree. A language is represented by a tree over the set f0; 1g where a word from is labeled by 1 i it is in the language. A tree can also represent the multiplicities of words in a language, in this case D would be the set of the non-negative integers N. A word over , which is an element of is a node in our tree. If w is a node then wa is a child of w for every a 2 . The descendants of a node w are all the words w 0 , such that w is a proper pre x of w 0 . A word w is an ancestor of w 0 if w is a proper pre x of w 0 . A path is an in nite set of words w 0 ; w 1 ; : : : such that w 0 = , and for every i w i+1 is a child of w i .
Consider a language L over the alphabet . Denote by l n the number of words of length n in L; that is l n = cardfw 2 L j jwj = ng: A language L is bounded by the function f : N ! N i there exists a number n 0 , such that for all n n 0 we have l n f(n). A language L is called poly-slender i there exists a polynomial p(n) that bounds L. A language L is called k-thin i L is bounded by the constant function f(n) = k. A language is termed slender i it is k-thin for some k, and is termed thin i it is 1-thin.
Thus, in our terminology a language is slender i there exists a constant k such that the number of marked words in the tree at any xed depth is bounded by k. In the same way, a language is poly-slender i there exists a polynomial p(n) such that the number of marked words in the tree at depth n is less that p(n).
In PS1], the notion of a union of single loops, or USL for short, is de ned. A language L is said to be a USL i there exists a constant k 1 and words u i ; v i ; w i ,
In a similar way, a language L is said to be a union of paired loops, or UPL for short, i there exists a constant k 1 and words u i ; v i ; w i ; x i ; y i , for 1 i k, such that L = k i=1 fu i v i n w i x i n y i jn 0g. A UPL is said to be a disjoint union of paired loops, or DUPL for short, i the sets in the union are disjoint.
The following are two of the main results of PS1]: 1. A regular language is slender if and only if it is USL. 2. Every UPL language is DUPL, hence it is slender, linear and unambiguous.
For a word w, de ne the set of extensions of w, ex(w), to be the set of all the descendants of w. Let e L (w) be the cardinality of the set of descendants of w that are in L, that is, e L (w) = cardfw 0 2 ex(w) \ Lg. For a language L, de ne T to be a tree from over f0; 1g, such that T(w) = 1 i e L (w) = 1. In other words, we mark (label by 1) all the nodes that have in nitely many descendants in L. If L is in nite then is marked; if a word is marked then at least one of its o springs is marked. Hence, if L is in nite then there exists at least one path that contains only marked nodes. Such a path is called an 1-path. Figure 1 shows an example of a marked tree for L = fa i b i ji 1g. In this gure the marked nodes are represented by , and the words in L are emphasized.
Our results follow from a close study of 1-paths. We are interested in the number of these paths, which is a characteristic of the language. In , for example, there are in nitely many 1-paths, because every path in its tree is an 1-path. It is not di cult to see that for any k, there exists a regular language L k with exactly k di erent 1-paths. As we shall prove in Section 4, slender context-free languages have only nitely many 1-paths.
3 Poly-slender Languages
We begin with a simple observation about bounded languages.
Proposition 1 Every bounded language is poly-slender. Proof: We will show, using induction on k, that if L w 1 : : :w k , then l n (n + 1) k?1 .
For the base case, k = 1, we have L w . Hence, L contains at most one word of each length, or l n 1.
Assume the claim is true for k?1. Now, each word w in w 1 : : :w k can be partitioned into two parts w = uv, such that u w 1 : : :w k?1 and v w k . Note that u or v may be empty, so we have n + 1 positions in which the partition can take place. Since juj n and u w 1 : : :w k?1 , we can apply the induction hypothesis and get l n (n + 1) k?2 (n + 1) (n + 1) k?1 .
Note that this last proposition is true for any bounded language, unconditionally of its complexity. The converse of the proposition is not true in general. Consider the language L 1 = fw#1 i ji > 0 and w 2 f0; 1g is a binary representation of ig. It is not di cult to verify that L 1 is a slender context-sensitive language that is not bounded.
For context-free languages, however, poly-slenderness implies boundedness. The proof turns out to be a rather simple consequence of a result of Ginsburg (Section 5.5 in G]).
Given a context-free grammar G, Ginsburg de nes the language L X (G), for a nonterminal X as: L X (G) = fu 2 jX ) uXv for some v 2 g: 5 In other words, a word is in L X (G) i it is the left-hand side of some derivation X ) uXv in G. The language of the right-hand sides of such derivations, R X (G), is de ned analogously.
Recall that a language L is commutative i for any two words u and v in L, we have uv = vu.
Ginsburg showed (Theorem 5.5.1 in G]) that a context-free language L(G) is bounded i both L X (G) and R X (G) are commutative for all variables X 2 V G . We use this result to prove the following proposition.
Proposition 2 Every poly-slender context-free language is bounded.
Proof: To complete our proof we only have to show that for any reduced contextfree grammar G, if L(G) is poly-slender and X 2 V G is a variable, then both L X (G) and R X (G) are commutative. Assume to the contrary that L X (G) is not commutative. There exist words u 1 ; u 2 in L X (G) such that u 1 u 2 6 = u 2 u 1 . Then there are words v 1 ; v 2 ; w 1 ; w 2 ; w 0 such that S ) w 1 Xw 2 , X ) w 0 , X ) u 1 Xv 1 , and X ) u 2 Xv 2 .
Let u 1 u 2 = z 1 , u 2 u 1 = z 2 , v 1 v 2 = y 2 , and v 2 v 1 = y 1 . Then w 1 z i 1 : : :z im w 0 y im : : :y i 1 w 2 is a word in L(G) for all i 1 : : :i m 2 f0; 1g m . Furthermore, there are 2 m such words, all distinct. Hence, for n = i(jy 1 z 1 j) + jw 0 w 1 w 2 j, there are at least 2 i words in L(G) of length n, so L(G) cannot be poly-slender.
Combining both propositions, we have the following.
Theorem 3 A context-free language L is bounded i it is poly-slender.
We now turn to a more restricted family of languages, for which the bounded function is a constant.
Slender Languages
First, we would like to prove that every slender context-free language has a nite number of 1-paths. Note that this claim is not true for general slender languages. For example, the language L 1 = fw#1 i ji > 0 and w 2 f0; 1g is a binary representation of ig is a slender context-sensitive language with in nitely many 1-paths. For context-free languages this claim holds. The proof is a delicate combination of some well known facts about context-free languages. Recall that for every context-free language L, the set fijthere exists a word w 2 L with jwj = ig is an ultimately periodic set. In particular, if L is in nite then this set contains a linear subset of N. Using this fact we will show that if a context-free language has in nitely many 1-paths then it can not be slender.
Proposition 4 Every slender context-free language has a nite number of 1-paths. Proof: Let G be a context-free grammar in Greibach normal form for some language L. Let V 1 ; V 2 ; : : :; V m be the non-terminals of G such that L(G V i ) is in nite. For each V i the set of lengths of words in L(G V i ) is an ultimately periodic set, with a period v i . Let k G be a constant such that any non-terminal that generates a word, generates a terminal word of length < k G . Let c G be a bound on the number of the variables in any derivation rule of G, and let p = v i . Suppose, by way of contradiction, that L is k-thin but has in nitely many 1-paths. Choose some length n, for which there exist more than k p di erent words, each belonging to a di erent 1-path. Let w be such a word. S ) wXV i Y is clearly a derivation in G, for some V i and X; Y 2 V . We are interested in the lengths of words w 0 such that S ) wXV i Y ) w 0 . It is not di cult to see that if jw 0 j > k G c G n, then there exists a word w 00 , jw 00 j = jw 0 j + p, and S ) wXV i Y ) w 00 . Hence, there exist more than k di erent words in L, all of the same length, which is a contradiction.
The converse of Proposition 4 is not true. For example, the following contextfree language L 2 = fa i b j ji j 2ig is not slender, although the only 1-path in it is a . Hence, we will have to add some requirements in order to achieve a full characterization of the slender languages. For regular languages, however, this is a full characterization.
Proposition 5 A regular language is slender if and only if it has a nite number of 1-paths.
This proposition can be obtained from the results of section 3 in PS1]. We will give a direct proof which will indicate the techniques that will be used later on when handling the much more complicated proof of the context-free case.
Proof: By Proposition 4 every slender regular language has a nite number of 1-paths. Let L be a regular language that has no more than k 1-paths, and let M be a deterministic nite automaton with n states that accepts L. Let w be any word on an 1-path in L, and assume that wa is not on an 1-path, for some letter a. We claim that if waw 0 2 L then jw 0 j < n otherwise wa must be on some 1-path. Hence, the number of words in L of the same length is bounded by k n j j n .
As we mentioned, the context-free case is more complicated. We start with the following fact. An in nite sequence of words fw 1 ; w 2 ; : : :g describes an 1-path if for each i, jw i+1 j > jw i j and w i lies on the path. The following is a basic observation.
Proposition 7 Let w be a word in L, and let w = uvxyz be any partition such that uv i xy i z 2 L. Then uv i describes an 1-path in L.
We will now investigate the structure of context-free languages that have a nite number of 1-paths. Let G be a context-free grammar in Chomsky normal form (Cnf) for such a language L, and let n be the number of variables in G. We start by characterizing the 1-paths of L.
Proposition 8 Every 1-path in L can be described by uv i , where juj; jvj < 2 n , and v is primitive.
Proof: Since the number of 1-paths in L is nite, there exists an integer m, such that every word of length > m that lies on some 1-path determines the path, i.e., all the words in ex(w) that lie on an 1-path must lie on the same 1-path.
Choose some word w 0 on some 1-path in L such that jw 0 j > m, jw 0 j > 2 n and let w 2 L be some word in ex(w 0 ). Consider a derivation tree T for w in G; it must contain a path with more that n variables. Hence, there exists a variable X in V G such that S ) uXz ) uvXyz ) uvxyz = w. Clearly uv i xy i z 2 L for every i. Now consider the leftmost path in T that contains more than n variables, and let Y be the rst variable that occurs twice on that path. Again S ) u 0 Y z 0 ) u 0 v 0 Y y 0 z 0 ) u 0 v 0 x 0 y 0 z 0 = w is in G, where ju 0 j; jv 0 j < 2 n . By Proposition 7 both uv i and u 0 v 0 i describe an 1-path, we claim that it is the same path. Indeed, if uv i and u 0 v 0 i describe di erent 1-paths then one can nd a word of length > m such that in ex(w) there are words on more than one 1-path, which is a contradiction.
Note that if a language L is slender, so is its reverse, L r . Since both L and L r have only a nite number of 1-paths, and each of these paths can be described by uv i , where juj; jvj < 2 n , we may conclude the following.
Proposition 9 Every word w in a slender context-free language L can be written as w = uv i w 0 v 0 j u 0 , for some words u; v; w 0 ; u 0 ; v 0 , all of length-bounded by 2 n . This last claim looks very similar to the conjecture we want to prove, i.e., that every slender context-free language is a UPL, but here i may be di erent from j. Some additional work is needed in order to achieve the full proof.
A variable X 2 V G is in nite if the language L X is in nite, otherwise, X is nite. A variable X 2 V G is a left concurrent of a variable Y if they both appear in the same derivation tree, X is neither an ancestor nor a descendant of Y , and X appears in the tree to the left of Y . Proof: Since Y is in nite, there are words w and w 0 such that wL X w 0 lies on some 1-path. By Proposition 8, every 1-path can be described by uv i , so L X must be contained in u 0 v v 0 . Hence, by Proposition 6, L X is regular.
An in nite variable X is termed regular if L X is regular. Hence the variables of G are either nite or regular, or in nite but non-regular. Let S r and S cf be two new variables. We add the rules S r ! XY i S ! XY is in G, and either at least one of X; Y is regular, or both X and Y are nite. We also add the rules S cf ! XY i S ! XY is in G, and at least one of X; Y is in nite but non-regular.
Proposition 11 If L(G) is a slender context-free language, then:
Proof: As mentioned above, L(G) is slender i L(G) r is slender. Recall that a Cnf grammar for L(G) r can be obtained simply by changing the order of all the productions of G. Hence, by Proposition 10, if S ! XY is in G and at least one of X; Y is regular, then both X and Y must be regular. Now, since both X and Y are regular, their concatenation XY is also regular. S r is a nite union of such terms and of nite languages, and hence it is regular too. Clearly, by the de nition of S r we have L(S r ) L(G), and hence L(S r ) must be slender. Now, if Z ! XY is in G and at least one of X; Y is in nite but non-regular, the other variable must be nite (otherwise they are both regular). Hence, L(S cf ) is a slender linear language.
Every slender context-free language consists of two parts: one, the regular part, and the other, the (more interesting) context-free part. It is su cient to show that L(S cf ) is a UPL. For this purpose we need some additional information about the structure of the linear grammar that produces a slender language. Lemma 12 addresses this. First we prove that such a grammar preserves a certain symmetry. Recall that a derivation tree in any linear grammar contains only one path with variables. We will show that there is a constant ratio between the lengths of the derived word from both sides of that path. Using this fact we are able to prove that there are only nitely many (and bounded globally) continuations to every word that does not lie on an 1-path. This will enable us to show that such a language can be represented as a nite union of terms of the form uv i wx i y.
Let T be a nite tree over some nite alphabet . A tree T 0 is a reduction of T if it can be obtained from T by replacing the subtree rooted at some node in it, with the subtree rooted at some descendant of that node which has the same label. 9
The set red(T) contains the trees that can be obtained from T by a nite number of reductions. A tree is irreducible if it cannot be reduced, i.e., all the labels on any path in it are distinct. Clearly, the number of irreducible trees is bounded by k j j , where k is the arity of the tree. Two trees, T 1 and T 2 , are called relatives, if red(T 1 ) \ red(T 2 ) is non-empty. Therefore, if T is a set of trees with jT j > k j j , then T must contain two relatives.
Lemma 12 Theorem 13 Every slender context-free language is a UPL.
Proof: Let G be a context-free grammar in Cnf for a language L. It is su cient to prove that L(S cf ) is a UPL. We know from Proposition 9 that every word in L(S cf ) can be written as w = uv i w 0 v 0 j u 0 , where juj; jvj; jw 0 j; jv 0 j; ju 0 j 2 n . Hence, it is su cient to prove that L 0 = L(S cf ) \ uv i w 0 v 0 j u 0 is a UPL. If L 0 is regular, then it is a regular slender language, and by PS1] we are done. Otherwise, L 0 is a linear context-free language, such that L 0 uv i w 0 v 0 j u 0 , and L 0 is not regular. Hence by Lemma 12 it is Proof: Again, it is su cient to prove the corollary for L 0 = L(S cf ) \ uv i w 0 v 0 j u 0 , and the proof is a direct consequence of clause 2 of Lemma 12. Using our previous results, it is not too di cult to prove that the slenderness problem is decidable.
Theorem 15 It is decidable whether a language generated by a given context-free grammar is slender.
Proof: Let G be a context-free grammar for a language L. Construct from G a Cnf grammar G 0 for L, and let n be the number of variables in G 0 . Let R be a union of all the sets of the form uv w 0 v 0 u 0 where juj; jvj; jw 0 j; ju 0 j; jv 0 j 2 n . By Proposition 9 if L is slender then L R, and if L R then we can use Lemma 12 and check whether the conditions of clause 2 are satis ed.
Discussion
This paper investigated poly-slender and slender context-free languages. We have established connections between the length aspects of a language (i.e., the function that bounds l n ) and other properties of it.
A natural question that arises in this context concerns languages that lie between slender and poly-slender ones. For example, what can be said about a context-free language L for which l n n? There is strong evidence that the UPL characterization of the slender languages can be generalized to t other sub-families of the poly-slender languages.
Another natural question concerns the ability to decide if a given language is length-bounded by some non-xed function. We believe that this can be done. In particular, we conjecture that given a context-free language L and a constant k > 0, it is decidable whether L is length-bounded by n k .
The newly de ned notion of an 1-path plays an essential part in proving our results about slender languages. This line of research may be useful when investigating other families of languages. Indeed, in a forthcoming contribution R], we use an extended version of this concept to de ne a new family of languages that possess some of the nice properties of bounded languages.
