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ABSTRACT

The investigations and research introduced in this dissertation are about the development
of novel adaptive control strategies for trajectory tracking motion control of robotic
manipulators.
The overall control system structure is based on a two-component control law: one is a
filli model inverse dynamic control law (the computed torque control scheme) which is a
non-adaptive control component and the other is an adaptive control component. Because
the dynamic parameters used in the first control law do not usually match the real
unknown parameters of the controlled robot dynamics, the resultant tracking error
equation is not exact. For this tracking error dynamics a decentralized system structure is
obtained by decomposing the signal stimulating the error system into two parts: one is the
paramaterized dominant input and the other takes into account the interconnections
between each subsystem. Utilizing this decentralized system structure, the adaptive
control component is designed for each subsystem. The main results are two novel
adaptive algorithms for robot trajectory following control based on the decentralized
system structure.
The adaptive control components are designed as compensators for the paramaterized
dominant input for each subsystem. The first algorithm gives quantitative results on the
boundedness of both position tracking errors and parameter estimation errors and their
convergence rates under the assumptions that the interconnections are bounded by some
constants. Further investigations showed that the boundedness of the interconnections are
related to the boundedness of the overall system states (positions and velocities). As a
result of this the second algorithm is developed. This algorithm, though more complex,
gives complete theoretical results on the convergence of state tracking errors (position

errors and velocity errors) and parameter estimation errors and their convergence rates
without requiring the assumptions used in the first algorithm. The bounded magnitudes of
adaptive control torque are ensured by the method as well.
Both methods have the benefits that the accelerations of the robot joints need not be
measured explicitly, i.e., only system states (position and velocity signals) are needed in
the feedback and no acceleration sensors are required; the inverse of the estimated inertial
matrix is always non-singular, and only the diagonal elements of this inverse need be
computed.
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NOTATIONS AND SYMBOLS

neR+:

number of joints of robot arm;

q=q(t)GR":

generalized joint position vector of robot arm with n joint;
velocity and acceleration vectors of robot arm;

qd=qd(t) €R":

generalized reference position vector,

qd/^ieR":

reference velocity and acceleration vectors;

e=qd-qGR":

position tracking error,

e, eeR":

velocity and acceleration error,

D(q)=DT(q)eR"^:

positive definite inertial matrix;

6(q):

an estimate of D(q);
inverse matrix of 6(q);

h(q,q)GR^

centrifugal, Coriolis forces vector,

ii(q,q):

an estimate of h(q,q);

g(q)eR":

gravitational force vector,

g(q):

an estimate of g(q);

u=u(t)GR":

generalized input torque vector,

T =T(t)€R":

generalized input torque vector;

0:

system parameter constant vector,
a priori estimate of 0, which is a constant vector;

0:

a priori estimation error vector;

m

an estimate of a priori estimation error 0;
measure vector consisting of nonlinear function of q,q, q;

5(q,q):

measure vector consisting of nonlinear function of q,q;

lower case letter,

a vector defined on the n-dimension real vector field;

say, me R":

mi:

the i-th element of vector m;

upper case letter,

nxl real matrix;

say, MeR"^^:
kinetic energy function of robot system;
U{q)eR\

potential energy function of robot system;
another expression of matrix M;

Mi:

the i-th row of M;

Mij:

the i-j-th element of M;

MT:

transpose of M;

U-h

inverse of non-singular matrix M;

C):

derivative with respect to time t;

Xi(M):

the i-th eigenvalue of Me R"^;

maxX(M) (min?i(M)):

maximum (minimum) eigenvalue of real symmetrical
matrix M;

s:

differential operator: s(.)=d/dt(.);

LI:

absolute value of scalar (.);

11x11:

Euclidian norm of vector xg R", defined
by lIxIKSIxil^)^^;
i=l

diag{mii}eR™:

diagonal matrix with mii, ie n, as its diagonal elements;

IIMII:

Euclidian norm of matrix Mg R " ^ , defined
by llMll=(m^x

veR^:

a Lyapunov function for overall system;

visR^:

a Lyapunov function for subsystem i;

L(s):

Hurwitz polynomial of s;
inverse polynomial of L(s);

PL(q)=L(s)e(t)L-l(s):

a linear operator specified by L(s) and time function e(t);

Li:

length (m) of the i-th link of a given robot;

mi:

mass (kg) of the i-th link of a given robot;

mass (kg) of the payload attached on a robot's free end;
A:

system matrix in state space equation;

b:

input matrix in state space equation;

h:

output matrix in state space equation;
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Chapter 1. Introduction

1-1. PROBLEM STATEMENT
One of the most important characteristics of a robotic manipulator is the_controllable
mobility of its arm. This is achieved by applying appropriate torques to different joints of
a robot arm to cause the desired movement of the robot "hand". In doing so, two well
defined mappings should be set up. The first mapping, defined by inverse kinematics,
specifies, for a given motion of a robot hand in the Cartesian space, the positions and
velocities of every joint of the robot's arm at each instant. The second mapping, which is
defined from torque coordinate space to the robot's joint coordinate space, reveals the
relationship between the torque applied to each joint of the robot arm and the motion of
the joint caused by the torque. To define and set up this mapping is the study of
dynamics. The mathematical formulation of this relationship is the dynamic equation or
motion equation of a robot system.
This thesis focuses on the topic of robot dynamic control. It is about the study of control
philosophies based on the available knowledge of a robot's motion equations to produce
appropriate torques to give the required motion of the robot joints. Since only the problem
of dynamics is concentrated on in this thesis, it is assumed that the inverse kinematic
mapping from the Cartesian space to joint space has been accomplished.
The robots' dynamic equations belong to a class of multi-variable non-linear systems
consisting of strong couplings between different joints. From the control theory point of
view these characteristics are quite difficult to handle. Other control problems are caused
by variable payloads when robots are undertaking tasks such as pick-and-place and
assembly. In these cases, it is difficult to guarantee consistent dynamic performance as
variable payloads will change the system dynamic behaviour.
On the other hand, as discussed later, most contemporary robots controlled by simple
non-model-based joint independent control methods work quite well in point to point
3 0009 02980 9931
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control with fixed or comparably small vanation in payloads. In this sort of application,
many modem robots provide acceptable repeatability and position accuracies. However,
in trajectory following applications such controllers often cannot provide adequate
accuracy. Deviations from the desired trajectory vary depending on the features of the
reference trajectories and the arm location within the working envelopes. It becomes even
more difficult for industrial robots to maintain good performance when their payloads are
widely changing (here "widely changing" means that the change of the payloads is so big
that it cannot be ignored compared with the mass of the robot bodies). To overcome such
problems, large robots are commonly used to do small jobs (for instance, robots
weighing hundreds of kilograms are used to load IC chips onto printed circuit boards on
modem electronic assembly lines).
In order to improve performance, model-based control approaches have been developed.
Since the overall dynamics of controlled robots are taken into account in controller
design, this sort of control method gives improved performance in both position control
and trajectory tracking.
However, the application of model-based approaches is limited in most circumstances by
two factors.
1). In most cases, it is almost impossible to find the precise dynamic models for a given
robot;
2). These methods require complicated on-line calculation at very high speed so that
powerful computers are needed in their implementation.
The second problem is alleviated as more powerful micro-computers and processors
become available in the market at lower prices. However the first problem is not only a
problem in robot control, it is a problem commonly existing in control system engineering
applications. It is caused by either extremely complex system dynamics or by a limited
understanding of system behavior. In order to control systems with imprecise models,
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novel control mechanisms with new philosophies such as dynamic system identification,
adaptive control, robust control, variable structure systems, self-learning systems, expert
systems and intelligent control systems have been exploited. In order to improve the
performance of robot motion control, some specific methods have been proposed for
particular robot control and some have been introduced into robotics from general control
theory research.
This dissertation focuses on using adaptive control methods in industrial robot motion
control.

1-2. SURVEY OF PREVIOUS RESEARCH
Robot dynamic control approaches can be classified in several categories:
— Proportional -integral-differential (PID) control;
— Computed torque method (CTM);
-— Variable structure system (VSS);
— Robust control;
— Adaptive control.
Most commercial robots use classical PID joint independent control methods in their
controllers. This is because the algorithms are simple and need only small computation
power. For some applications they give satisfactory results. Arimoto and Miyazaki [2]
showed using Lyapunov's direct method and LaSalle's invariant principle [31] the
stability and robustness of PID approach in position control. A key point in their stability
analysis is the utilization of the passivity feature of robot dynamics. The limitation of the
PID approach is that it only gives good performance in reaching a fixed position rather
than tracking a moving trajectory. In these cases the reference trajectories, which are
functions of time, introduce time-varying characteristics into the closed loop systems so
that the LaSalle's invariant set principle is violated. This is to be expected because the PID
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control schemes do not utilize complete information of the system dynamics and only
local position and velocity feedbacks are used~by their system structures.
Computed

torque control, proposed by [9], [42], and [66], is a fully model based

approach. In this approach, the control torque is computed from the inverse dynamics of
the controlled robot. Based on the complete knowledge of aU the system parameters and
dynamic structure, this approach cancels all nonlinearities and results in a decoupled,
autonomous, Hnear error equation. By proper choice of the position and velocity feedback
gains, the desired transient response can be obtained. Theoretically, computed torque
control is a perfect approach in handling robot nonlinearities, but practically it suffers
from the fact that the precise dynamic models can be obtained only on rare occasions
because of the complicated dynamic behaviour of robots. In practice only an
approximation of the controlled robot dynamics is available. In contrast to the ideal cases,
the system nonlinearities cannot be cancelled completely and the resultant error equation is
not exact. The tracking performance of the robot will depend on the modelling error.
The variable structure system (VSS) (see, e.g., [63]) is designed in such a way that all
system state trajectories in the state space are directed toward some switching planes.
Once the system state reaches the switching planes, it slides along them and the system
response depends thereafter only on the gradients of the switching planes and remains
insensitive to a class of disturbances and parameter variations. This approach is able to
control both Linear and nonlinear systems. It was introduced into robot control by Sastry
and Slotine [52a], Young [68] and Yeung and Chen [67] et al. This switching technique
tolerates inaccuracies in the robot models. Some simulation results show that even for
relatively small uncertainties in the robot model the sliding model control can achieve
better performance than the computed torque method. However the drawback of this
approach is that it might lead to a large amount of chattering associated with excessive
control torques causing robot actuators to have undesirable high-frequency oscillations.
Slotine [55], and Singh [54] proposed some modifications to this method, combining it
with robust controller design, to overcome the problems of "chattering".
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Due to the complex nature of industrial jobot dynamics, it is inevitable that some
uncertainties will be introduced in modelling and control. These uncertainties could be
attributed to model parameter errors, disturbance torques from within the system or from
the external environment, measurement noises, payload variations and so on. To
overcome the influences of such uncertainties robust control was used in controlling
robots. The mechanism of robustness is the same as the concept of maintaining an
abundant relative stability for closed loop systems in classical system design, that is, to
ensure large enough phase and gain margins. The robust design could be regarded as
"worst case" design. As the uncertainties are unmeasurable one can give a "guess" to their
upper bound. Based on this bound, a control law is designed so that as soon as the error
state penetrates a defined dead zone concentric with the origin of the state space control,
input energy vanishes or drops to ensure the error always remains inside the dead zone
rather than escaping from it. Spong et al ([59], [60] and [61]) used this method to
improve computed torque control and gave a stability proof. In Spong's design the robot
actuator dynamics and measurement noise were taken into account. Using the
decentralized control technique Cvetkovic and Vukobratovic [15], and Gavel and Hsia
[17] also developed robust control methods by means of local feedback. Ha and Gilbert
[20] investigated the problem of robustness of nonlinear system tracking which was an
extension of their early research in robust control of industrial robots [21]. A robust
control design scheme using the input-output stability theory can be found in [8]. The
system performances of these nonlinear methods rely on the accuracy of the robot
dynamics model. As a dead zone is employed zero tracking error cannot be guaranteed.
The application of adaptive control to robotic manipulators is motivated by the desire to
improve dynamic control accuracy in cases where some or all system parameters are
unknown. Adaptive control has developed in two parallel branches: self-tuning control
for discrete-time systems (see, e.g., [4], [11], and [19]) and model following control for
continuous-time systems (see, e.g., [45], [46], [48], [49], [51], [57], [30] and [37]).
For a class of linear system which has some (constant or slowly time-varying) unknown
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model parameters and uncertainties, the adaptive controller monitors the system input,
state or output to refine system dynamic related information by means of a parameter
estimator or a certain adaptation mechanism. The outputs of this estimator could be
estimates of unknown system parameters (indirect control ) or the controller up-date
parameters (direct control). Using this information, a control action can be applied to the
controlled system so that the performance of the closed loop system becomes optimal or
acceptably sub-optimal. This feature makes the method adaptable to some systems with
unknown or slowly changing parameters.
In self-tuning systems usually a least square estimator or similar is used and the control
indexes can be set by minimum-variance criterion, generalized minimum-variance, or pole
placements. In most cases stochastic noise is taken into account as well.
In the case of continuous-time adaptive model following control, a reference model with
the desired dynamics is first defined. The control objective is to design a
feedback/feedforward controller with adaptive mechanisms so that the closed loop system
will have almost the same dynamics as that of the given reference model. Normally the
design is based on local parameter optimization (MIT law), the Lyapunov direct method,
or

Popov's hyperstability theory.

Relatively early studies of applying adaptive control to robots were carried out by
Dubowsky and DesForges [16], Lee and Chung [32], Balestrino, Maria and Sciavicco
[6], Koivo and Sorvari [29], Lim and Eslami [35][36], Singh [54], Nicosia and Tomei
[50], Choi, Chung, and Bien [10], Han, Hemami, and Yurkovich [22], and Hsu and
Bodson [24] et al. All of this work used the model reference technique rather than the
self-tuning method. Since there are still problems in using discrete techniques to describe
and analyse robot dynamics because of their nonlinear behavior a few investigations such
as [41] were carried out by using self-tuning models.
As adaptive control was originally developed for linear time-invariant systems, its direct
application to robots may encounter some problems because of the robot's nonlinear
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dynamics. Work described in [16], [50], [35] and [39] uses a quasi-linear system with
time-varying unknown parameters to describe the robot model and applies the Lyapunov
method to design the controller. Since these parameters are functions of the system state
(positions and velocities), they will change as the robot arm moves. This causes
convergence problems for the controller because the estimator is designed for constant
parameters. Unfortunately, the estimation of time-varying parameters is still an open
question in adaptive control. Hence for the purposes of using adaptive control an
assumption that the system dynamic parameters are slowly changing or even frozen
during the adaptation is necessary. Obviously, this assumption counteracts the
significance of the schemes themselves.
Recendy an important feature of robot dynamics has been given significant emphasis in
robot controller design (see [5], [12] and [55]). This feature is the fact that the equations
of motion for rigid robots can be written in such a way that the equations appear linear in
some system parameters, such as mass, inertia and payloads. In this formula the equation
of motion is rearranged as a multiplication of a generalized state matrix (in the case of
whole system description) or a generalized state vector (in the case of subsystem
description) and a system parameter vector. The former is called the generalized state
matrix or vector because its elements are composed of some nonlinear functions of
positions and velocities rather than pure positions and velocities which are the real states
of the nonlinear system. Indeed, using this formulation all these nonlinear functions must
be worked out. However, as these functions depend on the kinematics, they can be
obtained by studying the configuration of the robot system. With this formulation, linear
adaptive techniques can be used directly since all parameters of interest (which are
unknown or partly unknown) are constants.
Another important property which has been widely used in robot controller design is the
passivity of the robot dynamics. The physical meaning of passivity is that the robot's
dynamics consist of a system which will neither consume nor generate any energy itself.
Mathematically, this feature can be expressed as a relation between the input energy
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supply ratio and output energy ratio. As was mentioned in the beginning of this section,
Arimoto [2], used this feature to prove the stability of a PID controller in robot position
control. This idea has been extended by Slotine and Li [55] [56] [57] in their stability
analysis of the tracking controller design. A recent survey in this topic can be found in
[23].
These two important properties have provided a basis for many developments in robot
motion control in the past few years. As a result of this, two methods have been
exploited. The first one was the inverse dynamic scheme which was first proposed by
Craig. The second one, proposed by Slotine and Li, was based on both properties.

1-3. CONTRIBUTIONS OF THIS DISSERTATION
In the inverse dynamic adaptive control schemes (see, e.g., [12], [13] and [43]), the
adaptive controller design is based on the system structure of the computed torque
method. Using this system structure and in cases where there exist some parameter
estimation errors, this sort of adaptive control scheme suffers from :
1). The inverse of the estmated inertial matrix must be calculated from time to time. This
makes the computation much more complicated especially for robots having many
degreeds of freedom;
2). Based on this system structure, the inverse of the inertial matrix is calculated using the
updated parameter estimates and the positions. It must be ensured that the estimates of the
unknown system parameters always lie in a certain known area in the parameter space so
that the resultant inertial matrix is always non-singular. This restriction requires a priori
knowledge of "reasonable" sizes of the robot system's unknown parameters. Also the
estimators must have special functions such as "cut o f f effects to prevent up-dating when
the estimates achieve the parameter boundaries or projecting effects to map unreasonable
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estimates into the domain which ensures the resultant inertial matrices are always nonsingular.
3). Using this system structure, the adaptive control is based on the tracking error
dynamics which is a set of second-order linear systems forced by a stimulating term
related to the parameter estimation errors and system states. Since the accelerations are
also involved in this term, this adaptive control law requires their measurement as well.
This is not desireable as the direct measurement of the accelerations may introduce
significant noise.
In this thesis, a novel system architecture giving a controller structure in which the
adaptation law appears as an additional term to compensate the tracking errors of the
inverse dynamic scheme (computed torque method) is presented. For the error dynamics
obtained by using the computed torque method, the whole n dimension system is treated
as n scalar subsystems. This leads to a decentralized system architecture with
interconnections among the different subsystems. For each subsystem, the dominant term
of the estimation error is parameterized and an adaptive control law is designed. The
contributions of the work presented in this thesis include two decentralized system
adaptive control algorithms.
In the first algorithm, the acceleration measurements are avoided by introducing filter
operators. The Lyapunov direct method is used in controller design and the analysis
shows that if the interconnections among different subsystems are bounded by some
constants then a quantitative boundednesses of the position tracking errors and the
parameter estimates can be obtained. The second algorithm, which is an enhancement of
the first, has a two-component controller structure which is similar to that of the first. By
using the linear operator proposed in [48], the measurement of the accelerations can still
be avoided and a different state realization of the error equation is obtained. Further, it has
been shown that the interconnections among the error subsystems are bounded by the
overall system states (positions and velocities). Based on these properties of the
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interconnections and with the development of a new lemma, an adaptive control law is
derived using the Lyapunov direct method [33][64]. As a result of this, the quantitative
boundedness of a residual set, to which the state tracking errors and parameter estimation
errors converge, is obtained. In this method the assumption that the interconnections are
bounded by constants is removed and the size of the resultant residual set which deponds
on the magnitudes of the interconnections, the maximum displacements and velocities of
the reference trajectories can be derived.
The merits of the methods can be summarized as follows:
i). Only n elements of the inverse of the estimated inertial matrix need to be computed.
This will reduce the computing time significantly, campared with previous methods (see
1) above).
ii). In the new system architecture proposed, the parameter estimates used in the
computed torque control component are fixed by a set of a priori estimates and the real
time estimates of the system unknown parameters are only used to update the adaptive
control component rather than to update the computed torque schemes. This allows the
non-singularity of the inertial matrix estimates to be ensured by a proper choice of the a
priori estimates in the non-adaptive control component. In this way, restriction 2) given
above is removed.
iii). In the schemes proposed, the introduction of a filter operator means that the explicit
measurement of the accelerations of the robot's joints can be avoided and no acceleration
sensors are needed.
iv). In the second algorithm proposed, quantitative convergence results, which are related
to the interconnections, uncertainties and reference trajectories, are obtained.
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1-4. OUTLINE OF THIS THESIS
The thesis is organized as follows:
In Chapter 2, the equations of motion of the robot arm's dynamics are introduced in terms
of the Lagrangian formulation. To obtain a thorough understanding of the dynamic
behaviour, some important properties of the equations are discussed. In dynamic control,
two basic motion control problems - position control and trajectory following control are reviewed. For position control, the robust properties of the PD control scheme is
introduced; and for trajectory following control, the computed torque scheme is restudied.
Then the necessity of adaptive control is demonstrated. Among various schemes, Craig's
adaptive controller [ 12] [ 13] is introduced.
Chapter 3 introduces the system structure of the adaptive schemes proposed in this thesis.
In this structure, there are two control components: a non-adaptive computed torque
control and an adaptive control. For the tracking error dynamics obtained by the
computed torque scheme, quite large tracking errors will remain if the a priori estimates
employed by this scheme do not match the true system parameters very well (which is the
usual situation) and the error dynamics do not form a free system as in the ideal case. In
order to reduce the tracking errors, the second control - adaptive component - will be
introduced to make further compensation. This system strucmre sets up the basis for the
adaptive controller designs developed in Chapter 4 and 5.
Based on the system structure obtained in Chapter 3, the first adaptive control algorithm
is proposed in Chapter 4. To reduce the tracking error resulting from the pure computed
torque method, the adaptive controller design is based on a decentralized error system
configuration with uncertainties and interconnections among error subsystems. The
Lyapunov direct method is used in controller design and quantitative boundedness of the
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position errors is obtained. The acceleration measurements are avoided by introducing
filter operators.
In Chapter 5, another adaptive control algorithm, which is an enchancement of the
method given in Chapter 4, is developed. A linear operator is introduced to avoid the need
for acceleration measurements and to obtain a stricdy positive real state space realization.
Then the relationships between the magnitudes of the interconnections and the magnitudes
of the overall system positions and velocities are investigated. Based on the results
obtained, the second adaptive control algorithm is developed using the decentralized
system adaptive controller design method. Theorem 5-1, in this chapter, shows the
boundedness of overall system tracking errors and the parameter estimation errors and
their convergence rates. The result on the bounded adaptive control torque is also
obtained.
In order to verify the algorithms presented in Chapters 4 and 5, a case study of a SCARA
robotic manipulator is presented in Chapter 6. Using this example, the controller design
procedures are discussed. Moreover, utilizing a dynamic model of this robot some
simulation results of proposed adaptive control algorithms are shown. The performances
of these algorithms are also compared with the results of the computed torque scheme.
Finally in Chapter 7, conclusions are presented and comments on further research are
given.

Chapter 2.
ROBOT DYNAMICS AND CONTROL
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2-1. INTRODUCTION
In order to study robot motion control, the dynamic equations governing the motion of
industrial robots will be introduced. The robots under consideration are open kinematic
chain, rigid manipulators with revolute joints. For this kind of robot there are two kinds
of formulations commonly used to describe the dynamics equations: Newton-Euler
expressions and Lagrangian expressions. In the Lagrangian formulation, the dynamics
are given in terms of work and energy using generalized coordinates. In this dissertation,
the Lagrangian formulae will be employed because they are generally compact and
provide a closed form expression using joint torques and joint displacements. The
resulting equations of motion are a set of coupled second order nonlinear differential
equations which are used in much of the literature on robot dynamics analysis.
In order to control robot systems properly, it is necessary to have a good understanding
of the physical features of robot dynamics. To achieve this, some properties of the
dynamic equations, which play very important roles in this study, will be stated. The
properties will be illustrated by an example. Further, some assumptions are made on this
system which are used throughout this thesis.
For the equations of motion obtained, the problem of motion control will be defmed. As
motion control normally consists of two problems: set point control (position regulation)
and tracking control (trajectory following), a PD control law and its stability analysis
(given in [2]) wiU be introduced. This analysis will explaia why the joint-independent
PD law works well in robot control. It is also helpful in understanding the tracking
control problem. Secondly, the tracking control problem, which is the objective of the
thesis, will be discussed. The computed torque scheme which is the foundation of the
adaptive control methods proposed in Chapters 4 and 5 is emphasized. Furthermore, the
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necessity for adaptive control will be explained and an adaptive control scheme presented
by Craig [ 12] [ 13] will be introduced.

2-2. DYNAMIC EQUATION
2-2-1. Robot Dynamics Equation
The dynamics of rigid robot manipulator systems with n degrees of freedom can be
described by the Lagrangian Equation of motion [62] [52] [14] [3]:
I (aL(q,q)/aq) - dL{q,q)/dq =u,

(2-2-1)

where 9L(q,q)/9(-) is the partial derivative of 3L(q,q) with respect to (•) and
L(q,q)=^(q,4)-n(q)eR\

(2-2-2)

is the Lagrangian function of the whole robot system; q, qe r " are the generalized
position and velocity vectors defined in the robot's joint coordinate space; ue r " is the
generalized input torque vector causing the motion of the robot's arms. In Eqn.(2-2-2),
1 •T
. 1
1
^(q,q)=2q D(q)qeR andn(q)eR represent the total kinetic and total potential energy
functions, respectively, of a robot with n linkages.
Substituting Eqn.(2-2-2) into Eqn.(2-2-1), noting that 3n(q)/9q=0, and denoting the
gravitational torque 3n(q)/aq= g(q)€R", Eqn.(2-2-l) then becomes

Let

i (D(q)q) - 1 ( I q'^D(q)q)+g(q) = u.

(2-2-3)

s(q,q) =^S(q,q)q = - a,j q1 . TD(q)q)GR"

(2-2-4)

then Eqn.(2-2-3) becomes

Chapter ZT" Robot Dynamics and Control

17

I (D(q)q)+^S(q,q)^(q)=u,

(2-2-5a)

I (D(q)q)+s(q,q)+g(q)=u.

(2-2-5b)

or

Since
|(D(q)q) = D(q)q+D(q)q,
Eqn.(2-2-5a) can be rewritten as
D(q)q+D(q)q+^S (q,q)q+g(q)=u.
Denoting
h(q,q)=D(q)q+^S(q,q)q
=D(q)q-|(|q'^D(q)q)

(2-2-6)

results in
D(q)q+h(q,q)+g(q)=u.

(2-2-7)

Moreover h(q,q) can be expressed as
h(q,q)=H(q,q)q

(2-2-8)

and Eqn. (2-2-7) can be rewritten as
D(q)q+H(q,q)q+g(q)=:u.

(2-2-9)

It is also possible to describe the i-th equation of Eqn.(2-2-9) by [59]
i dij(q) qj+ i i hijk(q)qi^+gi(q)=ui
j=l
j=i k=l

(2-2-9a)
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2-2-2. Some Important Properties
The motion equations Eqn.(2-2-7) or Eqn.(2-2-9) have the following properties:
Property-1) D(q)G r"^" is the inertia matrix of the robot system, which is positive
T

definite i.e., D(q)=D (q)>0 for all q. This also implies that D(q) is non-singular and its
inverse is positive definite as well. Its derivative with respect to time t exists.
Property-2) h(q,q)=H(q,q)q is the centrifugal and Coriolis force vector. According to
Eqn. (2-2-6) it fully depends on the inertia matrix. In view of Eqn.(2-2-9a), it can be seen
that every element of h(q,q), denoted by hi(q,q), is a quadratic form in q so that h(q,q) is
a quadratic form in q as well. This results in a non-unique representation of H(q,q),
Among the different representations of H(q,q), it is always possible to write it in such a
way that J=D(q)-2H(q,q) is a skew symmetric matrix [2][56], i.e., it satisfies
J=D(q)-2H(q,q)=-f.

(2-2-10)

In this thesis, except where specifically noted, it is supposed that H(q,q) satisfies Eqn.(22-10).
Property-3) Eqn.(2-2-7) or Eqn.(2-2-9) can be written in such a way that it is linear in
the system parameters (see [5], [13] and [56])
D(q)q+H(q,q)q+g(q)=i^(q,q, q)0,

(2-2-1 la)

where 0e R m is the dynamic constant parameter vector related to the mass, inertial
tensors, geometrical sizes, and the payloads of the robot arms; Q(q,q,'q)GR"^"^ is such
that its every element is a non-linear function of q, q and q. These nonlinear functions are
determined by the geometric configuration of the robots and can be obtained by
investigating the kinematics and dynamics. Moreover let Di(q) be the i-th row of D(q) and
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hi(q,q) the i-th component of h(q,q)=H(q,q)q, then the i-th component of Eqn,(2-2-lla)
can be written as
Di(q)q+hi(q,q)+gi(q)=0)i(q,q,q)ei.

(2-2-llb)

The positive definiteness of the inertia matrix D(q) (Property-2) can be easily understood
by considering the fact that physically the kinetic energy of the motion system is always a
positive value, i.e.,
^(q,q)= Iq'^D(q)q>0.

for

any q^O.

The Property-2) implies that Eqn.(2-2-7) or Eqn.(2-2-9) is a passive system. Calculating
the derivative of the total kinetic energy function ^(q,q) with respect to time gives:
l l f [q^D(q,q)q] = q'^D(q,q)q+ ^ q'^D(q,q)q.

Taking Eqn.(2-2-9) and Eqn.(2-2-10) into account,
2 S [q^D(q,q)q] = q'^[-H(q,q)q-g(q)+u+ ^ D(q,q)q]

= q^[-g(q)+u]
or
^ [q'^D(q,q)q]= f q'^[-g(q)+u]dt,

which means that all the input energy provided by the input torque and the gravitational
torque are converted into the system kinetic energy and the system itself neither absorbs
nor yields any energy.
It should be noted that in the motion equation given above the viscous and Coulomb
friction torque have been ignored. The equations correspond to the models of direct
driven robots. In fact, no matter how insignificant it is, this sort of torque/force exists in
most systems and represents the dissipativeness of the system. The damping effect of this
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torque will tend to make the system more stable. For instance, if the friction force is
linear, it can be described by the term F^q ( Fc=diag{fi} with fi>0 for all i is the friction
coefficient matrix), then Eqn.(2-2-9) becomes:
D(q)q+H(q,q)q+g(q)+Fcq=u.

(2-2-12)

Further, the actuator dynamics of the robots have been ignored in the motion equation
Eqn.(2-2-7) or Eqn.(2-2-9). This treatment will certainly cause some modelling errors.
However since a large number of robot arms are driven by DC servo motors with fast,
high-gain current loops, the transfer function of the actuator can be reasonably
approximated by a constant torque gain.
For the robot dynamic equation Eqn.(2-2-7) or Eqn.(2-2-9), the following assumptions
are made which will stand for all sections in this thesis:
Assumption 2-1) All joints of the robotic manipulators under consideration are revolute
[13] [44].
This assumption results in some special properties of the equation of motion Eqn.(2-2-7).
As all joints are revolute, each element in the inertial matrix D(q) and gravitational torque
vector g(q) is made up of trigonometric functions of q so that D(q) and g(q) are all
continuous and bounded by some constants related to the dynamic parameters of the
equation. This implies there exist some constants Cq >0 and Cg >0 s-uch that

llD(q)ll^D»

(2-2-13)

Ilg(q)ll%. "

(2-2-14)

Moreover, for the centrifugal and the Coriolis torque h(q,q),
llh(q,q)ll^hllqll.

(2-2-15)
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Eqn.(2-2-15) means that if the velocities of the joints are bounded, the centrifugal and the
Coriolis torque will be bounded as well duelo the fact that all functions of joint positions
in this sort of torque are trigonometric functions of q and h(q,q) is a quadratic form in q.
Eqns.(2-2-13) - (2-2-15) also imply that for each element of D(q), h(q,q) and g(q), there
are some positive constants d^y, g^j, and h®jj, such that
IDij(q)l^d°ij

(2-2-16)

lgi(q)i^g°i

(2-2-17)

lhi(q,q)l<ih°ijlqjl.
j=i

(2-2-18)

and

In addition, in view of Eqn. (2-2-4),
n

Isi(q,q)l<ls°ijlqjl,

(2-2-19)

where s°ij are positive constants, as lsi(q,q)l is a quadratic form in q, as well.

2-2-3. An Example
In order to illustrate the properties of robot dynamics mentioned previously, this section
will look at an example [38].
The robotic manipulator used here is a SCARA robot with four degrees of freedom.
Without losing generality, only its first two joints, which move horizontally, are
considered. In this model all friction force torques and actuator dynamics are ignored.
The structure of it is shown in Fig. (2-2-1).
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Fig.(2-2-l). The Scara robot with two horizontally moving linkages.

Assuming that the masses of the links are uniformly distributed, it can be shown that the
inertial matrk is

D(q)H dii(q)
dliCq)

di2(q)
d22(q)

(2-2-20)

In this matrix.
dii(q) = Ci-i-C3+C4mL+(c2+2LiL2n^L)^osq2

(2-2-21a)

di2(q) = d2i(q) =C3+L22inL+(c2/2+LiL2mL)cosq2

(2-2-21b)
(2-2-21C)

where
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Ci=Li2(mi/3+m2)

(2-2-22a)

C2 = LiI^m2

(2-2-22b)

C3 = L22m2/3

(2-2-22C)

C4 = LI2+L22

(2-2-22d)

In the equalities above:
Li (m):

length of the first link;

L2 (m):

length of the second link;

mL(kg):

mass of payload fixed at the end of link 2;

m^, m2G^g): masses of the first and second link respectively.
It is now shown that this robot system satisfies the Property 1 - 3 given by the previous
section:
The satisfaction of Property-1, i.e., the positive definiteness of D(q), for arbitrary L^, L2,
m^, m2, mL>0, and q2, can be proved by using the features of a positive definite matrix.
In this case it is required that dii(q)>0 and ID(q)l>0. Consider Eqn.(2-2-2la):
dii(q) = Ci-i-C3-i-C4mL-i-(c2+2LiL2mL)cosq2
first. As lcosq2l^l, if condition
Ci-HC3+C4mL-(c2+2LiL2mL)>0,

(2-2-23)

is satisfied, then dii(q) must be greater than zero. Substituting dynamic parameters L^ and
m^ from Eqn.(2-2-22) into the left hand side of Eqn.(2-2-23) gives
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Ci+C3+C4mL-(c2+2LiL2mL)

= Li2(mi/3+m2)+L22m2/3+(Li-L2)2mL-LiL2m2.
Completing the square of the first two terms yields
Ci+C3+C4mL-(c2+2LiL^mL)

Obviously the first two terms are both greater than zero. For the third term, as both m^
and m2>0,

2L1L2V (mi/3+m2)(m2/3)
=2LiL2'N/ mim2/9+m22/3
> 2LiL2V(m22)/3
=(2/V3)LiL2m2
>LiL2m2,
that is, the third term is greater than the fourth term. This means the inequality given by
Eqn. (2-2-23) holds and therefore dii(q)>0.
Moreover, the determinant of the inertial matrix D(q) is
ID(q)l=dn(q)d22(q)-di2^(q).
In view of Eqn. (2-2-21) and Eqn. (2-2-22), this becomes
ID(q)l=LiL2(mim2/9+mim]y3+m2mL/3+m2^/l2)>0.
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Then, since d.2j(q) and ID(q)l are both greater than zero for arbitrary L^, L2, m^, ni2j
mL>0, and q2, it can be seen that D(q) is a positive definite matrix which satisfies
Property-1.
To examine Property-2, the centrifugal and Coriolis torque vector of this robot system
can be written as
i^i(q.q)
h2(q,q)

h(q,q)=D(q)q-|j(|q^D(q)q)=
according to Eqn. (2-2-6), where

hi(q,q)=-2CoSinq2qiq2-CoSinq2q2^,

(2-2-24a)

h2(q,q)=CoSinq2qiqi,

(2-2-24b)

with Co=C2/2+LiL2mL. They are both quadratic forms of q as shown in Eqn.(2-2-9a). It
is obvious that H(q,q) in Eqn.(2-2-8) is not unique as it can be described as either
h(q,q)=H(q,q)q=

-2CoSinq2^ -CoSinq2q2
CoSmq2qi

0

qi
q2

or
h(q,q)=H(q,^q=;

-CoSinq2q2 -CoSinq2(qi+^
CoSinq2qi

0

qi
q2

Moreover, it is easy to prove that only the latter one satisfies property D(q)-2H(q,q) = J =
-J given by Eqn.(2-2-10), i.e.,
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0 - CoSinq2(2qi+q2)
b(q)-2H(q,q)= -CoSinq2(2qi+^2)
0
which is a skew matrix.
Before justifying Property-3, it should be noted that, in this example, due to the fact that
both linkages are constrained to move in the horizontal plane, the gravitational torque g(q)
is zero. For Property-3, the following expression corresponds to the linear description of
parameters (see Eqn.(2-2-lla)):
Ci+C3+C4mL
C2+2Lj[L2mL
qi
cosq2qi
02
cosq2(^-sinq2q2(2qi+q2)
D(q)q+h(q,q)=
C3+L2L2mL
0 0
2q2 sinq2qiqi+cosq2ii2
C2/2+LiL2mL
It is also possible to show that each subsystem can be expressed as being linear in its
parameters (see Eqn.(2-2-llb)). For instance, in this case, subsystem 2 is given by
D2(q)q+h2(q,q)=C02(q,q,q)e2,
where
2q2 sinq2qiqi+cosq2q2 ]
02T=[ C3+L2L2mL C2/2+LiL2mL].

Moreover, as both joints of the arm are revolute, this example also satisfies Assumption
2-1 given by the previous section. It can be seen, by looking at Eqn.(2-2-21), that the
elements of D(q) are all made up of trigonometric functions of the position q2, and
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therefore dij(q) are all bounded functions for any q. The quadratic forms in q of hi(q,q) in
Eqns.(2-2-24a,b) verify that hi(q,q) will be bounded if q is bounded. This means that
there are constants c^ and Cj, >0 such that Eqns.(2-2-13) and (2-2-15) are both satisfied.

2-3. MOTION CONTROL
Among the various motion control problems of robotic manipulators, position control and
trajectory tracking are two of the fundamentally important problems. In the application of
position control, such as spot welding and material handing, the robot grippers are
required to move from one position to another regardless of the trajectories they follow.
In these cases what is of concern is the position accuracy rather than the transient
response. However, for tasks such as spray painting, laser cutting, or where there are
some obstacles in the robot's working envelope, the robots have to follow certain
trajectories to give a uniform spray coat, precise cutting edges, or to avoid collisions with
obstacles. In these sorts of applications the whole trajectory can be divided into many
short intervals and in each of them the robot arms can be moved by a position control
scheme. However, this will not control the transient responses and the velocities will be
slowed. In these cases trajectory tracking motion control is needed to give good
performance in following the given trajectories.

2-3-1. The PD Position Control Law
It is a common observation that most contemporary robots present quite good
performance in position control using joint independent non-model based control
strategies such as PD or PID control laws. It is natural to ask why this simple non-model
based control law can handle complicated non-linear dynamics of controlled robots.
Using the passivity property of robot mechanical systems, Aromoto and Miyazaki, in [2],

'
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discovered that robots are one class of passive mechanical systems if friction can be
ignored. It is this property that makes them work well with set point control schemes.
In set point control, the PD control law is given by [2]:
U=Ud+Ug
=-K^q+Kp(qdo-q)4-g(q),

(2-3-1)

where qdo is a constant, defining a set point in the joint space for the robot to achieve,
Kv=diag{kyi)eR™ Kp=diag{kpi)€R"^ with k^j, kpi >0 for i=l,2,...n,

is the negative velocity feedback and position error feedback law, and
Ug= g(q),
is the gravitational torque compensation term. Applying Eqn.(2-3-l) to Eqn,(2-2-9), the
closed-loop system becomes
D(q)q+H(q,q)q+K^q-KKp(q-qdo)=0.

(2-3-2)

It should be noted that as q^o is a constant, Eqn.(2-3-2) repre.sents an autonomous
equation. As shown in [2], for this autonomous closed loop system, a candidate for the
Lyapunov function
v(q,q)=

q ) q+ |(q-qdo/Kp(q-qdo)

can be introduced, which is positive. Its total derivative is
v(q,q)=q TD ( q ) q + 1^ TD(q)q+q TKp(q-qdo)
=q.T [-H(q,q)q-g(q)+u-f-

q )iq+Kp(q-qdo)].
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If the PD control law given by Eqn.(2-3-l) is substituted into the equation above, and
1 •T•
T
since that - q D(q)q-q H(q,q)q=0 accerding to Property-2 in Section 2-2-2 (see
Eqn.(2-2-10)), then v(q,q) becomes
v(q,q)=-q• TK^q.
Since Ky is positive definite, v(q,q)<0. This means that q is globally asymptotically
convergent to zero as t-^oo and q will be bounded if q(0) and q(0) are both bounded.
Moreover q->0 implies q tends to a certain point qc=constant inside the joint space.
According to the invariant principle of LaSalle [31], the solution trajectory (q(t),q(t)) of
equation Eqn.(2-2-7) will approach and stay within the set
E={x=(q,q)GX: v=0)
as the system is autonomous, where X is the joint space of the robot. This means in set
E, q ^ and therefore cpO. Then Eqn. (2-3-2) becomes
Kp(q-qdo)=0As Kp is positive definite, so it must have qc=qdo which means q-^q^jo t->o=, that is,
the PD control law Eqn. (2-3-1) gives zero position error.
If a given robot's friction term is big enough and cannot be ignored (as is the case for
most non-direct drive robots), its equation can be given by rewriting Eqn.(2-2-12) as:
D(q)q-hH(q,q)q-Hg(q)=Uo-Fci

(2-3-3)

if the friction torque is linear. From the stabiHty analysis given above and by comparing
the system equation including the friction torque Eqn.(2-2-12) with Eqn.(2-3-2), it can be
seen that the effect of introducing velocity feedback is the same as increasing the friction
term in Eqn.(2-2-9), which actually makes the system dissipative. This also implies,
according to the analysis of stability of system Eqn.(2-3-2), that even by means of pure
position feedback control law and gravitational force compensation
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Uo=Kp(qd-q)+g(q),
the system will be stable and will give zero position error because the friction coefficient
matrix F^, is a positive definite matrix.
Physically, stability of the PD controller relies on two facts: i) the inherent passivity of
robot systems themselves and ii) negative velocity feedback and gravitational
compensation of the control law which increase the damping effect in closed loop systems
so that the system states are stable at their equilibriums.

2-3-2. Tracking Control
In the problem of tracking control, the robots are required to follow a moving trajectory
rather than achieve a set point in the joint space. In this case, the PD control will not give
good tracking performance and the model based control method is needed.
In tracking control, it is assumed that the trajectories for the robot end-effectors to follow,
described in the Cartesian space, have been mapped into the joint space of the robot arms.
For these trajectories the following assumption is made:
Assumption 2-2) The reference trajectory for the robot to follow is given by qd=qd(t)
which is a uniform continuous function of time t. It is also assumed that q^ and q^ exist.
The tracking control problem can be defined as follows: for a given robot which is
characterized by its dynamic equation, and a-^given trajectory specified by qd, qd and qd
satisfying the assumption A-2-2), it is necessary to synthesize a control torque u so that
the robot state can follow the reference trajectory as closely as possible. If qd^do is a set
point in the robot joint space, then a point to point control problem is defined.
According to how much knowledge of the robot dynamics are used, the control schemes
can be classified as being either non-model based or model based. For instance, the joint
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independent PD control represents a non-model based method and the Computed Torque
scheme is a model based one.
In this thesis the well known computed torque scheme is concentrated on. As mentioned
in Section 1-2, this control law is based on the inverse dynamics of the controlled robot
motion equation:

-

u=D(q)(-(ii+Kv(qd-q)+Kp(qd-q))+h(q,q)+g(q).

(2-3-4)

where Kv=diag{kvi}€ R"^, Kp=diag{kpi}6 R ^ with k^j, kpi >0 for i=l,2,...n.
Applying this control law to the equation of motion Eqn.(2-2-7), tracking error dynamics
will be obtained, given by
e+Kve+Kpe=0

(2-3-5)

where e=q^-q is the tracking error vector. As this is a free system, by proper choice of Kp
and Ky in Eqn.(2-3-4) the tracking error e will converge to zero for any initial conditions
if D(q), h(q,q) and g(q) in Eqn.(2-3-4) match those in the system dynamics Eqn.(2-2-7)
exactly. In [7] and [65], Wen and Bayard proved that the control law Eqn.(2-3-4)
guarantees exponential convergence for the tracking errors.

2-4. ADAPTIVE CONTROL
As shown previously, in order to ensure stability and good performance in tracking
control, model based control schemes are needed. However, the implementation of these
methods is limited by the fact that in some circumstances it is almost impossible to obtain
a precise model for given robots because of their complicated system dynamics. To deal
with this problem, adaptive control methods provide potential solutions because of their
ability to improve their knowledge of unknown or partly unknown dynamics of the
controlled system (by on-line estimation) and adjust their control functions (by self-
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adjustment mechanisms) to ensure the stability of the overall system and to achieve certain
indexes of performance.
Among the various adaptive control schemes available, the method proposed by Craig
[12] and [13] will be introduced here as the schemes proposed in this thesis use these as a
starting point.
Consider the equation of motion Eqn.(2-2-7)
D(q)q+h(q,q)+g(q)=u,

(2-2-7)

and suppose that all nonlinear functions of q and q in each element of D(q), h(q,q) and
g(q) are known and the dynamic parameters of Eqn.(2-2-7) are unknown or partly known
but there are some estimates on these parameters available. In this case the adaptive
control law is given by
u=6(q)[qd+Kv(q(i-q)+K:p(qd-q)]+ii(q'a)+g(q).
In (2-4-1),

(2-4-1)

expresses an estimate of (•) which is obtained by replacing the unknown

dynamic parameters by their estimates. This results in error dynamics a t , ' (q) exists:
e-hK^^+Kpe=6'^(q)[D(q)q+{i(q,q)+g(q)]

(2-4-2)

where D(q)=D(q)-6(q), h(q,q)=h(q,q)-ii(q,q) and g(q)=g(q)-g(q) are the estimation
errors of D(q), h(q,q) and g(q) respectively. Comparing this with Eqn.(2-3-5), it can be
seen that due to the existence of dynamic parameter errors in control law Eqn.(2-4-l), the
tracking error dynamics Eqn. (2-4-2) is no longer a free system and the characteristics of e
will depend upon the right hand side of it
In accordance with the fact that all of the nonlinear functions in q and q in D(q), h(q,q)
and g(q) are known and Eqn.(2-2-l la) (Property-3), Eqn.(2-4-2) can be rewritten as
e+Kv^+Koe=6"Hq)i2(q,q, '^Q.

(2-4-3)
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Let x=[ e e ]T, then Eqn. (2-4-3) above can be expressed by the state space equation
x=Ax+B6-Hq)a(q,q,q)e,
where

0 I
A= -Kp
-Ky

and

(2-4-4)

B=

As system matrix A is stable, according to Lyapunov stability theory, for a positive
definite matrix Q, there exists a positive matrix P satisfying the following Lyapunov
equation
A'P-hPA=-Q.

(2-4-5)

For this error state space equation, the adaptive control law can be derived by the
Lyapunov direct method. A candidate for the Lyapunov function is given by
v(x,e)=^x'^Px-h|eV8,

(2-4-6)

where P=P >0 and r=diag{'yi 72 ... Ym) with 'yj>0 for all i=l,2,...,m. The scalar
function v(x,e) is positive definite for any x, e^^O. Its total derivative along the solution
trajectory of Eqn.(2-4-4) is
v(x,e)= - I XT(ATP+PA)X+ xT PB6-\q)a(q,q, q)e+
Let the adaptation law be
(2-4-7)
then it follows that
v(x,e)=-^xTQx.

(2-4-8)
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Eqns.(2-4-6) and (2-4-8) show that for the bounded x(0) and ë(0), the x(t) and, ê(t) will
be bounded. Moreover, according to [1] and [47], if the persistent excitation condition on

to
is satisfied for all to, where a, p, and p>0 are some constants, then the parameter estimate
error will tend to zero, i.e., ê(t)->0 as t-^oo. Hence, in view of Eqns.(2-4-6) and (2-48), it follows that x(t)->0 as t-^^o, that is, both position and velocity tracking errors e and
ë will converge to zero.
As ê= e-â, where 9 is a constant vector, the adaptive control law Eqn. (2-4-7) can also be
written as
ê = r nT(q,q, q)6-^(q)B'^Px.

(2-4-9)

This parameter adaptive law is used to update the computed torque controller Eqn.(2-41), and if the parameter estimates converge to their true values, the control law will equal
Eqn.(2-3-4) which is an ideal computed torque control. The adaptive control system
configuration is shown in Fig. 2-1.
The key point of this adaptive controller is the utilization of Property-3 of the robot
dynamics, i.e., the equations of motion are written in such a way that they are linear in
the dynamic parameters. By this formulation the design method of linear adaptive
reference model following systems can be applied directly and the controller has a very
simple and clear structure.
However, there are three points to emphasize for control law Eqn.(2-4-7) (or Eqn.(2-49)):
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appears in the control law Eqn.(2-4-7), the inverse of the estimated inertia

matrix which depends on G is required. This will make the computation complicated when
the number of robot joints increase;
ii). In addition to i), the parameter adaptation law must ensure that the estimate of the
unknown dynamic parameters are close enough to their true values so that 6(q) is always
m non-singular matrix. For this, Craig suggested a "cut o f f function to the adaptation
law. That is, it is supposed that as the bounds of the unknown parameters are known,
then the estimator should stop updating as soon as the estimates achieve these bounds and
let the estimates remain at their old values to make sure that 6 is always non-singular.
This requires a good a priori knowledge of the unknown dynamic parameters which in
some circumstances is difficult to achieve.
iii). In the implementation of

in addition to q, q, the accelerations of the robot

arm joints are also required to be measured. This may cause some technical problems as
the direct measurement of the accelerations is likely to introduce a large amount of noise
into the systems.

Fig. 2-1. Robot motion adaptive control system.
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2-5. SUMMARY
This chapter gives a general introduction to the equations of motion for the robot dynamic
systems and two basic motion control problems: position control and trajectory following
control.
For the equations of motion, in Section 2-1, the Lagrangian description of the equation of
motion was introduced. The system equations are a set of second order nonlinear
differential equations with coupling between the joints. In spite of the complexity of the
equations, some important properties provide an insight into their physical behaviour.
These properties were discussed in this section. The positive definiteness of the inertial
matrix and the linear-in-parameters formulation of the equation of motion are two
important properties used in the following chapters. Furthermore, in order to give an
interpretation of the properties an example was illustrated.
In Section 2-3, two types of basic motion control problems - position control and
trajectory following control - are mentioned. In position control, the robust property of
the joint independent PD control was reviewed. For trajectory following control, the
computed torque scheme was introduced which also serves as a foundation in the
adaptive control scheme proposed in Chapter 3. As this method is a model based scheme,
its practical applications are limited by the difficulties of obtaining precise dynamic
models for the given robot systems due to the their complexities. In order to overcome
this problem adaptive control can be used. In Section 2-4, Craig's method was
introduced.

Chapter 3.
DECENTRALIZED ERROR SYSTEM
STRUCTURE
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3-1. INTRODUCTION
As mentioned before, due to the complexity of robot dynamics, it is difficult to have
precise prior knowledge of some dynamic parameters such as the masses and the inertia
tensors for a given robot arm. This limits the applications of model based control
schemes. Adaptive control schemes provide a solution to this problem because of their
abilities in real time estimation of the unknown dynamic parameters and in making selfadjustments. This chapter and the following chapters will be devoted to the investigation
of novel adaptive control methods. This chapter is about the system structure for the adaptive controller design. At first, the
system parameterization of the equations of motion will be discussed. The
parameterization is based on the property that the equation of motion can be formulated by
linear expressions in the dynamic parameters. It will be shown that by means of this
formulation, the linear adaptive method can be used directly in robot motion control.
Secondly, based on the reasonable assumption that all nonlinear functions of the system
state are known, the two component control law structure is proposed. The first one, as a
non-adaptive control component, is the computed torque law based on an a priori estimate
of the system's unknown parameters and the second one is an adaptive control
component which will be used to further compensate the tracking errors.
For the error dynamics obtained by the application of the non-adaptive control
component, the overall system is treated as n separate subsystems with interconnections
between each other. The advantages of this treatment are that each subsystem appears as a
scalar equation which only requires the diagonal elements of the inverse of the inertia
matrix and gives more freedom to the design of the adaptive control law.
The determination of the adaptive control laws will be discussed in Chapters 4 and 5.
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3-2. SYSTEM EQUATION AND ASSUMPTIONS
Consider the equation of motion Eqn. (2-2-7) again,
D(q)q+h(q,q)4-g(q)=u,

(3-2-1)

where, according to Eqn.(2-2-6),
h(q,q)=D(q)q+s(q,q),

(3-2-2a)

s(q,q)=- ^ ( I q'^D(q)q),

(3-2-2b)

For this motion equation an uncertainty term do(t)=[doi, do2,...,don]eR" is introduced,
which may include frictional torques and coupling torques ignored in the modelling,
disturbance torques from the environment, measurement noise, payload variations, and
ignored actuator dynamics etc.. Thus, Eqn.(3-2-1) becomes
D(q)q+h(q,q)+g(q)+do=u,

(3-2-3)

which is a standard Lagrangian formulation.

3-2-1, System Parameterization
According to Property-3) given in Section 2-2, nonlinear equation Eqn.(3-2-3) can be
expressed as an equation which is linear inlhe system parameters. Thus, D(q) can be
written as
D(q)={Dij(q))={z'(iijkfdijk(q)).
k=l

Similarly, h(q,q), s(q,q) and g(q) can be represented by

(3-2-4a)
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niih
h(q,q) = {hi(q,q)}={ Ehikfhik(q,q)},
k=l

(3-2-4b)

mik
s(q,q) = {Si(q,q))={ ISikfsik(q,q)},
k=l

(3-2-4c)

mja
g(q)={gi(q)}={ SgikfgikCq)}
k=l

(3-2-4d)

where my, mj^, mjjj- and mig>l are integers; dijk, hik, Sik and gik are constant parameters
related to the masses, inertia of the linkages and pay load of the robot arm; fdijk(q),
fgik(q)» fhik(q,q) and fsik(q,q) are nonlinear functions in q and q. It is worth noting that
these functions are only determined by the geometrical configurations of the robots and
therefore can be worked out by kinematics investigations. From Eqns.(3-2-2a,b), it can
be shown that dijk, hik, and kik are all dependent on D(q). As shown in Section 2-2, the
i-th equation of Eqn.(3-2-3) can be written as
Di(q) q+hi(q,q)+gi(q)+doi(t)=eiTcoi(q,q, q).

(3-2-5)

where
ei'^=[dillv.diimi4i2b.-di2mi,..dinlv..dinmiv.,hii,..hiniih,gilv.gimig]

coiT(q,q,q)=[f^i(q)qi,..,fiijni(q)qi,..,finl(q)4,,..,finm
fhii(q,q)v., fhimih(q>q)» fgii(q),fgimig(q)].
It is also known that some elements of Gi and those of Gj may be correlated as stated in
Section 2-2 and shown by the example in Section 2-2-3.
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3-2-2. Assumptions
Assumption 2-1) made in Section 2-2 claimed that all joints of the robots under control
are revolute so that all nonlinear functions fdijk(q) and fgik(q) in Eqn.(3-4) are bounded
and continuous in q. Assumption 2-2) made in Section 2-3 then defined -a class of
reference trajectories used in motion control which should be sufficiently smooth. In
addition to these, the following assumptions are also made:
Assumption 3-1) The nonlinear function vector (Oi(q,q,q) in Eqn.(2-2-llb) is known;
Assumption 3-2) For the constant coefficients dijk, hik and gik in Eqns.(3-2-4) there
exist a priori estimates, denoted by Syk, ^ik and gik, such that
3ijkfdijk(q)}
A

A

.

(3-2-6a)

"^ihA

fi(q,q) = {iii(q,q)} = { I hikfhik(q,q))
k=l

(3-2-6b)

kq)={gi(q)) ={ I^kfgik(q)}.
k=l

(3-2-6c)

and

Assumption 3-3) The estimate Eqn.(3-2-6a) results in a positive definite
Assumption 3-4) The Eqn.(3-2-2a) still holds for the estimate Eqn.(3-2-6a, b), i.e., it
has
ft(q,^=6(q)q+$(q,q)=6(q)i-^

( | q^(q)q).

(3-2-7)

Assumption 3-5) The uncertainty term do is bounded by a known constant c>0, i.e.,
lldo(t)ll< c,

for i=l, 2,..., n.

(3-2-8)
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It is worth noting that Assumptions 3-2) and 3-3) imply that the estimates given above
also satisfy Eqns.(2-2-16) - (2-2-19), that is, there exist some constants d*ij, h*ik, and
g*i such that
6ij(q)<d*ij

(3-2-9)

iii(q,q)<i h*iklqkl
k=l

(3-2-10)

gi(q)<g*i.

(3-2-11)

and

3-3. NON-ADAPTIVE CONTROL AND SYSTEM STRUCTURE
In this section, the controller and overall system structures will be presented. The control
law used here is a standard computed torque law plus an adaptive control component used
to eliminate the tracking errors caused by the pure computed torque scheme. Unlike onecomponent adaptive control laws in which a single control component is updated by the
on-line parameter estimate direcdy, this two-component structure works in such a way
that a priori estimates of the robot dynamic parameters used by the non-adaptive control
law (i.e., the computed torque scheme) are fixed and the estimator only updates the
parameters of the adaptive controller component alone. The particular advantage of this
structure is that it avoids the restriction required by one-component structures so that
during real time control, the estimators must ensure that the estimated 6(q) is nonA

singular. In the other words, by this two-component structure if the initial estimates dijk
are set up property such that 6(q) is positive definite then 6(q) will remain positive
definite thereafter. Practically, it is always possible to find a set of Sijk satisfying this
condition by the study of the mechanical structures of the particular robot manipulators
under control.
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3-3-1. Non-Adaptive Control Law
Utilizing a priori estimates of the system parameters given by Eqn.(3-2-6a, b and c), the
control law u is given by:
u=ui+u2,

(3-3-la)

Ui=6(q)[VKv(qd-4)+Kp(qd-q)]+fi(q,q)+g(q)

(3-3-lb)

where

is the computed torque control law, which is a non-adaptive component, and
U2=6(q)Ua

(3-3-lc)

is an adaptive control component. In the equalities above, KY=diag{kYi}eR
diag{kpi}GR™ withkvi' ^pi

, Kp=

^or i-l,2,...,n, and u^, being a nonlinear function of q,

q, q^, and q^, will be determined in Chapter 4 and 5. Obviously, Eqn.(3-3-la) can be
written as:
u=6(q)[qd+Kv(qd-q)+Kp(qd-q)+Ua]+fi(q,q)+g(q).

(3-3-ld)

Since the non-adaptive control law Eqn.(3-3-lb) is implemented by a priori estimates
ei=constant, for i=l,2,...,n, the parameter estimation errors 81=81-91 caused by the
control Eqn.(3-3-lb) are unknown constants.
Substitution of Eqn.(3-3-ld) into Eqn.(3-2-3), gives:
6(q)[VKv(qd-^)+Kp(qd-q)+Ua]=D(q)q-hh(q,^-fi(q,q)+g(q)
Substracting term 6(q)qfrom both sides of the equality leads to
fi>(q)[qd-q+Kv(qd-q)+Kp(qd-q)+Ua]
=D(q)q-6(q)q+h(q,q)-ii(q,q)+g(q)-g(q)+do.

+do.

Chapter 3. Deo^tralized Error System Structure

Premultiplying both sides of the previous equation by

44

(q), which is the inverse of

£)(q), and then moving u^ to the right hand side, results in:

e+Kv6+Kpe=6-l(q)[D(q)q+fi(q,q)+g(q)+dJ-Ua,

(3-3-2)

where e = q^-q is the position error vector; D(q) = D(q)-6(q), ii(q,q) = h(q,q)-h(q,q) and
g(q)=g(q)-g(q) are estimation errors of the inertial matrix and the centrifugal and Coriolis
torques respectively. This gives the system architecture for the closed loop system
configuration as shown in Fig,3-1. The determination of u^, however, requires the
derivation of an adaptive algorithm, shown in the block "adaptive mechanism" in Fig.3-1,
so that the tracking errors are as small as possible.
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Fig.3-1. The overall system configuration.
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In the case of pure computed torque control, i.e., Ua=0, Eqn.(3-3-2) will become
e+Kve+Kpe=6-l(q)[D(q)q+fi(q,q)+g(q)+do].
The right hand side of the equation above has been shown by [13] to be a function of
e, e, and
e+Kve+Kpe=4
[C)(q)Vii(q^qd)+g(q)+do+a-D-i6)Kpe

Moreover, it has been proved, in [13], that the control law Eqn.(3-3-lb) leads to a Loo
input-output stable system provided the following conditions are satisfied (for further
details, see [13]):
(C-1) Assumption 3-3) holds;
(C-2) Assumption 2-2) holds;
(C:3) kvi^=4kpi>0;
(C-4) do is bounded and its components are uncorrelated;
(C-5)

in which
Pl=l/kp, p2=4exp(-l)/kv,
'oo>
a2=ll(I-D-l6)Kplli^,
a3=ll(I-D-l6)Ky-2D-^fiin(q,qd)lli'loo»
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(C-6) The initial conditions e(0)=e(0)=0 are satisfied.
In (C-5), ii(q,q)=fi(q,qd)-2fi(q,qd)e+fi(q,e), where ii(q,0 is obtained by replacing q by
(•) in fi(q,q), and H(q,qd) is the estimation error matrix of H(q,q), in which q is
replaced by q^. The L ^ norms are defined in such a way that for a vector h,
llhl!^=m^suplhil; for a matrix H,

sup Shyl.

Conditions (C-1) - (C-6) set up robustness properties in the sense of bounded-input
bounded-output stability for the computed torque control law in the cases where there
exist parameter errors and uncertainties. It should be stressed that since Conditions (C-1)
and (C-2) identify Assumptions 3-3) and 2-2) respectively the additional conditions
required, in addition to the assumptions made before, are (C-3) to (C-6).
Assumption 3-3), which requires a positive definite 6(q), is not a particularly restrictive
condition. If the non-linear functions of positions in every element of D(q) are all known
(which only depend on the kinematics of the robot arms, e.g., whether the arm's joints
are revolute or prismatic), it is always possible to choose the estimates of unknown
parameters in such a way that they correspond to masses, inertia tensors and geometrical
sizes or their combinations for a given robot. Since some values such as mass, and
geometrical size are all positive, it is always possible to assign correct signs on the
estimates of these true values or their combinations so that the resultant 6(q) is positive
definite. The only difference is that 6(q) here may correspond to a different robot system
(determined by the estimated masses, inertial tensors and sizes) instead of the robot
defined by D(q), but 6(q) must be positive definite because of its physical meaning. In
order to explain this, consider the example in Section 2-2-3 again. In this example the
estimate of the inertial matrix Eqn.(2-2-20), according to Eqn.(3-2-6a), is given by
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Si2(q)

(3-3-3)
where
Ci = ti2(mi/3+m2)
A

A6A
= LiL2m2

C2
C3 =

Clearly, the positive definiteness of Eqn.(3-3-3) can be proven if:
Sii(q)=Ci+C3+C4mL+(c2+2tit2mL)cosq2 >0

(3-3-4)

and
det6(q)>0, ""

(3-3-5) ~

where det 6(q) expresses the determinant of matrix 6(q).
As in Section 2-2-3, it can be shown that for any £/i>0,

mi>0, m2>0 and oil >0,

Eqn.(3-3-4) and (3-3-5) hold, as
Ci-i-C3-i-C4mL+(c2+2£,i£2mL)cosq2
> Ci+C3-i-C4mL-(c2+2£.iL2mL)
mi/3+m2-£<2V m2/3)

V

(mi/3+m2)m2/3-ilit2m2
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and
det6(q) >
This means, in this example, the only condition needed to ensure a positive definite
estimate of D(q) is that all estimates of dynamic parameters Lj, nij and mL are greater than
zero.
It should be emphasised again that the estimated parameters in non-adaptive control law
Eqn,(3-3-lb) are fixed by a set of a priori values and the adaptive control is realized by
control component u^ in Eqn,(3-3-lc). Compared with the adaptive control approaches
given in [12] and [43], in which 6(q) is updated by the estimator, the advantage of the
approach presented here is that the positive defmiteness of 6(q) can be guaranteed at all
times and it is not necessary to project the estimated parameters into a certain range in
parameter space or to "cut off the estimation when the estimated parameters exceed
certain boundaries to ensure the positive definiteness of 6(q) as required by other
approaches.

3-3-2. Decentralized Error System Structure
The error dynamic system Eqn.(3-3-2) is a set of simultaneous equations coupled by the
inverse of the estimated inertial matrix
together with system states q and q. The
exact decoupling for these subsystems is still an open question. In this section, a novel
structure will be proposed to show that a partial decoupling can be achieved by means of
splitting
into two parts. The first part is a diagonal matrix consisting of all diagonal
elements of
The second part is composed of all non-diagonal elements oi&Hq)
with all diagonal elements replaced by zeros. With this treatment, Eqn.(3-3-2) can be
considered as n separate subsystems (affected by the first part of
with
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For this system

architecture it will be shown in Chapters 4-wid 5 that robust controllers can be designed
for each error subsystem to ensure bounded position and velocity tracking errors.
Denote
A

A

A

£)-l(q)=J(q)=J,(q)+J„(q),
where
Jd(q)=diag{[l3-l(q)]ii)=diag{Jii(q)}

(3-3-6)

is a diagonal matrix consisting of all diagonal elements of 6"^(q), and Jo(q) is a matrix
obtained by replacing all diagonal elements

(q) by zeros. Then equation Eqn.(3-3-

2) becomes
e+Kv^+Kpe=Jd(q)[D(q)q+fi(q,q)+g(q)]-Ua+d,

(3-3-7)

d=t(q)[D(q)q+H(q,q)+g(q)]+6-l(q)doG R^

(3-3-8)

where

As mentioned in Section 3-3-1, if conditions (CI) - (C-6) are satisfied, control law
Eqn.(3-3-lb) ensures input-output stability and the error state will stay within a bounded
region including the origin. It has also been shown by [13], that in the case Ua=0, the
right hand side of Eqn.(3-3-2) is bounded, which implies,

in

Eqn.(3-3-7) is bounded as well. Suppose that~this bound is given by a constant v>0, then
lld(t)ll < IIJ^(q)(D(q)q-Hfi(q,q)+g(q))ll+ll6-l(q)doll < v+ll?(q)doII < Po
since 6"^(q) is bounded, where po>0 is a constant.
For the first two terms inside the brackets in the right hand side of Eqn. (3-3-7),

Chapter 3. Dec^tralized Error System Structure

50

D(q)q+fi(q,q)=:D(q)q+h(q,q)-h(q,q).
Recalling Eqn.(3-2-2a) and Assumption 3-4), the equation above can be rewritten as
D(q)q+fi(q,q)=D(q)q+D(q)q+s(q,q)-l3(q)q-s(q,q^
=D(q)q+D(q)q+s(q,q)
=|(C)(q)q)+s(q,q).

(3-3-9)

e+K^¿+Kpe =Jd(q)[|(D(q)q)+s(q,q)+g(q)]-Ua+d.

(3-3-10)

Thus, Eqn.(3-3-7) becomes

The Eqn.(3-3-10) can be considered as n separate multi-input-single-output subsystems.
Then the i-th subsystem becomes
q+kvi^i+kpiq =Jii(q)[|(C)i(q)q)-H"si(q,q)+gi(q)]-Uai+di,
A

(3-3-11)

A

where Jii(q) is the i-th diagonal element of J(i(q) (see Eqn.(3-3-6)), Di(q) is the i-th row
of matrix D(q) and dj is the i-th component of d.
According to Eqn.(3-3-8) and (3-3-9), dj in Eqn.(3-3-ll) can be rewritten as .
di = di(q,q,q)
= i [Jij(q)(i|(i^jk(q)^)+Sj(q,q)+gj(q))]+itij(q)
=j=lj56i
i k=l
i Jij(q) |(C>jk(q)qk)+j=l>ti
ijij(q)Sj(q,q)+j=l>ii
ijij(q)gj(q)+ifij(q)doj,
j=l
(3-3-12)
where Dij(q) is the i-j-th element of the matrix D(q) and Jij(q) the i-j-th element of
J(q)=6-l(q).
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Since d is bounded, dj must be bounded as well. It is supposed that this boundedness is
given by a constant poj, i.e.,
IdikPoi-

(3-3-13)

In accordance with Assumption 3-1), known nonlinear functions and unknown
estimation errors in the equalities above can be decomposed as two vectors so that
Eqn.(3-3-l 1) becomes
Vkviei+kpiei4u(q)[|(co[i(q,4))0^+o3^(q,q)ei2+co[^^
_ JA

=ei Jii(q)coi(q,q, q)-Uai+di,

(3-3-14a)
(3-3-14b)

where
«>1 = [ | ( 4 ( q ' q ) )
-T

_ T - T

= [ eii

T

012

•

- T

% ].

*

•

= [fkii(q>q)» fki2(q»q)v.., fkimik(q,q)],
co^ = [fgii(q)» fgi2(q)v.., fgimig(q)],
-T

-

~ [Sii,Si2,..-,Simik]'

0B = tSib ¿12»

iimig]-

Being a constant vector, Gj is the parameter estimation error caused by the computed
torque control law Eqn.(3-3-lb).
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Eqn.(3-3-14b) is the resultant error subsystem structure. In Chapters 4 and 5, it will be
shown how the adaptive control law for each subsystem can be determined. It is worth
noting that using this decentralized system structure in the right hand side of each
subsystem, as shown by Eqn.(3-3-14b), the unknown parameter error Gjand
measureable state function Jii(q)coi(q,q,q) are both vectors and therefore they are
commutative, i.e., ei'^Jii(q)c0i(q,q,q)=(Jii(q)(0i(q,q,q))'^ Gj. This is not true for the
multi-variable system structure given by Eqn.(2-4-3) where j5'Hq)n(q,q, q) and 8 cannot
be interchanged as 6'^(q)Q(q,q, q) is a matrix. This commutative property of Eqn.(3-314b) is important for adaptive controller design. As will be shown in Chapter 5, it is
possible to introduce a linear operator to act on Gj so that acceleration measurement can be
avoided and an additional zero can be introduced into the error system to satisfy the
postive real condition.

3-3-3. Comments
A
d _ . _
In system Eqn.(3-3-ll), the first term Jii(q)[^i(q)q)+Si(q,q)+gi(q)] is considered as a
dominant input for the subsystem i and has been parameterized as G^ Jii(q)iOi(q,q,q) in
Eqn.(3-3-14b). The other terms which are the functions of q,q,'q and unknown constant
parameter estimate errors, are combined in term dj representing interconnections among
different subsystems and uncertainties. However, if §¿=0, which means that the
parameters employed in the computed torque are aU the true values of the system dynamic
parameters, and doi=0, which means there are no structural uncertainties, then the right
hand side of Eqn.(3-3-14b) will disappear and Uai will no longer necessarily exist. In the
cases where there are parameter errors in the computed torque control law, the design
objective is to derive an adaptive control law to compensate the dominant term so that the
tracking error ej becomes as small as possible.
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It also can be seen, from Eqn,(3-3-ll) and Eqn.(3-3-14b), that even if di is ignored each
subsystem is still a multi-input single-output system in which the term ei^Jii(q)o3i(q,q, q)
is a scalar function of q, q and q and dynamic parameter errors and can be regarded as the
dominant input. This means that the subsystem i is not insulated from others completely
andis still coupled with them by qj, qj and qj (j=l,2,...,n, jVi) through Jii(q)coi(q,q,q).
In order to compensate the dominant term, it is necessary for the adaptive control to utilize
information about other joints' positions, velocities and accelerations as will be shown in
the following chapters. This is therefore not a pure local feedback decentralized system in
which the dominant input to subsystem i is only the function of the state of subsystem i.
However, as robot systems are more compact than many decentralized systems, the
information required can be easily exchanged between the microprocessors controlling the
different joints of the robot arms.

3-4. SUMMARY
In this chapter, a two component controller structure is proposed for the dynamic
equation of a robot system. As the result of the first (non-adaptive) control component, an
error dynamic equation is obtained. In order to avoid the computation of the inverse of the
estimated inertia matrix, the overall error dynamics is split into n subsystems by
considering the terms which are related to the diagonal elements of the inverse of the
inertia matrix as the dominant input to the error equations. Meanwhile the other nondominant terms are taken into account using interconnections between subsystems. In
Section 3-3, it has been shown that the disturbances dj are bounded under condition (C-1)
to (C-6) given in Section 3-2. This is very important in the design of adaptive
components as will be shown in Chapter 4. Another advantage of this structure is that
since each resultant subsystem is a scalar system it will provide more flexibility in
adaptive controller design since in this case the unknown parameter and measurement of
the system state are both vectors so that they are commutative.

Chapter 4.
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4-1. INTRODUCTION
In this chapter a novel adaptive control approach based on the decentralized error system
structure obtained in Chapter 3 will be investigated [40]. The main result is a novel
adaptive control algorithm.

Since uncertainties in the system modelling are taken into

account and the interactions among the subsystems are regarded as disturbances, the
resulting controller is robust in this environment. A proof of stability and analytical
results of the boundedness of position tracking errors will be given. By introducing linear
operators in state measurements the approach also avoids the difficulty of measuring the
accelerations of the joints of the robot arms.
Utilizing Property 2-3), the robot dynamic equations can be written to be linear in model
parameters such as masses, inertia tensors and payload of the robot arms. This makes it
possible to employ linear adaptive control techniques in robot system adaptive controller
design provided positions and velocities are measurable and the nonlinear functions are all
known. There has also been further research on the stability and convergence of these
techniques. Two types of approach have been proposed using these "linear" descriptions.
One is based on model following [12] and [13] and the other on the passivity of robot
dynamics [55]-[58].
In the case of model following, Craig in [12] and [13] proposed an adaptive control
method based on the computed torque control law. This approach leads to an
asymptotically globally stable closed-loop system in the sense of Lyapunov stability. An
outline of this method was introduced in Section 2-4. However, this method has three
drawbacks: it requires the whole inverse of the estimated inertia matrix to be calculated,
the parameter estimate must always lie within certain ranges so that the estimated inertia
matrix is non-singular, and the joint accelerations of the robotarms must be measured. The
investigations given in this chapter are aimed at relaxing these restrictions and obtaining a
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robust control algorithm in the cases where there exist uncertainties in the modelling and
the environment.

—

In Chapter 3, it has been shown that based on the a priori parameter estimates of the
system equations, a computed torque control can be applied so that the controlled states
are driven near to the desired trajectories. Then the resultant error dynamics can be treated
as a set of multi-input single-output error systems, in which the unknown parameters
appear in a form linear in the generalized states, and interactions between the different
subsystems are regarded as disturbances. For this decentralized error system
configuration a robust adaptive control component will be presented in this chapter using
the Lyapunov direct method [28] [34].
The adaptive controller design is presented in Section 4-2. In Section 4-2-1, a linear
operator is introduced. As a result of manipulating the subsystem stucture, given in
Chapter 3, by this operator, a new filtered error dynamics can be obtained. It can be
shown that for this filtered error subsystem, the direct measurements of the joint
accelerations of robot arms can be avoided with the interconnections stiU bounded. In
Section 4-2-2, the structure of the adaptive control component is introduced and the
adaptive control law is presented. In Section 4-2-3, the stability of the error system will
be investigated. It will be shown that the filtered tracking position errors are bounded in a
residual set which is proportional to the bounds of the interconnections. Furthermore, a
corollary is presented to show the boundedness of the real position tracking errors.
In Section 4-3, some comments on the controller will by given and a summary is
provided in Section 4-4.
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4-2. ROBUST ADAPTIVE CONTROLLER DESIGN
Subsystem i, given by Eqn.(3-3-14b), appears as a standard linear system with a
disturbance term di and a compensating control term u^i which is intended to be a robust
adaptive control law. In this section, a linear operator which is used in state measurement
will be introduced. Then the design of u^i and the stability analysis on the resulting
closed-loop system will be presented.

4-2-1. Linear Operator
As cDi(q,q,q) in Eqn.(3-3-14b) is a function of the accelerations q, direct adaptive
controller design based on Eqn.(3-3-14b) may require the measurement of accelerations
which is technically difficult in practice. In order to avoid this, a linear operator is
introduced into both sides of Eqn.(3-3-14b).
The linear operator is given by
L(s)=s+a,

(4-2-1)

where a>0 is a constant so that L(s) is a Hurwitz polynomial and "s" the differential
operator specified by s(- )=d(- )/dt. The inverse operator of L(s) is
L-'(s)=^.

(4-2-2)

It is easy to show that the operators L(s) and Li"\s) are linear, i.e., for instance
L(s)(Cifi(t))=CiL(s)fi(t),

(4-2-3)

L(s)(cifi(t)+C2f2(t))=CiL(s)fi(t)+C2L(s)f2(t).

(4-2-4)

and

where fi(t) and f2(t) are functions of time, and Cj and C2 are all real numbers.
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In order to avoid measuring q, both sides of subsystem Eqn.(3-3-14b) are fed into the
inverse operator
(4-2-5)

where ai>0 is a constant and the operator can also be regarded as a filter.
By this treatment, and denoting
Bi = i l ^ e ,
e^ Si(q,q) = ^[erJii(q)coi(q,q;q)]=

(4-2-6a)
^

[Jii(q)coi(q,q, q)]

(4-2-6b)

Hi = ^ d ,

(4-2-60

% = ¡T^^ai'

(4-2-6d)

Eqn.(3-3-14b) becomes
'¿i+kvie i+kpiei= ei\(q,q)-Hii-Tai,

(4-2-7)

where ei=constant is the estimated parameter vector with ¿"dimension of
zi=nmi-f-mik+mig, and 6i(q,q) is the filtered observation vector formed by a set of known
nonlinear functions of die states.
Eqn.(4-2-6b) arises from the linear property of the inverse operator Li'^(s) and 5i(q,q) is
given by
6i^(q,q) = [
=^

hl^iqA), 5i2'^(q,q), 5i3'^(q) ]
[Jii(q)|(coIi(q,q)),
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It is easy to see that there is no need to measure the accelerations in the implementations
of the second and third components of the right hand side of Eqn.(4-2-8). The following
will show that this is also true for the implementation of the first component. In view of
Eqn.(4-2-8), 6ii(q,i) can be regarded as the output of the filter operator to which
A ^
.
Jii(q)^il(q'q) is the input, i.e.,

It is equivalent to a first order differential equation:
5ii(q,q)+ai5ii(q,4)=Jii(q)|(Oii(q,q).
The solution of it is
0

The integral term in the right hand side above can be solved by means of integrating by
parts, i.e., (see [43])
0

j..(q(^))do)ii(q(T),q(T))
Jii(q(x))coii(q(T),q(t))lo - J coii(q(T),q(x))d(e-^(^-^) Jii(q(T)))

which, obviously, excludes the accelerations.
Since di is bounded by Poi, according to Assumption 3-6), iiiCq) in Eqn.(4-2-6c) wiU be
bounded by a constant pi=l'ni(0)l+poi/ai, i.e.,
lTli(t)l <lTii(0)l+Poi/ai=Pi.

(4-2-9)

This can be shown by considering the solution of the differential equation defined by
Eqn.(4-2-6c)

C h a ^ r 4.

Robust Adaptive Controller

60

Tii+aiTii=di.
As dj is a function of time, the solution is

Because di is bounded by poj, the boundedness of

can be shown by

< lTii(0)l+jW^-^Void^

< lTii(0)l+Poi/ai = Pi,
which is Eqn.(4-2-9).

4-2-2. Adaptive Control Algorithm
For error subsystem Eqn.(4-2-7), this section will be presenting the design of the
adaptive control component

Suppose that

has the form of
(4-2-10)

where ©¿g R^i is an estimate of ©i- Substituting Eqn.(4-2-10) into Eqn.(4-2-7) gives
ei+kvi8i+kpi8i=(9i-§i)^6i(q,q)+Tii
= 4)i\(q,q)+ni,
A
2
where (l)i=9i-0i. Define a state vector x^eR :

(4-2-11)
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Xi ==

(4-2-12)

1_

then subsystem i can be expressed by state space description
Xi= AiXi+bi(t)i\(q,4)+biTii,

(4-2-13)

where
AH -k0 • -Ic1 •

0

L 1

(4-2-14)

As Ai is a stable matrix, for a given positive definite Qi=QiT>0, there exists a positive
definite matrix PiT=p.>o such that the Lyapunov equation
AiTPi+PiAp-Qi

(4-2-15)

is satisfied, for i=l,2,...,n.
Error system structure Eqn.(4-2-ll) or Eqn.(4-2-13) appears as a subsystem structure
which is similar to that given in many publications (see, e.g., [27], [18] and [53]). The
T
only difference is that in Eqn.(4-2-13) the term 5i(q,q) is a function of global states
q, q rather than the local state qi and qj. It is possible to separate bj^i 5i(q,q) into two
parts which depend on local and global states separately so that the former can be
attributed to the interconnections and the adaptive control component is used to
compensate the latter only. However, in order to obtain good performance the controller
design is based on Eqn.(4-2-13) in which the global feedback structure is applied.
As a result of this, the overall system then becomes an error state equation with
dimension 2n:
x= Ax-i-Bo5-i-Bti,

where

(4-2-16)
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A=diag{Ai A2
B=diag{bi b2
oT=diag{(l)'[ (j)^... (1)^)6R"^^
5=[5y

...5'^JeR^

T r T
T
T-, ^n
TIMTIi 112 ...TigJeR"

n

where A = Xzj.
i=l
For error subsystem Eqn.(4-2-13), the foUowing robust control strategy is introduced
- Pi^i - Ti bi^ PjXiSi

for i=l,2,...,n.

(4-2-17)

where Pi, ypO are constants, PiT=p.>o are the solution of the Lyapunov equation
Eqn.(4-2-15).
The i-th error subsystem is shown in Fig.4-1.

4-2-3. Stability and Convergence
In Section 4-2-2, the error system Eqn.(4-2-13) and a robust controller Eqn.(4-2-17)
have been derived. In this section some theoretical results on the stability of the closed
loop system will be stated. The main result is-Theorem 4-1, which shows the quantitative
boundedness of the error state of Eqn.(4-2-13). According to this theorem, the bounded
position tracking error can also be derived which will be given by a Corollary of Theorem
4-1. Moreover a geometrical interpretation of the theorem will be given.
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q q q

Error Subsystem i

d:

•kvi-^

s+ a i
1

E.
1

s+ a i
u .
ai

s-f a

-kpi

i

In—

ai

J..(q)a) - (q4q)

1

s+ a i

5 i (q,^

Pi

bi

X.
P,

Fig.4-1. The architecture of error subsystem i.

The following theorem gives the main result on the stability of the system Eqn.(4-2-13)
and the controller Eqn.(4-2-17):

Theorem 4-1:
Using the control law Eqns.(3-3-la,b, and c) together with Eqn.(4-2-6d) and Eqn.(4-210) in which 0i=6i-({)i, and Eqn.(4-2-17), provided all assumptions are true as well as
conditions (C-3)-(C-6) are satisfied for Eqn.(3-3-lb), then:
(i) The solutions Xi and (j)! of the i-th error equation Eqn.(4-2-13) and adaptive controller
Eqn.(4-2-17) are uniformly bounded;
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(ii) There exist constants Di>0, for the adaptive control parameter Pi>0 in Eqn.(4-2-16),
for which Xi and will converge to the residual set
Di={(Xi, (l)i)IVi(xi, (I)i)< ^

maxX2(p.)p.2}

(4-2-18)

with a rate at least as fast as exp(-\)it), where pj, given by Eqn.(4-2-9), is the super bound
of the uncertainties in subsystem i, and ai= | min>.(Qj) with minX(Qi) being the minimum
eigenvalue of Qj given by the Lyapunov equation Eqn.(4-2-18).
(iii) Furthermore, according to (i) and (ii), the solution x and <D of the overall system
Eqn. (4-2-16) will converge to the residual set

with a rate at least as fast as exp(-min'Uit).

Proof:
The proof is similar to the method given in [25]and [36]. Consider a candidate for the
Lyapunov function for the i-th subsystem Eqn.(4-2-7):
Vi(xi,(l)i) = I XiT PiXi

({»iT^..

(4.2-20)

Its total derivative along the solution trajectory of Eqn.(4-2-7) is
Vi(xi,(l)i)= |xiT(AiTPi+PiAi)Xi+ XiT Pibi(l)iT6i + ^¿T^i + XiTp^biTii

(4-2-21)

Applying Eqn.(4-2-17) and Eqn.(4-2-15) leads to
Vi(Xi,(t)i)= - I XjTQiXi + XiTPibi5iT(()i +

p^ctj^ -

< - z^ minX(Qi)llxil|2 -Yi^ pill(|)il|2 + maxX(Pi)!IbiII llxill Ir^il
Denoting

XiTPibiTlj
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oj = ^ minX(Qj),
and noting that llbill = ll[0,l]Tll = 1, then
Vi(Xi,(t)i)< -Oj IIXil|2 -

Pil|(})il|2 + maxX(Pi) llxill liiil

By completing the squares

Zoi

=- i q ll'^ill^- ^ m - L ^ H y fllXill -

- 2 ''i

4

i

^ maxX2(Pi) l^jp

^ ^ H P O lrii|2

Furthermore introducing a constant v), >0, the inequality above can be rewritten as

ll<|)il|2

Let
2Pi]

(4-2-22)

and in view of Eqn.(4-2-9),
Vi(xi,(^i)< - DiVi(xi,(Di)4^maxX2(p.)p.2

For this first order differential inequality, the solution is

Vi(xi,<i)i)< e-

Vi(xi(0),(l)i(0))+¿^axX2(Pi)pi2 ^Q-^iit-n)

(4-2-23)
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Hence conclusions (i) and (ii) of the theorem follow.
Similarly, consider
n

v(x,i>)=Xvi(xi,({)i)
1=1

as a Lyapunov function for the overall system, in view of Eqn.(4-2-21),
n

v(x,0)=Svi(xi,(l)i)
i=l
^ i{-'OiVi(Xi,<j)i)+ maxX2(Pi)pi2}
i=l
^i
<-minDiv(xi,({)i)+ i

maxX2(Pi)pi2,

which results in (iii).
Corollary 4-1:
Associated with Theorem 4-1, the position tracking errors ej are uniformly bounded by
Iqk (l+tti) ^i,
where

(4-2-24)

is given by

\

ViGi minX(Pi) " 7iminX(Pi)'

Proof: From Eqn.(4-2-18) and Eqn.(4-2-20), it is known that Xj and

Considering Xj only, it follows that:

are bounded by
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y.

which means Xj is bounded by

llx-lkA/
'
\
as

"^^^^(Pi)Pi^
-UiGi minX(Pi)

Yimin^Pi)

^^

is bounded. In view of Eqn.(4-2-6a) and Eqn.(4-2-12), ei=aiei+ei=aiXii+Xi2,

where Xy with j=l,2 is the j-th component of xj. As lxijl<llxill, for j=l and 2, then
leil < ailxiil+lxi2l < (l+tti) Ci,
and the corollary is proved.
For Theorem 4-1, a geometrical interpretation is shown in Fig.4-2. The Lyapunov
function Vi(xi,

can be shown as a super ellipsoid defined above the super plane

spanned by Xj,

which has the dimensions of l+z^. For a bounded initial condition

(x(O)i, (j)(0)i), Vi(xi, (j)i) will move towards an interval [0, — maxX^(Pi)pi^) because
beyond this region Vi(xi,(l)i) is always negative definite. However, the system state
trajectory (x(t)i,

which are the filtered tracking error and parameter estimation

errors, can be shown by the projection of v^ixj, (})i) on the (xj,

super plane. Driven by

the control forces, it tends to the residual set Dj given by the shaded area in the super
plane. Geometrically, the residual set Dj is formed by a projection of the ellipsoid surface
1 2
2
below the contour line
maxX (Pi)pi .
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X

\

Vi(Xj(0), cî,.(0))

/iVi 1

1
2
2
Di={(xi,«l>i)lv(xi,(!)i)< — m a x ^(Pi) Pi)
i i
Fig.4-2. The geometrical interpretation of the system stability.

4-3.

DISCUSSION

From Eqn.(4-2-17) and Fig.4-1, it can be seen that unlike a common decentralized
system in which only local feedbacks are applied [27] [18], in the case here each
subsystem is a multi-input single-output system which requires global feedbacks. It
requires that all position and velocity information be shared by each joint and certainly
makes the system more complicated. If the controlled robots have non-direct drive
transmissions "pure" local feedback structures of large scale systems can be used since
the high gear ratio in each transmission will reduce the coupling between subsystems
significantly. However, when controlling direct drive robots, due to the strong
interconnections between different subsystems local feedback may give poorer
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performance. Another consideration is that as robot systems are more compact than the
usual large scale systems considered, -the information exchange can be easily
accomplished using the computer data bus.
Theorem 1 is a local result, i.e., it requires that the initial parameter estimates are inside a
bounded range specified by Condition (C-5) (see 3-3-1). Condition (C-6) also gives the
restrictions on the initial state errors e(0)=e(0)=0. Unlike some dynamics systems in
which the states are not measureable, the system states of robot dynamics (positions and
velocities) are always measureable using tachogenerators and encoders so that this
condition can always be satisfied by setting the starting points of the reference trajectories
equal to the initial state of the robot system.
In the proof of Theorem 1, it is assumed that the pj are bounded even though they are
functions of e and e. This assumption is based on the Conditions (C-1) - (C-6) since
under these conditions the pure computed torque control law is able to give a bounded
result. Theorem 1, however, gives some further insight into this boundedness. Even
though the theorem does not prove that the boundedness of tracking errors in adaptive
control is smaller than those of the pure computed torque scheme using the same a prori
parameter estimates, the simulation results, which will be shown in Chapter 6, show that
the adaptive control algorithm proposed gives significant improvements in tracking errors
and robusmess to payload change compared with the pure computed torque scheme. This
means the residual set given by Theorem 1 is much smaller than that given by the pure
computed torque scheme under the conditions (C-1) - (C-6).
In practice, for smaller tracking and estimation errors, the size of the residual set Dj
should be as small as possible. From Eqn.(4-2-18), it can be seen that the size Dj is
proportional to the bounds of the interaction and the disturbance terms pj. For a certain pj,
in view of Eqn.(4-2-18), a smaller maxX(Pj) and a larger a j are expected to achieve a
smaller D^. However their determination is restricted by the Lyapunov equation Eqn.(4-2-
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15). According to Eqn.(4-2-22), there are two options in choosing the controller
parameter
®

iiiScpj)

which leads to

Then in view of Eqn.(4-2-18) it follows that the residual set becomes
Di={(xi, 4)i)lvi(xi, ({)i)< ;^maxX3(p.)p.2};

(4_3.i)

(ii) In the case that
^Pi ^ maxX(Pi)
Eqn. (4-2-22) becomes

The residual set will be
Di= {(Xi, <|.i)IVi(Xi, i i X

As

maxX2(P¡)Pi2).

1 ^maxX(Pi)
oi '

it follows that
^ max?i2(Pi)pi2>
^ maxX3(Pi)pi2
4piai
^^^^ 2ai
This means the residual set Eqn,(4-3-2) is larger than Eqn.(4-3-l).

(4-3-2)
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Since maxX(Pi) and ai=| min>.(Li) are related-by the Lyapunov equation AiTPj+PiAi=-Qi,
quantitative analysis of the relationships "between maxX(Pi), niinX(Li) and Aj is quite
difficult. Since Qi and Pj influence the convergence of the Lyapunov function, pi actually
is a forgetting factor of the estimator, Ai {-k^ and -kpj) gives ideal dynamic performance,
the choice of parameters Qj, Pj, Pj and Aj must be traded off in practical applications.
In most applications in which a robot hand is moved from one position to another
following a certain trajectory, the initial values of the system state (positions, velocities
and accelerations) are known. It is possible to set the initial values of the trajectory to
equal the real values of the robot so that the initial tracking errors ei(0) and ei(0) are both
zeros. In these situations the tracking eixor Xj wiU stay in the set Dj.
Also, Theorem 4-1 only claims the paremeter estimation errors (¡>1 are bounded. Because
of the existence of interactions and uncertainties these parameter estimates normally are
not able to converge to their true values, i.e., the unbiased estimates cannot be obtained.

4-4. SUMMARY
In this Chapter, for robot tracking control, a novel adaptive approach based on the
decentralized error system structure given in Chapter 3 was proposed. By means of
introducing a linear filter the approach avoids the measurement of accelerations. For the
decentralized subsystem the input of each subsystem is separated into two parts: the
parameterized dominant input and non-dominant input. The adaptive controller is
designed to compensate the dominant parts and the latter are treated as interconnections
between the subsystems. In doing so only the diagonal elements of the inverse of the
inertia matrix are required to be computed which makes the algorithm simple. Another
advantage is that because of the two-component-controller architecture, in which the nonadaptive control law is fixed by a set of parameter estimates, the algorithm ensures the
existence of the inverse of the estimated inertia matrix. The tracking errors are adjusted by
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the adaptive control component. The tool used in design is the Lyapunov direct method
and so a further advantage of this method4s that quantitative results about bounded
position tracking errors are available. Theorem 4-1 is proved to demonstrate this, and a
geometrical illustration of stability is given.
However, because the error states are the filtered position and velocity errors, quantitative
velocity error boundedness could not be obtained direcdy. Also Theorem 4-1 needs the
Conditions (C-3) - (C-6) given in Section 3-3-1 in addition to the assumptions made in
Chapters 2 and 3 to ensure the interconnections are bounded. In order to take advantage
of this, a further algorithm is investigated in Chapter 5. In this investigation, the bounds
of the interconnections are treated as functions of the system states which represent more
realistic descriptions of robot systems. In this algorithm, Conditions (C-3) to (C-6) are
removed.

Chapter 5.
ROBUST ADAPTIVE CONTROLLER
METHOD - 2
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5-1. INTRODUCTION
In the robust adaptive controller shown in Chapter 4, the avoidance of acceleration
measurements is achieved by introducing a linear operator L'\s) to both sides of Eqn.(33-14b). However, as the system state of Eqn.(4-2-13) is defined by the filtered error
states ei and kj (see Eqn.(4-2-12)) instead of the original error states ej and èi (position
and velocity errors), the boundedness of the position errors cannot be shown directly by
Theorem 4-1. (Although it has been proved by Corollary 4-1). Most importantly, as the
interconnections

depend on the q and q of the overall system, in order to prove the

boundednesses of filtered position errors, Conditions (C-3) - (C-6) in Chapter 3 are
required to ensure those interconnections are all bounded. These are quite restrictive
conditions.
In this chapter improvements on this approach will be made so that the algorithm
presented in Section 4-2 can be simplified and a direct result on the quantitative
boundednesses of both the position errors ej and the velocity errors èj can be obtained.
More significantly, the restrictions of Conditions (C-3) - (C-6) will be removed in this
algorithm. The ideas are based on the Kalman-Yacubovitch lemma (positive real lemma)"
[33] [64] and the adaptive control of decentralized system with interconnections proposed
by [27]. According to the properties of the strictly positive real theory, it is known that a
necessary condition for a transfer function to be strictly positive real is that the number of
its zeros should be either equal to, or less than the number of its poles by one. Since the
error dynamic equation Eqn.(3-3-14b) has two poles and no zero, an additional zero is
required to satisfy this condition. In Chapter 4 this is achieved by introducing the output
matrix b^P which is a natural result of solving the Lyapunov equation. In the method
proposed by this chapter, the Hurwitz Unear operator proposed by Narendra and Valavani
[48] is used to operate on the right hand side of Eqn.(3-3-14) to get this zero for the error
equations. In this decentralized system formulation the position and velocity errors appear
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explicitiy in each subsystem. It can be shown that the interconnections among the
subsystems are bounded by the overall system states and this leads to a standard
decentralized system structure given by [27] and [53]. Using the same idea of adaptive
controller design for the decentralized system proposed by [27] a robust adaptive control
algorithm can be derived which will give bounded position and velocity tracking eirors.
The results also show the relationship between these boundednesses and system
uncertainties and reference trajectories.
This chapter is organized as follows. In Section 5-2, the linear operator P, (0) and its
properties given by [48] is introduced. Section 5-3 will show that by using this operator
in the right hand of Eqn.(3-3-14b) a state realization can be obtained which satisfies the
strictly positive real condition. In Section 5-4, the robust control algorithm is stated and
the main result will be shown by Theorem 5-1. Since the magnitudes of the control
signals are of concern, in Section 5-5 a proof on the bounded control magnitudes is
presented. Section 5-6 consists of discussions on the method and finally in Section 5-7 a
summary is given.

5-2. L I N E A R O P E R A T O R

A N D ITS P R O P E R T I E S

Using the linear operator L(s) (Hurwitz polynomial, see Appendix A)given by Section 42-1, a new linear operator
PL(E)=L(s)e(t)L-^(s)

(5-2-1)

proposed by [48] is introduced. In this operator e(t) is a bounded differentiable function
of time. As shown in [48], PL(0) has the following properties:
1). PL(0(O) IS a linear function in e(t), i.e.,
PL(ce) = L(s)ceL-\s) = cL(s)e(t)L-l(s) = CPLO)
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and
PL(ciei+C2e2)=L(s)cieiL-^(s)+L(s)c2G2L-l(s)
=ciL(s)eiL-l(s)+C2L(s)e2L-^(s)
=CiPL(ei)+C2PL(e2)
for real constants c, Ci and C2.
2). If 9=8, which is a constant, then
PL(e)=e,

(5-2-2)

as, PL(e)=L(s)eL-\s)=eL(s)L-\s)=8.
3). If L(s)=s-ha, then PL(0(t))=[e(t)+e(t)L"^(s)],
Property 3) above can be proved as follows. Let f(t) be a differentiable function in t, and
g(t)=L-l(s)f(t)=^f(t).
Then it follows that
PL(e(t))f(t)=L(s)e(t)L-\s)f(t)
=L(s)e(t)g(t)
=(s+a)e(t)g(t)
=e(t)g(t)+e(t)^(t)+ae(t)g(t)
=e(t)L-\s)f(t)+8(t)fe(t)+ag(t)]
In view of Eqn.(5-2-3), it also follows that g(t)+ag(t)=f(t), so

(5-2-3)
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PL(e(t))f(t)=e(t)L-i(s)f(t)+e(t)f(t)
=[e(t)L"i(s)+e(t)]f(t),
which implies that PL(e(t))=[e(t)+e(t)L"^(s)].
3). If Wo(s) is a stable transfer function with two poles and null zero, i.e.,
Wo(s)=-^—
, L(s)=s+b is a Hurwitz polynomial of degree I, then Wo(s)L(s) is a
s +a]^s+a2
stable transfer function.
In this study, only the first order operator L(s)=s+aand its inverse

O • vX

is of

interest.

5-3. SYSTEM STRUCTURE
The dynamic equation Eqn.(3-2-3)
D(q)q-hh(q,q)+g(q)+do=u

(5-3-1)

will be considered in this chapter again. For d^,, in this chapter, a new assumption is
made to replace Assumption 3-5) made in Chapter 3:
Assumption 5-1: Term do€ R" represents the uncertainties in parameters and structure
of the robot dynamic system. It represents the interconnections among different
subsystems in such a way that each component of it is a function of the velocities of the
overall system, i.e.,
cio=iio(q)=[doi(q) do2(q)... cion(q)f
Furthermore, it is assumed that the boundedness of its i-th component doi=dQi(q) depends
on the boundedness of q, i.e., there exist some positive constants a'jj such that
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(5-3-2)

Physically, it is used to model uncertain torques such as the ignored friction torque which
may be linear or nonlinear functions of q, etc..
Based on equation of motion Eqn.(5-3-l), the decentralized system structure will be
explored in Section 5-3-1. In Section 5-3-2, the properties of the interconnection among
the subsystems will be discussed.

5-3-1. Decentralized Error System
For the equation of motion (5-3-1), the input torque u is given by:
u=ui-u2,

(5-3-3)

Ui=6(q)[VKv(qd-q)+Kp(qd-q)]+ii(q,q)-hg(q)

(5-3-4)

where

is a non-adaptive component, and
U2=6(q)Ua

(5-3-5)

is an adaptive control component. In the Eqn.(5-3-4), Kv=diag{kvi)G R"^", Kp=
diag{kpi)eR"*" with k^j, kpi>0, for i=l,2,...,n. According to Eqns. (5-3-4) and (5-35), Eqn.(5-3-3) can be written as:
u=6(q)['4i+Kv(qd-q)-hKp(qd-q)-Ua]+fi(q,q)+g(q).

(5-3-6)

Substitution of Eqn.(5-3-6) into Eqn.(5-3-l), leads to
e4-K^8+Kpe=:6-l(q)[- D(q)q -fi(q,q)-g(q)-dJ+Ua.

(5-3-7)

Chapter 5. Robi,^st Adaptive Controller - Method 2

79

In Eqn.(5-3-7), e=qd-q is the position error;
is the inverse of estimated inertia
matrix 6(q); D(q)=6(q)-D(q), fi(q,q)=h(q,$^(q,q) and g(q)=g(q)-g(q)The i-th error subsystem of Eqn.(5-3-7) is given by
ei+kviei+kpiei= - e[jii(q)coi(q,q, q)+Uai-di.
_

(5-3-8)

A

where % Jii(q) and coi(q,q,'(^ are the same as those in Eqn.(3-3-14b). It is worth noting
that the right hand side of Eqn.(5-3-8) differs from Eqn.(3-3-14b) in that each term has
an opposite sign caused by different definitions of Eqn.(5-3-3) and the parameter
estimation errors. For instance, in this chapter estimation error of inertia matrix is defined
byD(q)=6(q) -D(q) rather than D(q)=D(q)-6(q) as used in Chapter 3. The reason for this
is that it will make the stability analysis (the proof of Theorom 5-1 which will be given in
Section 5-4-2) easier.
Recalling Eqn.(3-3-12), the last term in the right hand side of Eqn.(5-3-8), which
represents the interconnections among the different subsystems, can be written as
di=di(q,q,q)
= i

i Jij(q) Djk(q)'qk+ Z Jij(q)fij(q,q)+j=l>ii
E Jij(q)gj(q)+ifij(q)doj
k=l
j=l

(5-3-9)
where Jij(q) is the i-j-th element of i(q)=6"^(q) and d^j is the j-th component of d^. As a
disturbance presented in Eqn.(5-3-9), term di(q,q,q) represents the influence on the
error states of subsystem i caused by the states of the other subsystems. It indicates that
the tracking errors of joint i will depend on the positions, velocities and accelerations of
all other joints of the robot arms.
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For subsystem i, the linear operator PLi(0i) defined by Eqn. (5-2-1) is applied. From
property 2) of PLi(0i) (see Eqn,(5-2-2)), it M o w s that 0i=PLi(ei)=Li(s)eiLi-Vs) since Gj
is a constant vector. As a result of this, Eqn.(5-3-8) can be written as
Vkviei+kpiei=-Li(s)e[Li-^(s)Jii(q)oDi(q,q;(i)+Uai-di.

(5-3-10)

Specifying that
Li(s)=s+ai,

(5-3-11)

where ai>0, is a constant, then Eqn.(5-3-10) can be written as
ei+kviei+kpiei=-Li(s)0^6i(q,q)+Uai-di,

(5-3-12)

where
6i(q,q)=Lf^(s)Jii(q)coi(q,q,q)
Jii(q)coi(q,q,q).

(5-3-13)

As shown in Section 4-2-1, 5i(q,q) above does not depend on q explicitly and there is no
need to measure the accelerations in the implementation of 5i(q,q).
This suggests specifying Uai in the form of
Uai=Li(s)9[5i(q,i),

where
law for

is an estimate vector for

(5-3-14)

and the design objective is to fmd out an updating

so that the error states in Eqn. (5-3-12) will become as small as possible.

Substituting Eqn.(5-3-14) into Eqn.(5-3-12) results in
ei-Hkviei-hkpiei=Li(s)[(t)j6i(q,q)-Tii],

(5-3-15)

Chapter 5. Robust Adaptive Controller - Method 2

A

81

A

where (t)i=Bi-0i (which is different from the definition of
estimation error vector and

made in Chapter 4) is the

—"
m=L{\s)di

in which

(5-3-16)

.

5-3-2. Properties of Interconnection m
According to Eqn. (5-3-9), r\[ can be written as
(5-3-17)
where

= i^gii(t).
Ili2 = ^

(5-3-18)

[ i Jij(q)fij(q,q)+ I Jij(q)gj(q)+ Z fij(q)doj(q)],
"1 j=lj*i
j=l>ti
j=l

=

(5-3-19)

with
gii(t) = i

i Jij(q) Djk(q) ' 4 ,

912(0 = i Jij(q)Hj(q,^+ S Jij(q)gj(q)+ Z iij(q)doj(q).

(5-3-20)

(5-3-21)

For Jij(q), C)(q)ij, gi(q) and fii(q,q) in the equations above, the following lemma appHes:
Lemma

5-1. Jij(q), C>(q)ij and gi(q) are bounded by some constants and the

boundedness of fii(q,^ depends on the boundedness of 1^1 (k=l,2,...,n), i.e., there exist
some positive constants j'y, d'^, g'i and

such that:
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lJij(q)l ^j'ijV

(5-3-22)

1 Djk(q) I <d'ij,

(5-3-23)

lgi(q)l <g'i,

(5-3-24)

lRi(q,q)l<Ih'ikIqkl.
k=l

(5-3-25)

Proof: According to Assumption 3-3), D(q) is positive definite and so is [D(q)]'^
Moreover since all joints of the robot arms under consideration are revolute (see
A
Assumption 2-1)), each element of [D(q)]'^ consists of trigonometric functions of q only,
A

A

1

so Jij(q), the i-j-th element of [D(q)]'\ must be bounded. This means that Eqn.(5-3-22)
holds. Eqns.(5-3-23) - (5-3-24) arise because Dij(q), g-{q), Dij(q) and gi(q) are all
bounded, i.e.,
Dij(q)!<IDij(q)-Dij(q)l
<iDij(q)l + IDij(q)l

according to Eqns.(2-2-16) and (3-2-9). Based on Eqns.(2-2-17) and (3-2-11)
lgi(q)l

< lgi(q)-gi(q)l
2 lgi(q)l + l|i(q)l

=g'iFurthemore, for Eqn.(5-3-25), it follows that, according to Eqns.(2-2-19) and (3-2-10),
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lfii(q,q)l <lhi(q,q) -hi(q,q)l
< i lhVh*ll^
k=l
si(hVh*i)lqklk=l
n

= S ^'ik'^k'»
k^l
and Lemma 5-1 follows.

Lemma 5-2. The interconnection -rij, given by Eqn.(5-3-17), is bounded by the overall
system states q^, ^ (for k=l, 2,..., n) in such a way that there exist some positive
constants

bjj^. and c^ so that
iTiil < i aiklq^l+bikl qJ+Cik.
k=l

(5-3-26)

Proof: Firstly, the boundedness of gii(t) and gj2(t) are shown to depend on the system
states. According to Eqn.(5-3-20) and Lemma 5-1, the boundedness of gii(t) satisfies
igii(t)l <

^

S i Jij(q)l I D(q)jk(q)l ¡'41
j=lj96i k=l

-

i
ij'ijd'jkl'^l
j=lpii k=l

= i i j'ijd'jkl'il
fc=l j=l>6i
= Sb^lqkl,

where
n

b"ik= Z j'ijd'jk-

(5-3-27)
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For Eqn.(5-3-21), using Assumption 5-1) (see Eqn.(5-3-2)) and Lemma 5-1, it is given
that:
iQilWI^i ijij(q)fij(q,q)l+l I Jij(q)gj(q)l+I I ?i:(q)doi(q)
< E IJij(q)MRj(q,q)l+ Zl^q)''gj(q)l+i'iijW'
^ . i j'ij ( i h'jklqklH . ij'ij g y ij'ij i a'iklqkl
n n

= te=lj=l
Z Sj'ij (h'jk+a'ik)lqkl - k=l
X j'uh'iklqkl+ j=lj«
Ej'y g'j
= i[ij'ij(h'jk+a'ik)-j'nh'ac]lqki+ h'ijS'i
k^l j=l
j=l>ti
<ia"Al-hc"i
k=L

(5-3-28)

where
a"ik=ij'ij (h'jk+a'ik) + j'iih'ik,
H

(5-3-29)

Ci"= Ij'ij g'j

(5-3-30)

are positive constants.
Secondly, it can be shown that the boundedness of -nj also depends on q and q. As the
operator
S-iCXjis a linear exponentially stable transfer function and its impulseresponse is hi(t) =

^ , then it followsfromEqns.(5-3-18) and (5-3-19) that
nixn=hi(t)*gixn(t)
= J hi(t-t) gim(T)dx,
o

where (*) is the convolutional integral operation, and

for m=l, 2.
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o
Using Eqns.(5-3-31) and (5-3-27), the boundedness of
iTiiil <

i

O

^ i b"ik
k=l
o
^ i
k=l

i\%^q(z))\\
k=l
I

for m=l, 2.
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(5-3-31)

satisfies the inequality:

%(q(T))l 14(1)1 dx

dx

Mdqi,(x)l.
o

As the integrated function
ldqkl =

dqk

if dqk > 0

-di^

if dqj^ < 0

the integration given above exists and is bounded by

i.e.,

'ldqk(x)l< b\(lqkl+1^(0)1).
o
where b ^ are positive constants. Then it follows that
l7iiil<i
/ldqk(x)l.
k=l
o
^ i b ii, 1^1 + c'oi.
k=l

(5-3-32)

o
II
o .
where bji5^=b"ikb and c'oj = X b"iicb ^ lqk(0)l is a constant related to the initial condition of
1^(0)1.
Similarly, for

in view of Eqns.(5-3-8),
lTii2l < J
o

Igi2('r)ldx.

According to Eqn. (5-3-28), it follows that
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.
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q'-dt

o

i av

K l

n

< I aii^lq^l +c"oi,
k=l
where a.^ and

(5-3-33)

are positive constants. In view of Eqns.(5-3-17), (5-3-32) and (5-3-

33), and letting Cj = c'^i+c'^i, it follows that
iTlil < lTliil-HlTli2l
^ i(aiiclqkl+biklqkl)+c'oi+c"o,
k=l
n

^ X(aiklqkl+biklqkl)+Ci.
k=l
n

Further, denoting q = SCik, the inequality above becomes Eqn.(5-3-26) and the lemma
k=l
follows.

5-4. ROBUST ADAPTIVE CONTROLLER
In this section, the algorithm of the robust adaptive controller will be presented. In
Section 5-4-1, a state space realization of thejerror system is given. This structure is a set
of decentralized subsystems in which the overall system states q and q interconnect each
system. Further investigation will show that the interconnections depend on the
boundedness of q and q which is an important condition in adaptive controller design and
stability analysis. For the state space realization, a proper choice of some system design
parameters will give a strictly positive real transfer function. Based on the results given in
Section 5-4-1, a robust adaptive update law will be derived using the Lyapunov direct
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method. The main results are the quantitative convergence rate and boundedness of the
position and velocity tracking errors.
In the analysis which follows, a necessary lemma is stated as follows:
Lemma 5-3. For a scalar yf satisfying Iti®1 < al^il+b \\\f2\, where a and b are some
positive constants, there exists a constant c > V a^+b^ such that the following inequality
holds:
l7i°l < a Ivil+b \y\f2\ < c V

= c ll\|/II,

(5-4-1)

where llyll is the Euclidean norm of vector y =[ Vi Ya]'^ defined by the equality above.
Proof: In view of Eqn.(5-4-l), the central term can be written as

which is equivalent to

= (c^ - a^

V c ^ - b^

- 2ab IyiI 1^2!

> 0.
By completing the square, the left hand side equals:
[(c^-

-2

11V2l+(c^-b^W]
ivil l\|/2l-2ablYil IV2I

Let c>a, c>b, then [V c^-a^

l\|/2l]^ will be real and always greater than zero.

Moreover the inequality will hold if
I s l i c W X c W ) Ivil lv2l-2ablYil 1^2' ^ 0.
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This gives

>0
and
aW.
As a^+b^ > max (a^, b^), the conditions c>a and c>b are included in condition c >
and Lemma 5-3 is proved.

5-4-1. State Space Realization
Eqn.(5-3-15) can be written in terms of the operator s as:
(s^+kviS+kpi)ei=(s+ai)[xt)[6i(q,^-Tii].

. __

(5-4-2)

The transfer function is
q-j-fv.

Wi(s)=Woi(s)Li(s)- 2 • ' •
S +Ky|S+JCpj

(5-4-3)

where Woi(s) is the transfer function of the original system Eqn.(5-3-8) and Li(s), given
byEqn.(5-3-11),introduces an auxiliary zero to the closed system.
To express Eqn.(5-4-2) in tracking error state space, a 2-dimension state vector can be
defined as:
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(5-4-4)

yi =

Correspondingly, in robot joint space, the position and velocity vector is given by
qi
yqi =
Li .

(5-4-5)

and the reference trajectory vector by
Qdi
ydi =
. qdi

(5-4-6)

According to Eqn.(5-4-4), the error equation Eqn.(5-3-15) can be expressed by a
realization:
yi=Aiyi+bi(l)'[5i(q,q)-biTii

(5-4-7)

ei=h[yi,

(5-4-8)

0 1
Ap -kpi
-kyj

(5-4-9a)

where

1

bi= tti-kvi

hi=

(5-4-9b)
(5-4-9C)

It has been shown, by Lemma 5-2 in Section 5-3, that the interconnection r[[ in Eqn.(5-47) satisfies Eqn.(5-3-26). Furthermore it can be shown that for rii the following corollary
applies:
Corollary 5-1. The boundednesses of -Hi in Eqn.(5-4-7) is related to the
boundednesses of positions and velocities of subsystem yqj =[ qi, qi ], for i=l, 2, n,
in such a way that there exist constants X i k ^ s u c h that
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(5-4-10)

Proof: Lemma 5-3 is used directly by replacing a, b, c,

\j/2 ^^^ v in Eqn.(5-4-l) by

bik, Xik, Qk, % and yq^ to give:
2, • 2

aik iqk'+bik lie' ^ Xik V qk^+Qk^=Xik iiyqk"qk'
Substimting this into Eqn.(5-3-26) results in:
iTlil^i (aiklqkl+bikl^l)+Cik
k=i
^ixikVqk^+^^+Cik
k=l
(5-4-11)

= S Xikllyqk"+Cik.
k=l
which is Eqn.(5-4-10).

It is easy to show that, by this state realization, the transfer function of state equation
Eqns.(5-4-9) to (5-4-13) is

It is also known that if the condition
4km

(5-4-12)

is satisfied, (Ai,bi) is a controllable pair, as under this condition
rank [ b^ Ajbj]

= rank

r

1

«i-kvi

_ ttj-kyj -kpi-kyj(ai-kyj)
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so that the controllability matrix [ bj Ajbi ] is of full rank.
Since kyi and kpj are all greater than zero and Li(s) is a Hurwitz polynomial with one
zero, Wi(s) in Eqn.(5-4-3) will be a strictly positive real transfer function if
kvi>ai>0,

(5-4-13)

because, according to the definition of a stricdy positive real transfer function, by this
condition the real part of the frequency response function is positive, i.e.,

for all real co. It should be noted that Eqns.(5-4-12) and (5-4-13) are further restrictions
for kpj, kyj and 04, in addition to the requirements given in the non-adaptive control law
Eqn.(3-3-lb) and linear filter operator Eqn.(5-3-l 1) respectively.
As the error system transfer function Eqn.(5-4-3) is stricdy positive real with condition
Eqn.(5-4-12) and Eqn.(5-4-13), then according to the Kalman-Yacubovitch lemma
[33][64], for triple [A^, bj, h j shown in Eqns.(5-4-9) - (5-4-13), there exist positive
definite matrices Pj and real vectors Vj such that the following Lyapunov equation
Ai'^Pi-hPiAi=-ViVi'^ - KiUi

(5-4-15)

Pibi=hi

(5-4-16)

and

are satisfied, where Ui=Ui'^>0 is a given positive definite matrix and Ki >0 a given
constant which is small enough.
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5-4-2. Algorithm and Stability
Based on previous discussions, in this section the adaptive control algorithm - the update
law of §i will be presented.
For error state equation Eqns.(5-4-7) and (5-4-8), an adaptation update law for the
controller parameters vector §i in Eqn.(5-3-14), is given as the following:

§i = -PirA-biTPiyiriSi
Poi

for i=l,2,...,n.

if lie'ill>e^i

(5-4-18a)
(5-4-18b)

ifiie^ii<^oi
where Pj, Poj, and 9oi are positive constants, ri=ri^>0 is a positive definite matrix,
Pi'^=Pi>0 is a solution of the Lyapunov equations Ai^Pi+PjAi=-ViVi'^-KiUi and Pibi=hi is
given by Eqn.(5-4-15) and Eqn.(5-4-16).
q q q
Error Subsystem i
d.

r.(q)

Di(q)a

f

•kvi

—
uai.

g,(q)

Us)

hi(q,q)

^ai T -

4cpi

T

bi
PiFi -J

r.(q) 0) i (q4q)

-1
L(s)

«i(q,q)
P:

Fig.5-L The architecture of closed loop error subsystem i with
adaptive control component.
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By means of this adaptive feedback control law, the resultant closed-loop structure of
error subsystem i is given by the diagram in Fig.5-1 (ref. error equation Eqn.(5-3-10),
adaptive control torque Eqn.(5-3-14) and parameter estimation up-date law Eqn.(5-4-18a
and b). The bold line, in the left side of the diagram, represents the global feedback
signals of the positions, velocities and accelerations of the overall system shared by
subsystem 1, 2 , n . There are three input components to the error subsystem i. One is
the doDGiinant feedback

where D(q)i is the i-th row of D(q): another is the interconnection di; and the last is the
adaptive control torque Uai- This torque is given by substituting Eqn.(5-4-18a and b) into
Eqn.(5-3-14). In accordance with (l)i=âi-ôi and
is,

= constant, it follows that ii = ^i, that

has the same form as Gj as shown in Fig.5-1.

The bottom of the diagram shows the adaptive control mechanism. Comparing this
diagram with the error subsystem configuration in Fig.4-1, it can be seen that in this new
structure the operators Li'^(s) following the error system states in Fig.4-1 have been
removed so this system is simpler than that in Chapter 4. This means that the error system
states (position and velocity errors ei and èi) can be observed directly. It will be seen in
the following that the boundedness of e^ and è^ can be obtained.
For the error systems and this adaptive control law, the following theorem establishes the
boundedness of the tracking error states and parameter estimation errors as well as their
convergence rates:
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Theorem 5-1:
Denote
ai = ^ KiminX(Ui),

for i=l, 2,..., n,

(5-4-19)

where Ki andUj are given by Eqn.(5-4-15), and minX(Ui) is the minimum eigenvalue of
Ui. Let
rij= (xij+

)IIPibiII,

for i, j=:l, 2,..., n.

(5-4-20)

where Pibi, and Xij are given by Eqns.(5-4-16) and Eqn.(5-4-10) respectively.
Suppose there exists a vector n=[ni, 7C2,..., ttJ'^ with iri>0 for i=l,2,...,n, such that the
matrix defined by
M =

(5-4-21)

>0,

_ -^^nr^l^in

• • • ^n-^^nn _

i.e., M is positive definite, then:
i). The tracking error yj given by Eqn.(5-4-7) and the parameter estimate errors caused
by the estimation law Eqn.(5-4-18) are uniformly bounded, for i =l,2,...,n;
ii). There exist positive constants bo and Co such that the overall system tracking error y=[
rp

frn

rp

rp

rp

rp

y i»y 2» —'Y n ] ^ ^ ^^ parameter estimation errors (}>=[ i, (j) 2>
to the residual set
D = { y, (1) I llyll^ + Il(j)ll2 < ^
with a rate at least as fast as

K}

In Eqn.(5-4-22) K is given by

rp

rp

n] converge
(5-4-22)
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(5-4-23)

i=l

where
Yoi = s u p I

'

i=i

(5-4-24)

r^ llydj(t)ll,

and Poi>0 is a design parameter.
The proof of Theorem 5-1 is given in Appendix C.

2

Ilyll +ll(i)ll

2

2

—

K

2

2

f=ll y II + I (1) II

Fig. 5-2. The converge ratio and the boundedness of llyiP +
The convergence property and the boundedness of llyll^ + ll(j)ll^ are illustrated in Fig.5-2. In
2 ~
this figure, the area below ^-y- K is the region satisfying

"o^o
Theorem 5-1 declares that under condition Eqn.(5-4-21), scalar function llyll^ + il({)ll^ will
converge to a region satisfying llyll^ + ll(t)ll^<r^ K from its initial value with a rate faster
"oso
than exponentical attenuation e ° . Geometrically, this means function f=llyll^+ll4)ll^ wiU
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K

in the interval [0,oo). It should be noted that as:
K= I STCi [ ßoi(ll5ill+5oi)^+ßoillÖili^+ - yoi^ ],
i=l
^i
in which Yoi is a constant proportional to the magnitudes of interconnections and the
supremum of reference trajectoiy y^ (see Eqns.(5-4-20) and (5-4-24)), the size of

^ K

will be proportional to the strengths of the interconnections and the supremums of the
reference trajectories.
A further geometrical explanation of Theorem 5-1 is given in Fig.5-3. The Lyapunov
function of the overall system v(y, (])) given by Eqn.(AC-l) in Appendix C can be
interpreted as a super ellipsoid defmed above the super plane spanned by y, (j). For a
bounded initial condition v(y(0), ({>(0)), the scalar function v(y(t), (j)(t)) will decline along
the solution trajectory of state equation Eqn.(5-4-7) with a rate at least as fast as
exponential function

In this figure, the system state trajectory (y(t), (l)(t)), driven by

the adaptive control law, moves along the projection of v(y, (|)) on the (y, (j)) super plane
and enters into the residual set D given by the shadowed area in the super plane. The
residual set D is formed by a projection of the ellipsoid surface below the contour line
llylP+ll(})lP<^ K.
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v(y(0),«}>(0))

- t

2
2 2
y I +11(1)11 <
K

y (0), .}>(0)
y ^

2

2

D = { ( y , ( ^ ) l l l y l l +1(1)11 <

2 Kb o^^ o

}

Fig.5-3. The geometrical interpretation of the convergences of
the tracking errors and parameter estimation errors.
5-4-3. Bounded Control Torque Uai
The final implementation of adaptive control torque is obtained by substituting Eqn.(5-418a) into Eqn.(5-3-14) which gives
Uai=(s+ai)9[6i(q,q).
A'p
Denoting |ii(q,q)=6i 5i(q,q), this can be expressed as
Uai = (s+ai)|ii(q,q)
= |i(q,q)+ai^ii(q,q),

(5-4-25)
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which is a proportional-plus-differential control law. It should be noted that theoretically
the control law Eqn.(5-4-25) contains information about accelerations since it can also be
rewritten as
Uai4[5i(q,q)+9[6i(q,q)+ai9[5i(q,q)
=e^5i(q,q)4[(s+ai)5i(q,q).
4[5i(q,q)+0[jii(q)coi(q,q, q).

(5-4-26)

in which the accelerations are involved explicitly. As the derivative of )ii(q,^ is involved
in Eqn.(5-4-25), there may be concern about the boundedness of Uai- However, the
following theorem ensures the bounded magnitude of Uai:

Theorem 5-2:
For the system Eqn.(5-4-7) and Eqn.(5-4-8), and parameter update law Eqn.(5-4-18),
control law Eqn.(5-4-25) (which is equivalent to Eqn.(5-3-14)) is bounded.

Proof:
As control law Eqn.(5-4-25) is equivalent to Eqn.(5-4-26), if it can be proved that Gj,
Jii(q) and coi(q,q, q) are all bounded then Uaj must be bounded. According to Assumption
A

A'

3-3), D(q) is positive definite, which implies Jii(q) is bounded. From Theorem 5-1, it is
known that both ei and Cj are bounded as yi is bounded for i=l,2,...,n. This results in
bounded 6i(q,q) as the trajectory signals q^ and q^ are both bounded. In view of Eqn.(53-15), bounded e^, ej, 5i(q,q) and (l)ilead to bounded e for i=l,2,...,n, which means q is
bounded as well since q^is bounded. Then it follows that (Oi(q,q,'q) is also bounded
according to Assumption 3-1). Furthermore, from Theorem 5-1, the bounded implies
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is bounded as Qj is a constant vector. By the control law Eqn.(5-3-14), it can
is bounded as ({»i, yi and 5i are all bounded which in reuim implies that

is

bounded. Then Theorem 5-2 follows.

5-5. COMMENTS
In Theorem 5-1, as pointed out in [27], the positive definiteness of the matrix M (see
Eqn. (5-4-21)) is a sufficient condition to ensure stable decentralized systems even in the
cases of non-adaptive control. From Corollary 5-1, Eqns,(5-4-20) can be written as

Since ajj, by and Cy are all proportional to the magnitudes of interconnections (see
Eqn.(5-3-26)), smaller rjj will mean smaller interconnections. The satisfaction of this
condition implies that when the interconnections among the subsystems are sufficiently
weak, as in the case when r^ are all sufficiently small, matrix M will become M=diag{Gi}
which is positive definite, as Gi>0 for i=l, 2,..., n.
In adaptive control, as the dynamic parameters of the controlled system are unknown for
a given robot, it is difficult to check if the condition M>0 is satisfied since r^j depend on
the system's true parameters. However, it is possible to check this condition by
experiments and system analysis to find out the approximate boundedness of these
parameters. It is worth noting that if the robot has a non-direct drive arm and the gear
ratios of the transmissions are relatively high, the interconnection torques among
subsystems will be reduced dramatically at the motor shafts as the inertia of the robot
links will be reduced by the square of the gear ratio. For these robots the interconnections
are likely to be sufficiently weak.
From Eqns.(5-4-22) and (5-4-23), both repeated here
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K=|

i=l

K }
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100

(5-5-la)

(5-5-lb)

it can be seen that the size of the residual set D is proportional to y^j. According to
Eqns.(5-4-20) and (5-4-24)
yoi=sup S r^llydj(t)ll=supi (xij llydjli+Cy) llPibill
j=i
^ j=i
where Xij and c^j are proportional to the magnitudes of the interconnections as mentioned
before, and y(ij=[qdj Qdj]^

^^^ reference trajectories. This is physically understandable

as stronger interconnections or disturbances and faster trajectories will lead to a bigger
residual set and therefore larger tracking errors.
In view of Eqn.(5-5-1), the size of D is also influenced by design parameters ßoi- If ßoi
are large, from Eqn.(AC-9) in Appendix C, it follows that
bo=

min
< min ( % ,
1 itiPi
1 Ti

and D is determined by
llyliVll(j)ll^<

\

K.

.r^r

1

^iPl

If Poi are small, then

and residual set D is determined by
liyllVll(l)li2<

1
K.
• /Poi w
m m (—)Co
1 Ti

(5-5-2)
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As bo is proportional to the convergence rate of the tracking eixors and estimation errors,
for small Poj, the convergence rate will decrease and D will be small. However, if is
X only and the residual set will
large enough the convergence rate will depend on min (—)
i ^iPi
increase according to Eqns.(5-5-l) and (5-5-2).
As mentioned in Section 4-3, unlike cases involving some plants in which the system
states may not be observable, in robot motion control the system states such as positions
and velocities of each joints are always measurable. It is possible to define the reference
trajectories such that q^ (0)=q(0) and qd(0)= q(0), i.e., e(0)=è(0)=0. In this case, the state
trajectory (y, ({)) will start from y(0)=[e'^(0)
in (y, plane and remain as shown
in the area between the dashed lines in the diagram shown in Fig.5-4.

y (0),.(t)(0)
Fig. 5-4. The state trajectory of (y,({)) with initial condition
tracking error y(0)=0.

Theorem 5-1 establishes the boundedness of the parameter errors (|) without 5i(q,^ being
persistently excited [11 [47]. Due to the interconnections between the subsystems the
parameter estimation error vector (j) is not able to converge to its true value, i.e., the
unbiased estimates cannot be obtained.

Chapter 5. Robust Adaptive Controller - Method 2

102

It is worth noting that in Chapter 4 and this chapter, the linear operators Lf ^(s) were
introduced to operate on dj. For instance, in this chapter Eqn.(5-3-15) can be written as
ei+kviei+kpiei=Li(s)[(|)'[5i(q,q)-Tii]
=Li(s)(j);5i(q,q)-Li(s)Li-\s)di,

(5-5-3)

according to Eqn.(5-3-16):
Tli=Li-l(s)di.

(5-5-4)

This treatment is only for theoretical analysis and Eqn.(5-5-4) is neither required nor
possible to be implemented as dj is not measurable. Even though it has not been claimed
that dj is bounded so far, it is easily proved that this is true. In accordance with Theorem
5-1, it is known that e, e are all bounded and therefore q and q are bounded as well.
From Theorem 5-2, u^ is bounded. In view of Eqn.(5-5-3) it can be seen that ej are
bounded for i=l,2, n, which implies that qi are all bounded for i=l,2, n,
according to Assumption 2-2) in Section 2-3-2. Thus in view of Eqn.(5-3-9) d^ is
bounded.

5-6. SUMMARY
This chapter presented a major contribution of this thesis on the trajectory following
control of robotic manipulators. The main results are a robust adaptive control algorithm
based on the decentralized error system structure. A theoretical analysis of the stability
and convergence of the overall closed-loop system is also presented.
Using the "linear in parameter" description, the unknown dynamic parameters appear as a
constant vector in the error subsystems obtained in Chapter 3. For this constant vector,
the linear operators PL(0) proposed by [48] are introduced. As a result of this, the
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acceleration measurements of the system state can be avoided by using the inverse
operators Li"^(s) and an additional zero is obtained by the positive operator Li(s). As the
operators are chosen in such a way that the strictly positive real condition is satisfied for
each subsystem, the Lyapunov direct method can be used in controller design.
The boundedness of the magnitudes of the filtered interconnections are investigated in
Section 5-3-2 and the conclusion that the interconnections are all bounded if the positions
and velocities of the overall system are bounded is obtained. This is of substantial
importance in the sense that under this condition the overall system appears as a standard
decentralized system to which the adaptive control scheme given by [27] can be applied.
Another advantage of this is that the conditions (C-3) to (C-6), which are required in the
scheme proposed in Chapter 4, can be removed in the stability and convergence proofs.
As the error system is strictly positive real, the Kalman-Yacubovitch lemma is used in
controller design based on the same idea used in [27]. The final theoretical results,
presented by Theorem 5-1, are the quantitative boundedness for both position and
velocity tracking errors and parameter estimation errors and their convergence rate to a
residual set inside the given bounds. Moreover, the geometrical interpretation of this
theorem is presented and some comments on features of the scheme and the
determinations of controller design parameters are given. It also has been proved that the
magnitude of final implementation of the adaptive control torque is bounded as well.
This algorithm maintains the virtues of the algorithm proposed in Chapter 4. Only the
diagonal elements of the inverse of inertia estimation matrix are required. This inverse
always exists because of the two component control torque configuration. In addition no
acceleration measurement is needed. Other advantages include: the error system states are
the position and velocity errors directly instead of filtered ones in the former scheme: the
relationship between the boundedness of interconnections and that of the overall system
position and velocities were found so that the the theoretical analysis is based on a more
realistic foundation: and the conditions (C-3) to (C-6) required by the method in Chapter
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4 are removed. In this case, as soon as the positive M matrix exists, the convergence of
tracking error and parameter error to the residual set with a quantitative boundedness is
guaranteed.
The practical effect of requiring M to be positive definite is that the couplings between
subsystems are not very strong. This algorithm also introduces a dead zone not required
by the first

Chapter 6.
A CASE STUDY AND SIMULATIONS
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6-1. INTRODUCTION
In this chapter, to illustrate the adaptive control schemes proposed in Chapters 4 and 5, a
case study on controller design for an industrial manipulator system will be presented.
The model used is based on the equations of motion of a SCARA robot manipulator. For
this manipulator, the controller design procedures and the determinations of adaptive
controller parameters using the schemes in Chapters 4 and 5 will be shown. After this,
there will be a presentation of some numerical simulation results of this robot's trajectory
following performances under the control of the controllers obtained in the case study. In
order to evaluate the performance of these control schemes, the computed torque schemes
are also implemented in the simulations to compare with the results of the proposed
schemes.
The chapter is organized as follows. In Section 6-2, the dynamic model of the robot used
will be introduced. For this two joint SCARA robot arm, some issues related to the
implementation of proposed adaptive control algorithms will be investigated as well as the
computed torque approach in Section 6-3. In Section 6-4, the determination of adaptive
controller design parameters will be discussed, as the correct choice of these parameters is
very important in getting the desired performance for the controlled robots. In Section 6-5
two types of trajectories used in the simulations will be stated and then the simulation
results will be presented together with some comments. Finally, Section 6-6 is a
summiary .

6-2. ROBOT DYNAMIC MODEL
The robot model applied here is the same one used in the example in Section 2-2-3 which
is a dynamic model of the first two revolute joints of a SCARA robotic manipulator. The
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system configuration is shown in Fig. 6-1. Without loss of generality, the motion
equations of this robot are derived under the following simplifying assumptions:
(1). Both links have a uniform, square cross section and each link is divided along its
length into an infinite number of these square cross sections;
(2). The mass of each cross sectional segment is concentrated at a point in the centre of
the cross section so that the link's mass can be thought of as being evenly distributed
along its long axis of symmetry;
(3). The payload is grasped firmly by the robot end-effector with its mass concentrated at
the free end of link 2 so that it can be regarded as a point mass;
(4). The friction forces in all joints and the dynamics of all actuators are ignored.
As a result of this, the dynamic equations obtained are totally determined by physical
parameters such as mass and geometrical size of the robot links and joint variables such
as positions, velocities and accelerations. For this particular robot, since both links are
moving horizontally, the gravitational energy function is a constant, i.e. P(q)=constant,
which results in a zero vector of gravitational torque, i.e., g(q)=3P(q)/3q=0.
Using the Lagrange equations, the dynamic equation Eqn.(2-2-7) of this robot then
becomes:
D(q)q+h(q,q)=u.
In Eqn.(6-2-l), D(q) and h(q,q) are given by_

D(q)=

dii(q)

(ii2(q)

(6-2-1)
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hi(q,q)
h2(q,q)

where
dii(q) = Ci-i-C3+C4mL+(c2+2LiL2mL)cosq2

(6-2-2a)

cii2(q) = d2i(q) =C3+L22in^+(c2/2+LiL2mL)cosq2

(6-2-2b)

d22(q) = C3+L22mL

(6-2-2C)

and
hi(q,q)=-(c2/2+LiL2miJsinq2(2 qi+q2)q2,

(6-2-3a)

h2(q,q)=(c2/2+LiL2mL)sinq2qiqi.

(6-2-3b)

On the other hand, dynamics can also be shown by Eqn.(2-2-5b)

|(D(q)q)+s(q,q)=u.

(6-2-4)

in which
s(q,q)=

si(q,q)

with
si(q,q)=0,
S2(q>i)=(C2/2+LiL2niL)sinq2(qiqi+qiq2).
In the equations above

(6-2-5a)
(6-2-5b)
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Ci = Li2(mi/3+m2)

(6-2-6a)

C2 = LiL^m2

(6-2-6b)

C3 =

(6-2-6c)

C4 = LI2+L22

(6-2-6d)

where L^ (m) and m^ (kg) are the lengths and the masses of link i (i=l, 2.) and mL(kg) is
the mass of payload fixed at the end of link 2;
It should be noticed that by neglecting the friction forces in the system model the dynamic
equations are made simpler, but the resultant non-friction dynamics are harder to control
as all damping forces are zero. This model corresponds more closely to a direct drive
manipulator.

Fig. 6-1. The architecture of the SCARA robot used in
the study and simulations.
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6-3. CONTROL ALGORITHM IMPLEMENTATIONS
In order to simulate realistic cases of model-based controller designs, in which the true
values of system parameters L^, m^ together with the payload mL are not known exactly, it
is assumed that there are some a priori estimates of these values available. The estimates
of Li, m^, and m^^ are expressed by tj, m^ and HIL respectively (i=l and 2). In this section,
the controller design procedures will be shown using this set of estimates. Based on these
estimates, the adaptive control system structures proposed in Chapters 4 and 5 are
presented. The computed torque scheme is also reviewed since the adaptive control
schemes proposed utilize this scheme and simulation results of the pure computed torque
controller will be presented in Section 6-5 to compare with the performances of adaptive
control laws proposed by this thesis.

6-3-1. Computed Torque Approach
Using Lj, m^ and mj^, the estimate of inertial matrix becomes

6(q) =

^11(q)

^i2(q)

As mentioned in Chapter 3, it is always possible to choose t^,

(6-3-1)

MI

and IIIL in such a way

that the resulting estimate matrix 6(q) is positive definite. The elements of 6(q) are given
by
Ci+C3+C4mL+(c2+2ti£2nOcosq2

(6-3-2a)

Si2(q) =C3+£,2^mL+(c2/2+£,it2mL)cosq2

(6-3-2b)
(6-3-2c)
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where q are the estimates of c^'s, which are obtained by substituting t^, m^ and itil into
the right hand sides of Eqn.(6-2-6).
At the same time the estimated centrifugal and Coriolis torque vector is

with
fil(q ,q)=-tii^(m2/2+mL)sinq2q2(2qi-q2),
ii2(q,q)=tit2(m2/2+mL)sinq2qi^.
Using j6(q) and ii(q,q), the computed torque control law Eqn.(3-3-lb) becomes
Ui=6(q)['4i+Kv(qd^)+Kp(qd-q)]+fi(q,^

(6-3-3)

where
kvi
Kv =

Kp =

0

0

Ki _

kpi

0

(6-3-4a)

(6-3-4b)
0

kp2 .

with kyi = kv2 = 5 and kpi = kp2 = 25. This- set of parameters corresponds to the open
loop characteristic equation of the error system
Ci(s)=s +2Cc0nS+c0jj ,
with damping ratio C=0.5 and undamped natural frequency (0^=5 rad/s for sub system 1
and 2.
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Placing Eqn.(6-3-3) into the right hand side of Eqn.(6-2-l) and noticing that u^=0 in the
case of pure computed torque control, the error dynamics are (see Eqn.(3-3-7)):
H+K^^+Kpe =Jd(q)[(l3(q)q)+fi(q,q)]+d.

(6-3-5)

in which
S22(q)
. -^i2(q)

J(q) =

-^i2(q)
^ii(q)

D(q) = dii(q)-Sii(q) di2(q)4i2(q)
_ di2(q)-Si2(q) d22(q)-322(q)
H(q,q) = hi(q,q)-fii(q,q)
. h2(q,q)-ii2(q,q)

6-3-2. Adaptive Control
In this section, for this particular example, the adaptive controller designs will be
illustrated. For brevity ADAl and ADA2 are used as labels for the adaptive control
algorithms proposed in Chapters 4 and 5 respectively.
In the adaptive control system structure ADAl, an additional component u^ is introduced
into Eqn.(6-3-5), and this gives (see Eqn. (3-3-7))
e+Kve+Kpe=Jd(q)[(D(q)q)+E(q,q)]-Ua+d,
which is equivalent to Eqn.(3-3-10):
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e+Kve+Kpe=Jd(q)[|(D(q)q)+-s(q,q)]-Ua+d.
The i-th subsystem, corresponding to Eqn.(3-3-ll) is:
Vkviei+kpiei=Jii(q)[^Di(q)q)+"si(q,q)]-Uai+di

=0riii(q)®i(q.q/q)-uai+di
for i=l and 2.
In ADA2, as u—U1-U2—Ui-D(q)u2 and D(q)=D(q)-D(q), fi(q,q)=h(q,q)-h(q,q) rather than
A

A

.

A

.

.

u=Ui+U2=ui+D(q)Ua and D(q)=D(q)-D(q), h(q,q)=h(q,q)-h(q,q) in ADAl, it follows that
e+Kve+Kpe=Jd(q)[(-D(q)'q)-R(q,q)]+Ua-d,
and the i-th subsystem, corresponding to Eqn.(3-3-l 1) is:
ei+kviei+kpiei4ii(q)[-|(Di(q)q)-Si(q,q)]+u^^
=- ei^Jii(q)coi(q,q, q)+uai+di,
fori=land2.
For this example, the diagonal elements of the inverse of the estimated inertia matrix "are

^iT(q)
where S^j are given by Eqn.(6-3-l). The generalized known state vectors coi(q,q, q) and
co2(q,q»q) in Eqn.(3-3-14) are
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®ii'^(q,q,q) =

| [ q i , qicosqi,

q2Cosq2],

®12^(q'q) = 0,
(Oi3'^(q)
T

=0,
• ••

d

(q»q,q)=
®22^(q'q) =

^ [ q i , qicosqi, y ,
[ qisinq2(qi+q2)],

respectively.
The second, third and sixth equations above result from the fact that Si(q,q)=0 and
g(q)=0. After feeding coi into the filter operator Eqn.(4-2-5), the filtered observation
nonlinear vector 5i(q,q) in Eqn.(4-2-8) will be
J l l ( q ) | [ q b qicosqi,
J 2 2 ( q ) | [ q i ' qicosqi,

^cosq2],
qisinq2(qi+q2)].

The parameter error vector Gj are

hM 8n 812 013 014 ]
e2'^=[ 021 022 023 024 1
and according to Eqns.(3-2-4a and c), (6-2^4) and (6-3-2) the elements in the above
vectors are
011=^11 i-^n l=Ci-K;34<;4mL-(ci4i3+C4mL)
8i2=dl 12-^1 i2=C2+2LiL2mL-(c2+2£it2nO
ei3=di21-Si21= C3+L22iiiL-(£3+t22miJ)
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014=dl22-äi22=C2/2+LiL2mL-(c2/2+£it2^
G2i=d2i i-d2i
022=d212-^212=C2+2LiL2mL-(c2/2+£,i£2mL)
023=^221-^221= C3+L22mL-(c3+£2^miJ)
024= ^21-^21 =C2/2+LiL2mL-(c2/2+£it2mL)

6-4. DETERMINATION OF ADAPTIVE CONTROLLER PARAMETERS
The performance of the adaptive control system is critically dependent on the correct
setting of the controller parameters. In this section, the choice of the controller parameters
in ADAl and ADA2 will be stated.

6-4-1. Design Parameter Determinations for ADAl
First of all, the system matrices Aj are chosen as
0 1
Ai = -kpj
-kyj ^
with kpi =25, kvi=5 for i=l and 2 according to Eqns.(6-3-4a) and (6-3-4b).
Since Pj functions as the gain of the adaptive controller and is proportional to the size of
the residual set and Qj is associated with the rate of convergence of tracking errors and
they are also restricted by the Lyapunov equation
AiPi + PiAi = -Qi,
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the determination of Pj and Qj is a compromise between the transient response and steady
state errors of the closed loop system. After a trade-off between Pj and Qj, Qj are set as
50
0

0
8

75
Q2 = 0

0
7

Ql =
and

Using the Lyapunov equation, P^ and P2 can be computed as
30 1
Pi =
1

Po =

1

32.5 1.5
1.5 1

One difference between ADAl and ADA2 is that in Eqn.(4-2-12) Xj are the filtered error
system states (see Eqn.(4-2-6a)) while in Eqn.(5-4-4) y^ is the error state itself. The final
implementation of the adaptive control torque in the ADAl is given by substituting the
solution of Eqn.(4-2-17) into Eqn.(4-2-10) and then substituting Eqn.(4-2-10) into
Eqn.(4-2-6d) to obtain u^iAccording to Eqn.(4-2-17) and recalling (|)i=8i-§i it follows that
§i = -ßi^i + 7ibiTPiXi5i+ßi9i.

(6-3-10)

For this differential equation the contribution of the constant input term ßi^i, which is an
unknown, will be a constant. In the simulations it is chosen as Öi=0. Moreover, the filter
parameters aj in Eqn.(3-4-5a) are set as ai=a2=0.2 which defines a small time constant
for the filter to have a rapid response. The controller parameters 7i, which are
proportional to the gains of adaptation law Eqn.(4-2-17) as well, are set as yi=0.01,
72=2.5 respectively to give a reasonable gain in Eqn.(4-2-17). Another controller
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parameter Pj in control law Eqn.(4-2-17) functions as a weighting factor which balances
the old estimates and new estimates. In the simulation they are set as pi=p2=0.2 to give a
proper update speed.

6-4-2. Design Parameter Determination for ADA2
The Pi in ADA2 are determined by the system realization of subsystem error equations
Eqns.(5-4-15), (5-4-16). In the simulation the following choices in state realization are
made
Ai =

0
1
-k,
"^pi
0

1

-25

-5

for i=l and 2, which are Hurwitz matrices (see Appendix A). Based on the same
consideration mentioned in the previous section aj is set as ai=a2=0.2, which, according
to Eqn.(5-4-9b), gives
bi =

1
tti-kvi
• 1"
-4.8

In view of Eqn. (5-4-9c)

1
hi=
0
for i=l and 2. It can be shown that the pairs [Aj, b j and [Aj, h j are controllable and
observable. By this state realization the transfer function Eqn.(5-4-3) becomes
s^+5s+25
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It is easy to see that Wi(s) is strictly positive real as
T3
r /-XT
Re[wiOco)]=

5+4.8(0^
TTiy ^ > 0

for all real od. Thej)ositive definite matrices Ui of the Lyapunov equations (Eqns.(5-4-15)
and (5-4-16)), which are associated with the error system defined by are the triple [Ai, bj,
hj] given by Eqn.(5-4-9), are set to be
0
Ui= 30
0 20
under the same consideration stated in Section 6-4-1. The small number Kj defined in
Eqn.(5-4-15) is determined as KpO.OOl. In accordance with the Kalman-Yacubovitch
lemma, for A^, bi, h^, Uj, and Kj given above, Pj and Vj satisfying the Lyapunov equation
AiTPi+PiAi=-ViViT - KiUi
Pibi=hi
can be obtained as
2.08 0.22
Pi= 0.22 0.0468
and
V;=

3.35
0.064

In the simulations, for simplification, the design parameters Fj in Eqn.(5-4-18) are
chosen as positive scalars Vi instead of matrices. Based on the same reasons mentioned in
Section 6-4-1, yjand Poi chosen as the same as those in Section 6-4-1, that is,
rj=Yi=0.05, r2=Y2=12.5 and Pol=Po2=0.2.The parameters 6oi ^^ set as small constants
to ensure the linearity of the adaptive controllers .
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6-5. SIMULATION RESULTS
During the simulations, two types of reference trajectories were considered to illustrate
the performance of the proposed control approaches. By means of Trajectories Type 1
(RTJl), which are sine wave functions with quite high frequencies, the abilities of the
proposed schemes to follow fast moving trajectories is investigated. In addition the
stabilized functions and changing patterns of estimated parameters are discussed. The
second type of trajectories (RTJ2) are designed to simulate a real pick-and-load task.
Simultaneously with RTJ2, a changeable payload is used to examine the robustness for
the proposed adaptive control schemes.
In the model used in simulation, the true values of the robot arm's dynamic parameters
are set as
Li = 0.5m,
L2 = 0.3m,

m2 = 4kg.
However, the choice of the mass of the payload will depend on the simulation purposes
and wiU be mentioned shortly.

6-5-1. Reference Trajectories Type I - RTJl
The first type of reference trajectories RTJl used are
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l+sin3t+sin2t
qd2= -0.5+0.8(cos3t+cos2t)
which are shown in Fig.6-2. In this case the mass of the robot payload was fixed as
mL^kg. The a priori estimates of the system parameters are set as
ti=0.48m,
t2=0.28m,
mi=5.5kg,
m2=3.5kg
\=1.0kg
and initial values of the estimated unknown parameters ^j(0)=0 for i=l,2 and j=l,2,3 and
4.
Based on this set of estimates, using RTJl, the position tracking errors e^ and e2 of the
computed torque scheme are plotted in Fig.6-3 which gives significant tracking errors
especially for the second joint. It shows that the maximum position error is about 0.15
rad for joint 1, and 0.6 rad for joint 2. However, by means of the adaptive control
algorithm 2, using the same initial conditions and the same estimated dynamic parameters,
the control results are plotted in Fig.6-4 which decreases the tracking errors caused by the
computed torque approach significantly (note the different vertical scales used in the two
plots). After about 8 seconds settling down, the maximum errors are 0.03 rad for joint 1
and 0.025 rad for joint 2 respectively.
In Fig.6-5 to 6-8, the estimated parameters in joints 1 and 2 for the adaptive controller are
plotted. Because of the existence of the interconnections, the estimated parameters do not
converge to their true values; however, they all remain bounded. Due to the influences of
the interconnections among the different subsystems, the adaptive controller works in
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such a way that the parameters move to whatever levels are necessary to ensure the
stability of each subsystem. Considering the interconnections among the subsystems as
perturbations, the estimated parameters, which can also be regarded as the gains of the
adaptive feedback loop, vary above certain levels with the same frequencies as that of the
reference trajectories to compensate the time varying perturbation and stabilize the closed
loop subsystem. Compared with the true values of these parameters, the estimated
parameters are much smaller than their true values. This can be explained by the "small
gain" features [18] [531 of the adaptive controller when there are some interconnections
among different subsystems.

6-5-2. Reference Trajectories Type 2 - RTJ2
In order to simulate real applications of robots such as undertaking pick-and-load tasks,
another type of reference trajectories RTJ2, which are shown in Fig.6-9, were also used
in the simulation. Specified by these types of trajectories, the robot arm is supposed to
start from position 0 (qi=0 rad, q2=0 rad) and move through four points, which are
position 1 (qi=2.51 rad, q2=-1.256 rad); position 2 (qi=-1.49 rad, q2=0,744 rad);
position 3 (qi=1.01 rad, q2=0.244 rad) and position 4 (qi=-l rad, q2=-0.755 rad)
following RTJ2. To investigate the algorithms' robust features, the influence of changing
payload is also investigated. The payload function is a square wave with different
magnitudes as plotted in Fig.6-10. These reference trajectories and payload functions
define the following task: the robot's end effector grasps an object weight 2 kg at position
0 and takes it to position 1 following the given track. After holding for 0.36 second and
releasing the object at that point, it moves to position 2 where it picks up the second
object weighing 1 kg. Carrying this object to position 3, the arm unloads it at that point
and finally goes to position 4 without any load. In this motion each movement takes the
same time (about 3.14 seconds) but different distances are travelled; the maximum
velocity and acceleration occur in travelling from position 1 to position 2.
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Using reference trajectories RTJ2, several groups of a priori estimates of the unknown
dynamic parameters are used in the simulation to see the performance of proposed
adaptive controllers under different initial estimates. Utilizing the same parameters the
simulations using computed torque scheme were also presented to compare with the
proposed methods. Five groups of the a priori estimates are shown in Table. 6-1.

A priori estimates of parameters
Parameter true values
Li(m)

0.5

L2(m)

0.3

mi (kg)

6.0

(kg))

4.0

mL(kg)

shown by

Fig.6-10

A

Ll
A

L2
A

mi
A

m2
A

Group 1

Group 2

Group 3

Group 4

Group5

0.55

0.48

0.50

0.47

0.53

0.32

0.28

0.30

0.32

0.33

6.5

5.5

6.0

5.2

4.0

4.3

4.5

4.0

4.5

5.0

0.0

1.0

1.0

0.8

0.0

Table. 6-1. Estimated robot parameter groups used in the simulations
The first group of parameters presents a parameter "over-estimated" situation, i.e., all
initial estimates for the robot body are larger than their true values except that the estimate
of the payload is mL=0.0 kg. Using this set of a priori estimates the position tracking
errors of the computed torque scheme are plotted in Fig. 6-11 which shows the maximum
position errors to be about 0.3 rad for joint 2.The largest errors occur at the moments t
=1.7s and t =3.Is when the reference trajectory 2 moves with its maximum acceleration
and deceleration. These errors are caused mainly by the error in the estimate of the heavy
payload (see Fig.6-10 which shows that in this interval it is 2 kg). Using the same set of
initial estimates, the position tracking errors of ADAl and ADA2 schemes are shown in
Fig.6-12 and Fig.6-13 respectively. These plots show that the tracking error of the
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second joint in the computed torque scheme has been greatly reduced to 0.025 rad
maximum. For the first joint the maximum error is almost the same but the error variance
has been reduced significantly especially during the motion from point 0 to point 1. It also
can be seen that ADA2 scheme shows a smoother result than ADAl especially for the first
joint.
Using the second group of a priori estimates ( £.i=0.48m, t2=0.28m, mi=5.5kg, m2
=3.5kg and mL=1.0kg ) which is an "under estimated" case for the robot dynamic
parameters, the performances of the computed torque, ADAl and ADA2 schemes are
shown by Fig.6-14, 6-15 and 6-16 respectively. In this group of plots, adaptive
controllers give a much improved performance over the computed torque scheme. The
tracking errors under adaptive control in both joints are much smaller than those of the
computed torque control.
The next simulation is for the ideal case in which the initial estimates exacdy match the
robot dynamic parameters. The initial estimates of the pay load are set as mL=1.0 kg for all
schemes, i.e., the computed torque and the two adaptive schemes. From Fig.6-17 it can
be seen that during the time interval te [ 6.8s, 10.5s], the computed torque scheme gives
perfect performance with zero tracking errors for both joints. This is expected and is
caused by perfect matches of both robot body parameters and payload parameters (in this
interval mL=mL). (This also shows the model used in the simulation and algorithm
software is accurate). However, the tracking errors beyond this interval are much worse
due to the error in the estimate of payload, which means that the computed torque scheme
is very sensitive to the payload error. At the s ^ e time, the tracking errors of controllers
ADAl and ADA2 are shown in Fig.6-18 and 6-19. It can be seen that during the time
interval te [ 6.8s, 10.5s], they are definitely not as good as the computed torque scheme's
performance, but give smaller errors than the computed torque scheme over the remaining
movements.

Chapter 6. A Case Study and Simulations 124

This simulation illustrates that with fixed gains the performance of the computed torque
law strongly depends on the robot system parameters. Even in the case where the robot
dynamic parameters are well known, time-varying payloads may influence performance
significantly and a controller set for a certain payload condition may give quite large
tracking errors whenever the payload is changed. The adaptive control schemes did not
show as small tracking errors during the time interval when the parameters and the
estimates were perfecdy matched (for reasons which include the ignoring of interactions
between subsystems and the fact that the estimator is not able to track the step change in
payload rapidly, etc.), but they do give consistent acceptable performances. This also
means that these adaptive controllers are robust to uncertainties caused by changing
payloads and system parameters.
Two more simulations were undertaken which present the "over-under estimated" cases
for initial estimations of dynamic parameters. The fourth group initial estimation, is given
by
mi=5.2kg<mi=6.0kg,
m2=4.5kg>m2=4.0kg,
ti=0.47m<Li=0.5m,
il2=0.32m >L2=0.3m,
and
mL=0.8 kg.
It can be seen that the mass of the first link and the length of the second link are both
over-estimated and mass of the second link and the length of the first link are both underestimated. With this set of initial estimates, the tracking errors of the computed torque and
ADA2 are plotted in Fig.6-20 and 6-21. In the final case, the estimates were set as
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mi=4.0kg<mi=6.0kg.
m2=5. 0kg>m2=4.0kg,
ti=0.53m>Li=0.5m,
t2=0.33m >L2=0.3m,
and
mL=0.0 kg.
The results are shown in Fig.6-22 and 6-23.
From these plots, it is found that in both cases the maximum tracking errors for the
computed torque scheme are 0.04 rad and 0.25 rad for joints 1 and 2 respectively.
However, the adaptive control scheme 2 gives maximum tracking errors of 0.03 rad for
both cases and both joints.
These simulation results show that whenever the robot dynamic parameters are unknown,
then under the same initial conditions the adaptive control algorithms proposed in
Chapters 4 and 5 give consistently improved performances compared with the computed
torque method, especially in cases when the payload is changeable. This is achieved by
the self-adjusting capability of the adaptive controller. As the controller is designed based
on the Lyapunov direct method, as soon as the tracking error and the parameter error
increase the controller will adjust its parameters so that the Lyapunov function will decline
to maintain the stability of the closed loop system and decrease the tracking errors. Since
the computed torque controller has fixed gains and parameters, it only works as well in
cases where its parameters closely match the real parameters of the controlled robot.
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6-6. SUMMARY
In this chapter, using the equations of motion of a SCARA manipulator as an example,
the design procedures of the adaptive controllers proposed in this thesis were reviewed.
Firstly the dynamic model of the system under study was introduced. Detailed design
processes were presented which included the system structure and the determination of
parameters for the adaptive controllers.
Simulation results using the proposed adaptive control schemes were also presented. In
the simulations the effects of two types of reference trajectories and time varying payloads
were examined. Under the assumptions that the real dynamic parameters are unknown, a
priori estimates are used in the simulations. With different initial estimates of these
parameters the simulations were carried out under different conditions. Compared with
the results of the computed torque scheme, the proposed adaptive control algorithms give
substantially better performance and exhibit considerable robustness under a wide variety
of conditions.
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Fig.6-2. Reference Trajectories Type 1 (RTJl) used in the simulations

Fig.6-3. Position tracking errors of the Computed Torque
Scheme in following RTJl
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position error (rad)
0.15.

Fig.6-4. Position tracking errors of tlie ADA2
Scheme in following RTJl
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Fig.6-5. Parameter estimates
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subsystem 1 of ADA2 scheme when RTJl used
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cstimited parameten (controller piu)
m

-m

:th(tal3
— :thetil4

-00511

-m iD12 aa=i50: m^m, EU4tf; EI2=04 EIîL=1.00; Ilj>hi=0^ ieU=OM

Fig.6-6. Parameter estimates ^13 (thêta 13) and §14 (thêta 14) in
subsystem 1 of ADA2 scheme when RTJl used
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Fig.6-7. Estimated parameters §21 (theta 21) and §22 (theta 22) in
subsystem 2 of ADA2 scheme when RTJl used
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estimited
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Fig, 6-8. Parameter estimates ^23 (theta 23) and ^24 (theta 24) in
subsystem 2 of ADA2 scheme when RTJl used
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Fig.6-9. Reference Trajectories Type 2 (RTJ2) used in the simulations
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Fig.6-10. Time-varying load function used in the simulation which
is applied simultaneously with reference trajectories RTJ2
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Fig.6-11. Position tracking errors of the Computed Torque Scheme
using the 1st group of initial estimates in following RTJ2
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Fig.6-12. Position tracking errors of Scheme ADAl using
the 1st group of initial estimates in following RTJ2
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Fig.6-13. Position tracking errors of Scheme ADA2 using
the 1st group of initial estimates in following RTJ2
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Fig.6-14. Position tracking errors of the Computed Torque Scheme
using tlie 2nd group of initial estimates in following RTJ2
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Fig,6-15. Position tracking errors of Scheme ADAl using
the 2nd group of initial estimates in following RTJ2
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Fig.6-16. Position tracking errors of Scheme ADA2 using
the 2nd group of initial estimates in following RTJ2
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Fig.6-17. Position tracking errors of the Computed Torque Scheme
using the 3rd group of initial esdmates in following RTJ2
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Fig. 6-18. Position tracking errors of Scheme ADAl using
the 3rd group of initial estimates in following RTJ2
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Fig.6-19. Position tracking errors of Scheme ADA2 using
the 3rd group of initial estimates in following RTJ2
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Fig.6-21. Position tracking errors of Scheme ADA2 using
the 4th group of initial estimates in following RTJ2
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Fig.6-22, Position tracking errors of the Computed Torque Scheme
using the 5th group of initial estimates in following RTJ2
position error (nd)
0.15-,
0.10-

0.050 lZ\

L

/m

15.00

-0.05-J
:el
—- : e2
-0.15J AD12 mi-m, EM2=i50; EU=0.47: EI2=0.32; EML=0.80; aiphi=04 beU=Om
-0.10J

Fig.6-23. Position tracking errors of Scheme ADA2 using
the 5th group of initial estimates in following RTJ2

Chapter 7.
CONCLUSIONS

Chapter 7. Conclusions

7-1.

139

CONCLUSIONS

This thesis proposes two novel adaptive control algorithms for the trajectory tracking
control of robotic manipulators for which the dynamic parameters are unknown or
partially unknown. The controllers are based on a two component structure: a computed
torque control law plus an adaptive control law. The computed torque control law is
implemented using a set of a priori estimates of the unknown dynamic parameters. For
the error system dynamics obtained, the adaptive control scheme is designed utilising a
novel decentralized error system architecture in adaptive robot controller design. Unlike
the normal decentralized system in which the controller of each subsystem uses only local
feedback , this system structure utilises partial global feedback to improve the tracking
performance. This system configuration allows other global tracking information which
has not been taken into account to be treated as interconnections between the different
subsystems.
Within this system architecture, the tool for the adaptive controller design is the Lyapunov
direct method. The resultant controllers are shown to be robust despite the
interconnections from other subsystems and the existence of bounded uncertainties. The
robustness is in the sense that the tracking errors are bounded inside a residual set which
is proportional to the unknown boundedness of the interconnections and the uncertainties.
The proposed schemes also offer other advantages as follows:
1). Unlike some adaptive schemes which require the inverse of the estimated inertial
matrix

to be computed on-line using the updated parameter estimates and the

measured positions of the robot joints, the schemes proposed here only need the diagonal
elements to be calculated.
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2). In some adaptive schemes, the parameter estimate algorithm must make sure that the
obtained estimate of the inertial matrix ß ( q ) is a non-singular matrix so that its inverse
always exists. This restriction is quite strong in the sense that it requires either that the
bounds of the unknown parameters are known by the estimator so that as soon as the
estimates arrive at these bounds the estimator should stop updating, or that the rank of
fiKq) should be checked from time to time which is quite difficult especially for robots
with several degrees of freedom. This restriction does not exist at all in the schemes
presented here since: i) the estimates used to form ß(q) are set by a group of values which
are constants during the real-time control and; ii) as stated in Chapter 3, it is always
possible to find a group of estimates so that the existence of ß'^(q) can be guaranteed.
Basically, this is achieved by the proposed two-component controller architecture in
which the estimate ß(q) is only invoved in the non-adaptive component and adaptation is
accomplished by another adaptive control component.
3). Due to the parameter estimation errors, the resultant error equations of the computed
torque scheme are a group of second order linear equations forced by nonlinear functions
of q, q and q. Direct adaptive controller design utilising these equarions will need the
measurements of q, q and q. In practice, measuring the acceleration vector q may cause
technical difficulties or need acceleration sensors. In the proposed schemes, this problem
was overcome by feeding the velocity signals into a linear operator. The linear operator
used in the second algorithm has an additional function as shown in Chapter 5. This
operator is used to avoid the explicit measurement of the accelerations as well as to
introduce an additional zero into the error systems to satisfy the strictly positive real
condiuon.
4). In the stability and convergence analysis, quantitative results on the boundedness of
the tracking errors and parameter estimate errors are obtained, as well as their
convergence rates. It has been shown that the size of the bounded residual set to which
the errors finally converge are proportional to the magniuides of the interconnections and
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the maximum boundedness of the trajectories applied. This result reveals quantitative
relationships between the ignored interconnections and the resultant position and velocity
tracking errors. Graphical illustrations of the boundedness and convergence rates are also
presented. The analysis also shows procedures for determining controller design
parameters.
The two adaptive control algorithms, presented in Chapters 4 and 5 respectively, are
similar except that in method 2 a dead zone in the parameter update law, given by Eqn.(54-18), is introduced. The principle difference between the two methods results from the
distinctive way of introducing the additional zero into the error system to satisfy the
strictly positive real condition. In the first algorithm (see Theorem 5-1) in addition to the
necessary assumptions the conditions (C-3)-(C-6) are required to ensure the bounded
interconnections in the stability and convergence analysis. Physically, the satisfaction of
these conditions means that the computed torque law, as one of the two control
components, should be implemented based on a set of parameter estimates which are
quite close to the true values of the unknown parameters. Based on this control
component a further improvement of tracking performance can be achieved by the
adaptive control law. However, in the investigation of the second algorithm, it has been
shown that the boundedness of the interconnections depends on the boundedness of the
overall system states (positions and velocities of each joints). Based on this fact, the
second algorithm developed is based on a more complete theoretical analysis. In this
algorithm the conditions (C-3)-(C-6) were removed. This facilitates its practical
applicadon and is an achievement based on analysis of the first algorithm and properties
of the interconnections. The second algorithm introduces a dead zone and requires that M
is positive definite. The simulations show that these are in practice not restrictive
conditions.

Also, compared with the first algorithm, the second has the advantage that in the error
system equation the system states are the real position and velocity errors instead of the
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filtered errors. This makes it possible to prove the boundedness of both position and
velocity tracking errors in Theorem 5-2.
To justify the theoretical results, several simulation results using the proposed control
algorithms are presented in the thesis. It has been shown, in Chapter 6, that the control
schemes give excellent tracking performance compared with the pure computed torque
scheme. In addition, improved control results, i.e., smaller tracking errors plus
robustness despite parameter errors and time varying payload, are demonstrated.

6 - 2 . RECOMMENDATIONS FOR FUTURE W O R K
The equations of modon employed in this thesis most closely represent the dynamics of
duect drive robot arms in which all friction torques are ignored. Although uncertainties
have been taken into account, it is possible to consider the dynamics of actuators such as
DC servo motors and the friction torques such as dynamic friction, viscous friction and
Coulomb friction and set up equations which are closer to the dynamic behaviour of
controlled robots. Further useful work could use the ideas presented in this thesis to
investigate the trajectory following control problems of robots with more detailed
dynamics information.
For most industrial commercial robot arms, joint independent controllers using local
feedback are used. This control system structure represents a decentralized system
configuration. Especially for non-direct drive robots in which the transmissions are
mounted in each joint, the high gear ratios will make couplings between the joints much
weaker. For this kind of robot arai, the analysis method proposed in this thesis may be
used to reveal the quantitative relationship between the tracking error boundedness and
some effects related to mechanical structures such as gear ratios etc.. Further work could
be performed to extend the methods proposed in this thesis to design a pure local
feedback using a decentralized system adaptive controller for non-direct drive robots.
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In robot dynamic control, some relatively new research areas such as force control and
compliance control have been exploited to meet strong demands from practical industrial
applications. Further investigations may succeed in extending the control methods
proposed in this thesis to develop decentralized system adaptive force control or
compliance control strategies.
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APPENDIX A

Definition 1: Positive Real Functions.[30]
A rational function w(s) of the complex variable s=a+jco is positive real if
i. w.(s) is real for aU real s;
ii. Re[w(s)] >0 for all Re[s]>0.
Definition 2: Strictly Positive Real Function. [30]
A rational function w(s) of complex variable s=a+jco is strictly positive real if
i. w(s) is real for all s;
- ii. w(s) has no poles in the closed right half plane Re[s]>0;
iii. Re[w(jco)]>0 for all co.
Definition 3: Hurwitz Polynomial.
An n-order polynomial h(s) with real coefficients is defined as the Hurwitz polynomial if
all its eigenvalues
Re[Xi]<0,

(i=l, 2 , n ) have negative real parts, i.e.,
(i=l, 2,..., n) for V hai)=0.

Definition 4: Hurwitz Matrix.
A real nxn matrix M is a Hurwitz matrix if its all eigenvalues have negative real parts,
i.e.,
Re[Xi(M)]<0, (i=l, 2,... n) for V ;iiI-M=0
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APPENCIX B
The Kalman Yacubovitch Lemma (Positive Real Lemma). [33][64]
Given a stable matrix A, a symmetric matrix U>0, vectors b^^O, and h, and scalars Y>0
and K>0 such that the pair (A, b) is controllable, then a sufficient and necessary condition
for the existence of a solution matrix P>0 and a vector v of the equation
ATP+PA=-wT-KU
Pb-h=V^
is that K is small enough and scalar function
w(s)=r+-hT(sI-A)-lb
is strictly positive real, i.e., Re[w(jo))]>0 For all co.
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APPENDIX C

Proof of Theorem 5-1:

^

For error state equation Eqns.(5-4-7) and (5-4-8), in which i=l, 2 , n , a candidate for
the Lyapunov function [27] is chosen as:
v(y, « = i Tti

YiT F-y- 4 ct)iTrf l(j)i).

(AC-1)

Its total derivative along the solution trajectory of Eqn.(5-4-7) is
v(y,(D)= i TTi [ - iyT(ATp.4.p.A.)y.+ y.T p.b.^.Tg.
i=l
^

. yTp.b-Ti J .

(AC-2)
In view of Eqn.(5-4-15) and (5-4-16), (AC-2) becomes
v(y,(j)) = I h (- \yi^ViViTyi - 1 KiyiTUiYi -

-

- yi^Pibiiii)

KiminX(Ui)Ilyill2-|3ill(l)il|2-pi({)iTe.+ It^-I HP-biH llyill).
i=l

(AC-3)

^

Consider Eqn. (5-4-19), i. e.,
= | KiminX(Ui),

then Eqn. (AC-3) becomes
V(y,(}))< i TCi (-aillyil|2- Pillc|,il|2i=l

iTiil IlPibill llyill).

(AC-4)
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A s ej=qfij-qj, a n d from Eqns.(5-4-4), (5-4-5) a n d (5-4-6), it f o l l o w s that yqj=ydj"yj» ^ ^ ^
llyqjil < ilydjil+llyjil so that Eqn.(5-4-10) can b e rewritten as
i x i j i i y q j i i + C i j < ixijiiyjii+%ijiiydjii+Cij.
j=l
j=l
T a k i n g it into account, Eqn.(AC-4) b e c o m e s
i
i=i

[-Gillyill^+llPibill llyill

j=l
+IIPibill liyilli(xijllydjll+Cij)]

< i 74 [-aillyill^+aiillPibill llyill^-H i Xij HPibiH HyiH HyjH - Pill(l)ill^
-

^i ^ (XijJ liydjii+Cij)
J J »Pibiii Iiyiii].
C"

C o n s i d e r Eqn.(5-4-20), w h i c h is r^j = ( X i j + j j ^ ) "PibiH, then the inequality a b o v e can b e
rewritten as:
v ( y - i
i=l

( f -rii) llyill^+ i i TCiry llyill llyjll
i=l j=l>!i
+ i t i (- y llyill^- Pill'till^- Pi<t.iT5i+ i ry llydjil llyill).
i=i
>=i

A s the second t e i m in the right side of Eqn.(AC-5) can b e d e n o t e d by:
i i^^irij llyill llyjll = i i i i c i i i j llyill llyjil+i I S i c f j i NyjH HyiH,
i=l j=ljiid
i=l j=lpii
j=l i=li^j
the first t w o terms in the right hand side of E q n . ( A C - 4 ) b e c o m e
i=l

i ^ i r i j llyill llyjll
i=l j=l jv^i

(AC-5)
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llyillIly2ll
LllyjiJ

where
oi-2rii -7Ciri2-7i;2r2i ... -TCirm-JCnrni
M =
- -Vnr^irin
If matrix M is positive definite, as stated in Theorem 5-1, then
- i TUi -rii) liyil|2+ i i TTirij llyiil llyjll < 4 i ^Hyill^,
i=l
.
i=i j=l jVi
^ i=i
where
becomes

min >.i(M) is the minimum egenvalue of the matrix M, and Eqn.(AC-5)

vCy,« ^ 4 i

cii IIyill^-2 Pillcl)ill^-2Pi(l)iTei+2yoi!lyilI),

i=l

(AC-6)

where yoi= £ r^j llydjll. From the first and the fourth term in the brackets in Eqn.(AC-6),
H ' '
it can be seen that:
- oi llyili^+2yoillyiIi =- oi HyiH^+lyoillyill - ^ yoi^ +a^ yoi^
Vai
^ 1

So (AC-6) becomes
1=1

2
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By means of adding and subtracting a term boV, where bo>0 is a positive constant, to the
right hand side of Eqn.(AC-6) and noticing that

boV = bo i TCi

Pillyill^ 4 y^H^W^)

yjT P^y^ 4

where ppmax X(Pi), 7i=max r C F f i ) are the maximum eigenvalues of P^ and F f i
respectively, Eqn.(AC-6) can be rewritten as
v(y,(i))< -boV(y,(i,)+bo iTCi
PiHyiH^ 47ill(|)ill^)-\ì 7iìPì(II(^ì1I^+2(1)ìT9ì)
i=l
^
^

-hi

^ l l y i l l ^ - ^ Y o i ^ .

Adding terms ^ Z7CiPoill(l)ill^ and - \
^ i=l
^ i=l
and denoting
-i

(AC-7)

to the right hand side of Eqn.(AC-7),

^ yo^^ by KQ, then Eqn.(AC-7) becomes
o;

v(y,(}))< -boV(y,(i,)+bo Z7^i (^PiUyiH^-^TiH^iH^)-

- 7i V ' l y i l l ^ - 1

7riPi(ll(})il|2+2c^iTei)

i TiiPoillc^ill^ -1 Ì TTiPoi'l^ill^+Ko

-boV(y,(t)) - 7 i (Vi-ViPi)l>yill^- i

- boTi)

iriPi(ll(j)ill^+2(^iTei)+^ iTCiiPoi- Pi)llc}>iIi^+Ko.

(AC-8)

Taking
bo= min [ min
i ^iPi

min M
],
1 71

(AC-9)

Eqn.(AC-8) can be rewritten as
v(y,(j,)< - boV(y,(^) -

7riPi(ll(j)ill^+2(DiTei)+ \

Pi)ll(l)ill^+Ko.

(AC-10)
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Since Il§ill=ll0i+(i)ill^ll())ill+ll9ill, it follows that Il^ill^<(ll(j)ill+ll9ill)^ and -(ll(})ill+II0ilI)2<-||§.I|2;
thus the terms inside the brackets of the second term in the right hand side of Eqn. (AGIO) can be written as
- (ll(t)ill^+2 (})iT0i) = - (ll(j)il|2+2(()iTG.+ll9.||2)+|iQ.||2

Then Eqn.(AC-lO) becomes
vCy,« < -boV(y,(l))+ I

For term (Poi-

;q[(Poi- Pi)ll(l)ill^-Pi(ll0iII^-ll0iI|2)]+Ko.

(AC-11)

in the right hand side of Eqn.(AC-11), it has
(Poi-Pi)ll(Dill^<(Poi-Pi)II6i-0ili2
(AC-12)

In.order to examine Eqn.(AC-12), it is necessary to recall Eqn.(5-4-18b) which defines
the relationships of these parameters in two cases:
(i). if llSill>9oi, poi= Pi; and (ii) if Il5ill<0oi, Pi=0.
It is easy to see that in case (i), the right hand side of Eqn.(AC-12) becomes zero and in
case (ii), Eqn.(AC-12) becomes
(Poi- Pi)ll(t)il|2<Poi(ll0ill+0oi)^

(AC-13)

and will be always true for either case.
Similarly, in case (i), term -Pi(l!0jll^-Il0ill^) in the right hand side of Eqn.(AC-12) becomes
-Pi(ll9iil^JBill^)^ilieill^<Poilleill^,
and it is zero in case (ii) which means Eqn.(AC-14) holds for both cases.

(AC-14)
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Thus, in view of Eqns.(AC-13) and (AC-14), Eqn.(AC-ll) becomes
v(y,(^) <-boV(y,(),)+i
^1=1

(AC-15)

or
;(y,(l)) < -boV(y,(j))+K,
where K= ^ 2
^ 1=1
; 1

~ yoi^]
(T;

(AC-16)
is a constant.

Eqn.(AC-16) is a first order differential inequality, and its solution satisfies
v(y(t),<j)(t)) < e - ^ o W ( y ( 0 ) , ( } ) ( 0 ) ) + K d i
0

=

v(y(0),(|)(0))+ K

0

= e-^ot v(y(0),(l)(0))+^ (1-e-^o^) K

Eqn.(AC-17) states that v(y(t),(})(t)) will converge to a region which is bounded by ^^ K
fi-om its initial state v(y(0),(j)(0)) with a rate faster than e"^®^ that is,
v(y(t),(l)(t))

as t

Moreover, in viewof Eqn.(AC-l):
\ [min( TCi. min X { ? { ) ) I "yi"^
^ i '
i=l

^

^i'

^
i=l

= ^ [min( TCi, min X(Pi))IIylP +min( Tii, min ?i(ri-l))ll(t)lP]
^ i
i
< v(y(t),(|)(t))
< ^ K.
bo

as t

oo.

oo .

(AC-18)
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Dividing both sides by
Co = I min {

JCI. min X(Pi)), min( TCJ, min XCFfl)) }
llylP + ll({)l|2<^ K,

which is Eqn.(5-4-22) and the theorem is proved.

(AC-19)
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