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Abstract. The bifurcations of control systems with a single input are studied. Based on the
normal forms of control systems, the equilibrium sets are classified. A set of quadratic invariants for
control systems is found. Sufficient conditions for a system to be linearly controllable or stabilizable
near a bifurcation point are given in terms of the quadratic invariants.
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1. Introduction. Bifurcation theory studies the changes in qualitative struc-
ture of the flow of a dynamic system as parameters are varied. Local bifurcation
theory focuses on the stability of the bifurcating solution [6], [15]. In this paper,
some bifurcation problems for control systems are addressed. Given a control system
with parameters and control inputs, the location of the equilibrium points depends
on the values of the parameters and control inputs. The set of equilibrium points is
not necessarily a smooth manifold in the state and parameter space. Furthermore,
the fundamental properties such as stabilizability and controllability change as the
equilibrium point is varied. Understanding the change of these properties is impor-
tant in feedback design. For instance, a bifurcation occurs in the system of axial
flow compressor (see [13]). On one branch of the equilibria, the system is linearly
controllable. On the other branch, the system is not stabilizable on one side of the
bifurcation point. In fact, feedback is found to achieve the desired stability pattern on
the controllable branch [12], [11]. The information about controllability and stabiliz-
ability along a set of equilibrium points is also helpful when gain scheduling methods
are applied to a nonlinear system. In this paper, local bifurcations of equilibrium sets
are classified based on the normal forms of control systems. The controllability and
stabilizability at points in the equilibrium set depend on the values of the quadratic
invariants. Recent research shows that the bifurcation in the Moore and Greitzer
model of the axial flow compressor is equivalent to the two branch bifurcation given
in Theorems 3.2 and 4.2.
The behavior of any Hopf bifurcation can be reduced to a few different cases. This
is possible because a nonlinear dynamic system can be transformed into a simplified
normal form based on Poincaré’s theory. Since the bifurcation phenomenon is invari-
ant under change of coordinates, one can study the bifurcation of dynamic systems
by focusing on their normal forms. This idea simplifies the problem. An affine control
system consists of two vector fields (the drift vector and the control vector). To study
the bifurcations of control systems, it is necessary to find normal forms in which both
vectors are simplified. For linear systems, a normal form is the controller form. In
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this paper, a set of nonlinear control system normal forms is found. All the results on
equilibrium sets, controllability, and stabilizability are proved based on these normal
forms and their invariants. The normal forms in this paper generalized the work in [8]
to parameter-dependent systems which are not linearly controllable. Since the control
system normal forms have the Brunovsky form in their linearization and the triangle
structure in the quadratic parts, the study of their controllability and stabilizability
is simple.
In general, a control system can have more than one equilibrium point even with-
out parameters. This is because of the existence of control inputs. In the presence of
parameters, the bifurcation of a control system has at least two-dimensional freedom.
This paper is organized in the following way. In Part I, we focus on control systems
without parameters. For single input systems, this is a one-dimensional bifurcation
problem. In Part II [16], the problem is addressed for control systems with one param-
eter, which is a two-dimensional bifurcation problem. In both parts, we only consider
systems with a single input, although the formulation of the problems are given for
general multi-input systems.
In section 1 of Part I, the problem is formulated from bifurcation viewpoint and
then an intuitive example is given. In section 2, the quadratic normal forms and
invariants of control systems are introduced; these play a key role in the proofs of the
main theorems. The problems formulated in section 1.1 are addressed in sections 3–5
for nonlinear systems without parameters. Sufficient conditions in terms of quadratic
invariants for controllability of linearization and local stabilizability are proved. In
[16], the problems formulated in this section will be addressed for systems with a
single parameter.
Some interesting problems related to control system in the presence of bifurcation
are addressed in [1], [2], and [5].
1.1. Problem formulation. Classic bifurcation theory studies the changes in
qualitative properties such as stability of a dynamic system about bifurcating constant
solutions as parameters are varied. More specifically, a system with parameters is
defined by
ẋ = fµ(x)(1.1)
where x ∈ Rn is the state variable and µ is the parameter. For different values of
µ, the behavior of the dynamic flows can be qualitatively different. For instance, the
equilibrium point x0 defined by fµ(x0) = 0 depends on the value of µ. Furthermore,
the stability of the system around x0 can be different if the value of µ is changed.
Consider a control system
ẋ = f(x, µ) + g(x, µ)u(1.2)
where x ∈ Rn is the state variable, u ∈ Rm is the control input, and µ is the parameter.
The performance of the system depends on the values of µ and u. For instance, the
equilibrium point x0 of the system defined by
f(x0, µ) + g(x0, µ)u = 0
changes if the values of µ and u are changed. Furthermore, more than one branch of
equilibrium points can occur. The controllability of the system at these equilibrium
points also changes. In this paper, we classify the bifurcations of equilibrium sets.




































































BIFURCATION AND NORMAL FORM I 195
Given a system (1.2), assume that
f(0, 0) = 0,
and we only consider local bifurcation around (x, u, µ) = (0, 0, 0). Assume the rank
of the matrix g(0, 0) is m. In a local neighborhood of (x, u, µ) = (0, 0, 0), if
f(x0, µ0) + g(x0, µ0)u0 = 0,(1.3)
then u0 is the unique value of u for which the vector field in (1.2) vanishes at (x0, u, µ0).
DEFINITION 1.1. The set
E = {(x, µ)|∃u0 ∈ R such thatf(x, µ) + g(x, µ)u0 = 0}(1.4)
is called the equilibrium set of (1.2).
In this definition of the equilibrium set, the parameter µ is treated as a variable
satisfying µ̇ = 0. A point in E is called an equilibrium point of system (1.2). It
is known that feedback of the form u = u(x) can change the closed-loop system
equilibria. The set E consists of all the possible closed-loop equilibria under state
feedbacks. Understanding the topology of E is fundamental in the study of control
of stationary bifurcations by state feedback. A special case of equilibrium set is given
by systems without parameters. Consider a system
ẋ = f(x) + g(x)u(1.5)
which is independent of the parameter µ. The equilibrium point x = 0, u = 0 is not




has full rank. This is caused by the presence of input variable u.
DEFINITION 1.2. The equilibrium set of (1.5) is defined by
E = {x|∃u0 ∈ R such thatf(x) + g(x)u0 = 0}.
Dynamic bifurcation theory is always connected with the problem of stability,
in particular, the stability of the bifurcating solution. For control systems, it makes
more sense to study the controllability and stabilizability of control systems around the
equilibrium points in E. The general concept of controllability of nonlinear systems
is not addressed in this paper. We focus on the property of controllability of the
linearization. Given a point (x0, µ0) ∈ E. Suppose u = u0 is the unique value of
u satisfying (1.3). The linearization of (1.2) at (x0, µ0) is defined to be the pair
(Ax0µ0 , Bx0µ0) in which
Ax0µ0 =





, Bx0µ0 = g(x0, µ0).
DEFINITION 1.3. Given a point (x0, µ0) in E, the control system (1.2) is called
linearly controllable at (x0, µ0) if its linearization (Ax0µ0 , Bx0µ0) defines a controllable
linear system.
In this paper, the term “controllability” is used for controllability of the lineariza-






































































Question 1. Find a classification of equilibrium sets. This is similar to the problem
of finding all the “bifurcation diagrams” in the bifurcation theory of ODEs.
Question 2. Is the system linearly controllable at the equilibrium points in E?
Question 3. Is the system locally stabilizable by state feedback at the equilibrium
points in E?
Remark. In this paper, Questions 1–3 are addressed only for systems which are
not linearly controllable at the origin. In fact, if a system is linearly controllable at
(x0, µ0) = (0, 0), then the system is always linearly controllable at all points in E
near (x0, µ0) = (0, 0). So, the answers to Question 2 and 3 are trivial. For linearly
controllable systems, the solution of Question 1 is simple. For instance, if a system has
a single input and a single parameter, from the Brunovsky form of its linearization and
the implicit function theorem it can be proved that the equilibrium set E is (locally) a
smooth manifold of dimension two. Any small values of x1 and µ uniquely determine
a point in E. Therefore, all the equilibrium sets of such systems are diffeomorphic to
each other.
Questions 2 and 3 are closely related in the sense that a linearly controllable
system must be locally stabilizable by state feedback. As mentioned above, a control
system usually has more than one equilibrium point. Questions 1–3 are applicable to
a control system even if the system is independent of any parameter. In Part I, we
address these problems for systems without parameters. In Part II, systems with a
single parameter are considered.
1.2. An example of control system with bifurcation. In the following, an
example is given for which the equilibrium set is found. The answer to Question 2 is
given. The stabilizability at the origin is also proved. This example is a bifurcation
discussed in section 3. In fact, this system is in normal form.
Example. Consider a two-dimensional control system without parameter
ż = zx+ z2,
ẋ = u.(1.6)
The origin (z, x) = (0, 0) is an equilibrium point of the system; however, it is certainly













However, at the equilibrium points nearby, the system can be linearly controllable.
First of all, where are the equilibrium points? They are determined by zx + z2 = 0
and they have the following parametrization
E = {(z, x)|x = ν and either z = −ν or z = 0}.
The graph of E is shown in Figure 1.1. From Figure 1.1, it is obvious that a bifurcation
occurs at the origin. The equilibrium set E has two branches, which intersect at
(z, x) = (0, 0). In the following, the notation E− and E+ are used to represent the
subsets of E for z = −ν and z = 0, respectively.
To answer the second question, it is necessary to find the linearization and its
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FIG. 1.1. The equilibrium set in zx1-plane. On the solid line, the system is linearly controllable.
On the dotted line, the system is not linearly controllable.
Therefore, the system is linearly controllable at points in the branch E−\{(0, 0)}, and
the system is not linearly controllable at points in E+.
At points in E−, the system can be stabilized locally by state feedback because it
is linearly controllable. However, at a point in E+, the stabilizability depends on the
nonlinear part of the system. For instance, the system is stabilizable at the origin.
One stabilizing feedback is
u = −x− z − z2.
To show that the closed-loop system is asymptotically stable, one can check that the
reduced dynamic system on the center manifold is
ż = −z3 +O(z)4.
This implies that the closed-loop system is asymptotically stable at (z, x) = (0, 0).
2. Normal forms and invariants. The normal forms of control systems are
introduced in this section. They are a tool in the proofs of the main theorems on
bifurcation of control systems. Normal forms for linearly controllable systems have
been introduced in [8] and [10]. In [9], normal forms for control systems which are
not linearly controllable were introduced. The techniques and results in these papers
generalized Poincaré’s normal form of ODE to control systems. In this section, we
also introduce a set of quadratic invariants. The advantage of introducing invariants
is that the normal form of a given system can be found without finding the change of
coordinates and feedback. Furthermore, these invariants provide information about
the parametrization of equilibrium set E and the properties such as stabilizability or
controllability of the system. In fact, most conditions in the main theorems of this
paper are given in terms of the quadratic invariants.
2.1. Assumptions. In Part I of this paper we consider only control systems
without a parameter. A control system is defined by
ξ̇ = f(ξ) + g(ξ)v,(2.1)
where the variable ξ ∈ Rn is the state of the system. Assume that f(0) = 0 and





































































and functions in this paper are assumed to be Ck for some sufficiently large k. As
pointed out in the remark in section 1.1, we assume that the linearization of system







is not controllable. Furthermore, the controllability index of (A,B) is assumed to be
n− 1. Equivalently,
Assumption. We have that
rank(
[
B AB A2B · · · An−1B
]
) = n− 1.(2.2)
The origin is in the equilibrium set. Near the origin, there is a unique value u0
satisfying f(ξ) + g(ξ)u0 = 0 for any ξ ∈ E because g(0) 6= 0. So, given a point in E,
the linearization of the system at this point is unique. The transformations used in
this section are change of coordinates and feedback in the form
x = φ(ξ),
u = α(ξ) + β(ξ)v,(2.3)
in which φ(ξ) is a diffeomorphism near the origin ξ = 0 and β(0) 6= 0. Before we
introduce the normal forms and invariants, it is necessary to make sure that Questions
1–3 are well proposed under the transformations of form (2.3). In fact, it is well known
that changes of coordinates and state feedbacks do not change the controllability (of
the linearization) and the local stabilizability of a control system [14]. So if one system
is transformed into another by (2.3), the answers to Question 2 and 3 for these two
systems are the same. If (2.3) is considered as a map from (ξ, v) to (x, u), it is a local
diffeomorphism. Therefore, in a local neighborhood of ξ = 0, ξ0 ∈ E if and only if
x0 = φ(ξ0) is an equilibrium point for the resulting system. Here, the equilibrium
set is invariant under the transformations (2.3). So, if a class of nonlinear control
systems can be simplified into a normal form, the bifurcation problems for this class
of systems are equivalent to the same problems for a system in the normal form.
2.2. Normal forms. Given a system (2.1) satisfying assumption (2.2), it is well
known (see, for instance, [7], [9]) that the system can be transformed into the following
form by a linear change of coordinates and feedback:
ż = λz + f [2]1 (z, x) + g
[1]
1 (z, x)u+O(x, z, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x) + g
[1]
2 (z, x)u+O(x, z, u)
3,
(2.4)
where z ∈ R and x ∈ Rn−1. The pair (A2, B2) is in the following (Brunovsky) form:
A2 =

0 1 0 · · · 0





0 0 0 · · · 1













The superscripts of f [2]i and g
[1]
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applied to other vector fields and functions (e.g., α[2] or β[1]). The notation O(z, x, u)3
represents nonlinear terms of third and higher degrees. In (2.4) the linearization is
already in its normal form; the next step of finding normal form is to simplify the
quadratic part of (2.4) while leaving its linear part invariant. Following the idea in











u = ū+ α[2](z̄, x̄) + β[1](z̄, x̄)ū
(2.6)
to simplify the quadratic part. In [9] it is proved that (2.4) can be transformed into the
following normal form. The coefficients in its normal form are uniquely determined
by the quadratic part of (2.4). For the reason of simplicity, we still use z, x, and u as
state and control variables.
If λ 6= 0,





i + γzx1zx1 +O(x, z, u)
3,
ẋ = A2x+B2u+ f̃
[2]
2 (x) +O(x, z, u)
3;
(2.7)






i + γzx1zx1 + γzzz
2 +O(x, z, u)3,
ẋ = A2x+B2u+ f̃
[2]
2 (x) +O(x, z, u)
3.
(2.8)




2 (x) = [f̃21(x), f̃22(x), . . . , f̃2n−1(x)]





j for 1 ≤ j ≤ n− 3,
f̃2n−2(x) = f̃2n−1(x) = 0.
(2.9)
The symbols γxixi , γzx1 and γzz denote the constant coefficients of the quadratic
terms. These normal forms will be used as a tool in the proofs of the theorems in
sections 3, 4, and 5.
Given a system, formulas for finding the coefficients in its normal form are given in
Definition 2.1. In fact, they are a complete set of invariants. A change of coordinates
transforming a system to its normal form can be found by solving a set of linear
algebraic equations, which are called homological equations [9].
2.3. Invariants. In the following, we introduce quadratic invariants. They are
the “intrinsic parameters” of a system which completely determine the equivalent
class of quadratic parts of a system under quadratic transformations of the form (2.6).





































































Although the invariants are defined at an equilibrium point (we define them at (z, x) =
(0, 0)), they carry important information of controllability and stabilizability of a
system at all the equilibrium points near the origin.
Denote by Cx, Cz, and Xz the following n-dimensional row or column vectors:
Cx = [0 1 0 · · · 0], Cz = [1 0 0 · · · 0],
Xz = [1 0 0 · · · 0]T .
(2.10)
Given two vector fields X(x) and Y (x) defined in Rn, the operator adX is defined
by adX(Y ) = [X,Y ], where the right-hand side is the Lie bracket of two vector fields











for C1 functions defined in Rn. In Definition 2.1, we use the notation f(z, x)+g(z, x)u
to represent the right side of a system (2.4). The notation A represents the matrix in
























1 ≤ r ≤ n− 3,









, 1 ≤ r ≤ n− 1,














THEOREM 2.2. Given a control system satisfying assumption (2.2), assume that
its linearization is in the form of (2.4).
(i) The quadratic transformation (2.6) does not change the values of the quadratic
invariants.
(ii) The quadratic invariants (2.11) are equal to the coefficients of the quadratic
terms of the normal form (2.7), (2.8).
(iii) Given two systems in the form of (2.4) with the same linearization (i.e., they
have the same λ), the quadratic part of one system can be transformed into that of
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Proof. (i) The proof of (i) has two parts. In the first part, we only consider changes
of coordinates without feedback, i.e., u = ū in the quadratic transformation (2.6). In
the second part, we prove that the invariants cannot be changed by any quadratic
feedback. Suppose that system (2.4) is transformed into the following system by a
quadratic change of coordinates:
˙̄z = λz̄ + f̄ [2]1 (z̄, x̄) + ḡ
[1]
1 (z̄, x̄)ū+O(x̄, z̄, ū)
3,
˙̄x = A2x̄+B2ū+ f̄
[2]
2 (z̄, x̄) + ḡ
[1]
2 (z̄, x̄)ū+O(x̄, z̄, ū)
3.
(2.12)
Denote the invariants of (2.4) and (2.12) by atr, γxixi , γzx1 , γzz and ātr, γ̄xixi , γ̄zx1 ,
γ̄zz, respectively. Notice that if we treat Xz, f(z, x) and g(z, x) as vector fields in
Rn, then f and f̄ represent the same vector field. Similarly, g and ḡ represent the
same vector field. Since Lie bracket and Lie operators are independent of the choice
of coordinate systems, sometimes we use f and g to represent these two vector fields
without mentioning the coordinate system (z, x or z̄, x̄). The vectors Xz and Xz are
defined based on coordinate systems (see (2.10)). The invariants can be expressed in























γzx1 = (−1)n−1L[Xz,adn−1f (g)](z).
(2.13)
Under the new coordinates, we have
x1 = x̄1 +O(z̄, x̄)2, z = z̄ +O(z̄, x̄)2, Xz = Xz +O(z̄, x̄).(2.14)























In this relation, the second term on the right side is zero. The first term on the right
side is ātr. This proves that atr = ātr. Similarly, we can prove that γxixi = γ̄xixi .
Now, let’s consider γzx1 . By (2.13) and (2.14), we have





















































































































Equations (2.16), (2.17), and (2.18) imply γzx1 = γ̄zx1 . If λ = 0, there is another
invariant γzz. By the separation principle in [9, Lemma 4.2], it is enough to show
that γzz is invariant under the change of coordinates z = z+ φ[2](z). However, this is
a well-known result in dynamic systems. In fact, z2 is a resonant term in the dynamic
system of z (the definition can be found in [3]). In Poincaré’s theory of normal forms
for dynamic systems, the coefficient of a quadratic resonant term cannot be changed
by quadratic change of coordinates. This shows that γzz is invariant under a quadratic
change of coordinates.
If feedback is applied to system (2.4), then the new vector fields in the resulting
system are
f̄(z, x) = f(z, x) + α[2](z, x)g(z, x), ḡ(z, x) = g(z, x) + β[1](z, x)g(z, x).
It is obvious that γzz will not be changed by the feedback. By mathematical induction,
it can be proved that
adr
f̄
(ḡ) = adrf (g) +
r∑
i=0
hri(z, x)adif (g) +O(z, x)











qri(z, x)adif (g) +O(z, x),
CxA
t−1adif (g)|z=0,x=0 = 0 if t+ i ≤ n− 2,
Czad
i
f (g)|z=0,x=0 = 0 if 0 ≤ i ≤ n− 1.
Substituting these relations into the definition of invariants (2.11), it shows that ātr,
γ̄xixi , γ̄zx1 are equal to atr, γxixi , γzx1 .
(ii) The proof of the second part is based on calculation. By mathematical in-
duction, it can be proved that, if 1 ≤ r < n− 2,






















 = n− r − 1












































































2γxn−rxn−r 2a1 r · · · 2an−r−2 r 0 · · · 0
]T +O(z, x)
(2.20)



















for 1 ≤ r ≤ n− 3 and 1 ≤ t ≤ n− r − 2. Similarly, we can show that
















+ hn−2(x3, x4, . . . , xn−1) +O(x, z)2,






+ hn−1(x2, x3, . . . , xn−1) +O(x, z)2.

























If λ = 0, then γzz is the coefficient of z2 because of Definition 2.1.
(iii) From the result in [9], we know that a system (2.4) can be transformed into
a normal form (2.7) or (2.8). Therefore, two systems can be transformed from one to
the other if and only if they have the same normal form. From (ii), the coefficients in
normal form and the invariants have one-to-one correspondence. So, the two systems
have the same normal form if and only if they have the same invariants. This concludes
the proof of the theorem.
Theorem 2.2 implies that the coefficients of the normal form can be computed
without finding the transformation. Furthermore, it will be shown in the next three
sections that the properties such as controllability and stabilizability are closely re-
lated to these invariants.
3. Classification of equilibrium sets. In this section, Question 1 is addressed.
Different systems have different equilibrium sets. However, the equilibrium sets of
systems with the same normal form are diffeomorphic to one other. Based on the
normal forms in section 2, the equilibrium sets of systems satisfying (2.2) are classified
to three different classes. For each class of equilibrium sets, a parametrization of the
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FIG. 3.1. The equilibrium set in zx1-plane.
Given a nonlinear control system, if its linearization has controllability index n−1,
then it can be transformed into a system in the form of (2.4). So, we only consider
system (2.4) in sections 3, 4, and 5.
THEOREM 3.1. Given a system of the form (2.4), if λ 6= 0, then there exists an
open neighborhood U of (z, x) = (0, 0) such that the points in E ∩ U satisfy
x1 = ν,
z = O(ν)2,
xi = O(ν)2 for i = 2, 3, . . . , n− 1.
(3.1)
Remark. This theorem shows that, in a neighborhood of the origin, there exists
a unique equilibrium point of the system for a given value of x1. The set E is a
smooth curve tangent to the x1-axis at the origin. Therefore, the equilibrium set
does not show an obvious bifurcation. However, in Theorem 4.1 it is proved that the
controllability of the system changes near the origin for different equilibrium points.
A typical graph of the equilibrium set for the systems with λ 6= 0 is shown in Figure
3.1 for the following system in normal form:






The equilibrium set E is x1 = ν, x2 = 0, z = −ν2.
Proof of Theorem 3.1. For a point (z, x) to be an equilibrium point of system
(2.4), it must satisfy
λz + f [2]1 + g
[1]






2 u+O(z, x, u)
3 = 0.
(3.3)
Denote the left side of the equations by G(z, x, u). This is a system of equations and
∂G








where I is the (n − 1) × (n − 1) identity matrix. By the implicit function theo-
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z(x1), x2(x1), . . . , xn−1(x1), u(x1) satisfying equations (3.3). Since ∂G/∂x1 is the zero
matrix at the origin, these functions do not contain linear terms in x1. This proves
the theorem.
The topology of the equilibrium sets for systems with λ = 0 depends on the
quadratic part of its normal form. The quadratic function of z, x1 of the uncontrollable






Denote d1 and d2 the eigenvalues of this matrix. Then there is an orthonormal matrix







THEOREM 3.2. Given a system (2.4) with λ = 0, the following hold.
(i) If
det(Q) > 0,(3.5)
then there is no equilibrium point other than (z, x) = (0, 0) near the origin.
(ii) If
det(Q) < 0,(3.6)
then the equilibrium set has the following parametrization












in an open neighborhood of the origin.
Remark. The relation (3.7) implies that if (3.6) holds, the equilibrium set has two









A typical example of such equilibrium set is given by the system (1.6) in section 1.2
which satisfies (3.6). The system is in normal form. The bifurcation diagram is shown
in Figure 1.1.
Proof of Theorem 3.2. A system (2.4) can be simplified to (2.8). A transformation
(2.6) does not change the linear part of the functions in (3.7). Therefore, it is sufficient
to prove the theorem for the normal form (2.8). In this case, the equilibrium point
(z, x) satisfies






































































The classification of equilibrium sets.
Condition Equilibrium set Example
λ 6= 0 Smooth 1-d manifold tangent to x1-axis Figure 3.1
λ = 0, det(Q) > 0 Single point
λ = 0, det(Q) < 0 Two smooth curves Figure 1.1
tangent to vectors (3.8) at origin
This implies that xi = O(x1, z)2, for i = 2, . . . , n−1, and u = O(x1, z)2. Substituting





i + γzx1zx1 + γzzz




1 + γzx1zx1 + γzzz
2 +O(x1, z)3 = 0.(3.9)
If the left side of (3.9) is denoted by F (z, x1), then






The condition (3.5) is equivalent to the fact that the matrix Q in (3.4) is sign definite.
Therefore, except for the point (z, x1) = (0, 0), the value of F (z, x1) is not zero near
the origin. This implies that (z, x) = (0, 0) is an isolated equilibrium point. The first
part of the theorem is proved.
If (3.6) holds, then the matrix (3.4) is not sign definite and it has full rank. By








the equation F (z, x) = 0 becomes d1w21 + d2w
2
2 +O(w1, w2)






Substituting this into (3.10) and denoting ν as variable w1 yield equation (3.7). This
completes the proof of the second part.
We summarize the classification of equilibrium sets in Table 3.1. The uncontrol-
lable eigenvalue λ (a linear invariant) and the quadratic invariants determine the class
of the equilibrium set.
4. Controllability. In this section and the next section, we study problems
related to Question 2 and 3. Suppose we choose an equilibrium point in E. If it is
not the origin, then the controllability of its linearization depends on the quadratic
part of the system. Sufficient conditions for a system to be linearly controllable at
equilibrium points are given in this section.
THEOREM 4.1. Given a system in the form of (2.4) with λ 6= 0, if γx1x1 6= 0, then
there is a neighborhood U of (z, x) = (0, 0) such that the system is linearly controllable




































































BIFURCATION AND NORMAL FORM I 207
Remark. Given a system with λ 6= 0, if λ > 0, then the system cannot be stabilized
at the origin by C1 state feedback. However, an interesting corollary of Theorem 4.1
is that, if γx1x1 6= 0, there is a neighborhood U of the origin such that the system is
locally stabilizable at all equilibrium points in U except (z, x) = (0, 0).
Proof. Given a system (2.4). It can be transformed into its normal form (2.7).
Since a change of coordinates and feedback does not change the controllability of
the linearization, it is enough to prove the theorem for normal forms. Denote the
linearization of the normal form at an equilibrium (3.1) by (Aν , Bν). Using (3.1) it is




























Equations in (4.1) imply that the controllability matrix [Bν , AνBν , . . . , An−1ν Bν ] has
full rank for small nonzero values of ν if γx1x1 6= 0. From the assumption in the
theorem, the system is linearly controllable near the origin.
System (3.2) satisfies the condition of Theorem 4.1. In fact, γx1x1 = 1. Therefore,
the system is linearly controllable at all points in E near z = 0, x = 0 except the
origin. The condition in Theorem 4.1 is sufficient but not necessary. If γx1x1 = 0, the
controllability of the system depends on both the quadratic and higher degree terms.
If λ = 0, then the equilibrium set may have two branches. The following theorem
studies the controllability of such systems.
THEOREM 4.2. Consider a system in the form of (2.4) with λ = 0. Assume that
inequality (3.6) holds. If γx1x1 6= 0, then the system is linearly controllable at all the
equilibrium points in E \ {(0, 0)} near the origin.
Proof. It is simpler to consider a system in normal form (2.8). The linearization















0 0 · · · 0 1
]T +O(ν)2.
(4.2)
By calculation, it is easy to check that
ArνBν = [
n−r︷ ︸︸ ︷
0 · · · 0 1 0 · · · 0]T +O(ν)2, 1 ≤ r ≤ n− 2,
An−1ν Bν =
[
2γx1x1x1 + γzx1z 0 · · · 0
]T +O(ν)2.






































































[Bν , AνBν , . . . , An−1ν Bν ] =

0 0 · · · 0 pν



















The result in the theorem follows the following claim.
Claim. If γx1x1 6= 0, then p 6= 0.
















































































It is a contradiction. Therefore, p 6= 0. The claim is proved.
Remark. In the case of λ = 0 and det(Q) < 0, if γx1x1 = 0, one branch of the
equilibrium set E is tangent to z = 0. The controllability of the linearization at
points in this branch depends on the cubic and higher degree terms of the system.
If the system is not linearly controllable on this branch, it is proved in Part II that
the stabilizability of the system changes as the equilibrium point passing through the
origin along this curve. On the other branch of E, the system is linearly controllable if
this branch is not tangent to x1 = 0 (i.e., γzz 6= 0). This result can be proved by finding
the controllability matrix of the normal form. If γzz = 0, then the controllability of
the linearization at points in this branch depends on cubic and higher degree terms.
Example. Consider system (1.6) in the example of section 1.2. The invariants of
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Since E− is not tangent to x = 0 (see Figure 1.1), the system is linearly controllable
in E− except the origin. The branch E+ is tangent to z = 0; the controllability in
E+ depends on higher degree terms. The system (1.6) is not linearly controllable at
points in E+ because there is no cubic term in the nonlinear system.
5. Stabilizability of control systems. In this section, we prove a sufficient
condition in terms of quadratic invariants for stabilizability of control systems. Con-
sider a system of form (2.4). The system is stabilizable when λ < 0, and it is not
stabilizable by C1 state feedback if λ > 0. So we consider only the case in which λ is
zero. If the system is nonlinear, its center manifold can have different shapes under
different feedback. In the following we prove that if the quadratic invariants satisfy
certain conditions, then there exists feedback so that the reduced dynamics on the
center manifold are asymptotically stable. The center manifold theory can be found
in [4]. Therefore, the feedback renders the closed-loop system locally asymptotically
stable. The following theorem is a partial answer to Question 3 in the sense that
the sufficient condition for stabilizability of a control system at a special equilibrium
point—the origin—is given.
THEOREM 5.1. Suppose λ = 0 in system (2.4). Suppose (3.6) holds. If γzx1 6= 0,
then there exists C1 state feedback which locally asymptotically stabilizes the system
at the origin.
Proof. Since the system can be transformed into its normal form (2.8), we only
prove the theorem for systems in normal form. Use the feedback
u(z, x) = F1x1 + F2x2 + · · ·+ Fn−1xn−1 + αz + βz2,(5.1)
where F = (F1, F2, . . . , Fn−1) stabilizes the controllable part; i.e.,
A2 +B2F(5.2)
is a Hurwitz matrix. Since F1 is the constant term in the characteristic polynomial
of the matrix (5.2), F1 6= 0. The center manifold of the closed-loop system is
x = π(z) =
[
π1(z) · · · πn−1(z)
]T(5.3)
such that[
π2 π3 · · · πn−1 Fπ


















z + π[2]1 (z) +O(z)
3,
πi(z) = O(z)2 for i = 2, . . . , n− 1.










































































































































+ γzz = 0.(5.6)







The sign “+” or “−” will be determined later. The condition det(Q) < 0 implies








πi(z) = O(z)3 for i = 2, . . . , n− 1.
Substituting this into the equation of z in (2.8), we get the reduced dynamic system
of the closed-loop system on the center manifold
ż = −β γzx1F1 − 2αγx1x1
F 21
z3 + ez3 +O(z)4(5.8)
where e is a constant depending on F1, α, and the coefficients of z3 in (2.8). However,
it is independent of β. The value of β is determined by the following method. If
γzz = 0, then α = 0. The number γzx1F1 − 2αγx1x1 is not zero because γzx1 6= 0 is
an assumption. By choosing β, we can make the coefficient of z3 be negative. The
dynamics are asymptotically stable. If γzz 6= 0, from (5.7)
γzx1F1 − 2αγx1x1 =
γzx1(γzx1 ±
√
γ2zx1 − 4γx1x1γzz)− 4γx1x1γzz
2γzz
α.
From (5.7) and the fact F1 6= 0, we know that α 6= 0. Since γ2zx1 − 4γx1x1γzz > 0, we
can always choose “+” or “-” in this expression so that this number does not equal
zero. Therefore, by a suitable choice of β, we can make the coefficient of z3 less than
zero. So, it is proved that there is feedback such that the reduced dynamic system
on the center manifold is asymptotically stable. By the center manifold theorem, the
closed-loop system is asymptotically stable.
Remark. The proof, in fact, shows a method of designing stabilizing feedback for
systems in normal form. It is given by
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where F stabilizes (A2, B2). The number α satisfies






if γzz 6= 0,
where the sign is chosen such that
γzx1 ±
√
γ2zx1 − 4γx1x1γzz 6= 0,
γzx1(γzx1 ±
√
γ2zx1 − 4γx1x1γzz)− 4γx1x1γzz 6= 0.
The number β satisfies
β(γzx1F1 − 2αγx1x1) > 0,
and the absolute value of β is sufficiently large.
6. Conclusion. Problems formulated from the bifurcation viewpoint concerning
equilibrium sets, controllability, and stabilizability of control systems are introduced.
Normal forms and invariants of control systems are employed in the analysis. The
topology of the equilibrium set and the properties such as controllability and stabi-
lizability of a control system point are proved to be closely related to the invariants.
The local bifurcations of equilibrium sets are classified, and the set is linearly ap-
proximated by a parametrization. Typical diagrams of bifurcation equilibrium sets
are shown by examples of systems in normal forms. Sufficient conditions given by
invariants for controllability and stabilizability at the points in equilibrium sets are
found.
In Part II, the same problems will be addressed for control systems with a single
parameter. The equilibrium set is two dimensional. More complex bifurcations occur
in this case.
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