This paper examines ultrafast laser-induced plasma generation in dielectrics by modeling ionization and pulse propagation in glass. Photoionization models for solids predict that the multi-photon ionization rate should increase for near-UV frequencies when compared to those in the visible or near-IR. Conversely, the frequency dependence of a Drude-type absorption by free electrons can produce an increased ionization yield through avalanching for frequencies in the IR. The simulations presented in this paper reveal how such frequency-dependent models influence the plasma formation during nonlinear pulse propagation in fused silica. It is further shown by a multi-rate equation model that the contribution from avalanching, when properly delayed, is reduced by an order of magnitude at near-IR frequencies throughout the propagation. A modified multi-rate equation is then introduced to model combinations of ultrashort high-frequency and low-frequency pulses that can maximize plasma generation while operating at the lowest possible fluences.
INTRODUCTION
Femtosecond laser pulses can affect material modifications on the submicrometer scale and with greater precision than longer pulses [1, 2] . This is partially due to the fact that ultrashort pulses provide high intensities sufficient for optical breakdown with minimal fluence. It is also due to the sample's exposure time being shorter than that required for most thermal effects [3] . Ultrashort laser pulses and their interaction with materials have been studied extensively [4] , and yet a practical ionization model to account for the multi-frequency nature of ultrashort pulses remains elusive [5] . Ultrafast plasma generation typically begins with photoionization (PI) and progresses to free-carrier absorption, leading to impact ionization and avalanching [6] . Understanding how this process depends simultaneously on the time and frequency arrangement of the pulse may enable one to customize laser fields to control laser-induced ionization [7] [8] [9] in applications, such as micromachining [10] [11] [12] [13] [14] , nanometer scale medical procedures [15] , and directed energy [16] .
When coupled with pulse propagation simulations, plasma formation may be modeled by a single rate equation (SRE) [17] that describes the time evolution of the plasma density ρ and is given by dρ dt W PI I; ω σI ϵ crit ρ − ρ τ r :
Here, the photoionization term W PI is calculated using the complete Keldysh model [18] , which combines the multiphoton and tunneling ionization mechanisms to calculate the PI rate. The variables I and ω are the optical intensity and frequency, respectively. The second term accounts for electron avalanching, where
is the cross section of inverse bremsstrahlung absorption as calculated by the Drude model [19, 20] and n 0 is the linear index of refraction. In Eq. (1), the energy ϵ crit U eff 1 m∕m e is the critical energy for impact ionization [21] , m e is the free electron mass, U eff U e 2 jAj 2 ∕4mω 2 is the effective bandgap including the ordinary material bandgap U and the ponderomotive energy of the free-carrier, and jAj is the laser field amplitude. The final term in Eq. (1) corresponds to decay resulting from recombination events [22] . Equation (1) couples to the optical field only in the first two terms on the right-hand side. The photoionization term is intrinsically nonlinear in the intensity for dielectrics, i.e., assuming that U > ℏω. The avalanching term appears linear in the intensity but is indirectly nonlinear in that the time evolution of ρ also depends on the optical intensity. The efficiency of the avalanching term is largely determined by the cross section σ, which in turn depends on the relation between the optical frequency and the chosen collision time τ c . This is demonstrated graphically in Fig. 1(a) which plots σ as a function of the collision time and laser wavelength. Figure 1(a) indicates that, for the range of collision times typically used (0.2-20 fs [20] ), higher wavelength fields can drive the avalanching process more efficiently once seed electrons are provided. However, it should also be noted that as the wavelength increases, so does the effective bandgap and the critical energy for avalanching ϵ crit in Eq. (1). This effect can conversely reduce the influence of avalanching at higher wavelengths and intensities.
Seed electrons are provided by the photoionization term in Eq. (1), which is plotted in Fig. 1(b) as a function of laser intensity and wavelength. From Fig. 1(b) one can clearly distinguish separate multi-photon ionization (MPI) domains bounded where the number of photons required for an MPI event increases or decreases by one integer value. Crossing one of these MPI boundaries on the plot (which vary as functions of intensity and frequency) often changes the resultant rate by an order of magnitude or more compared to the rate at the same intensity but slightly different wavelength on the other side of the border, or vice versa. For the wavelengths shown in Fig. 1(b) , the various MPI domains at shorter wavelengths have higher PI rates since they require fewer photons per absorption event.
Therefore, the respective plasma generation processes of PI and avalanching tend to be more efficient at opposite ends of the visible spectrum. This paper addresses the consequences of this frequency dependence for pulses of various time durations using Eq. (1) combined with standard pulse propagation simulations. It also addresses how these effects depend on the pulse width and wavelength arrangement of the laser fields, and reveals plasma dynamics that require an improvement to Eq. (1) via a multi-rate equation approach. For the case of NIR pulses, the multi-rate equation model shows that the avalanche effect, when properly delayed, results in an ionization yield differing by about an order of magnitude when compared to the yield predicted by Eq. (1). Optimal wavelength and pulse width conditions for plasma generation are determined for single-pulse fields of high and low fluence. The paper concludes by introducing a modified multi-rate equation to model doublepulse trains containing two different frequencies. This model shows how multi-chromatic double-pulse trains can control plasma generation on ultrashort time scales by increasing the ionization yield with a reduced fluence.
FREQUENCY DEPENDENCE OF PLASMA GENERATION
This section examines the time-frequency dependence of ultrafast plasma generation using simulations of pulse propagation through a 10 μm penetration depth of fused silica. There are several advantages of using multidimensional propagation simulations for this purpose. First, one can observe plasma generation not only at the beam peak on-axis, but also everywhere along the beam structure where the pulse has lower intensities. Therefore, if the changing beam intensity crosses the boundary of an MPI domain [see Fig. 1(b) ] then this will be represented in the ionization yield throughout the beam. Second, one can see how quickly the linear optics (dispersion and diffraction) and nonlinear optics (the Kerr effect and plasma effects) affect plasma formation in the sample [23, 24] . Third, one directly observes how well the plasma formation is localized in 3D space [25] , which is important in the context of laser-machining applications.
The propagation simulations are performed for the common laser wavelengths of 400, 532, 800, and 1064 nm. For each wavelength two simulations are performed: one for a pulse of 2 μJ energy and 100 fs FWHM pulse width, referred to as case 1, and the other for a pulse of 1 μJ energy and 50 fs FWHM pulse width, referred to as case 2. Each pulse starts with a 1∕e 2 spot size of 10 μm on the sample surface. These cases are summarized in Table 1 for later reference. The pulses are assumed to have transform-limited Gaussian beam and pulse shapes at the surface.
The propagation simulations solve a modified nonlinear Schrödinger equation for the electric field envelope Ax; y; z; τ traveling in the frame of the laser pulse moving at the group velocity [20] 
This equation is solved using a split-step method with a fast Fourier transform to evaluate all spatial and time derivatives. All constants for the material are taken from Ref. [22] , and the linear refractive index is calculated by a Sellmeier equation. The formulas, operators, and values used in Eq. (3) are defined and summarized in Table 2 . Equation (3) is solved simultaneously with Eq. (1) for the plasma density. After simulated propagation through the medium, the maximum plasma produced by ionization at each position in the material for cases 1 and 2 are shown in Figs. 2 and 3 as a function of beam position and propagation distance. Since PI rates tend to be higher for higher frequencies, it is commonly assumed that resulting ionization yields should also be greater for higher frequencies. However, the maximum ionization yield in Fig. 2 occurs not for the 400 nm pulse, but for the 1064 nm pulse. For the intermediate wavelengths 532 and 800 nm the yields are comparatively lower.
It is notable that the 1064 nm pulse has the lowest PI rate out of the four wavelengths, while the Drude absorption cross section σω is largest in this wavelength range (see Fig. 1 ). According to Fig. 2 , the 1064 nm pulse generates an ionization yield an order of magnitude higher than that of the 400 nm pulse, but that yield quickly declines after 1 μm of propagation. The high yield for the 1064 nm pulse occurs primarily due to the influence of avalanching. However, its strong localization along the propagation axis to about 1 μm is due to photoionization being more strongly nonlinear for the NIR pulse than any of the others. The plasma generated by the 400 nm pulse, by contrast, remains quite consistent throughout the 10 μm of propagation. The intermediate wavelength cases show lower yields, but the 800 nm case is the more effectively localized along the beam dimensions. The influence of the avalanche process is also sensitive to the pulse's time duration. The shorter 50 fs laser pulse from case 2 will not have as much time or energy to exponentially increase the ionization yield by avalanching. Figure 3 shows the maximum plasma densities generated by the case 2, 1 μJ pulses. While the 800 and 532 nm wavelength plasma densities are again lower than those of the 1064 and 400 nm data, the maximum ionization yield occurs for 400 nm instead of 1064 nm due to the reduction in the free-carrier absorption rate. This fact makes the accurate calculation of avalanching for NIR fields extremely important. Equation (1) is the most common model of plasma generation coupled with pulse propagation [26] . It is a highly advantageous model because it is simple, easily interpretable, and imposes a minimal computational burden. However, more recently proposed models [27, 28] show that ultrafast avalanching is not only reduced by the reduction of pulse width, but also delayed from the onset of photoionization since electrons take a finite time to absorb the critical energy before impact ionization occurs [6] . The influence of this delay in the final ionization yield and its dependence on pulse frequency is explored in the next section.
TIME DEPENDENCE OF PLASMA GENERATION
A. Delayed Effect of Avalanching Simple descriptions of impact ionization on the femtosecond scale often use one of two models: an SRE [see Eq. (1)] [17, 29] or a multi-rate equation (MRE) [28] for electrons in the conduction band. The MRE differs from the SRE by modeling the transient electron energy distribution and captures the delay of the electron avalanche effect [28] . The MRE discretizes the conduction band into energy bins ϵ n of width Δϵ ℏω, where ω is the pulse frequency. The density of electrons in each bin ρ n is evolved by its own rate equation coupled to those of the other bins. Photoionization places electrons in the lowest energy bin initially. The carriers then experience one-photon absorption events, each time advancing one bin further up in energy. This continues until the electrons reach the critical energy required for impact ionization, at which point this work assumes an immediate impact ionization event will occur [27] . This results in a delay of the avalanche effect, since 
Bound charge linear dispersion operatorD only electrons that have absorbed the critical energy can cause impact ionization. The SRE, by contrast, allows all electrons to immediately participate in impact ionization regardless of their energy. Defining ρ n as the density of electrons in the energy range ϵ n nℏω Δϵ, the plasma is evolved according to the following MRE:
where k hϵ crit ∕ℏω 1i is the number of single-photon absorption events required for impact ionization, h·i again denotes the integer part, δ nm is the Kronecker delta, and θ nm is the step function defined as θ nm f1 for n ≥ m; 0 otherwiseg. For notational simplicity, ρ n and its time rate of change are defined to be zero for all n < 0. All electrons being transferred into energy bins at level ϵ k or above are assumed to immediately result in impact ionization. To conserve energy and momentum during the impact ionization process we use the approach given in [30] . Here the energy-dependent distributing function for impact ionization contributions to the MRE is defined as
where ϵ imp l ϵ l − U eff ∕3 is the resultant energy of both electrons after impact ionization involving an electron from energy bin ϵ l and a valance electron. Since ϵ During the plasma evolution as modeled by Eq. (4), some electrons at energies greater than ϵ k may be exist from an earlier time when ϵ crit was higher. When such cases occur this work assumes that the electrons in these levels immediately impact ionize and are redistributed, along with former valance electrons, according to Eq. (5).
To examine the effect of avalanche delay for different frequencies this section models plasma generation with the SRE and MRE and compares the results. These calculations use the on-axis fields for cases 1 and 2 as described in Section 2, Table 1 , and use the same laser wavelengths of 400, 532, 800, and 1064 nm. Results for the case 1 pulses are shown in the top row of Fig. 4 and the case 2 pulses are shown in the bottom row. The SRE calculations are in the left column of Fig. 4 and the MRE calculations are in the right column. The plasma densities calculated using a MRE are less than those calculated using a SRE by a factor of 2-10, with cases of higher energy and longer wavelength showing greater difference between the two methods as demonstrated in earlier works [28] . In particular, the NIR fields show nearly an order of magnitude difference, or more, for each case. The results confirm that the SRE method overestimates the ultrafast plasma generation for the cases under study, especially for lower frequency fields.
Also examined is the use of the MRE in place of the SRE in the propagation simulations of Section 2. The maximum plasma densities during the propagation are plotted in Figs. 5 and 6. Note that the total ionization yield is reduced in all cases by assuming the MRE model. In particular, the ionization yields of the near-IR pulses are reduced by approximately an order of magnitude throughout the propagation by switching from the SRE to the MRE. Nevertheless, the general trends demonstrated by the SRE model remain. For the high-energy pulses, the 1064 nm pulse generates the highest yields, followed by that of the 400 nm pulse. Again, the 1064 and 800 nm pulse ionization yields are the most effectively localized along the propagation axis and beam axis, respectively.
B. Optimal Pulse Width and Frequency Combinations for Single-Pulse Ionization with a Fixed Fluence
Single-shot damage thresholds are often given in terms of the incident laser energy per area, or fluence. As has been previously shown [31] , this is not an ideal description for ultrafast laser-induced damage. The problem can be theoretically examined by calculating the maximum ionization yields generated on the dielectric surface as a continuous function of both wavelength and pulse width (see Fig. 7 ). These calculations model plasma generation using the MRE and the Fig. 4 . Plasma density as a function of time for 400, 532, 800, and 1064 nm pulses of 100 fs, 2 μJ using the (a) SRE method and (b) MRE method and pulses of 50 fs, 1 μJ using the (c) SRE method and (d) MRE method. Table 1 . Therefore, all data points on either plot were calculated using the same fluence. However, note that since the pulse width is allowed to vary, the peak intensity of the pulse varies accordingly. It is this coupled variation in pulse width and intensity that changes the ionization yield by orders of magnitude. Since all the points in each plot have the same fluence, these results support the general agreement that thresholds for ultrafast ionization, and any resulting damage, must be specified with a combined fluence and temporal width; or alternatively pulse width and peak intensity. The step-like shapes seen in Fig. 7 result from the intensity and frequency dependence of photoionization [see Fig. 1(a) ]. For the higher fluence case, Fig. 7(a) , it is notable that in the 150-250 fs pulse width range at higher wavelengths the steplike shape becomes less definite, indicating that impact ionization dominates both the quantitative value and qualitative behavior of plasma generation in this range of parameters. These results also compare well with experiment, which shows damage thresholds of the order of J∕cm 2 but typically greater than 2 J∕cm 2 for pulses that are hundreds of fs in duration [32] . For the lower fluence case, Fig. 7(b) , the intensityand-frequency-dependent PI rate is the strongest determinant of plasma generation at all wavelengths shown. These results support, for the continuum of pulse widths and wavelengths in the plotted range, the specific conclusions drawn from the propagation data shown in Figs. 2 and 3 . For higher frequencies, photoionization will predominately determine the final ionization yield. For the NIR, the time and frequency dependence of ultrafast avalanching will predominate, but only at higher fluences.
TIME-FREQUENCY CONTROL OF PLASMA GENERATION
A. Modified MRE for Double-Pulses of Different Frequencies Based on the time-frequency dependence of plasma generation observed in Fig. 7 , this work proposes combining a low fluence, short pulse of high frequency followed by a higher fluence, longer pulse of low frequency into the material. The objective is to maximize plasma generation while minimizing the total fluence. This would be achieved by an initial high photoionization rate provided by a high-frequency "prepulse" followed by the efficient avalanching driven by the main lower frequency pulse. A variation of this method has been verified experimentally in several recent works [33] [34] [35] . However, the interpretation of such experiments depends on significant defect formation [34, 35] to raise the photoionization rate, and this occurs largely on the time scale of picoseconds. What is investigated here is similar, but with ionization occurring strictly within the femtosecond time scale, thus avoiding significant defect formation during the field exposure.
The multi-rate equation is designed for a monochromatic laser field. If two laser fields of arbitrarily different frequencies (ω 1 and ω 2 , orthogonally polarized) are present then a modification of the MRE is necessary. In this section a modified MRE is solved with an energy spacing of Δϵ ℏω 1 , where ω 1 < ω 2 . The modified MRE contributions resulting from the ω 1 field are thus the same as in Eq. (4). However, singlephoton absorption events for the ω 2 field will not place electrons at proper intervals in the energy spacing based on ω 1 . This treatment of the ω 2 single-photon absorption events is shown schematically in Fig. 8 and is described below.
The ratio of photon energies between the respective fields is given by x ℏω 2 ∕ℏω 1 . Only an integer number of ℏω 2 photons can be absorbed. Therefore, this model takes the integer j hxi, where h·i denotes the integer part, and proportionally sends electrons promoted from the nth energy bin by ω 2 free-carrier absorption to the n j and the n j 1 energy bins. The fraction of electrons promoted j 1 bins during one-photon absorption of ℏω 2 is f u x − j. The fraction of electrons promoted j bins is then f d 1 − f u 1 j − x. Note in Fig. 8 that j 2 only as a hypothetical demonstration and corresponds to a combination of 1064 and 400 nm wavelength pulses.
The modeling of impact ionization must also be modified. Here again it is assumed that any single photon absorption event causing an electron to exceed the critical energy will immediately result in impact ionization. This modified MRE is represented mathematically for an electron population ρ n as (4) was used to calculate the plasma evolution. dρ n dt
where the one-photon absorption rate is given by W 1pt ω σωI ω ∕ℏω. As before, ρ n and its time rate of change are defined to be zero for all n < 0.
B. Multi-Frequency Seeded Ionization
Equation (6) is solved to simulate plasma generation by doublepulse fields. For this purpose, a low fluence, 50 fs (FWHM) pulse is combined with a high fluence 250 fs pulse. These two pulses are assumed to be Gaussian in time with respective peak intensities of 10 12 W∕cm 2 (50 fs pulse) and 4 × 10 12 W∕cm 2 (250 fs pulse). The delay separating these pulses is varied between 300 fs; thus, the field-material interactions remain on the ultrafast time scale. As an initial investigation, following the example of Refs. [34] and [35] , an 800 nm field is combined with its third harmonic, 267 nm. Note that since ω 2 is a harmonic of ω 1 , the fraction f u 0 and Eq. (6) reduces in this case to
Plasma generation for the four possible combinations of these pulse widths and wavelengths was simulated. The results are shown in Fig. 9 as a function of time (the 250 fs pulse is centered at about time equal zero) and delay between the two pulses. Note that the plot for a pulse train of two 800 nm wavelength pulses is not shown because its peak ionization yield did not exceed 10 18 cm −3 , the minimum scale of the other plots. While high ionization yields are expected for the higher energy UV pulses, Fig. 9(a) indicates that one can also effectively generate a laser-induced plasma with a low-energy near-UV "pre-pulse" to seed photoionization before the main NIR pulse, as suggested in earlier works [11, 34, 35] . This seeding by the high-frequency pre-pulse causes the abrupt onset of ionization in Figs. 9(a) and 9(c) that occurs when the relative pulse delay approximately equals the time coordinate. Figures 9(b) and 9(c) show that the other possible combinations of pulse width and wavelength generate peak ionization yields that are about the same order of magnitude as the peak yield in Fig. 9(a) . Note that in Figs. 9(b) and 9(c), the delay between the pulses has a comparatively smaller effect on the peak yield. In Fig. 9(a) , the yields are more sensitive to the delay because avalanche ionization (driven by the high fluence, NIR pulses) is more sensitive to this delay. However, the highest yields in Fig. 9 occur for the pulse train consisting only of 267 nm pulses. Therefore, the combination of the 800 and 267 nm wavelengths is not the most effective ionization scheme investigated here.
The combination of an 800 nm field with one of its harmonics is convenient experimentally since both pulses can be derived from the same laser system. However, the advantages of multi-frequency control of plasma generation could be further increased by using a lower frequency for the high fluence pulse, since it will more effectively drive the avalanche process. For this reason, the simulations of Fig. 9 are performed again, but this time with wavelengths of 1064 and 267 nm, the results of which are shown in Fig. 10 . Figures 9 and 10 are very similar in form. They differ primarily in that the plasma generated in the (a) and (b) subsets of Fig. 10 are increased compared to those of Fig. 9 . In particular, the peak value of the plasma generated in Fig. 10(a) is over an order of magnitude larger than any of the other plots in Figs. 9 and 10. This pulse train scheme in Fig. 10 (a) (although more difficult experimentally, requiring two different laser systems) would allow for much higher ionization yields, using much less fluence than corresponding single-pulse setups, and will continue to ensure that the ionization site is well-localized spatially.
CONCLUSION
The frequency dependence of plasma generation in dielectrics was examined for pulses of various intensities using a single rate equation coupled with pulse propagation simulations. These simulations reveal that pulses near the UV and in the NIR generate the largest ionization yields. In these simulations the plasma generated by 1064 and 800 nm wavelength pulses were the most effectively localized spatially along the propagation axis and beam dimensions, respectively. Further simulations using a multi-rate equation model show that a delay in the avalanche effect for NIR pulses changes the resulting ionization yield by nearly an order of magnitude. Optimal frequency and pulse width conditions for single-pulse plasma generation are then determined for fields of high and low fluence using the multi-rate equation approach. Finally, a method for time-frequency control of plasma generation is tested by introducing a modified multi-rate equation to model ionization by double-pulses of different frequencies. This model shows how multi-chromatic double-pulse trains can control plasma generation with a minimal fluence using common laser frequencies. These simulations provide insight into more efficient and precise methods of modifying dielectric materials with ultrafast lasers. 
