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ABSTRACT
First Principles Modeling of the Thermodynamic and Kinetic Properties of Anatase
LixTiO2 and the Ti-Al Alloy System With Dilute Vacancies
by
Anna A. Belak
Co-Chairs: Anton Van der Ven and Emmanouil Kioupakis
We perform a comprehensive ﬁrst-principles statistical mechanical study of the ther-
modynamic and kinetic properties of two separate materials systems with very diﬀer-
ent applications using a collection of reliable computational methods.
Anatase TiO2 can be lithiated to LixTiO2 and has thus been a candidate material
for Li-ion battery electrodes for quite some time. We establish that the experimentally
observed step in the voltage vs lithium composition curve between x = 0.5 and 0.6
is due to Li ordering. Furthermore, we predict that full lithiation of anatase TiO2
is thermodynamically possible at positive voltages but that there is an enormous
diﬀerence in Li diﬀusion coeﬃcients in the dilute and fully lithiated forms of TiO2,
providing an explanation for the limited capacity in large electrode particles. We also
predict that Li diﬀusion in the ordered phase (Li0.5TiO2) is strictly one-dimensional.
The TiO2 to Li0.5TiO2 phase transition has much in common with shape memory
alloys. Crystallographically, it can support strain invariant interfaces separating TiO2
and Li0.5TiO2 within the same particle. The strain invariant interfaces are parallel to
the one-dimensional diﬀusion direction in Li0.5TiO2, which, we argue, has important
consequences for the role of particle shape on achievable capacity, charge and discharge
rates, and hysteresis.
The titanium-aluminum alloy system has many important structural applications
in the automotive and aerospace realms. Variations in alloy concentration or the
degree of short or long range order aﬀect the vacancy concentration and thereby the
mobility of the constituents of the alloy. Here we develop statistical mechanical meth-
ods to predict the thermodynamic properties of vacancies within multi-component
xiii
solids from ﬁrst principles. We introduce a coarse graining procedure that enables
the prediction of very dilute vacancy concentrations and their associated thermody-
namic properties with Monte Carlo simulations. We apply this approach to a study
of vacancies in HCP based Ti-Al binary alloys to explore the role of variations in both
short range and long range order on the equilibrium vacancy concentration. We ﬁnd
a strong dependence of the equilibrium vacancy concentration on Al concentration
and degree of long range order, especially at low temperature.
xiv
CHAPTER I
Introduction
Computational methods have come a long way since their conception in the early
20th century. The ﬁrst ab initio approach was invented by Douglas Hartree in the
1920s[1], and the ﬁrst Monte Carlo algorithm was designed in the 1940s by Metropolis
and Ulam[2]. Just four years later, Werner Heisenberg was awarded the Nobel Prize in
Physics for the creation of quantum mechanics. As the depth of our understanding of
quantum and solid state physics grew and ever cheaper and faster computational ma-
chines began to emerge, increasingly powerful theoretical models developed alongside
them. By the 1950s, computers were ﬁnally good enough to apply Hartree's original
idea to calculations of small molecules. From here, Hartree-Fock theory evolved, to
be later joined by Density Functional Theory (DFT) in the 1970s, but it was not
until the 1990s that these methods became widely accepted as suﬃciently accurate
for quantum chemical calculations. Today, computational methods are many and
varied, and they are considered an essential component of any serious scientiﬁc en-
deavor. Our ability not only to conﬁrm and explain experimental ﬁndings, but also
to predict and elucidate phenomena not accessible to measurement techniques, make
computational modeling an invaluable tool for science and engineering in the 21st
century. The methodology used in this work is presented primarily in Chapter II.
1.1 Insertion Compounds for Li-ion Battery Electrodes
Rechargeable lithium-ion batteries have become extremely popular since they were
ﬁrst commercially introduced in the early 1990s. They are used today in a vast array
of electronic devices ranging from cell phones and laptops to electric cars and backup
power generators. Though rechargeable lithium-ion battery technology is widespread,
fairly well developed, and easily accessible, there is plenty of room for improvement
in the design of the various cell components. A typical Li-ion battery consists of three
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Figure 1.1. Schematic drawing depicting the Li-ion operating mechanism. The charging
process is shown in (a), and discharging is shown in (b).
major parts: the anode, the cathode, and the electrolyte. As shown in Figure 1.1,
this device works by shuttling ions from one electrode to the other. The voltage
of the battery is determined by diﬀerence in the chemical potential of lithium in
the anode and the cathode. To charge the battery, a current is applied, forcing the
negatively charged electrons to ﬂow to the anode, which in turn pulls the positively
charged lithium ions through the electrolyte in the same direction (Figure 1.1a).
One of the required characteristics of the electrolyte material is that it must be
ionically conducting but electronically insulting, such that only the lithium is allowed
to move through it (unlike the electrodes, which mush readily conduct both electrons
and lithium ions). When the battery is discharged, a similar process occurs in the
opposite direction. A load is applied to the circuit, lithium ions move toward the
cathode through the electrolyte, and a current is generated in the opposite direction
(Figure 1.1b). The electrolyte is perhaps the messiest of the battery components.
Most electrolytes used today are non-aqueous solvents (which tend to be ﬂammable)
containing a lithium salt. This makes them moderately diﬃcult to handle and package
as well as potentially dangerous if damaged. In the realm of electrodes, graphite
is by far the most popular anode material, though recently silicon has also made
an appearance. Cathodes are usually made from either a layered metal oxide (e.g.
lithium cobalt oxide), a polyanion (e.g. lithium iron phosphate), or a spinel (e.g.
lithium manganese oxide). The focus of the work described in Chapter III is on
lithium titanium dioxide (anatase TiO2) as a potential anode material (due to its
relatively low voltage) for rechargeable lithium ion batteries. These materials are
chosen for their open crystal structures that allow them to accommodate a large
number of guest lithium ions, resulting in a high capacity for the battery.
Though the charge-discharge process may seem quite simple on the macro scale,
a number of important thermodynamic and kinetic phenomena can aﬀect its eﬀec-
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tiveness. Beyond just high theoretical capacity, for example, it is important that the
ions are able to quickly and eﬃciently diﬀuse into and out of the electrodes. As the
lithium composition within an electrode increases, the host material may undergo a
phase transformation to a more energetically favorable structure, which could have
negative eﬀects on the usefulness of the device. Additionally, lithium concentration
changes can aﬀect the electronic properties of the host material, which can lead to
structural distortions (e.g. Jahn-Teller), decreased conductivity, or other issues.
Another crucial aspect is the actual diﬀusivity of the lithium atoms within the
electrode host. The Li mobility determines the rate at which ions can be inserted
into and removed from the electrodes (and therefore how quickly the battery can
charge and discharge). Both the actual magnitude of the diﬀusion coeﬃcient and
the likely directions of mobility can be a function of the lithium composition and the
degree of lithium-vacancy disorder and short range order. We use a combination of
ﬁrst principles and statistical mechanical methods to provide a detailed description of
these phenomena. This work has been published previously in the journal Chemistry
of Materials [3].
1.2 Titanium-Aluminum Structural Alloys
The titanium-aluminum alloy system has been of interest primarily in the realm
of automotive and aerospace applications for quite some time. Structural alloys in
general and Ti-Al in particular continue to gain popularity due to many favorable
materials properties such as high melting temperature, high yield strength at high
temperatures, good resistance to oxidation and corrosion, and advanced creep char-
acteristics [4, 5]. Ti-Al alloys could potentially replace the traditional Ni based su-
peralloys in aircraft engines, which are nearly twice as dense, greatly improving the
thrust-to-weight ratio.
The history of the Ti-Al binary phase diagram is riddled with controversy. The
ﬁrst, and perhaps most frequently cited, incarnation of it was published in 1987 by
Murray [6], and although many of the proposed phase boundaries in this version were
purely speculative (and appeared as drawn-in dashed lines), subsequent reports often
assumed them to be real. The relationships between α-Ti, β-Ti, α2-Ti3Al, and γ-TiAl
phases in particular have sparked a great deal of intense debate over the years, which
has not been fully put to rest due to the many diﬃculties, both experimentally and
computationally, of describing those interactions[7].
Ti-rich titanium-aluminum serves as a very good model system for the develop-
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ment of computational methods for modeling defects and diﬀusion in multi-component
solids. It yields particularly nicely to the cluster expansion formalism due to the con-
sistent HCP-type structure of the ground states between xAl = 0 and xAl = 0.3, which
then allows us to employ some powerful statistical mechanical methods to consider
the equilibrium vacancy composition in this alloy at a wide range of temperatures.
The coarse grained Monte Carlo approach designed speciﬁcally for this study at low
temperatures is discussed in detail in Chapter IV.
4
CHAPTER II
Theoretical Background and Computational
Methods
2.1 Thermodynamics and Statistical Mechanics Basics
The thermodynamic properties of solids are macroscopic quantities that can de-
scribe very complex systems without being explicitly aware of the underlying micro-
scopic interatomic interactions governing the relevant physical phenomena. In reality,
because equilibrium quantities are time-independent, they are actually averages over
the microstates of the system. A microstate σ is a particular state or excitation (e.g.
conﬁgurational, vibrational) that the system can sample, and each state has a spe-
ciﬁc energy Eσ associated with it. We obtain this energy by solving the Schrödinger
equation for a speciﬁc microstate.
The probability that a solid is in some microstate σ at constant temperature (T ),
volume (V ), and number of atoms (N) is given by
P (σ) =
1
Z
e−Eσ/kBT , (2.1)
where kB is the Boltzmann constant and Z is the canonical partition function [8]
Z =
∑
σ
e−Eσ/kBT . (2.2)
In a sense, Equation 2.1 is a distribution function that determines which states are
the most important in determining the thermodynamic averages we are after. It can
also be thought of as indicating the amount of time that the system spends in a
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particular state. Thus, average thermodynamic quantities can be calculated via
A =
∑
σ
AσPσ. (2.3)
Here, A is some macroscopic quantity, and Aσ is its value when the system occupies
microstate state σ. Additionally, the Gibbs free energy of a system is given by [9]
G = −kBT ln(Z). (2.4)
This is essential for the prediction of phase stability, which is determined by examining
the relative free energies of diﬀerent phases at various temperatures. Thermodynamic
equilibrium is represented by the minimum of the Gibbs free energy. To fully and
accurately evaluate Equations 2.12.4, we need to access Eσ for all possible states
σ of the system, which can include any number of conﬁgurational, vibrational, and
electronic excitations. It would be nice to calculate all of these energies from ﬁrst
principles, but because the number of possible excitations is incredibly large, we
instead resort to a model that allows us to extrapolate the ﬁrst principles data for a
limited number of possible excitations to describe any imaginable microstate.
2.2 First-principles Calculations
To determine the energy Eσ that corresponds to a particular microstate, we must
solve the many-body Schröndinger equation for the crystal
Hˆψ = Eψ, (2.5)
which is an eigenvalue problem where Hˆ is the Hamiltonian operator for the system,
ψ is a many-body wave function for the conﬁguration, and E is the total energy of
the crystal. Although it is possible to solve this equation and obtain the allowed
eigenstates and energies by diagonalization, such an approach would be extremely
computationally demanding. It is therefore usual to instead introduce an approxima-
tion based on a number of simplifying assumptions. The Born-Oppenheimer approxi-
mation allows us to assume that the ion and electron wave functions are independent
due to the large diﬀerence in their masses, and thus the ion positions are assumed to
be ﬁxed with respect to the electron wave function [10].
While it is well known that the many-body problem is not solvable for realistic
solids, there exist multiple approximation approaches that yield rather decent re-
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sults. Among them is the Hartree-Fock (HF) approach, DFT, and various hybrid
methods[11]. Of these, HF ignores the correlation eﬀect caused by the electrostatic
repulsion between electrons (e.g. it does not disallow two electrons from occupying the
same position in space) and tends to be more computationally expensive than DFT.
Meanwhile, DFT encounters the diﬃculty of not having access to the exact exchange
and correlation functionals (for anything that is not a free electron gas), requiring
further approximations. Hybrid functionals address this problem by allowing for the
inclusion of the exchange energy as it is calculated in Hartree-Fock theory, but these
methods are, consequently, the most computationally demanding. For all of the ﬁrst
principles calculations in this work, we elect to use the Density Functional Theory
approach due to its versatility, low computational cost, and satisfactory results.
2.2.1 Density Functional Theory
We know from basic quantum mechanics that all of the information about a system
is hidden inside its wave function Ψ, and that if we calculate this wave function from
the Schrödinger equation, we can gain access to observables by taking expectation
values of operators with this function, i.e.
V (r)
SE−−→ Ψ(r1, r2, ..., rN) 〈Ψ|...|Ψ〉−−−−→ observables, (2.6)
where V (r) is the potential chosen to specify the system. One of the observables we
can calculate this way is the electron density
ρ(r) = N
∫
d3r2
∫
d3r3...
∫
d3rNΨ
∗(r, r2, ..., rN)Ψ(r, r2, ..., rN), (2.7)
and in DFT, this becomes the key variable.
ρ(r) −→ Ψ(r1, r2, ..., rN) −→ V (r) (2.8)
As knowledge of ρ(r) implies knowledge of the wave function, it also implies knowledge
of all other observables. The core elements of DFT are the Hohenberg-Kohn theorems
[12] and the Kohn-Sham equations [13]. The Hohenberg-Kohn theorem states that
given a ground state density ρ0(r), it is possible to calculate the corresponding wave
function Ψ0(r1, r2, ..., rN). (However, this theorem only proves existence and does not
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provide an algorithm). This means that Ψ is a functional of ρ, denoted
Ψ = Ψ[ρ](r1, r2, ..., rN), (2.9)
which indicates that Ψ is a function of its N spatial variables, but a functional of
ρ(r)[11]. The electron density
ρ (r) = 〈Ψ|
∑
j
δ (r− rj) |Ψ〉 (2.10)
uniquely determines the ground state properties of the crystal. Likewise, all other
ground state wave functions and expectation values are also functionals of the particle
density. Then the ground state energy can be written as
E[ρ] = T [ρ] + U [ρ] +
∫
V (r)ρ(r)d3r. (2.11)
Here, T [ρ] and U [ρ] are universal operators (same for any system) for the kinetic
energy and the electron-electron interaction. The external potential V [ρ] is fully
system-dependent (non-universal). If T [ρ] and U [ρ] are known, the ground state
energy of the solid can be obtained by variationally minimizing E[ρ] with respect to ρ.
Unfortunately, exact expressions for these operators are not known. The Kohn-Sham
framework reduces the intractable many-body problem of interacting electrons in a
static external potential to a tractable problem of non-interacting electrons moving
in an eﬀective potential. Then the functional in Equation 2.11 can be written as a
ﬁctitious density functional of a non-interacting system
Eeﬀ[ρ] = 〈Ψeﬀ[ρ]|Teﬀ + Veﬀ|Ψeﬀ[ρ]〉 (2.12)
where Teﬀ is the kinetic energy of the non-interacting electrons and Veﬀ is the external
eﬀective potential in which they are moving (also known as the Kohn-Sham potential).
If this potential is chosen to be
Veﬀ = V + U + (T − Teﬀ) , (2.13)
then ρeﬀ(r) = ρ(r). This eﬀective single-electron potential can also be written as
Veﬀ(r) = V +
∫
ρeﬀ (r
′)
|r− r′| d
3r′ + VXC [ρeﬀ(r)] (2.14)
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where the second term describes the electron-electron Coulomb repulsion (also known
as the Hartree term) and the last term is the exchange correlation potential that
includes all of the many-electron interactions. Although the exact form of the latter
is unknown, it can be approximated as a local or nearly local functional of the electron
density. Now we can calculate the density of the interacting (many-body) Schrodinger
Equation
[
N∑
i
(
−~
2∇2i
2m
+ v (ri)
)
+
∑
i<j
U (ri, rj)
]
Ψ (r1, r2, ..., rN) = EΨ (r1, r2, ..., rN)
(2.15)
by solving the equations of a noninteracting (single-body) system in a potential Veﬀ(
− ~
2
2m
∇2 + Veﬀ(r)
)
Ψeﬀ(r) = EeﬀΨeﬀ(r), (2.16)
the solution for which can conveniently be written as a single Slater determinant
Ψ = |ψ1, ψ2, ..., ψN | and yields orbitals that reproduce the density of the original
system
ρ(r) =
N∑
i=1
|ψi(r)|2, (2.17)
where the summation runs over the N orbitals with the lowest eigenvalues [14]. Equa-
tions 2.142.17 are together referred to a the Kohn-Sham equations. Due to the de-
pendence of the Hartree term and VXC on ρ(r), which depends on ψi, which depend
on Veﬀ, the Kohn-Sham equations must be solved self-consistently or iteratively until
convergence is reached.
2.2.2 Local Density and Generalized Gradient Approximations
The Kohn-Sham equations are exact provided the exchange correlation functional
EXC[ρ] is known, which, of course, is not the case. A number of approximations exist
for this term. The simplest is the Local Density Approximation (LDA), which is
based on the exact exchange energy for a uniform electron gas. The LDA exchange-
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correlation functional is written as
ELDA
XC
[ρ] =
∫
εXC[ρ(r)]ρ(r)d
3r, (2.18)
where εXC is the exchange correlation energy per electron at r and is set equal to
the exchange correlation energy per electron of a homogeneous electron gas with the
same density ρ(r) thereby neglecting any non-local eﬀects around r. LDA methods
perform surprisingly well for materials with delocalized electrons, e.g. metallic solids,
that closely resemble the uniform electron gas, but they tend to run into problems
in describing systems with localized electrons [15]. For example, LDA systematically
underestimates lattice parameters and band gaps [11]. An improvement on the LDA
method is the Generalized Gradient Approximation (GGA), which is still local but
also takes into account the gradient of the density at the same coordinate and can be
written as
EGGA
XC
[ρ↑, ρ↓] =
∫
εXC
(
ρ↑, ρ↓, ~∇ρ↑, ~∇ρ↓
)
ρ(r)d3r. (2.19)
GGA functionals are perhaps the most commonly used in modern DFT calculations.
Parameterizations of GGA diﬀer from each other by the choice of εXC(ρ, ~∇ρ) and
tend to be much more diﬀerent from each other than various parameterizations of
LDA. The GGA parameterization used in all calculations in this work is by Perdew,
Burke, and Ernzerhof (PBE) [16, 17].
2.2.3 The Pseudopotential Method
Quite a few numerical techniques exist for the purpose of solving the Kohn-Sham
equations, all of them aiming to strike the optimal balance between accuracy and
computational eﬃciency. Among them are the pseudopotential method and the
Linear Augmented Plane Wave (LAPW) method, which has been considered the most
accurate in past years. The pseudopotential method allows us to replace the inﬂuence
of the core electrons around the ions that do not strongly aﬀect the bond within a
solid with an eﬀective potential. This approximation requires that the pseudo-wave
functions of these valence electrons have the same scattering properties as the actual
electrons would have and is only valid when the core electrons do not participate in
bonding. Because valence wave functions must be orthogonal to core states, they tend
to rapidly oscillate near ion cores, which makes them quite diﬃcult to describe. The
LAPW method transforms these rapidly oscillating wave functions into smooth ones
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that are much more manageable. All of the calculations in this work are performed
using the Projector Augmented Wave (PAW) approach, which is a generalization of
the pseudopotential and LAPW methods that is relatively accurate and very fast.
Lastly, all DFT calculations in this work are performed using the implementation of
these methods in the VASP [18, 19, 20, 16, 17, 15, 21].
2.3 Cluster Expansion Formalism
As was previously mentioned, it would, in theory, be nice to calculate all possible
excitations of a system with DFT. However, because the number of potential excita-
tions is so large and quantum chemical calculations so expensive, it is more reasonable
to invoke a model that would allow us to predict the energies of all excitations by
ﬁtting to a ﬁnite set of very accurately calculated ﬁrst principles data. The cluster ex-
pansion is a technique for constructing an eﬀective Hamiltonian to predict the energy
of a speciﬁcally deﬁned system accounting for its various degrees of freedom. While
there can be diﬀerent types of excitations (e.g. vibrational, electronic), in this work,
we concern ourselves almost entirely with conﬁgurational degrees of freedom. In other
words, we look at the properties of a system as a function of its atomic composition
and disorder. Because we are primarily dealing with crystalline solids, the lattice,
crystallographic sites, and interstitial sites are generally well deﬁned. In an actual
solid, the atoms do not occupy the exact lattice sites due to ionic relaxations, but
there is, none the less, a one to one correspondence between each atom and a crys-
tallographic site. This setup works equally well for modeling insertion compounds,
described in Chapter III, binary alloys (with vacancies), described in Chapter IV,
and many other types of systems. Because we are studying conﬁgurational disorder,
we are interested in how diﬀerent arrangements of species within a system aﬀect the
system's total energy. In a crystal with m sites and two species potentially occupy-
ing those sites, there would be a total of 2m possible arrangements. In the case of
insertion compounds, as described in Chapter III, these are arrangements of lithium
atoms and vacancies over the interstitial sites of a metal oxide, and in the case of
alloys, as in Chapter IV, they are arrangements of diﬀerent metal atoms over the
crystallographic sites of a host lattice. Figure 2.1(a) is an example of an arrangement
of two diﬀerent species on a triangular lattice. At this point, it is useful to deﬁne an
occupation variable σi, which identiﬁes the occupant of a given site i as ±1. Let's
assign σi = +1 for guest atoms (pink) and σi = −1 for host atoms (blue). This as-
signment is more or less arbitrary, but when we track the composition of this system,
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Figure 2.1. An example of how to build a cluster expansion on a triangular lattice. Some
arbitrary conﬁguration of pink and blue atoms is shown in (a), and a few example clusters
are illustrated in (b).
x will refer to the composition of the species labeled +1. We can then deﬁne a vector
~σ = (σ1, σ2, ..., σi, ..., σm) that uniquely speciﬁes an entire conﬁguration. Additionally,
as shown in Figure 2.1(b), we can deﬁne clusters of multiple sites (e.g. pairs, triplets,
etc.). Then for each cluster, we can write a cluster function as the product of the
occupation variables at the cluster sites
φα (~σ) =
∏
i∈α
σi. (2.20)
Equation 2.20 deﬁnes φα speciﬁcally for the pair cluster α. If we wanted to evaluate
φα for the conﬁguration in Figure 2.1(a), it would look like
φα = σα1 × σα2 = (−1)(+1) = −1. (2.21)
Sanchez et al have shown that these cluster functions form a complete orthonormal
basis in conﬁguration space and that any property of the system that depends on
conﬁguration can be expanded as a linear combination of these functions [22]. This
allows us to write the following expression for the energy of a given conﬁguration,
which we will refer to as the eﬀective Hamiltonian or Cluster Expansion (CLEX).
E (~σ) = V0 +
∑
α
Vαφα (~σ) , (2.22)
where α indexes the clusters, and V0 and Vα are the constant expansion coeﬃcients,
much like in a Fourier series, and are referred to as Eﬀective Cluster Interactions
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(ECI). Alternatively, we can write
E (~σ) = V0 +
∑
i
Viσi +
∑
i,j
Vijσiσj +
∑
i,j,k
Vijkσiσjσk, (2.23)
where again V are the ECI, linear expansion coeﬃcients, and i, j, k, ... index the
individual cluster sites. Equations 2.22 and 2.23 can be thought of as a generalized
Ising Hamiltonian that includes not only the nearest neighbor pair interactions but
all multibody interactions in the entire inﬁnite crystal. For practical purposes, this
expression must be truncated at some point and thus is only useful if it converges
quite rapidly, in other words, if there exists a relatively small subset of clusters such
that there is a negligible diﬀerence between evaluating Equation 2.23 over the entire
inﬁnite set of clusters and evaluating it just for this subset.
2.3.1 Determination of Eﬀective Cluster Interaction Coeﬃcients
The cluster expansion Equation 2.23 requires two inputs to evaluate the energy
of some speciﬁed structure: the unique conﬁguration of host and guest atoms on the
lattice and the exact values of the ECI. In some sense, the ECI embody some complex
interactions between the host and guest atoms, but it is diﬃcult to assign them any
real physical meaning. While Equation 2.22 is exact due to the completeness of the
crystal basis, the cluster expansion can be truncated to include only a few terms,
usually those corresponding to relatively small clusters (containing no more than four
or ﬁve sites). Then, to determine the ECI, we perform a least squares ﬁt to some set
of formation energies calculated from ﬁrst principles with DFT. Due to the crystal's
factor group symmetry, addressed in detail in Appendix A, and translational period-
icity, only a small portion of the ECI are actually linearly independent. The quality
of the parametrization, as well as where it will be truncated, is evaluated using two
metrics: Root Mean Square (RMS) error, which measures the reproducibility of the
formation energies, and the Cross-Validation (CV) score, which measures the degree
of predictability of the ﬁt [23]. The leave-one-out CV score is calculated as follows.
CV 2 =
1
N
N∑
i=1
(
E (~σi)− E ′ (~σi)2
)
, (2.24)
where E (~σi) is the ﬁrst principles (DFT-calculated) energy of the conﬁguration i,
E ′ (~σi) is the predicted value of E (~σi) obtained by performing a least-squares ﬁt to
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the data from the other N − 1 conﬁgurations (not including ~σi), and then evaluating
the resulting expansion at ~σi. The optimal set of crystal basis functions φ to describe
the system will minimize the CV score. We use a collection of genetic algorithm and
depth-ﬁrst-search techniques to achieve this minimization [24].
Additionally, some qualitative considerations go into choosing the most suitable
ﬁt parameters. For example, even in a scenario with favorable RMS and CV values
(thought this is unlikely), an expansion that predicts some conﬁguration to be sta-
ble while that structure is determined by ﬁrst principles methods to be unstable or
metastable.
2.4 Grand Canonical Monte Carlo Simulations
Monte Carlo simulations are a tool used in statistical mechanics to sample diﬀer-
ent microstates of the system and calculate thermodynamic averages. The sampling
frequency is related to the probability distribution function (Equation 2.1). We specif-
ically employ the Metropolis algorithm, which starts with an arbitrary conﬁguration
and proceeds to visit a sequence of successive states of a Markov chain [25]. The
transition probability from the current conﬁguration A to the next conﬁguration B
is then given by the following rule
P (A→ B) =
{
1 if ΩB < ΩA
e−∆Ω/kBT if ΩB ≥ ΩA
, (2.25)
where ∆Ω = ΩB − ΩA is the diﬀerence in energy between the two states, kB is the
Boltzmann constant, and T is the temperature. Here, Ω is the grand canonical energy
and is generally deﬁned as
Ω = E (~σ)− µN, (2.26)
where E (~σ) is the average energy, µ is the chemical potential, and N is the number of
atoms. If the transition probability P (A→ B) is greater than a randomly generated
number, the new conﬁguration σB is accepted; otherwise, the system remains in state
σA.
Upon convergence, the metropolis algorithm will sample conﬁgurations within the
simulation according to the probability distribution function (Equation 2.1), which
allows us to simply average arithmetically over the conﬁgurations to obtain the ther-
modynamic averages in Equation 2.3. The primary reason for constructing a cluster
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expansion eﬀective Hamiltonian for our system is to allow for the rapid and accurate
estimation of the formation energy of any imaginable conﬁguration. We can employ
this tool in a Monte Carlo simulation to sample a very large number of the system's
microstates in an attempt to predict its ﬁnite temperature thermodynamic proper-
ties. Typically 3,000-10,000 Monte Carlo passes are required for reasonable averaging
in a single simulation. The ﬁrst several hundred (usually up to 1,000) passes are for
equilibration of the system and are not included in the averaging. We speciﬁcally
employ two diﬀerent types of Monte Carlo simulations: (1) heating and cooling runs
at constant chemical potential and (2) chemical potential runs at constant tempera-
ture. Both of these allow for the determination of phase boundaries and construction
of phase diagrams, and (2) speciﬁcally yields the voltage curve for lithium insertion
processes.
2.5 Lattice Model Diﬀusion and Transition State Theory
The atoms on a crystal lattice, for example, lithium ions in the interstitial sites
of anatase TiO2, spend the majority of their time around their well deﬁned equilib-
rium sites. Occasionally, however, they travel along the possible paths connecting
adjacent sites (when the destination site is vacant), which results in diﬀusion. Tran-
sition state theory serves as a very good approximation for the frequency with which
ions move between neighboring sites. The diﬀusion coeﬃcient depends on both the
thermodynamic and kinetic properties of the solid. It is convenient to write [26]
D = ΘDJ (2.27)
where DJ is the self diﬀusion coeﬃcient and Θ is the thermodynamic factor, which is
deﬁned as
Θ =
1
kBT
∂µLi
∂ lnx
. (2.28)
This quantity measures the deviation from thermodynamic ideality: Θ is equal to 1
in the dilute limit and diverges near ordered phases, which do not at all behave like
ideal solutions. The self diﬀusion coeﬃcients are determined by evaluating Kubo-
Green expressions within kinetic Monte Carlo simulations.
DJ =
1
2dt
〈
1
N
(
N∑
i=1
∆~Ri(t)
)2〉
, (2.29)
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where d is the dimension of the lattice, N is the number of lithium ions, and ∆~Ri(t)
is a vector connecting the end points of the trajectory of a particular ion i at time t.
The angle brackets denote a statistical mechanical ensemble average. Similarly, the
tracer diﬀusion coeﬃcient is deﬁned as
D∗ =
1
2dt
1
N
N∑
i=1
〈(
∆~Ri(t)
)2〉
. (2.30)
The self diﬀusion coeﬃcient is related to the square of the displacement of the cen-
ter of mass of all migrating atoms at equilibrium. The tracer diﬀusion coeﬃcient,
however, is related to square of the displacement of just one atom and thus measures
the mobility of individual atoms. Trajectories are simulated in kinetic Monte Carlo
simulations using transition state theory to estimate hop frequencies for elementary
hops. According to transition state theory, the hop frequency can be written as
Γ = ν∗e
∆E
kT , (2.31)
where ∆E is the migration barrier for a particular hop, k is the Boltzmann constant,
and T is the temperature. The vibrational prefactor, ν∗, must be determined for each
speciﬁc system under study. In Chapter III, it is chosen to be 1013 Hz, a typical value
for titanates[27].
The migration barrier ∆E is calculated from ﬁrst principles with DFT using the
Nudged Elastic Band (NEB) method. In order to accurately describe diﬀusion in a
real system, however, we must consider all possible symmetrically unique migration
paths in a crystal as well as the eﬀect of the local environment on the activation
barriers. It is convenient to introduce here a Kinetically Resolved Activation Barrier
(KRA), which allows us to correctly treat the migration barriers of forward and
backward hops in the simulation. If needed, the dependence of the ∆EKRA on the
surrounding atomic conﬁguration can be treated with a local cluster expansion [28].
2.5.1 Kinetic Monte Carlo
Kinetic Monte Carlo (KMC) simulations are a powerful tool in the investigation of
the transport properties of a system, e.g. chemical diﬀusion coeﬃcients. In the KMC
algorithm, we are able to simulate the migration of multiple ions within a host. Indi-
vidual hops occur with the probability given by the hop frequency in Equation 2.31.
For a ﬁxed temperature and composition, the KMC simulation begins with some
predetermined conﬁguration (typically a ground state structure from grand canonical
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Monte Carlo). All possible migration probabilities Γm are determined for the paths
available to the diﬀusing ions. The destination site for any moving ion must be
vacant in order for the transition to be possible (and thus have a nonzero transition
probability). The chance that any given event will occur is given by Γm/Γtot, where
Γtot is the sum of all individual probabilities Γm. Then the time is updated according
to
∆t = − log ζ
Γtot
(2.32)
where ζ is a random number between 0 and 1. This constitutes a single kinetic
Monte Carlo step and is repeated as many times as there are migrating atoms in the
simulation. Similarly to the grand canonical simulations described in Section 2.4, a
number of equilibration steps are performed before averaging for DJ and D∗ begins
over the course of several thousand passes.
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CHAPTER III
Kinetics of Anatase TiO2 Electrodes: the Role of
Ordering, Anisotropy, and Shape Memory Eﬀects
3.1 Introduction
Lithium-ion battery materials are remarkable in their ability to undergo large vari-
ations in Li concentration at room temperature. This phenomenon requires large open
spaces, a low susceptibility to dramatic phase transitions, and high ion mobilities.
Anatase TiO2 has been extensively studied over the past decades due to its poten-
tial applications in photovoltaic[29, 30], electrochromic[30], and electrochemical[29,
31, 32, 33, 34, 35, 36] devices, showing promise as a viable electrode material for
Li-batteries.
Anatase has a tetragonal unit cell that can theoretically accommodate one lithium
for every titanium. Upon lithiation to Li0.5TiO2, anatase is observed to undergo a
tetragonal to orthorhombic phase transition. This composition is also most frequently
reported as the maximum electrochemical insertion limit of Li into bulk anatase,
although concentrations as high as 0.6 have been reported[32, 37, 38]. Only with
nanostructured anatase TiO2 has the theoretical capacity of x = 1.0 been reached[39].
It has been suggested that the limited capacity of bulk anatase is due to a low Li
diﬀusion coeﬃcient in the fully lithiated phase[39, 40]. Here, we discuss a ﬁrst-
principles study of the thermodynamic and kinetic properties of lithiated anatase
TiO2 and provide crucial insight about the role of electronic and crystallographic
properties of anatase TiO2 in limiting the achievable capacity to slightly more than
half of its theoretical value. We ﬁnd that the thermodynamically stable ordered phase
at x = 0.5 can accommodate excess Li over vacant sites up to x = 0.6 and that Li
diﬀusion in this phase is strictly one dimensional at room temperature with a diﬀusion
coeﬃcient that is lower than that of Li diﬀusion in anatase TiO2. We also predict
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that the Li diﬀusion coeﬃcient in the fully lithiated phase, LiTiO2, is several orders
of magnitude lower than that in TiO2 and Li0.5TiO2 due to the absence of distorted
Ti-O octahedra that open up the Li diﬀusion path in dilute TiO2. We argue that this
is responsible for capping the achievable capacity of anatase TiO2 to approximately
half of its theoretical value in bulk crystallites.
Our analysis also points to a strong coupling between kinetic behavior and elec-
trode particle shape, providing new insights as to how morphology can be exploited
to enhance charge and discharge rates and minimize hysteresis. The dimensional
changes accompanying the tetragonal TiO2 to orthorhombic Li0.5TiO2 transition sat-
isfy conditions for a strain invariant interface separating the two phases when they
coexist in the same particle. The transformation therefore should have much in com-
mon with those occurring in shape memory alloys. The predicted one-dimensional
diﬀusion direction in Li0.5TiO2, however, is parallel to the strain invariant interface
and has no component towards those interfaces. This suggests that large, coarse par-
ticle morphologies that are susceptible to a core-shell two-phase mechanism will lead
to limited capacity and rates.
3.2 Methods
We used a combination of ﬁrst principles total energy calculations and statistical
mechanics techniques to study phase stability and transport properties in lithiated
anatase TiO2.
3.2.1 Total Energy Calculations
The ﬁrst principles calculations in this work were performed using DFT within
GGA as implemented in the VASP code. We use the PAW pseudopotential method
to treat the interaction between valence and core electronic states. The calculations
were done non-magnetically because the inclusion of spin polarization had a negligible
eﬀect on the energy. The atomic positions, lattice parameters, and cell shape were
allowed to relax fully using the conjugate gradient approach to minimize the total
energy. We used a 12 × 12 × 6 k-point mesh for the tetragonal anatase unit cell
to ensure that the energies converge to within 2.5 meV per TiO2 formula unit, and
an energy cutoﬀ of 400 eV was chosen for our plane wave basis set. We calculated
the energies of 188 diﬀerent Li-vacancy conﬁgurations over the octahedral sites of
the anatase TiO2 host crystal. The k-point meshes for supercell conﬁgurations were
chosen to have a reciprocal space density equivalent to (or greater than) that for the
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Figure 3.1. DFT formation energies for LixTiO as calculated with VASP for 188 diﬀerent
Li-vacancy conﬁgurations over the octahedral sites of anatase. The red line represents the
convex hull. The points included in the cluster expansion ﬁt are shaded green.
tetragonal unit cell of anatase TiO2. The VASP calculated formation energies are
shown in Figure 3.1.
3.2.2 Cluster Expansions
We used the cluster expansion formalism to extrapolate the DFT formation en-
ergies to arbitrary Li-vacancy conﬁgurations over the octahedral interstitial sites of
anatase TiO2 within Monte Carlo simulations. The addition of Li to the anatase
TiO2 host leads to large relaxations, with a gradual loss of distortions of the TiO6
octahedra as the Li concentration increases. The bond lengths and angles in the
orthorhombic ground state of Li0.5TiO2 are signiﬁcantly diﬀerent from those in the
tetragonal end states at x = 0 and x = 1. Additionally, the non-linear variation
of the formation energies at dilute Li concentrations suggests important non-local,
long-range interactions. Strong concentration dependent relaxations and non-local
interactions make it diﬃcult to construct a rapidly convergent real space cluster ex-
pansion for the conﬁgurational energy of the anatase LixTiO2 system over the entire
composition range. However, for the purpose of studying phase stability and other
thermodynamic properties at ﬁnite temperature, it is not necessary to work with a
cluster expansion that is accurate over the whole Li concentration interval between 0
and 1. Indeed, the formation energies of Figure 3.1 suggest that the low to intermedi-
ate temperature-composition phase diagram will contain two two-phase regions: one
between dilute LixTiO2 and Li0.5TiO2 and another between Li0.5+yTiO2 and LiTiO2.
Predicting thermodynamic properties and phase stability at room temperature is
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therefore possible by considering the conﬁgurational excitations that are only small
perturbations of the ground state structures. To this end, we separately constructed
a cluster expansion that accurately describes the energy of conﬁgurational excita-
tions within the Li0.5TiO2 ground state and for dilute LixTiO2. We point out that
an ordered phase at x = 1/3 is predicted to be marginally stable at zero Kelvin
as it appears on the convex hull in Figure 3.1. We found, however, that at room
temperature, this ordered phase at x = 1/3 (neglecting conﬁgurational excitations
within this phase) is no longer stable relative to the room temperature free energies
for α-LixTiO2 and β-Li0.5TiO2, as calculated with Monte Carlo simulations that are
described below. For clarity, will henceforth refer to the Li0.5TiO2 ordered phase as
β, using α to denote anatase TiO2, and γ to denote fully lithiated anatase, LiTiO2.
The β-Li0.5TiO2 ground state consists of a lithium sublattice and a vacancy sub-
lattice. Conﬁgurational excitations within this ground state involve the introduction
of vacancies on the Li sublattice or of Li on the vacancy sublattice. To describe these
conﬁgurational degrees of freedom, we introduce occupation variables, σi, for the va-
cancy sublattice, which are +1 if the site i is occupied by Li and 0 if site i is vacant,
and occupation variables σj for the Li sublattice, which are +1 if site j is vacant and
0 if site j is occupied by Li. The conﬁgurational energy then takes the form
E(σ1, ..., σi, ..., σM , δ1, ..., δj, ...δM) = V0 +
∑
δ
Vδ · Φδ +
∑
γ
Vγ · Φγ +
∑
λ
Vλ · Φλ,
(3.1)
where the cluster functions
Φδ =
∏
i∈δ
σi, Φγ =
∏
j∈γ
δj, Φλ =
∏
k,l∈λ
σk · δl (3.2)
are products of occupation variables belonging to clusters of sites. Here, δ indexes
clusters of sites on the vacancy sublattice, γ indexes clusters of sites on the Li-
sublattice, and λ indexes clusters containing sites from both sublattices. All con-
ﬁgurations in the anatase system are accessible with this description; however, the
cluster expansion formulated here conveniently describes the energy of small conﬁg-
urational perturbations relative to the ground state at x = 0.5. With the particular
choice of occupation variables introduced here, the energy of the unperturbed ground
state at x = 0.5 is equal to V0 because all of the occupation variables in the perfectly
ordered Li0.5TiO2 ground state are 0. The ﬁt of the coeﬃcients Vε (with ε = δ, γ, or
λ) of the above cluster expansion for β-Li0.5TiO2 includes a total of 14 non-zero terms
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corresponding to the empty cluster V0, 2 point clusters (one for each sublattice), 8
pair clusters, and 3 triplet clusters. The coeﬃcients were ﬁt to 25 DFT formation en-
ergies for Li-vacancy conﬁgurations that deviated slightly from the perfectly ordered
β-Li0.5TiO2 conﬁguration. For this ﬁt, the RMS is 0.005 eV per TiO2 formula unit
and the CV score is 0.015 eV per TiO2 formula unit.
We also constructed a cluster expansion in the dilute limit. In this case, we only
have one sublattice corresponding to all of the possible octahedral sites that lithium is
allowed to occupy in anatase. The formation energies in the dilute limit show a strong
concentration dependence, implying that non-local interactions that are diﬃcult to
capture with a truncated cluster expansion are important. Hence, we supplemented
a truncated cluster expansion with a polynomial that depends only on the overall
concentration.
E (~σ) = V0 +
∑
α
Vα · Φα (~σ) + f(x) (3.3)
f(x) = x(x− 1)
∞∑
n=0
Ln(2x− 1)n (3.4)
The coeﬃcients in this energy expansion were ﬁt to 97 DFT formation energies, most
for Li-vacancy conﬁgurations having a dilute concentration. For this ﬁt, the RMS is
0.013 eV per TiO2 formula unit and the CV score is 0.017 eV per TiO2 formula unit.
3.2.3 Grand Canonical Monte Carlo
The above cluster expansions were used in grand canonical Monte Carlo simula-
tions to calculate ﬁnite temperature thermodynamic properties. Free energies and
voltage curves were determined as described by Dalton et al[41]. We used a 12×6×6
supercell of the Li0.5TiO2 unit cell and for each temperature and chemical potential
performed 6,000 Monte Carlo passes (i.e. each Li site visited on average 6,000 times).
The ﬁrst 3,000 Monte Carlo passes were equilibration steps after which averaging was
performed. For dilute lithium compositions, the input conditions are the same except
that a 12 × 12 × 12 supercell of the tetragonal anatase unit cell is used. Thus, all
Monte Carlo cells are the same size.
3.2.4 Diﬀusion Activation Barriers
The activation barriers for Li hops into adjacent vacant sites, ∆E, for anatase,
Li0.5TiO2, and LiTiO2 were calculated using the NEB method as implemented in
22
VASP. All barrier calculations were performed at constant volume in a 2 × 2 × 1
supercell containing 16 titanium atoms and 32 oxygen atoms, using the relaxed pure
anatase ground state cell volume. The dilute calculations included a single Li atom,
the hopping atom. The β-Li0.5TiO2 calculations included the 8 Li atoms that form
the sublattice ordering (with one of them performing the hop) ± 1 Li in the cases
that incorporate defects, for example, an extra Li or vacancy. We also performed
the dilute NEB calculations in larger supercells (2
√
2 × 2√2 × 1, containing 32 Ti
atoms and 64 O atoms, and 3 × 3 × 1, containing 36 Ti atoms and 72 O atoms) to
determine if the supercell size had an eﬀect on the activation barrier. In each of these
cases, only one Li atom, the hopping atom, is present in the crystal, and the lattice
parameters are constrained to those of pure anatase TiO2. The resulting diﬀusion
barriers in order of increasing supercell size were 0.500 eV, 0.494 eV, and 0.515 eV,
respectively, allowing us to conclude that the use of a 2 × 2 × 1 supercell is, indeed,
suﬃcient in this context.
Migration barriers were calculated for 9 diﬀerent hops in various local environ-
ments in the ordered β-LixTiO2 phase. These included hops in the perfectly ordered
phase and in conﬁgurations that were slightly sub- or over-stoichiometric. For all 9
hops, we found that the KRA, an eﬀective barrier averaged over the forward and
backward hops[28], falls into two categories: a low value around 0.56 eV for hops
between Li sites that are close together (hop I in Figure 3.2(b)) and a high value of
1.25 eV for hops connecting Li sites that are farther apart (hop II in Figure 3.2(b)).
3.2.5 Kinetic Monte Carlo
The kinetic Monte Carlo cells had the same dimensions as used in grand canonical
Monte Carlo. At each Li concentration, we averaged over 200 initial starting conﬁg-
urations and for each of these performed 2000 Monte Carlo passes with the ﬁrst 1000
passes being equilibration steps.
3.3 Results and Discussion
We performed a comprehensive study of phase stability using the cluster expansion
formalism[22] as implemented in the CASM code[42]. As a ﬁrst step, we enumerated a
large number of Li-vacancy conﬁgurations over the octahedral sites of anatase TiO2,
calculating the energies of 188 of them with the VASP code[18, 20, 21]. The cal-
culated formation energies conﬁrm the stability of the ordered phase at x = 0.5,
predicted by Morgan[43] with similarities to that postulated by Wagemaker[44]. This
23
Figure 3.2. The lithium-vacancy ordering of the β-Li0.5TiO2 phase. In a), the lithium,
titanium, and vacancy octahedra are green, blue, and purple, respectively. In b), only the
lithium (green) and vacancy (yellow) sublattices are shown. The arrows indicate possible
diﬀusion hop paths.
phase is responsible for the step in the voltage vs. lithium composition curve. The
ordered phase is characterized by a zig-zag arrangement of Li and vacancies caus-
ing an expansion along the b-axis and a contraction along the c-axis of the anatase
host with little change in the a lattice parameter. These dimensional changes break
the tetragonal symmetry of the anatase host, reducing it to an orthorhombic space
group. The predicted lattice parameters of the ordering at x = 0.5 are: a = 3.81 Å,
b = 8.21 Å, c = 9.20 Å (anatase: a = b = 3.81 Å, c = 9.68 Å), which are in good
agreement with experimental neutron diﬀraction measurements by Cava[45, 46]. The
unique lithium-vacancy ordering of this structure results in a larger primitive unit
cell (doubling of the original a-axis of anatase along the b direction) and places it in
the Pnnm (#58) space group, as illustrated in Figure 3.2. The structure's Wyckoﬀ
positions are reported in Table 3.1. We will refer to this ordered phase as β, using α
to denote anatase TiO2, potentially having a dilute Li concentration, and γ to denote
fully lithiated anatase, LiTiO2.
The ﬁrst-principles formation energies of the 188 Li-vacancy conﬁgurations were
used to construct cluster expansions for the conﬁgurational energy: one for the dilute
limit and a second to describe the energy of β-LixTiO2 as a function of conﬁgurational
excitations relative to its perfectly ordered state at x = 0.5. The cluster expansions
were implemented in Monte Carlo simulations to calculate free energies and chemical
potentials as a function of Li concentration. The voltage is related to minus the Li
chemical potential according to the Nernst equation. Figure 3.3 shows the predicted
voltage vs. lithium composition curve at room temperature (300 K). It is character-
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Atom Position x y z
Li 4g 0.66511 0.12360 0.50000
Ti 4g 0.60639 0.38293 0.00000
Ti 4g 0.88519 0.36215 0.50000
O 4g 0.65146 0.36558 0.50000
O 4g 0.84361 0.38313 0.00000
O 4g 0.59474 0.12376 0.00000
O 4g 0.88727 0.12558 0.50000
Table 3.1. The Wyckoﬀ table for β-Li0.5TiO2, including Wyckoﬀ positions and fractional
coordinates for atoms in the asymmetric unit of the β-Li0.5TiO2 ordered phase structure.
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Figure 3.3. The calculated voltage vs. lithium composition curve for LixTiO2 at 300 K
was obtained using grand canonical Monte Carlo simulations with a cluster expansion. The
blue shading indicates two phase regions.
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ized by two large plateaus separated by a step around x = 0.5. The step between
x = 0.5 and 0.58 emerges from the stability of β-LixTiO2. Monte Carlo simulations
reveal that ordered β-Li0.5TiO2 can easily accommodate additional Li over its vacant
sites up to a composition of x = 0.58. In contrast, removal of Li from the Li sublattice
in β-Li0.5TiO2 results in a large energy penalty, thereby limiting the stability of β-
LixTiO2 between 0.5 and 0.58. The ﬁrst plateau arises from a two-phase coexistence
between α-Li0.1TiO2 and β-Li0.5TiO2, and the second plateau is due to a two-phase
coexistence between β-Li0.58TiO2 and γ-Li1.0TiO2. The prediction that the second
plateau is well above zero volts indicates that the limit in achievable capacity is not
thermodynamic in origin but rather kinetic. For most insertion compounds, voltage
vs. lithium composition curves predicted with methods relying on approximations to
DFT are systematically underpredicted. For example, the ﬁrst plateau is predicted
to occur at 1.5 V, while experimentally it is measured around 1.78 V[34].
In order to elucidate the behavior of anatase during charge and discharge, we
investigated the mechanisms with which Li ions diﬀuse within the α, β, and γ forms
of anatase LixTiO2. We used the NEB method as implemented in VASP to calculate
the activation barriers for a large number of possible diﬀusion hops in α-, β- and
γ-LixTiO2 and KMC simulations to calculate macroscopic diﬀusion coeﬃcients as
described elsewhere[27, 42].
In α-LixTiO2, where the Li concentration is dilute, all of the available sites are
equivalent, and all hops into adjacent vacancies are symmetrically identical. Lithium
ions occupying octahedral sites within transition metal oxide and sulﬁde insertion
compounds typically perform curved hops, passing through an adjacent tetrahedral
site[42, 47]. In anatase, however, the adjacent tetrahedral sites between neighboring
Li-octahedra share faces with two Ti containing octahedra. The strong electrostatic
repulsion from these face-sharing Ti renders the tetrahedral sites unstable, forcing Li
to pass through more constricted octahedron edges, whereby it has to squeeze between
two edge-forming oxygen atoms, as illustrated in Figure 3.4. The octahedral sites
that can accommodate lithium in anatase TiO2 are noticeably distorted due to the
presence of Ti4+ with edge lengths (O-O interatomic distance) varying between 3.08
Å and 3.77 Å. In the fully lithiated γ-LiTiO2, in contrast, the octahedral distortions
are absent due to the change in the eﬀective Ti valence from 4+ to 3+ upon addition
of Li to anatase TiO2. The edge lengths of the octahedra are now uniform and
noticeably smaller at 2.96 Å. This change in edge length with Li concentration has
important consequences for the Li migration barriers. Calculated migration barriers
in dilute anatase and in fully lithiated anatase (containing one vacancy) are shown
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Figure 3.4. Minimal energy migration paths in the dilute α phase (blue circles) and fully
lithiated γ phase (red squares) are calculated with the nudged elastic band method in VASP.
in Figure 3.4, from which it is clear that as the octahedral distortions disappear with
increasing Li concentration, creating more uniform edges, it becomes more diﬃcult
for a diﬀusing atom to pass between the two oxygen atoms that form the octahedron
edge. This results in the much higher barrier of 1.37 eV for a hop in γ-LiTiO2
than a corresponding 0.50 eV barrier in dilute α-LixTiO2, in which the octahedral
distortions separate the pair of oxygen ions adjacent to the activated state. This
large diﬀerence in migration barrier leads to an astounding 14 orders of magnitude
drop in the chemical diﬀusion coeﬃcient when going from dilute anatase to fully
lithiated anatase.
Each Li within the zigzag ordering of β-LixTiO2 is coordinated by one other
lithium atom and three vacant sites, two of which are symmetrically equivalent. As a
consequence, two symmetrically distinct hops of lithium atoms into adjacent vacant
sites are now allowed, as shown in Figure 3.2. An atom hopping along path II travels
3.68 Å in the a-c plane while an atom hopping along path I only travels 2.46 Å in
the b-c plane. These large diﬀerences in hop distances are correlated with large
diﬀerences in migration barriers, with an activation barrier of 1.55 eV along the long
path II, which is much higher than the barrier along the short path I of only 0.78
eV, as shown in Figure 3.5. Similar trends were found for Li hops within β-LixTiO2
after the introduction of local disorder due, for example, to slight deviations from
stoichiometry. Such a dramatic diﬀerence in activation barriers for the two hop paths
suggests the possibility of one-dimensional diﬀusion along the a-axis in β-LixTiO2.
We used our cluster expansion in combination with KMC simulations as imple-
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Figure 3.5. Minimal energy migration path for the two symmetrically distinct hops avail-
able to a diﬀusing lithium atom in β-Li0.5TiO2. The barrier for hop a (blue circles) is much
smaller than the barrier for hop b (red squares).
mented in the CASM code to calculate the diﬀusion coeﬃcients for lithium atoms
in LixTiO2 at diﬀerent lithium compositions. The diﬀusion coeﬃcient, D, appearing
in Fick's ﬁrst law can be written as a product of a thermodynamic factor, Θ, and
a kinetic factor, DJ , referred to as a self or intrinsic diﬀusion coeﬃcient[26]. The
thermodynamic factor measures the deviation from thermodynamic ideality and is
related to the derivative of the Li chemical potential with respect to the natural log
of the Li concentration. The self diﬀusion coeﬃcient can be calculated with KMC
by evaluating a Kubo-Green expression[26]. A more detailed explanation of these
concepts and methods is available elsewhere[48].
Figure 3.6 shows the chemical diﬀusion coeﬃcient as a function of Li concentra-
tion. The diﬀusion coeﬃcient is slightly anisotropic in α and γ (the diﬀerence is not
discernable on the logarithmic scale of Figure 3.6). In the β phase, extensive KMC
simulations at 300 K showed that 100% of the hops occurred along path I, imply-
ing that hops along path II are negligible at room temperature and diﬀusion in the
ordered β phase is one-dimensional (along the a-axis). At low concentration, D is
comparable to that of other insertion compounds. Our predicted value of 10−10 cm2/s
is likely an upper bound as we neglect interactions between Li and localized electronic
states, which tend to reduce Li mobility especially at dilute concentrations[49]. D
drops substantially at x = 0.5 to about 10−16 cm2/s. In the fully lithiated phase,
LiTiO2, the absence of distorted Ti-O octahedra results in an even larger drop in the
chemical diﬀusion coeﬃcient to a value of 10−24 cm2/s.
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Figure 3.6. The chemical (blue diamonds) diﬀusion coeﬃcient in the a direction is plotted
as a function of lithium concentration at 300 K. The blue shading indicates two phase
regions.
Our thermodynamic and kinetic predictions provide crucial insight to rationalize
and overcome the cycling and capacity limitations of anatase. One key prediction is
the very low Li diﬀusion coeﬃcient in the fully lithiated phase, which explains the
limited capacity of anatase electrodes. Our thermodynamic predictions indicate that
fully lithiated γ-LiTiO2 should form through a two-phase reaction from β-Li0.58TiO2.
One mechanism for such a reaction is with a core-shell morphology where the new,
Li-rich, γ-LiTiO2 phase forms on the surface of the electrode particles and grows
inward consuming the β-Li0.58TiO2 as Li is supplied to the particle. In order for Li to
reach the two-phase reaction front, however, it must diﬀuse through γ-LiTiO2, which
has enveloped the surface. The exceedingly low Li diﬀusion coeﬃcient in γ-LiTiO2
will prevent any substantial ingress of Li once a thin layer of γ-LiTiO2 covers the
particle surface. This eﬀectively limits the maximum Li concentration of anatase
to the solubility limit of β-Li0.5TiO2, which our thermodynamic analysis indicates
is about 0.6, in excellent agreement with practically achievable capacities in anatase
[32, 37, 38]. Only for the smallest nanoparticles of anatase can we expect higher
Li concentrations, when diﬀusion distances are so small that diﬀusion is no longer
rate-limiting[50, 51]. In this context, Borghols et al were able to show that smaller
nanoparticles of anatase can be lithiated more successfully than larger ones. In fact,
7 nm nanoparticles can be fully lithiated to x = 1.0[39]. Similarly, Bresser et al have
reported capacities up to x = 0.75 for 3-4 nm diameter anatase nanorods[52].
Our results also shed light on the α-TiO2 to β-Li0.5TiO2 two-phase reaction, which
has been studied extensively experimentally[38, 45, 46]. While the a-axis of anatase
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Figure 3.7. Trend in the lattice parameters of LixTiO2 as a function of lithium composition
for the structures on the convex hull in Figure 3.1.
(α-TiO2) and of β-Li0.5TiO2 have negligible misﬁt (0.1%), the c-axis contracts by
5.0%, and the b-axis expands by 7.7% when transforming from α-TiO2 to β-Li0.5TiO2
(lattice parameter trends can be seen in Figure 3.7). Within a two-phase reaction
model, characterized by a transient two-phase coexistence within each individual
particle, such a large lattice misﬁt typically results in signiﬁcant coherency strain
energies[53]. Unique to this particular two-phase reaction, however, is that the mis-
ﬁt strains are restricted to the b-c plane of β-Li0.5TiO2, with contraction along c
and expansion along b. As is well known from the study of martensitic transforma-
tions in metallurgy, this condition results in planes that are common to both α-TiO2
and β-Li0.5TiO2 with zero misﬁt strain[54]. Two-phase morphologies within single
particles are therefore possible without introducing coherency strains, provided that
the interface between α and β is parallel to any of the strain invariant planes. For
the tetragonal to orthorhombic transformation between α and β, the strain free inter-
faces will be parallel to the (0, 0.207, ±0.064) and (0.207, 0, ±0.064) habit planes[53].
Because the strain invariant planes in β are perpendicular to the b-c plane, and there-
fore parallel to the a-axis (the direction of Li diﬀusion in β) Li diﬀusion in β can
only occur parallel to the reaction front and not toward it. Hence, diﬀusion through
newly formed β is unlikely to contribute to its further growth. Instead, Li must be
supplied from the α-TiO2 side of the reaction front, as illustrated in Figure 3.8. This
is only possible if the α phase extends to the surface of the particle throughout the
two-phase reaction to allow additional Li to enter the crystal. Any particle shapes
that promote a core-shell growth mechanism, with β covering the whole particle, are
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Figure 3.8. The strain-invariant interface between α and β is parallel to the 1-dimensional
lithium diﬀusion direction in β. A two-phase reaction will require Li addition through the
original α phase, which is more likely in plate-like particles (a) than in large coarse particles
(b) that are more susceptible to a core-shell-mechanism.
undesirable as they would rapidly cut oﬀ the Li supply to the moving interface. To
ensure full completion of the two-phase reaction, the moving interface must extend
to the surface of the particle (Figure 3.8(a)) such that fresh α-TiO2 surface is always
exposed to enable additional Li to enter the crystal. This is more likely in plate-like
particles that are thin in the [001] direction.
For large anatase particles, several variants of β-Li0.5TiO2 could nucleate on dif-
ferent parts of the surface. As these nuclei, having diﬀerent orientations relative to
the original anatase particle, grow inward, they will start impinging, resulting in an
increase in elastic strain energy. Overcoming the elastic strain energy for continued
growth requires an under potential during discharge, thereby resulting in hysteresis
in the voltage vs. lithium composition curve. Stresses arising from the coexistence of
several orthorhombic variants within the original anatase particle could also become
large enough to cause particle fracture, leading to electrode degradation.
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3.4 Conclusion
We have calculated key thermodynamic and kinetic properties of lithiated anatase
from ﬁrst principles, allowing us to shed light on the origins of important limitations
of this insertion compound in Li-ion battery applications. Our prediction of a re-
markably low Li diﬀusion coeﬃcient in LiTiO2 and a high solubility limit of ordered
Li0.5TiO2 explains the limited capacity of x = 0.6. The TiO2 to Li0.5TiO2 transforma-
tion has much in common with martensitic phase transformations, exhibiting strain
invariant planes for two-phase coexistence. Furthermore, we predict one-dimensional
Li diﬀusion within ordered Li0.5TiO2 in a direction parallel to the strain invariant
planes between anatase TiO2 and ordered Li0.5TiO2, implying that Li must enter
electrode particles at TiO2 exposed surfaces. This insight provides clear guidance as
to how capacity and rates can be maximized and hysteresis minimized during the α to
β transformation by controlling particle shape relative to crystallographic directions
of anatase.
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CHAPTER IV
Coarse Graining Vacancies in Binary Alloys Where
the Vacancy Concentration is Very Low
4.1 Introduction
All crystalline solids contain imperfections, the most common of which are va-
cancy and interstitial point defects. Their thermodynamic origin is often entropic
as defect formation energies tend to be positive. While the nature of point defects
in single component solids or highly ordered compounds has received much experi-
mental and theoretical attention [55, 56, 57, 58, 59, 60, 61], far less eﬀort has been
devoted to understanding the nature and composition dependence of point defects
in disordered multi-component solids. Almost all metals used in structural applica-
tions are alloys containing a variety of elements that are added to optimize a mix of
mechanical, kinetic and phase stability related properties [62, 63]. Alloys of semicon-
ducting compounds are increasingly utilized in electronic applications and are also
actively pursued in thermoelectric applications as a way to reduce thermal conduc-
tivity [64, 65, 66, 67]. Changing the overall composition of an alloy should aﬀect the
equilibrium point defect concentration, as point defects will interact diﬀerently with
the various components of the solid. Furthermore, the point defect concentration is
likely to depend on the degree of short and long-range order, which itself is a function
of temperature and overall concentration.
Although the presence of low concentrations of point defects has little eﬀect on
the overall thermodynamic properties of a solid and is unlikely to alter the relative
stability between diﬀerent phases, it does play a crucial role in determining electronic
and atomic transport properties. Vacancies, interstitials, and more complex anti-
site or dumbbell-like defects scatter Bloch states thereby resulting in lower electronic
conductivity. In semiconductors, they can also alter the Fermi level and thereby
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modify the number of free carriers, either by trapping them or donating them to the
conduction band.
Point defects are especially important in mediating atomic transport within the
crystalline state. Interstitial point defects are typically more mobile [48, 42, 47, 27, 68],
but vacancies are essential to redistribute substitutional elements within alloys [69].
The Kirkendall eﬀect is among the most pronounced manifestations of vacancy me-
diated substitutional diﬀusion within alloys and arises due to a diﬀerence in vacancy
exchange frequencies among the various components of the alloy [69, 70, 71, 72]. Any
concentration gradient in such alloys results in a net vacancy ﬂux in a direction op-
posite to the ﬂux of the fastest diﬀuser. In the presence of vacancy sources and sinks
such as dislocations and grain boundaries, a net vacancy ﬂux results in a rigid drift of
the crystal frame of reference, often causing deleterious eﬀects within the solid, such
as void formation.
Substitutional diﬀusion coeﬃcients are to ﬁrst order proportional to the vacancy
concentration [69]. Variations in alloy concentration or the degree of short or long-
range order will aﬀect the vacancy concentration and thereby the mobility of the
constituents of the alloy. There is limited understanding of the dependence of the
equilibrium vacancy concentration on alloy concentration and degree of order due
to diﬃculties in directly and precisely measuring vacancy concentrations in multi-
component solids. Such understanding is crucial in high temperature applications
relying on heterostructures with strong built in chemical potential gradients that
drive interdiﬀusion [72, 73]. It is also of importance in thermoelectric applications
where temperature gradients can result in driving forces for demixing, which can be
enhanced by high concentrations of point defects.
Here, we develop statistical mechanical methods to predict the thermodynamic
properties of vacancies within multi-component solids from ﬁrst principles. We intro-
duce a coarse graining procedure that enables the prediction of very dilute vacancy
concentrations and their associated thermodynamic properties with Monte Carlo sim-
ulations. We apply this approach to a study of vacancies in HCP based Ti-Al binary
alloys to explore the role of concentration and variations in both short-range and
long-range order on the equilibrium vacancy concentration. We ﬁnd a strong depen-
dence of the equilibrium vacancy concentration on Al concentration and degree of
long-range order, especially at low temperature.
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4.2 Methods
4.2.1 Alloy Hamiltonian and vacancies
A cluster expansion is a mathematical tool with which to describe any property
of a multi-component crystalline solid that depends on how the various components
of the solid are arranged within the crystal. It relies on occupation variables assigned
to each site within a crystal that can take on discrete values depending on the specie
occupying the site. In a binary A-B alloy, spin-like occupation variables, σi, are
typically used, which take a value of +1 if site i in the crystal is occupied by B and
−1 if it is occupied by A. Polynomials constructed by taking products of occupation
variables belonging to all possible clusters of sites, including clusters containing only
one site (a point cluster), pair clusters, triplet clusters, and so forth, can then be
shown to form a complete and orthonormal basis in conﬁguration space [22]. Hence,
any property of the crystal that depends on how the A and B atoms are arranged on
the crystal can be expanded in terms of these polynomial basis functions. The fully
relaxed energy of the crystal for example can be written as
E (~σ) = V0 +
∑
α
Vα · Φα (~σ) (4.1)
where ~σ = {σ1, ..., σi, ..., σM} denotes the collection of all occupation variables in
the crystal, V0 and Vα are expansion coeﬃcients, to be parameterized with a ﬁrst-
principles total energy method and
Φα (~σ) =
∏
i∈α
σi (4.2)
are cluster functions deﬁned as the product of occupation variables of sites belonging
to a cluster of crystal sites α. The constant term is equal to the average energy of
the crystal in the fully disordered state when there are an equal number of A and B
atoms. In the fully disordered state at x = 1/2, the averages of all the cluster functions
are zero since the occupation variables for diﬀerent sites are uncorrelated and their
average value at x = 1/2 is zero. The above expression for the conﬁgurational energy
of the crystal can thus be viewed as an expansion around the fully disordered alloy at
x = 1/2. This feature is a result of the particular choice of values that the occupation
variables σi can take. Alternative choices for the values of the occupation variables
are possible [74, 75] and may be more convenient for particular applications.
Most metallic alloys and multi-component ceramics of technological importance
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have a solvent, which is the dominant specie, and a variety of solutes that have sig-
niﬁcantly lower concentrations than the solvent. Important examples include alloyed
steels, which are Fe rich, and Ni-based super-alloys. Especially the vacancies within
a substitutional alloy, which needs to be treated as an explicit component, will have
very low concentrations. For these cases, it is more convenient to use an array of oc-
cupation variables pBi which are 1 if site i is occupied by specie B and zero otherwise.
For an n-component solid, n− 1 such occupation variables must be assigned to each
site. These occupation variables are linearly related to the spin like occupation vari-
ables σi [76]. While there is no restriction on the choice of n− 1 occupation variables
to explicitly work with, it is most convenient to introduce occupation variables for
the solutes only. For a binary alloy also containing vacancies, we would then use pBi
and pVai corresponding to the occupation variables for the solute B and the vacancy
`Va'. In terms of these occupation variables, the total energy of the crystal can be
written as
E (~p) = E0 +
∑
α
E
~D
α · Λ ~Dα (~p) (4.3)
where ~p =
{
pB1 , ..., p
B
i , ..., p
B
M , p
Va
1 , ..., p
Va
i , ..., p
Va
M
}
is the collection of all occupation
variables for each crystallographic site and E0 and E
~D
α are expansion coeﬃcients, again
to be determined with a ﬁrst-principles total energy method. The basis functions are
products of occupation variables belonging to sites of a cluster α and can be written
as
Λ
~D
α (~p) =
∏
i∈α
p
D(i)
i (4.4)
In this expression, the index i runs over the sites of a cluster α while ~D = {D(i)}
labels the type of occupation variable at each site i (i.e. pBi or p
Va
i ). All cluster
basis functions that can be mapped onto each other by a space group symmetry
operation of the crystal will have the same expansion coeﬃcient E ~Dα . In contrast
to a cluster expansion expressed in terms of spin-like occupation variabes, σi, the
constant term, Eo, in Equation 4.3, is now the energy of the pure solvent, as then
all the occupation variables are equal to zero. The above expression can therefore be
viewed as an expansion relative to the energy of the crystal containing only solvent
atoms A. Hence, for solvent rich alloys we can expect the above expression to converge
more rapidly than an equivalent expansion in terms of spin occupation variables. In
this work, we develop a multi-component cluster expansion using occupation variables
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pBi and p
Va
i (as opposed to spin occupation variables) to describe the conﬁgurational
energy of a multi-component solid containing a dilute concentration of vacancies.
4.2.2 Partition function of a binary alloy containing vacancies
Calculating the equilibrium vacancy concentration in binary alloys when their
compositions are very low using a cluster expansion and Monte Carlo simulations
requires a very large number of Monte Carlo passes. An equilibrium vacancy con-
centration of 10−12 in a Face Centered Cubic (FCC) based alloy, for example, will
require on average 109 Monte Carlo passes in a 10 × 10 × 10 Monte Carlo cell to
sample the occurrence of a single vacancy. The statistics using traditional Metropolis
Monte Carlo will therefore be poor and will require exorbitant simulation time. Since
the occurrence of vacancies at these equilibrium vacancy concentrations is so rare,
though, it becomes feasible and suﬃciently accurate to perform a coarse graining
procedure combined with a low-temperature-like expansion of the partition function.
This is described below.
An A-B binary alloy (e.g. Ti-Al) containing vacancies is, strictly speaking, a
ternary system. Within lattice Monte Carlo simulations, we work in the grand canon-
ical ensemble with a ﬁxed number of crystal sites M . Thus the numbers of atoms of
each component are not independent due to the constraint that NA+NB+NV a = M .
Because A is the solvent, we explicitly track NB and NVa. The partition function
within this grand canonical ensemble when considering only conﬁgurational excita-
tions can be written as
Z =
∑
~p
e−Ω(~p)/kT (4.5)
where
Ω (~p) = E (~p)−NBµ˜B −NVaµ˜Va (4.6)
is the grand canonical energy,
µ˜B = µB − µA (4.7)
µ˜Va = µVa − µA (4.8)
and E (~p) is the energy of conﬁguration ~p. The generalized chemical potentials are
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Figure 4.1. Ternary free energy with schematic of chemical potentials and zero vacancy
chemical potential.
related to the Gibbs free energy of the solid according to
µ˜B =
∂g
∂xB
µ˜Va =
∂g
∂xVa
(4.9)
where g is the Gibbs free energy per crystal site of the alloy and xi = Ni/M . This
can be shown starting from the diﬀerential form of the Gibbs free energy G = Mg
dG = −SdT + V dP + µAdNA + µBdNB + µVadNVa (4.10)
which with dNA = dM − dNB − dNVa becomes
dG = −SdT + V dP + (µB − µA) dNB + (µVa − µA) dNVa + µAdM. (4.11)
Within Monte Carlo simulations with periodic boundary conditions, M is constant
and therefore dM = 0. Then holding T and P constant, we have
dG = µ˜BdNB + µ˜VadNVa (4.12)
which, after normalization by M yields the relations between generalized chemical
potentials µ˜i and partial derivatives ∂g/∂xi.
Most alloys of technological interest contain grain boundaries along with a par-
ticular density of dislocations that can act as local vacancy sources and sinks. These
extended defects can therefore regulate an equilibrium vacancy concentration within
the alloy. The vacancy concentration, therefore, cannot be controlled experimentally
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and the solid will pick an equilibrium vacancy concentration that minimizes the Gibbs
free energy at constant T , P , NA and NB. Mathematically this is equivalent to setting
the vacancy chemical potential equal to zero
µVa =
(
∂G
∂NVa
)
T,P,NA,NB
= 0 (4.13)
The vacancy chemical potential in a ternary alloy can be written in terms of the
Gibbs free energy of the alloy according to
µVa = g (xB, xVa)− xB · ∂g
∂xB
+ (1− xVa) · ∂g
∂xVa
(4.14)
which, with the relations between generalized chemical potentials and partial deriva-
tives, can be rewritten as
µVa = g (xB, xVa)− xB · µ˜B + (1− xVa) · µ˜Va. (4.15)
Setting the vacancy chemical potential equal to zero, we obtain a relationship be-
tween µ˜B and µ˜Va specifying the path in chemical potential space corresponding to
an equilibrium vacancy concentration
µ˜Va = −g (xB, xVa)− xB · µ˜B
(1− xVa) . (4.16)
4.2.3 Coarse graining the vacancies in an alloy partition function
Conﬁgurations with vacancies have much higher grand canonical energies than
conﬁgurations without vacancies, and therefore have a much lower probability of
occurrence compared to purely binary A-B conﬁgurations. Here we develop a coarse
graining scheme valid for a grand canonical Monte Carlo simulation of a crystal having
periodic boundary conditions. We proceed by writing the sum over all conﬁgurations
~p as ﬁrst a sum over binary conﬁgurations ~s followed by a sum over all conﬁgurations
obtained by inserting vacancies into the binary A-B conﬁguration ~s, which we denote
by ~q (~s). To avoid double counting of conﬁgurations containing vacancies, we only
sum over vacancy conﬁgurations ~q (~s) obtained from ~s by exchanging either A or B
with a vacancy, but not both.
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Z =
∑
~s
∑
~q(~s)
e−Ω(~q(~s))/kT (4.17)
Z =
∑
~s
e−Ω(~s)/kT
∑
~q(~s)
e(−Ω(~q(~s))−Ω(~s))/kT (4.18)
For ﬁxed binary conﬁguration ~s, we can introduce a coarse-grained vacancy free en-
ergy:
∆Φvac (~s) = −kT ln
∑
~q(~p)
e−∆Ω(~q(~s))/kT
 (4.19)
with
∆Ω (~q (~s)) = Ω (~q (~s))− Ω (~s) (4.20)
equal to the cost in the grand canonical energy of introducing vacancies having conﬁg-
uration ~q (~s) in a binary conﬁguration ~s at constant µ˜B and µ˜Va. With this deﬁnition
for a coarse grained grand canonical free energy, we can rewrite the full partition
function as
Z =
∑
~s
e−(Ω(~s)+∆Φvac(~s))/kT (4.21)
where the sum extends only over binary conﬁgurations, all ternary conﬁgurations
containing vacancies having been coarse grained out. The coarse-grained vacancy
free energy for a particular binary conﬁguration ~s can be written as
∆Φvac (~s) = −kT ln
1 + ∑
~q(~s)6=~s
e−∆Ω(~q(~s))/kT
 (4.22)
If the vacancy formation energies are very high, the sum of exponentials will be very
small. Thus, analogously to a low-temperature expansion, we can Taylor expand the
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logarithm to yield
∆Φvac (~s) = −kT
∑
~q(~s) 6=~s
e−∆Ω(~q(~s))/kT (4.23)
For very high vacancy formation energies (i.e. very low vacancy concentrations),
the exponentials at moderate temperatures (i.e. temperature corresponding to very
low equilibrium vacancy concentrations) will all be small. In a ﬁnite sized Monte
Carlo cell with periodic boundary conditions, conﬁgurations ~q (~s) with two or more
vacancies will lead to an increase in energy that is very high with concomitant small
exponentials. Hence, in evaluating ∆Φvac (~s) in Monte Carlo, we can restrict ourselves
to conﬁgurations ~q (~s) with only one vacancy at a time.
4.2.4 Monte Carlo Algorithm
The above coarse-graining procedure eﬀectively reduces a ternary problem to one
where only binary conﬁgurations need to be explicitly sampled. In Monte Carlo sim-
ulations, we therefore need only sample binary conﬁgurations. The coarse grained
Monte Carlo algorithm then takes the form:
1. Initialize a binary conﬁguration ~s.
2. Pick a site in the crystal at random.
3. Consider the replacement of the atom at that site with the other component. We
denote this as a change in a binary conﬁguration from ~s to ~s ′.
4. Calculate the change in coarse grained free energy:
∆Θ = Ω (~s) + ∆Φvac (T,~s
′)− Ω (~s)−∆Φvac (T,~s)
5. If ∆Θ is less than zero, accept the new conﬁguration ~s ′, else accept it if e−∆Θ/kT >
ξ, where ξ is a random number between 0 and 1.
6. Return to step 2.
In practice, when the equilibrium vacancy concentrations are very low, it may be
possible to neglect (∆Φvac (~s ′)−∆Φvac (~s)), such that the sampling of binary conﬁg-
urations would take as much eﬀort computationally as a pure binary system.
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4.2.5 Equilibrium Vacancy Composition
The equilibrium number of vacancies is equal to the ensemble average of vacancies
given by
N¯Va =
1
Z
∑
~p
NVa (~p) · e−Ω(~p)/kT (4.24)
N¯Va =
1
Z
∑
~s
e−Ω(~s)/kT
∑
~q(~s)6=~s
NVa (~q (~s)) e
−∆Ω(~q(~s))/kT
 (4.25)
If the vacancy concentration is very low and the size of the crystal in the Monte Carlo
cell is not too large, then terms corresponding to conﬁgurations with two or more
vacancies will contribute negligibly to the second sum. If we neglect all conﬁgurations
with two or more vacancies, the above sum reduces to
N¯Va =
1
Z
∑
~s
e−Ω(~s)/kT
∑
~q(~s)6=~s
e−∆Ω(~q(~s))/kT
 (4.26)
which we can write, using Equation 4.23, as
N¯Va =
1
Z
∑
~s
e−Ω(~s)/kT ·
(
−∆Φvac (~s)
kT
)
(4.27)
This expression can be approximated by taking the average of
−∆Φvac (~s)
kT
(4.28)
in a binary Monte Carlo simulation. The approximation lies in the fact that Z in
Equation 4.27 includes microstates with vacancies, while the binary Monte Carlo
simulations do not. The vacancy concentration is then
xVa ≈ − 1
MkT
〈∆Φvac (~p)〉 (4.29)
where the average is taken over all binary conﬁgurations ~s using the coarse grained
partition function.
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(a) (b)
Figure 4.2. Crystal structure schematics of the DO19 (α2) ordered phase, including (a) a
projection view down the c-axis and (b) a 3D representation.
4.3 Results
As an application of this approach, we study the thermodynamics of vacancies in
HCP based Ti-Al binary alloys. The HCP form of Ti-Al alloys is thermodynamically
stable within the 0-30% Al compositon range. Within this range is a well-known
ordered phase, which has a primitive cell that is a 2× 2× 1 supercell of the HCP (2
atom) unit cell, with an Al ordering illustrated in Figure 4.2. There is also a large
solubility of Al in the HCP Ti-Al solid solution, while the DO19 ordered phase is
stable over a wide concentration range around perfect stoichiometry of x = 0.25. This
material will serve as a good model system to explore the eﬀect of alloy concentration
and degree of ordering on the equilibrium vacancy concentration.
4.3.1 First-principles parameterization of alloy Hamiltonian
We parameterized a cluster expansion by ﬁtting the coeﬃcients of a truncated form
of Equation 4.1 to reproduce the formation energies of diﬀerent arrangements of Ti,
Al, and dilute vacancies over the sites of the HCP crystal structure. The energies of
these conﬁgurations were calculated with DFT as implemented in the VASP package
[18, 21, 20]. We used the PAW pseudopotential method to treat the interaction
between valence and core electronic states [21, 20]. A 10 × 10 × 5 k-point mesh,
yielding a convergence to within 1.0 meV per atom, was used for the HCP primitive
cell and scaled accordingly to achieve equivalent (or greater) k-point densities in the
supercells. The atomic positions, lattice parameters, and cell shape were allowed to
relax fully using the conjugate gradient approach to minimize the total energy. An
energy cutoﬀ of 450 eV was chosen for the plane wave basis set. These calculations
were performed without the inclusion of spin polarization. We calculated the energies
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Figure 4.3. DFT (blue diamonds) and cluster expansion predicted (pink circles) formation
energies for the Ti-Al binary system as a function of Al composition. Blue lines convex hull
and correspond to two-phase regions.
of over 600 binary conﬁgurations by enumerating the symmetrically unique orderings
of Ti and Al in all distinct supercells containing up to 6 HCP unit cells (up to 12 atoms
per cell). In addition to these conﬁgurations, we also systematically enumerated dilute
perturbations around the ground state conﬁgurations, which for the HCP based Ti-Al
alloy is pure α-Ti and the ordered α2-Ti3Al(DO19) phase. These dilute conﬁgurational
perturbations were enumerated in a 128 atom, 4 × 4 × 4 supercell of the HCP unit
cell. For pure Ti in the 4× 4× 4 supercell, we calculated the energy of conﬁgurations
generated by substituting one Ti for an Al, two Ti for a pair of Al and three Ti for a
triplet of Al. For the pair and triplet substitutions, we considered all symmetrically
distinct Al-Al pairs up to the 8th nearest neighbor and a variety of symmetrically
distinct Al-Al-Al triplets of increasing radius. Similar conﬁgurations were enumerated
in a 128 atom supercell of DO19 (i.e. a 2 × 2 × 4 supercell of the DO19 unit cell).
Within this supercell, we calculated the energies of all anti-site defects (i.e. an Al
on the Ti sublattice and a Ti on the Al sublattice), all symmetrically distinct pairs
of anti-site defects up to the 8th nearest neighbor and several symmetrically distinct
triplets of anti-site defects.
The 4 × 4 × 4 supercells were also used to enumerate diﬀerent Al arrangements
around a single vacancy. The choice of the 4 × 4 × 4 supercell was motivated by a
convergence analysis of the vacancy formation energy as a function of supercell size.
We calculated the vacancy formation energy using supercells ranging from 42 to 162
atoms. We ﬁnd that a 128 atom supercell yields a vacancy formation energy to within
about 25 meV with respect to the largest 162 atom cell considered. Additionally, we
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Figure 4.4. Convergence test data for vacancy formation energy in pure HCP-Ti as a
function of supercell size and shape.
ﬁnd that smaller cells are noticeably less suitable as they diﬀer by up to 50 meV from
the most accurate value. This is shown in Figure 4.4.
Using the 128 atom 4×4×4 supercell of pure Ti, we calculated the energy of a single
vacancy, of symmetrically distinct Al-vacancy pairs up to the 8th nearest neighbor,
and of a variety of Al-Al-vacancy triplets. Similar conﬁgurations were enumerated in
the 128 atom supercell of DO19. A single vacancy was placed on both the Al and Ti
sublattices. We also enumerated symmetrically distinct vacancy-anti-site pairs up to
the 8th nearest neighbor as well as several symmetrically distinct triplets containing
two anti-sites and a vacancy.
A large portion of the more than 600 conﬁgurations considered here were found
to be mechanically unstable and relaxed to FCC based orderings. This is consistent
with the fact that the Ti-Al alloy forms FCC based compounds at aluminum concen-
trations of x = 1/2 and above. We did not include the energies of the mechanically
unstable HCP-based ordering when ﬁtting the coeﬃcients of the cluster expansion.
We identiﬁed conﬁgurations that relax to an FCC-based ordering based on the coor-
dination number in the third and fourth nearest neighbor shells. The FCC crystal
has 24 and 12 third and fourth nearest neighbors while the HCP crystal has 2 and 18.
We only included the energies of conﬁgurations that can be mapped onto an HCP
parent crystal with certainty, that is, their nearest neighbor tables exactly matched
those of the primitive cell with a 0.2 Å tolerance on mapping any given atom into a
shell. This leaves only 317 conﬁgurations, most of them Ti-rich.
The coeﬃcients of the cluster expansion were determined by ﬁtting to the fully
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Figure 4.5. Comparison of Al-Va (left) and Al-Al (right) pair cluster relative energies
as calculated with DFT (blue diamonds) and predicted with the cluster expansion (pink
circles).
relaxed DFT energies of 317 conﬁgurations using a genetic algorithm [77] followed by
a depth-ﬁrst-search algorithm to determine the optimal set of non-zero terms in the
expansion [24]. We use a number of diﬀerent metrics to verify the predictive capability
of the cluster expansion. The root mean square error between the original DFT
energies and the corresponding energies predicted by the cluster expansion is 0.0036
eV per primitive cell (containing two atoms). The leave-one-out CV score is 0.0044
eV per primitive cell. We also ensured that key trends in the ﬁrst-principles data are
reproduced by the cluster expansion. We veriﬁed, for example, that the energies of Al-
Al and Al-Va pairs within an HCP-Ti crystal have the same qualitative dependence
on distance. The DFT calculations predict that the third nearest neighbor Al-Al
defect pair in pure Ti is energetically more favorable to form than the ﬁrst or second
nearest neighbor pairs (Figure 4.5), while the energy varies negligibly beyond the
third nearest neighbor distance. With Al-Va defects, the energy spikes for the second
nearest neighbor, drops for the third, and spikes again for the fourth, but the ﬁrst
nearest neighbor and longer-range pairs have approximately the same energy. These
trends are all reproduced with the cluster expansion. Similar trends were reproduced
between a pair of anti-site defects and a vacancy-anti-site defect in DO19. As a ﬁnal
test of the quality of the cluster expansion, we sampled representative conﬁgurations
within grand canonical Monte Carlo simulations at temperatures slightly above the
order-disorder transition temperature of DO19 and compared their DFT energies with
the energies predicted with the cluster expansion. The DFT-PBE energies of eight
disordered conﬁgurations as sampled in a 4×4×4 supercell of the pimitive cell within
Monte Carlo simulations were calculated with VASP. The rms between the DFT
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Figure 4.6. (a) Calculated temperature-composition phase diagram for the Ti-Al binary
system. Triangles represent points along the predicted phase boundary. Blue (cooling) and
maroon (heating) lines are lines of constant chemical potential. (b) Gibbs free energy curves
at diﬀerent temperatures: 600 K (blue squares), 1100 K (purple circles), and 1600 K (red
diamonds). These points are obtained using pure α-Ti and α2-Ti3Al as references.
energies and those predicted by the cluster expansion for these eight conﬁgurations
was 0.001 meV per HCP primitive unit cell. This low value, which is of the same
order as the numerical accuracy of the direct DFT calculations, indicates that the
cluster expansion has a predictive capability with ﬁrst-principles accuracy.
4.3.2 Monte Carlo Simulations: Phase Equilibrium, Vacancy Composi-
tion, and the Eﬀect of Order
The cluster expansion was subjected to grand canonical Monte Carlo simula-
tions to predict a variety of thermodynamic properties, including the temperature-
composition phase diagram of HCP based Ti-Al and the equilibrium vacancy concen-
tration as a function of temperature and alloy composition.
The binary temperature-composition phase diagram was constructed by mini-
mizing over Gibbs free energies and grand canonical free energies as obtained with
integration techniques of Monte Carlo calculated averages [78, 41, 24]. Figure 4.6
shows the calculated temperature composition phase diagram for Ti-rich HCP Ti-Al.
The DO19 Ti3Al ordered phase is predicted to be stable up to 1800 K (≈ 1500◦C) and
is stable over a wide concentration range. A wide two-phase coexistence region sepa-
rates DO19 from a Ti-rich solid solution, while a narrower two-phase region separates
DO19 from a high Al concentration HCP solid solution. At low temperature, DO19
can coexist with an FCC based ordering having TiAl stoichiometry. We did not con-
sider phase stability between the HCP and FCC parent crystal structures. Figure 4.6
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shows several Gibbs free energy curves as calculated at diﬀerent temperatures. The
reference states of the free energies shown in Figure 4.6 are pure HCP Ti and the
free energy of DO19 at xAl = 0.25. These free energies were obtained by integrating
µ˜Al = µAl − µT i as a function of alloy concentration xAl according to
g (xAl) = g
(
xrefAl
)
+
∫ x
xrefAl
µ˜AldxAl (4.30)
where g
(
xrefAl
)
is the Gibbs free energy at a reference concentration xrefAl and the relation
between µ˜Al and xAl is generated by the grand canonical Monte Carlo simulations.
As reference concentration for the free energy of the Ti-rich solid solution, we used
xrefAl = 0 where g
(
xrefAl
)
= 0, the formation energy of pure Ti (the conﬁgurational
entropy is zero at xrefAl = 0). For the free energy of DO19, we used x
ref
Al = 0.25 and
determined the reference Gibbs free energy g
(
xrefAl
)
by integrating the grand canonical
free energy, φ = g − µ˜AlxAl, at constant µ˜Al as a function of temperature
βφ (µ˜Al, T ) = βrefφ (µ˜Al, Tref) +
∫ β
βref
ωdβ (4.31)
where the grand canonical free energy is deﬁned as φ = g− µ˜AlxAl and ω = e− µ˜AlxAl
is the average grand canonical energy calculated with the Monte Carlo simulations.
As reference for the above integral, we used the ground state grand canonical energy
of DO19 at very low temperature (i.e. φ (µ˜Al, Tref) = ωDO19).
The Gibbs free energy data, in addition to being essential input for the calculation
of the equilibrium phase diagram are also needed to determine the values of µ˜Va
corresponding to an equilibrium vacancy concentration (i.e. µVa = 0) according to
Equation 4.16. Since the vacancy concentration in the Ti-Al alloy is exceedingly low
(≈ 10−17 − 106), we can neglect xVa in Equation 4.16 and use the Gibbs free energy
of the binary alloy in the absence of vacancies. Figure 4.7 shows all of the data
that serve as input parameters for the coarse grained Monte Carlo simulation. The
Gibbs free energy in Figure 4.7(b) is the same as that in Figure 4.6(b), but instead
of the reference states being pure α-Ti and α2-Ti3Al, they are now pure α-Ti and
pure FCC-Al. These curves are obtained by integrating (as per Equation 4.30) the
chemical potential data in Figure 4.7(a), which is obtained from binary Ti-Al grand
canonical Monte Carlo simulations. The points in Figures 4.7(c) and (d) are acquired
via Equation 4.16.
We calculated the equilibrium vacancy concentration within grand canonical Monte
Carlo simulations by explicitly sampling microstates in the full Ti-Al-Va ternary and
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Figure 4.7. Data required as inputs for the coarse grained Monte Carlo simulations: (a)
Al chemical potential µ˜Al as a function of alloy composition, (b) Gibbs free energy, (c) µ˜Va
as a function of alloy composition, (d) µ˜Va as a function of µ˜Al.
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Figure 4.8. Comparison of results obtained with full ternary Monte Carlo simulations
(black squares) and the Coarse Grained Monte Carlo method at (a) 1600 K (red diamonds)
and (b) 1100 K (purple circles).
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by using the coarse-grained binary Monte Carlo algorithm introduced in Section 4.2.4.
Figure 4.8 compares the equilibrium vacancy concentrations at 1600 K and 1100 K
as calculated with both approaches. The agreement between the full ternary Monte
Carlo simulations and the coarse grained binary Monte Carlo simulations seen in
Figure 4.8(a) is excellent. In the full ternary simulations, 6 to 12 million Monte
Carlo passes were required (a Monte Carlo pass is the number of attempted site occu-
pant exchanges per site) to attain well-averaged vacancy concentrations. The coarse
grained binary Monte Carlo required only on the order of several thousand Monte
Carlo passes to achieve the same quality in the average vacancy concentration. We
can also see how quickly the ternary approach becomes intractable. Even after 6 mil-
lion Monte Carlo passes at 1100 K, the data in Figure 4.8(b) is very scattered, and
no vacancy events occur in the simulation at all at compositions beyond xAl = 0.1.
Figure 4.9 shows calculated equilibrium vacancy concentrations at several tempera-
tures. Only the coarse-grained binary Monte Carlo algorithm was viable at the lower
temperatures.
The equilibrium vacancy concentration has a strong dependence on the alloy con-
centration, especially at lower temperatures. At 600 K, for example, the vacancy
concentration decreases by three orders of magnitude between the solubility limit
of the solid solution and DO19 at xAl = 0.23. Within DO19, the equilbrium vacancy
concentration jumps very rapidly by about two orders of magnitude as the Al concen-
tration increases. The equilibrium vacancy concentration is aﬀected by the availability
of energetically favorable local environments. This is determined by the equilibrium
degree of short and long-range order between Al and Ti. Figure 4.10 (a) and (b)
illustrates the positions of successive nearest neighbor atoms radiating out of a ﬁxed
point (in Figure 4.10(a), that point is occupied by a vacancy, and in Figure 4.10(b), it
is occupied by an Al anti-site defect). The sizes of the balls correspond to the relative
amount of energy that it costs to form a pair defect by placing an Al atom at each
of those sites. Figures 4.10(c) and (d) show the average Al concentrations within
successive neighboring shells surrounding a vacancy and Al atom, respectively, as a
function of alloy concentration, calculated at 1600 K.
If the alloy is completely random, all shell concentrations will equal the Al con-
centration of the alloy. Deviations from xAl indicate short-range order in the solid
solution and long-range order in DO19. As is clear in Figure 4.10, there is some degree
of short-range order, even at temperatures as high as 1600 K.
Figure 4.10 gives us some insight into the type of short range ordering we might
observe around an Al atom and a vacancy. Each dashed line in Figures 4.10(c) and
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Figure 4.9. Equilibrium vacancy composition data calculated using the coarse grained
Monte Carlo method for three diﬀerent temperatures: 1600 K (red diamonds), 1100 K
(purple circles), and 600 K (blue squares).
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Figure 4.10. Defect formation energetics and Al composition in successive nearest neighbor
shells around (a) a vacancy and (b) an Al anti-site defect. The sizes of the balls indicate
the relative energy cost of forming the pair defect. In (c) and (d) the Al shell composition
is plotted as a function of average Al composition for the vacancy and Al anti-site defects,
respectively.The colors consistently correspond to a speciﬁc nearest neighbor shell, e.g. the
orange ball in (a) and (b) is the fourth nearest neighbor, and the orange line in (c) and (d)
is for the fourth nearest neighbor shell.
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(d) corresponds to a subsequent nearest neighbor shell around either a vacancy or Al
atom, respectively, and we are plotting the Al composition in that shell as a func-
tion of average Al composition in the crystal. At x = 0, all of the shell composition
are zero because no Al atoms are present in pure α-Ti. At x = 0.25, however, in
the DO19 ordered phase, the shell composition gives us the preferred site occupancy.
Unsurprisingly, the Al atoms occupy the 3rd, 4th, and 8th nearest neighbor shells,
which his consistent with the Al ordering in this phase. We also see some degree
of short-range order around vacancies, with a clear tendency for vacancies to prefer
local environments in which the fourth nearest neighbor has a lower than average Al
concentration. In DO19, the average Al concentrations of neighboring shells around
the vacancies indicate that the vacancy prefers the Ti sublattice to the Al sublat-
tice. This is consistent with a zero Kelvin grand canonical free energies, which are
most negative for vacancies on the Ti sublattice. Additionally, whenever the shell
composition is not equal to the average composition in the two-phase region, we can
imagine that some energetics is aﬀecting the atom arrangements. In the Al-Al inter-
action case, the Al atoms prefer to not be near each other, so the nearest neighbor
Al-Al pair defects are particularly costly to form, and this is again conﬁrmed by their
nearest neighbor lines deviating from the others. Similarly, the 4th nearest neighbor
line that deviates from the average for the Al-Va pairs corresponds to an Al atom
occupying the a site in the layer directly below a vacancy, which also appears to be
energetically unfavorable.
4.4 Discussion
We have explored the role of composition and variations in the degree of short
and long-range order on the equilibrium vacancy concentration in multi-component
crystalline solids, using the binary HCP based Ti-Al alloy as an example. A multi-
component solid at ﬁnite temperature can exhibit a range of short and long-range
order. The HCP based Ti-Al alloy exhibits both a solid solution and a stable or-
dered phase at x = 0.25 with a substantial tolerance to deviations from this ideal
stoichiometric composition. Variations in temperature and composition in this alloy
therefore result in diﬀerent degrees of short and long-range order. The equilibrium
vacancy concentration will depend on the degree of order since the various compo-
nents of the solid generally interact diﬀerently with vacancies, and vacancies have a
tendency to prefer particular local environments over others.
Explicitly accounting for vacancies in a two-component solid turns it into a ternary
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problem. Here we have used a ternary cluster expansion expressed in terms of poly-
nomials of occupation variables to describe the interactions among Al and between
Al and vacancies in an otherwise Ti-rich HCP crystal. The equilibrium vacancy con-
centration is determined by setting the vacancy chemical potential equal to zero,
which is equivalent to minimizing the free energy of the solid with respect to the
number of vacancies, holding the number of other components of the solid constant.
Because vacancies usually have very low equilibrium concentrations, direct sampling
using ternary grand canonical Monte Carlo simulations becomes intractable, espe-
cially at low temperature. Exploiting the exceedingly low equilibrium vacancy con-
centrations of most solids, we have developed a Monte Carlo algorithm that does not
explicitly sample vacancy microstates. This is achieved by integrating out all dilute
vacancy conﬁgurations within a disordered binary solid to obtain a coarse-grained
vacancy free energy for each explicitly sampled binary conﬁguration. A comparison
between predictions of the full ternary grand canonical Monte Carlo simulations and
the coarse-grained binary Monte Carlo at high temperatures demonstrates the validity
of the approximations inherent to the coarse graining procedure. The approximations
within the coarse grained algorithm become more accurate with decreasing temper-
ature, where the errors incurred by neglecting microstates involving more than one
vacancy at a time in a Monte Carlo sized cell become negligible. This new algorithm
has allowed us to calculate equilibrium vacancy concentrations at low temperatures
with a reasonable number of Monte Carlo passes.
To ensure that the equilibrium short-range order sampled in Monte Carlo simula-
tions is representative of that predicted by density functional theory, we ﬁt the ternary
cluster expansion to a large (> 300) database of DFT energies of Ti-Al-vacancy order-
ings on HCP. Among the conﬁgurations used to parameterize the cluster expansion
were symmetrically distinct arrangements of a large number of point, pair, and triplet
Al and vacancy arrangements within a large supercell of pure Ti and within a super-
cell of DO19 Ti3Al. We ensured that the cluster expansion accurately reproduces the
trends in Al-Al and Al-vacancy pair energies in pure Ti as well as anti-site-anti-site
and anti-site-vacancy pair energies in DO19. A comparison with representative high
temperature conﬁgurations sampled at high temperature with Monte Carlo simula-
tions also demonstrated that the cluster expansion has a predictive capability that
matches the numerical accuracy of direct DFT calculations.
The cluster expansion therefore appears to be very accurate in extrapolating DFT
energies, including those not used in the ﬁt. The calculated phase diagram using this
cluster expansion is similar to previous predictions of the α + α2 phase bounds and
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predicts a transition temperature around 1900 K (about 1650◦C), a value that is close
to, but slightly below, that predicted by van de Walle and Asta [23].
The experimental order-disorder transformation temperature is unknown due to
the transformation of HCP Ti-Al to Body Centered Cubic (BCC) Ti-Al at tempera-
tures where DO19 Ti3Al is still stable [7]. While early assessments of the Ti-Al binary
phase diagram depicted an order-disorder transition temperature below the transfor-
mation of HCP Ti-Al to bcc Ti-Al [6, 79, 80], more recent assessments have concluded
that it occurs at temperatures above the HCP to bcc transformation [7, 81]. The pre-
dicted order-disorder transition temperature of approximately 1650◦C corresponds
to the incoherent transformation temperature. It is experimentally very challenging
to determine this incoherent transition temperature. Most samples consist of a co-
herent two-phase mixture of an HCP Ti-rich solid solution, α, and DO19 Ti3Al, α2
[81, 82]. Coherency strains introduce a free energy penalty that depresses transition
temperatures and decreases the widths of two-phase bounds [82, 83, 84]. An addi-
tional complexity arises from the fact that HCP Ti is capable of dissolving very high
concentrations of oxygen in its interstitial octahedral sites, reaching concentrations
as high as TiO1/2. Many of the HCP based Ti-Al alloys also contain non-negligible
oxygen concentrations, which will have an important eﬀect on the order-disorder tran-
sition temperature of DO19. Only a limited number of studies have explored the role
of oxygen in modifying the equilibrium phase bounds between α and α2 [85]. Further-
more, there is a likelihood that dissolved oxygen can couple with coherency strains,
for example by relieving a portion of the coherency strain energy penalty of two-phase
coexistence by redistributing between the two phases [82]. This further complicates
a comparison of the calculated incoherent order-disorder transition temperature to
experiment.
Our present study only accounts for conﬁgurational degrees of freedom and ne-
glects vibrational excitations. Van de Walle [86] recently incorporated the eﬀect of vi-
brations in calculating the Ti-rich HCP Ti-Al phase diagram using length transferable
force constants (LDTFCs) and a cluster expansion for the coarse-grained vibrational
free energies. This study showed that the inclusion of vibrational excitations sub-
stantially decreases the DO19 order-disorder transition temperature. In fact, within
the LDTFC approximation, the inclusion of vibrations decreases the transition tem-
perature to values that are even below the earliest experimental estimates of this
temperature. As with the phase diagram, the role of vibrational excitations is also
likely to be important in determining the equilibrium vacancy concentration. The
same cluster expansion approach as well as the coarse-grained Monte Carlo algorithm
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used here can be applied when accounting for vibrational excitations in addition to
conﬁgurational degrees of freedom.
Our study here has shown that the equilibrium vacancy concentration can vary
by several orders of magnitude over relatively small intervals of alloy concentration.
In the absence of long-range order, the vacancy concentration is predicted to decrease
with increasing Al concentration. In DO19 Ti3Al, the vacancy prefers to occupy the
Ti sublattice rather than the Al sublattice. This result is in qualitative agreement
with predictions made with embedded atom interatomic potentials as implemented in
a mean ﬁeld framework[87]. A vacancy preference for the Ti sublattice of Ti3Al causes
the vacancy concentration to increase abruptly once the Al concentration increases
above the stoichiometric value of x = 0.25. An increase in the Al concentration above
a stoichiometric Ti3Al can be achieved in two ways: (i) by adding energetically costly
Al anti-sites to the Ti sublattice and (ii) by adding more, albeit also energetically
costly, vacancies to the Ti sublattice. The increase in vacancy concentration with
Al concentration in α2 between x = 0.22 and x = 0.35 agrees qualitatively with the
dependence of an eﬀective vacancy formation energy with Al concentration as deter-
mined with positron lifetime measurements [88] and with embedded atom interatomic
potentials [87].
An accurate description of vacancy solute interactions is a crucial input for pre-
dictions of diﬀusion coeﬃcients in multi-component solids [89, 90]. Interdiﬀusion
coeﬃcients are to ﬁrst order proportional to the vacancy concentration [69]. The in-
terdiﬀusion coeﬃcient will therefore be very sensitive to large variations in the equi-
librium vacancy concentration as a function of alloy concentration. The preference of
vacancies for the Ti sublattice of DO19 Ti3Al [91] will have important consequences
for diﬀusion in the ordered phase [87]. The Ti sublattice forms an interconnected net-
work, connected by nearest neighbor pairs. Hence, vacancies on the Ti sublattice can
freely diﬀuse through DO19 without introducing any more disorder. The correlation
factor for vacancies will therefore be quite high. In contrast, when vacancies prefer
the minority sublattice (such as the Al sublattice in DO19 or the Li sublattice of L12
Al3Li), which do not form an interconnected network, they will generally be trapped
as typical nearest neighbor vacancy-atom exchanges result in an increase in disorder.
The vacancy correlation factor is then very low [89]. The results here in combination
with a prediction of the relevant diﬀusion coeﬃcients [69] are of value in Allen-Cahn
and Cahn-Hilliard type approaches to study precipitation of DO19 in supersaturated
HCP based Ti-Al solid solutions.
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4.5 Conclusion
We have implemented the cluster expansion formalism to calculate a ﬁrst princi-
ples phase diagram for the HCP based Ti-Al binary alloy in the 0-30% Al composition
range. The resulting eﬀective Hamiltonian is incorporated in a new coarse grained
Monte Carlo method, which is described in detail, for the study of equilibrium vacancy
composition and relevant thermodynamic properties in multi-component systems with
dilute vacancies. In the HCP based Ti-Al sytem, we ﬁnd a strong dependence of the
equilibrium vacancy composition on Al composition and degree of long range order,
especially at low temperature.
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CHAPTER V
Outlook
The 21st century is truly the age of information. Every day computers become
more powerful and eﬃcient, scientists become more innovative, and the ﬁelds of re-
search that perhaps seemed disparate just a few decades ago become more and more
intimately intertwined. In this realm, developing cutting edge computational methods
that take advantage of new technologies while working in close proximity with exper-
imentalists to reach an ever deeper and more complete understanding of the world
around us is the key to driving innovation. Well developed computational models can
not only describe a phenomenon that has already been observed, but also predict the
behavior of materials that cannot be measured or propose novel materials systems
that do not yet exist.
The work described in this dissertation looks closely at two rather diﬀerent systems
 oxides for lithium-ion battery electrodes and titanium-aluminum structural alloys.
While their potential real world applications are quite dissimilar (rechargeable bat-
teries and airplane engines, respectively), we are able to incorporate our in-house
computational modeling suite very eﬀectively in both cases to draw conclusions that
can be useful for future studies of those systems and the eﬀorts to implement these
materials in industrial applications. We have shown here that incredible insight can
be gained from studying a system's behavior as a function of conﬁgurational disorder
and that these results can be acquired relatively inexpensively using cluster expansion
and Monte Carlo techniques.
We have elucidated the peculiar behavior of anatase TiO2 as a function of in-
creased lithium composition, identifying an ordered phase at x = 0.5 and showing
that diﬀusion in this phase is purely one-dimensional. We explained why this mate-
rial can only be lithiated fully at the nanoscale and suggest some potential preferred
particle shapes to maximize the actual lithiation of anatase electrodes.
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For the Ti-Al system, we developed a new coarse grained Monte Carlo method
that allows for the rapid and accurate calculation of the equilibrium vacancy compo-
sition as a function of alloy composition in any alloy system with dilute vacancies.
These results are essential for the study of diﬀusion and microstructure evolution in
structural alloys (and potentially many other materials). The data we have gener-
ated with our approach is also integral as input for further modeling eﬀorts by our
collaborators, speciﬁcally phase ﬁeld modeling to study precipitate evolution. Lastly,
of course, we hope to continue the back-and-forth relationships with experimental
groups with whom we continually attempt to reconcile results to gain new insights
into the physics that drives our universe.
As technology continues to advance, new methods will emerge, and old meth-
ods will be reﬁned for accuracy and to accommodate higher and higher degrees of
complexity. Alongside them, experimental equipment will evolve also, and engineers
designing new materials, devices, and ideas will continue to push the frontiers of sci-
ence. I, for one, am honored to have had the opportunity to make my contribution.
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APPENDIX A
Group Theory and Crystal Symmetry
A.1 Group Theory and Crystal Symmetry
A.1.1 Introduction
A group consists of a set of elements and an operation that combines any two
of those elements to obtain a third element. Symmetry groups speciﬁcally consist
of a set of transformations (e.g. rotations, reﬂections) that leave a particular object
unchanged and the operation of subsequently applying these transformations. Math-
ematical groups must abide by the four group axioms: closure, associativity, identity,
invertibility.
Closure: For all a, b ∈ G, (a · b) ∈ G. In other words, the operation obtained
by combining any two operations in G and applying them in rapid succession is also
an operation in G.
Associativity: For all a, b, and c ∈ G, (a · b) · c = a · (b · c), i.e. the way in which
the operations are grouped does not change the result (as long as the order in which
they appear is preserved).
Identity: There exists an element e ∈ G such that e · a = a · e = a holds for every
element in G. The identity element is unique.
Invertibility: For every element a ∈ G, there exists an element b ∈ G, such that
a · b = b · a = e or aa−1 = a−1a = e, i.e. the inverse of every element of the group is
also contained in the group and is unique.
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eα γβ
ζ
120˚
δ
-120˚
Figure A.1. Shown are the 6 symmetry operations in the group C3v, which map an
equilateral triangle onto itself.
It is worth noting that for any two elements a and b of a group, the relation
a · b = b · a does not necessarily hold, i.e. they may, but are not required to commute.
If all elements of a group commute, then it is a cyclic or Abelian group. Abelian
groups have a number of other unique properties including, for example, that all of
their elements are self-conjugate and that they have a single generating element. The
order of a group is equal to the number of elements it contains.
A.1.2 A Simple Example: The Symmetry of an Equilateral Triangle
An example commonly used to teach group theory, especially as it relates to crystal
symmetry, is that of the symmetry operations on an equilateral triangle, which are
shown in Figure A.1.
The ﬁrst triangle, labeled e, corresponds to the identity element, which leaves
the ﬁgure unchanged. Then there are two rotations by ±120◦(2pi/3), ζ and δ, about
an axis coming out of the page and three refections, α, β, γ, through mirror planes
with plane normal vectors bisecting the three corners of the triangle for a total of
six symmetry operations. Each triangle in Figure A.1 shows how the colored corners
are permuted after the application of the corresponding operation. We can convince
ourselves that this is, in fact, a group by simply applying diﬀerent operations one after
the other and noticing that the result is equivalent to having applied some (other)
operation just once. Additionally, we can determine all of the inverses by looking for
an operation that undoes the eﬀect of another operation, e.g. ζ is the inverse of δ
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and each mirror place is its own inverse.
There is a number of clever ways to organize and partition groups, and we will start
by constructing a multiplication table. A multiplication table, sometimes referred to
as a Cayley table, is a tool for describing the structure of a ﬁnite group by showing
which element results from the combination of any two other elements. Usually, the
intersection of rowX and column Y isXY , rather than Y X, and because non-Abelian
groups are not required to commute, the XY entry is not, in general, the same as
the Y X entry. Thus, the Cayley table for the triangle group can be built as shown
in Table A.1 to obtain the ﬁnal result in Table A.2.
e α β γ δ ζ
e ee eα eβ eγ eδ eζ
α αe αα αβ αγ αδ αζ
β βe βα ββ βγ βδ βζ
γ γe γα γβ γγ γδ γζ
δ δe δα δβ δγ δδ δζ
ζ ζe ζα ζβ ζγ ζδ ζζ
Table A.1. Obtaining the elements of the multiplication table for equilateral triangle
symmetry group C3v.
e α β γ δ ζ
e e α β γ δ ζ
α α e ζ δ γ β
β β δ e ζ α γ
γ γ ζ δ e β α
δ δ β γ α ζ e
ζ ζ γ α β e δ
Table A.2. Complete multiplication or Cayley table for equilateral triangle symmetry
group C3v.
Note that usually the identity element appears ﬁrst in the Cayley table, which
allows for the omission of the separate row and column headers. One useful property
of the multiplication table is that each group element may only appear exactly once
in every row and every column. Often, this rule alone can allow us to ﬁll in an
incomplete multiplication table without any prior knowledge of its actual elements.
It is also worth mentioning that the Cayley tables of Abelian groups always have only
identity elements on the diagonal; thus, we can infer from this multiplication table
that C3v is not a cyclic group.
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A.1.3 Conjugacy Classes
Crystal symmetry groups, like all mathematical groups, can be partitioned into
conjugacy classes. Given a group G, two elements of G, a and b are conjugate to each
other if there exists an element in G such that
SaS−1 = b.
In other words, a and b are similar matrices, and S is the similarity transformation.
Thus, all similarity transformations between a and b belong to a single conjugacy class
and share the same rank, determinant, trace, and eigenvalues (though not necessarily
the eigenvectors). Note that because these are equivalence classes, each class groups
together elements that represent a particular type of symmetry, e.g. 90◦ rotations
about equivalent axes. Each group element belongs to exactly one conjugacy class,
and the identity element is always in a class by itself. If G is an Abelian group,
then every class contains exactly one element because the elements of cyclic groups
are self-conjugate. Note also that while conjugacy classes are sets, they are not
groups themselves because they do not have identity elements (with the exception
of the identity class, which is a trivial group). The equilateral triangle group we
introduced previously has three conjugacy classes that we can think of as the identity
class (containing e), the rotation class (containing δ and ζ), and the reﬂection class
(containing α, β, and γ).
A.1.4 Subgroups
A subgroup H is a set of elements within a group G that themselves also form a
group. The identity element e by itself is the trivial subgroup of any group, and all
other subgroups of G must share the identity element of G, i.e. eH = eG. If H is a
subgroup of G, it is often denoted H ≤ G, and G is referred to as the overgroup of
H. The order of a subgroup must be a divisor of the order of the overgroup.
Exploring the subgroups of a symmetry group can give a great deal of insight
into that group's structure and related properties. In crystallography in particular,
among the 14 Bravais lattices, there are exactly 32 crystal lattice point groups, but
all of these groups are actually subgroups of either the hexagonal close packed (HCP)
or face centered cubic (FCC) lattice groups D6h and Oh, respectively. This means,
in essence, that we can obtain all of the other crystal lattice groups by strategically
removing elements from D6h and Oh.
Another neat property of the multiplication table allows us to quickly ﬁnd all of
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the smallest subgroups of any group. Due to the fact that all of the identity (e)
entries that lie on the diagonal of the Cayley table correspond to elements that are
their own inverses, they also comprise a subgroup containing only e and the element
in that row's (or column's) header. Using Table A.2 for C3v, we ﬁnd four such small
subgroups: the trivial group {e} and groups {e, α}, {e, β}, {e, γ}, which are actually
all equivalent. For the two diagonal entries in Table A.2 that are not identity, we can
"complete the cycle" to ﬁnd the smallest subgroup containing the elements in those
rows/columns. This means that we keep multiplying the result with the starting
element (the row header we started with) until we get identity back and add every
intermediate element to the subgroup. Thus, because δδ = ζ and δζ = ζδ = e, we end
up with the subgroup {e, δ, ζ}, which makes sense because we already know that δ
and ζ are inverses of each other. All of the subgroups we have found so far have order
2 or 3, which are both divisors of 6, the order of G. From here, all other subgroups of
G can be found by combining the smallest subgroups with each other and enforcing
the group axioms. The group C3v has only 3 distinct subgroups: C3, C1, and S1.
The crystal groups are shown in Figure A.2 with all of their subgroup/overgroup
relationships.
The centralizer C of a subset L of a group G is a special subgroup of G that
contains the elements of G that commute with each element in L. Similarly, the
normalizer N of a subset L of a group G contains the elements of G that commute
with L as a whole. This diﬀerence is subtle, but it lies in the fact that the normalizer
condition is less strict. For example, if an element g is in the centralizer of L and
element s is in L, then it must be the case that gs = sg. However, if g is in the
normalizer of L, then it can be the case that gs = tg for some element t as long as t
is also in L. The centralizer of the identity class is the entire group. The other two
centralizer groups of C3v are: {e, α}, and {e, δ, ζ}.
A.2 Representation Theory
Representation theory is a ﬁeld of mathematics that concerns itself with describing
abstract algebraic objects with matrices and any operations that may act on those
objects in terms of matrix addition and multiplication. This allows us to work with
abstract concepts such as group theory in the linear algebra vector spaces that are
much more familiar. Thus, in the context of crystal symmetry, a representation will
refer to a set of matrices (the symmetry operations), each of which corresponds to a
geometrical manipulation of the crystal. Because we work with matrices so frequently,
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Figure A.2. All crystallographic point groups are shown along with their sub-
group/overgroup relationships.
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we may tend to think of the matrix as the operation or group element while really
it is merely one way of representing the operation in question. It is thus also impor-
tant to note that representation matrices are not unique, in general. It is possible to
describe a particular symmetry operation as a matrix of more or less any dimension.
Representations do, however, have a minimum dimensionality; these representations
are in their irreducible form. Additionally, we will deﬁne the character of a represen-
tation as the trace of the matrix, and label it χ, which will grant us some insights later.
A.2.1 Irreducible Representations
The distinction between reducible and irreducible representations is made as fol-
lows. [92]
Deﬁnition A.1. If by one and the same equivalence transformation, all of the matri-
ces in the representation of a group can be made to acquire the same block form, then
the representation is said to be reducible; otherwise, it is irreducible. An irreducible
representation cannot be expressed in terms of representations of lower dimensional-
ity.
For example, this is the two-dimensional irreducible representation of the C3v
group we have been discussing, which is often labeled Γ2.
e =
(
1 0
0 1
)
δ =
(
−1
2
√
3
2
−
√
3
2
−1
2
)
ζ =
(
−1
2
−
√
3
2√
3
2
−1
2
)
α =
(−1 0
0 1
)
β =
(
1
2
−
√
3
2
−
√
3
2
−1
2
)
γ =
(
1
2
√
3
2√
3
2
−1
2
)
We can combine it with the one-dimensional trivial representation Γ1
e = α = β = γ = δ = ζ =
(
1
)
to obtain a reducible representation ΓR = Γ1 + Γ2:
e =
1 0 00 1 0
0 0 1
 δ =
1 0 00 −1
2
√
3
2
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3
2
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2
 ζ =
1 0 00 −1
2
−
√
3
2
0
√
3
2
−1
2

α =
1 0 00 −1 0
0 0 1
 β =
1 0 00 1
2
−
√
3
2
0 −
√
3
2
−1
2
 γ =
1 0 00 1
2
√
3
2
0
√
3
2
−1
2

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The number of irreducible representations a group has is always equal to the number of
its conjugacy classes. Our group C3v had 3 conjugacy classes (identity, reﬂections, and
rotations), and it must therefore have 3 irreducible representations. W have already
identiﬁed two of them above; the third one is called Γ′1 (the naming conventions are
explained in Section A.4) and looks like
e = δ = ζ =
(
1
)
, α = β = γ =
(−1)
Further, irreducible representations abide by a few very speciﬁc rules. The most
important of these is often referred to as the Wonderful Orthogonality Theorem,
which has many useful consequences.
Theorem A.2. Wonderful Orthogonality Theorem
∑
R
D(Γj)µν (R)D
(Γj′)
ν′µ′
(
R−1
)
=
h
`j
δΓj ,Γj′ , δµµ′ , δνν′ (A.1)
is obeyed for all the inequivalent, irreducible representations of a group, where the
summation is over all h group elements A1, A2, ..., Ah and `j and `j′ are, respectively,
the dimensionalities of representation Γj and Γj′. If the representations are unitary,
the orthonormality relation becomes
∑
R
D(Γj)µν (R)
[
D
(Γj′)
µ′ν′ (R)
]∗
=
h
`j
δΓj ,Γj′ , δµµ′ , δνν′ (A.2)
Here, D is a representation matrix for representation Γj with matrix elements indexed
by µ and ν, R are the group elements, the * symbol indicates complex conjugation, and
δ is the Kronecker delta. Let's see what this actually implies for our favorite group C3v.
Consider the orthogonality relationship between its two irreducible representations Γ1
and Γ1′ . Expression A.2 evaluates to∑
R
D(Γj)µν (R)D
(Γj′)∗
µ′ν′ (R) = (1 · 1) + (1 · 1) + (1 · 1)− (1 · 1)− (1 · 1)− (1 · 1) = 0
(A.3)
There is a similar and related theorem for just the characters of irreducible represen-
tations, which will be incredibly useful for constructing character tables, which are
described in Section A.3.
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Theorem A.3. Wonderful Orthogonality Theorem for Character∑
k
Nkχ
(Γj) (Ck)
[
χ(Γj′) (Ck)
]∗
= hδΓj ,Γj′ (A.4)
Here, Ck is one of the k conjugacy classes of the group, and Nk is the number of
elements in that class, and χ(Γj) (Ck) is the primitive character of the elements of
class C in irreducible representation Γj. This means that the character of two non-
equivalent irreducible representations are orthogonal, and this only holds for primitive
characters. We will again test this on the crystal group C3v∑
k
Nkχ
(Γj) (Ck)
[
χ(Γj′) (Ck)
]∗
= (1)(1)(1) + (3)(1)(−1) + (2)(1)(1) = 0 (A.5)
This result is incredibly important because it tells us whether a representation is re-
ducible or not  only irreducible representations will obey the orthogonality condition.
Additionally, this lets us know whether or not we have found all of the irreducible
representations of a group, given the expression (which relates the order of the group
and the dimensionality of its irreducible representations)∑
j
`2j = h (A.6)
where the sum is over all irreducible representations, h is the number of elements in
the group and ` is the dimensionality of the representation. Lastly, character allows
us to check for uniqueness because in order for two irreducible representations to be
equivalent, their characters must be the same.
A.2.2 Reducible Representations
If we know nothing more about a group G than its multiplication table, we can
always, at the very least, construct the matrices of its regular representation. These
matrices are obtained by rearranging the rows and columns of the Cayley table such
that the identity element always appears along the main diagonal. For the triangle
group, such a rearrangement is shown in Table A.3 and is obtained simply by switching
the last two rows. Then in order to attain the matrix representation for each element
of the group, we copy the rearranged multiplication table into a matrix and replace
all instances of a given element of the group with 1's and all other entries with 0's.
Unsurprisingly, the regular representation matrix for the identity element e is
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e α β γ δ ζ
e e α β γ δ ζ
α α e ζ δ γ β
β β δ e ζ α γ
γ γ ζ δ e β α
ζ ζ γ α β e δ
δ δ β γ α ζ e
Table A.3. Rearranged Cayley table for equilateral triangle symmetry group C3v.
e =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 .
Meanwhile, the matrices for the reﬂection operations are
α =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
 , β =

0 0 1 0 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 1 0 0 0 0
 , γ =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
 ,
and the rotation matrices look like
ζ =

0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
 , δ =

0 0 0 0 1 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1
1 0 0 0 0 0
 .
The identity, e, is the only regular representation matrix element that has a non-zero
trace. In fact, its trace will always be equal to the order of the group. The following
useful property of the regular representation technically allows us to ﬁnd all of the
irreducible representations of the group.
Theorem A.4. The regular representation contains each irreducible representation
a number of times equal to the dimensionality of the representation.
However, to obtain the irreducible representations from the regular representation, we
require a similarity transformation that brings these regular representations matrices
into block diagonal form, which is generally an intractable problem. What we can
use to our advantage though is the following.
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Theorem A.5. The reduction of any reducible representation into its reducible con-
stituents is unique.
This means that if for some class in some reducible representation, the non-primitive
character is χ(Ck), it can be written as a linear combination of the primitive characters
of the irreducible representations of the group χ(Γj)(Ck) as follows
χ (Ck) =
∑
Γi
aiχ
(Γi) (Ck) (A.7)
Here, ai are unique, non-negative integers that correspond to the number of times
the irreducible representation Γi is contained within the reducible representation we
started with and are given by
ai =
1
h
∑
k
Nk
[
χ(Γi
)
(Ck)]∗χ (Ck) . (A.8)
A.3 Character Tables
The character table is a two-dimensional table in which the rows correspond to the
irreducible representations of a group and the columns correspond to its conjugacy
classes. The entries of the character table contain the character (trace of the irre-
ducible representation matrices) of each class of group elements for every irreducible
representation and are generally complex numbers. Character tables can be extremely
useful in crystallography, chemistry, and spectroscopy for classifying phenomena ac-
cording to their symmetry or, for example, determining if a transition between two
states is forbidden due to symmetry. Because character tables for the crystal groups
are well documented in books and tables, it is usually suﬃcient to simply look them
up. However, one might want to construct the character table for an arbitrary crystal
structure from scratch, in which case the following guidelines and procedure would be
quite helpful. Most of the rules we need have already been introduced in the previous
sections. The general procedure for generating arbitrary character tables is outlined
in Section A.5, but we will begin by constructing a character table for the group C3v.
The empty table is shown in Table A.4. The rows label the irreducible representa-
tions with their special names, and the columns label the conjugacy classes. There
is a special way to name conjugacy classes also, which is discussed in Section A.4.
The number preceding the C corresponds to the number of elements in the class, so
we can already infer from our earlier exercise that C1 is the identity class, C2 is the
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mirror plane class, and C3 is the rotation class.
C1 3C2 2C3
Γ1
Γ1′
Γ2
Table A.4. Empty character table for the equilateral triangle symmetry group C3v.
The ﬁrst step always is to ﬁll the ﬁrst row with 1's for the identity representation, as
shown in Table A.5.
C1 3C2 2C3
Γ1 1 1 1
Γ1′
Γ2
Table A.5. The ﬁrst row is always ﬁlled with 1's for the identity representation.
The numbers in the ﬁrst column will be equal to the dimensionalities of the rep-
resentations. The sum of their squares must be equal to the order of the group.
In this case (and most others), there is only one way to satisfy that condition:
12+?2+?2 = 6⇒ 12 + 12 + 22 = 6, as shown in Table A.6.
C1 3C2 2C3
Γ1 1 1 1
Γ1′ 1
Γ2 2
Table A.6. The ﬁrst column contains the dimensionalities of the representations.
Dimension 1 characters can only take on values of ±1 (this is the trace of a one-
dimensional matrix), and the rows of the character table must be orthogonal to each
other, so let's look at rows Γ1 and Γ1′ : 1(1 · 1) + 3(1·?) + 2(1·?) = 0 ⇒ 1(1 · 1) +
3(1 · −1) + 2(1 · 1) = 0, as shown in Table A.7. As a side note, because we know that
the class C2 contains mirror planes, which are an inverting operation, the trace of its
matrices has to be negative.
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C1 3C2 2C3
Γ1 1 1 1
Γ1′ 1 −1 1
Γ2 2
Table A.7. The orthogonality condition must be satisﬁed.
Lastly, the sum of the squares of the characters in any column must be equal to the
order of the centralizer group for that class, so 1+12+?2 = 3 and 12 + (−1)2+?2 = 2,
resulting in Table A.8. Not all character tables are this simple to complete, but all
C1 3C2 2C3
Γ1 1 1 1
Γ1′ 1 −1 1
Γ2 2 0 −1
Table A.8. The centralizer condition must be satisﬁed.
character tables of crystallographic point groups are attainable using these theorems
and constraints.
A.4 Naming Conventions
There is a fairly consistent collection of naming conventions that is used worldwide
when discussing crystal group symmetry. In this section, we will discuss the nota-
tion standards for labeling symmetry operations, conjugacy classes, and irreducible
representations.
A.4.1 Symmetry Operations and Conjugacy Classes
The symmetry operations of crystal groups are most commonly labeled according
to either the Schoeﬂies system, often used by physicists, or the Hermann-Mauguin
system, which is used by the crystallographers. We will brieﬂy summarize both of
them in Table A.9 though the Schoenﬂies notation will be used exclusively henceforth.
An n-fold rotation is a rotation by 2pi/n radians and can also be thought of as the
structure having n equivalent orientations. The axis of highest symmetry is called the
principal axis. Rotations about axes other than the principal axis are labeled C ′n; more
primes are added to signify non-equivalent sets of non-principal axes, e.g. C ′′n.The
diﬀerence between the diﬀerent types of mirror plane might not be readily apparent.
The horizontal reﬂection plane, σh, is always normal to the principal rotation axis.
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Schoeﬂies Hermann-Mauguin
n-fold rotation Cn n
n-fold rotoinversion iCn or Sn n¯
mirror plane σ m
horizontal reﬂection plane σh n/m
vertical reﬂection plane σv nm
non-equivalent vertical reﬂection planes σv′ nmm
Table A.9. The Schoeﬂies and Hermann-Mauguin naming conventions for symmetry group
elements.
Vertical reﬂection planes, σv, contain the principal rotation axis, and non-equivalent
reﬂection planes are labeled σ′v. Dihedral planes are sometimes labeled σd. The
naming convention for conjugacy classes is basically the same because they represent
sets of similar operations. Each class's name is generated by preceding the name
of the symmetry operation it represents by a number that indicates the number of
operations in the class, e.g. the mirror plane class of C3v is called 3σv. The identity
and inversion operations always have their own classes and are labeled E and i,
respectively.
A.4.2 Irreducible Representations
The notation used for the labeling of irreducible representations was introduced
by Mulliken and is summarized in Tables A.10 and A.11.
Labels
A one-dimensional representation symmetric with respect to rotation by
2pi/n about the principal axis
B one-dimensional representation antisymmetric with respect to rotation
by 2pi/n about the principal axis
E two-dimensional representation
T three-dimensional representation
Table A.10. Labels for irreducible representations.
A.5 CASM Implementation
Cluster Assisted Statistical Mechanics (CASM) is a living, evolving software pack-
age developed by the Van der Ven group. CASM's ever-increasing suite of features
includes the capability to generate crystal structures by enumerating symmetrically
unique conﬁgurations of any number of species on a given lattice (for studying disorder
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Subscripts
g odd parity in groups containing inversion
u even parity in groups containing inversion
1 symmetry with respect to C2 axis normal to the principal axis
or vertical mirror plane
2 antisymmetry with respect to C2 axis normal to the principal
axis or vertical mirror plane
′ symmetry with respect to horizontal mirror plane
′′ antisymmetry with respect to horizontal mirror plane
Table A.11. Subscripts to irreducible representation labels.
and phase transitions), a number of statistical mechanics tools for carrying out grand
canonical Monte Carlo (to calculate thermodynamic properties) and kinetic Monte
Carlo (for transport properties) simulations, and more. CASM's symmetry packages
are able to calculate the point groups and factor groups of any structure and to de-
termine and properly label their character tables. The algorithms to accomplish this
are documented in Figures A.3A.5.
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START
Is the SymGroup
a group?
END
Yes
No
Find all real characters
for the dimension 1
irreducible representations.
Determine the number of
irreducible representations
of each dimension.
Is the character
table complete?
Yes
No
END
Check the SymOps for 
inversion ( i ) and mirror ( σ  )
operations.
h
Inversion or 
mirror found?
Yes
No
Is the group
cyclic?
Yes
No
Find the smallest rotation
angle and determine the
remaining characters by
enforcing the cycle.
Find the subgroup of
SymOps with positive 
determinant matrices.
Subgroup 
Character
Table
Multiply the subgroup 
character table with the
character table of i or σ  . h
END
Are there dimension
3 characters?
Yes
No
Check the three groups
that are speci!cally 
tabulated: O, T, Td.
Use the centralizer and
orthogonality conditions
to complete the table.
END
Figure A.3. Flow chart for the algorithm to generate the character table of a crystal
symmetry group within CASM. SymGroup is a symmetry group object, which contains
symmetry operation objects called SymOps.
START
The group has cubic
symmetry and thus 3+
“principal axes”.
Find the axes of highest
[ proper ] rotational 
symmetry.
Is there more
than one?
Yes
No
END
Are there other 
rotation axes?
Yes
No
Find all proper and
improper rotations about
the principal axis.
Are there any
mirror planes?
Yes
No
Is there inversion
symmetry?
Yes
No
Name the class 
containing the identity 
operation “E”.
Name the class 
containing the inversion 
operation “i”.
They should be normal to
the principal axes. Label
inequivalent axes C’ and C’’.
Name these (n-fold w/class
multiplicity N) rotations:
NCn and NSn
Is the plane normal
to the main axis?
Yes
No
This plane is called σ 
or just h in the code.
h
Does the 
plane contain the
main axis?
Yes
No
This plane is called σ   or just
v in the code. Call non-
equivalent planes v’. 
v
END
This plane is called σ   or 
just d in the code.  
d
Keep 3- and 4-fold axes as 
“principal” and ignore the
priming conventions.
?
Figure A.4. Flow chart for the algorithm to assign names for the conjugacy classes of a
symmetry group, provided the SymGroup object has been correctly initialized and populated
with symmetry operations.
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START
Are they symmetric
wrt principal axis?
Yes
No
END
Are there more 1D
representations?
NoName the !rst (identity)
irreducible representation
“A1”.
Name these 
representations
“E”.
Are there any 2D
representations?
Yes
No
Are there any 3D
representations?
Yes
No
Name these
representations
“T”.
Yes
Name these 
representations
“A”.
Name these 
representations
“B”.
Add one prime (’).
Is there inversion
symmetry?
No
Yes
Is there C‘  or σ 
symmetry?
2 v
Yes
Is there σ 
symmetry?
h
Yes
No
Symmetric wrt
mirror plane?
Yes
No
Add two primes (’’).
END
Add a “1”.
Add a “2”.Even parity under
inversion?
Yes
No
Add a “g”.
Add a “u”. CONTINUE
Symmetric wrt
mirror plane?
Yes
No
No
CONTINUE END
CONTINUE
Figure A.5. Flow chart for the algorithm to assign names to irreducible representations of
a symmetry group, provided the character table has already been generated correctly.
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