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Abstract
In this paper, we study the qualitative behavior of non-constant positive solutions on a general Gause-type predator–prey model
with constant diffusion rates under homogeneous Neumann boundary condition. We show the existence and non-existence of
non-constant positive steady-state solutions by the effects of the induced diffusion rates. In addition, we investigate the asymp-
totic behavior of spatially inhomogeneous solutions, local existence of periodic solutions, and diffusion-driven instability in some
eigenmode.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following Gause-type predator–prey system with constant diffusion rates:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ut − d1u = ug(u) − p(u)v,
vt − d2v = v
(−d + cp(u)) in (0,∞)× Ω,
∂u
∂ν
= ∂v
∂ν
= 0 on (0,∞)× ∂Ω,(
u(0, x), v(0, x)
)= (u0(x), v0(x)) in Ω,
(1.1)
where Ω ⊆ RN is a bounded domain with smooth boundary ∂Ω ; the given coefficients d , c, d1 and d2 are
positive constants; ν is the outward directional derivative normal to ∂Ω ; and the functions g ∈ C1([0,∞)) and
p ∈ C([0,∞)) ∩ C2((0,∞)) are assumed to satisfy the following two hypotheses throughout this paper:
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(H2) p(0) = 0, limu→0+ pu(u) < ∞, cp(K) > d and pu(u) > 0 for all u > 0.
Here u and v stand for the densities of the prey and predators; the constants c and d refer to the conversion rate of
the prey to predators and the predators death rate; and g(u) represents the growth rate of the prey in the absence of
predators. The function p(u) is called the functional response of the predator to the prey and describes the change in
the rate of exploitation of the prey by a predator as a result of a change in the prey density. Indeed, the growth of the
predator is enhanced in the presence of the prey by an amount proportional to the number of prey. Thus, the functional
response can be interpreted as the consumption rate of the prey by an individual predator.
There has been a great deal of interest in analyzing the dynamics of the following corresponding spatially homo-
geneous system to (1.1){
xt = xg(x)− p(x)y, x(0) > 0,
yt = y
(−d − p(x)), y(0) > 0.
For example, see [6,12,17,19,21] and references therein. As examples of g(x) satisfying the hypothesis (H1), the
following two specific forms can be introduced [11,14,19,21,22,24,28]:
Form 1: g(x) = r(K − x)
K + εx , Form 2: g(x) = r
(
1 −
(
x
K
)θ)
,
where r , K , ε and θ  1 are positive constants. In view of [14], Form 2 is called the θ -logistic growth rate. With
respect to the aspect of p(x), the functional response p(x) can be classified into the following five types:
Type 1: p(x) = x, Type 2: p(x) = x
n
a + xn ,
Type 3: p(x) = x
2
a + bx + x2 , Type 4: p(x) = 1 − e
−ax,
Type 5: p(x) = e−a/x with p(0) = lim
x→0+ e
−a/x = 0,
where a, b and n  1 are positive constants. A predator–prey system with functional response Type 1 and g(x) =
r(K − x) is a well-known Lotka–Volterra type predator–prey model. Types 2–5 are, respectively, called a general-
ized Holling-type, a combination of Holling-type II and Holling-type III, the Ivlev and the inverted Ivlev functional
response [11,16,21,22,24,28,31,32]. Note that the above five functional responses satisfy the hypothesis (H2).
On a diffusive predator–prey model with Holling-type II functional response, there are many interesting results
under homogeneous Dirichlet boundary condition [2,4,8,9,27] and Neumann boundary condition [10,18]. Note that
such models can be considered as special cases of the positive steady state of (1.1). Recently, in [25], the authors
studied the existence and non-existence of non-constant positive solutions of a predator–prey model with a certain
non-monotonic functional response and diffusion under homogeneous Neumann boundary condition. Furthermore,
the predator–prey models, with Beddington–DeAngelis [5] and ratio-dependent [26] functional response, have been
studied. We point out that, unfortunately, the system (1.1) with hypotheses (H1) and (H2) does not contain the systems
with non-monotonic (as in [25]), Beddington–DeAngelis, or ratio-dependent functional response. The predator–prey
systems, with a general non-monotonic functional response (Group defense), will be treated in a forthcoming paper.
The main part of this paper is concerned with the positive steady-states of (1.1), that is, we investigate the existence
and non-existence of non-constant positive solutions to the following elliptic system:⎧⎪⎪⎨⎪⎪⎩
−d1u = ug(u) − p(u)v,
−d2v = v
(−d + cp(u)) in Ω,
∂u
∂ν
= ∂v
∂ν
= 0 on ∂Ω.
(1.2)
In addition, we study the asymptotic behavior of spatially inhomogeneous solutions. Note that (1.1), and so (1.2), have
a unique constant positive equilibrium point e∗ = (u∗, v∗) under the hypotheses (H1) and (H2), where
u∗ = p−1
(
d
)
and v∗ = u∗g(u∗) .
c p(u∗)
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mined by the equation cp(u) − d = 0 is a vertical line u = u∗. On the other hand, the prey isocline is given by the
function G(u) := ug(u)
p(u)
and has the following property:
lim
u→0+
G(u) =
{
g(0+)
pu(0+) , for limu→0+ pu(u) = 0,
+∞, for limu→0+ pu(u) = 0.
Functional responses Types 3 and 5 are the examples for limu→0+ pu(u) = 0. We point out that this prey isocline plays
an important role in achieving the goals of this paper.
This paper is organized as follows. In Section 2, we study the large time behavior of time-dependent solutions.
More precisely, we investigate the global attractor, the persistence property, the stability of non-negative constant
solutions, the diffusion-driven instability and the existence of periodic solutions at the positive constant solution e∗
of (1.1). In the final Section 3, we prove the existence and non-existence of non-constant positive solutions of (1.2) by
using the Leray–Schauder degree theory.
2. A large time behavior of time-dependent solutions
In this section, we study the global attractor and persistence property for solutions of (1.1). Moreover, we investigate
the stability of non-negative constant solutions of (1.1), the existence of Hopf bifurcation at e∗ := (u∗, v∗) and the
diffusion-driven instability.
2.1. Global attractor and permanence
To begin with, we show that for some positive constant C˜ := C˜(g(0), d,K, c,Ω), (1.1) has a global attractor region
R := [0,K] × [0, C˜], which attracts all time-dependent solutions, regardless of initial functions.
Theorem 2.1. For some positive constant C˜ := C˜(g(0), d,K, c,Ω), the non-negative solution (u, v) of (1.1) satisfies
lim sup
t→∞
u(t, x)K and lim sup
t→∞
v(t, x) C˜ on Ω .
Proof. Since ug(u) − p(u)v  ug(u) in [0,∞) × Ω , the first result follows easily from the simple comparison
argument for parabolic problem, and thus there exists T ∈ (0,∞) such that u(t, x)  K + ε in [T ,∞) × Ω for an
arbitrary constant ε > 0. After multiplying the first equation by c and adding it to the second equation in (1.1), and
then by integrating the obtained equation in Ω , we have⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(∫
Ω
(cu+ v)dx
)
t
= c
∫
Ω
ug(u)dx + cd
∫
Ω
udx − d
(∫
Ω
(cu+ v)dx
)
in (0,∞)× Ω,
∫
Ω
(cu+ v)dx =
∫
Ω
(
cu(0, x)+ v(0, x))dx in Ω.
Let w(t) be the solution of the following ODE:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wt =
∫
Ω
[
c(K + ε)(g(0)+ d)]dx − dw in [T ,∞),
w(0) =
∫
Ω
(
cu(T , x)+ v(T , x)),
then it follows that limt→∞ w(t) = c(K+ε)(g(0)+d)|Ω|d , where |Ω| =
∫
Ω
dx. Now, since u(t, x)K + ε in [T ,∞)×Ω
and gu < 0 for all u > 0,
c
∫
ug(u)dx + cd
∫
udx 
∫ [
c(K + ε)(g(0)+ d)]dx = c(K + ε)(g(0)+ d)|Ω|Ω Ω Ω
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Ω
v dx w(t, x) c(K + ε)(g(0) + d)|Ω|
d
+ ε = cK(g(0) + d)|Ω|
d
+ ε
(
1 + c(g(0) + d)|Ω|
d
)
for all t  T∗ in Ω . Finally, using [1, Theorem 4.1], it can be concluded that v(t, x) C˜ + ε in [T∗,∞) × Ω which
implies the second assertion. 
To investigate the persistence property of (1.1), the following two additional hypotheses are imposed to satisfy:
(P1) gu(u)−g˜ for all u > 0 and some positive constant g˜;
(P2) pu(u) p˜ for all u > 0 and some positive constant p˜.
Theorem 2.2. Assume that (P1) and (P2) hold. Then for a non-negative initial function (u0, v0) with u0 ≡ 0 and
v0 ≡ 0, the positive solution (u, v) of (1.1) is persistent provided that cp(K) > d .
Proof. Let ω0 be the omega(ω)-limit set of the trajectory starting at (u0, v0), then it follows from the results in [3]
and Theorem 2.1 that ω0 is a non-empty, compact and connected invariant set in the positive cone of C1(Ω)×C1(Ω).
Since the solutions of (1.1) in the lower-dimensional face are only (0,0) and (K,0), it suffices to show that (0,0) /∈ ω0
and (K,0) /∈ ω0.
Claim 1. (0,0) /∈ ω0.
Proof. Contrariwise, suppose that (0,0) ∈ ω0. If {(0,0)} = ω0, then (u, v) → (0,0) as t → ∞ for the positive solution
(u, v) of (1.1), and thus there exists a constant 	 ∈ (0, g(0)
g˜+p˜+1 ) and t1 ∈ (0,∞) such that u,v  	 in [t1,∞) × Ω , so
that
ut − d1u = u
(
g(u) − g(0)+ g(0)− p(u)
u
v
)
 u
(
gu(ξ)u+ g(0)− pu(η)v
)
 u
(
g(0)− g˜u− p˜v)
 u
(
g(0)− g˜	 − p˜	) 	u in [t1,∞) × Ω,
for some ξ and η. Using the comparison principle, it can be derived that u u˜ in [t1,∞)×Ω , where u˜ is the solution
of the equation⎧⎪⎪⎨⎪⎪⎩
u˜t − d1u˜ = 	u˜ in [t1,∞)× Ω,
∂u˜
∂ν
= 0 on [t1,∞)× ∂Ω,
u˜(t1, x) = u(t1, x) > 0 in Ω,
and thus u is unbounded since u˜ → ∞ as t → ∞. This contradiction to the fact u  	 in [t1,∞) × Ω shows that
ω0\{(0,0)} = ∅. Now, we show that {(0,0)} is an isolated invariant set in the positive cone of C1(Ω) × C1(Ω).
To this end, assume that u,v  δ for some δ ∈ (0, g(0)
g˜+p˜+1 ), then using the similar arguments, it can be shown that
u is unbounded, so that there exists t2 ∈ (0,∞) such that u ≡ 0 in [t2,∞) × Ω , to maintain u  δ. In addition,
since vt − d2v = v(cp(u) − d) = −dv < 0 in [t2,∞) × Ω , it is easy to see that v → 0 as t → ∞. Consequently,
we conclude that {(0,0)} is an isolated invariant set with ω0\{(0,0)} = ∅. Let N be a closed isolating neighbor-
hood of {(0,0)}, and π be a semiflow [29,30] generated by (1.1). Then, in view of the result in [29], there exists
a point (us, vs) ∈ ∂N ∩ ω0 such that γ+(us, vs) = (us, vs)π[0, Ts] ⊂ N , where γ+ is a forward semi-orbit and
Ts := sup{t > 0: (us, vs)πt exists}. Since {(0,0)} is the maximal invariant set in N , ω-limit set ω(us, vs) ⊂ {(0,0)},
and therefore using the similar arguments as before, it can be shown that us is unbounded as t → ∞, so that vs is also
unbounded as t → ∞. This contradicts (us, vs) ∈ ∂N . 
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Proof. Suppose, by contradiction, that (K,0) ∈ ω0. If {(K,0)} = ω0, then (u, v) → (K,0) as t → ∞ for the positive
solution (u, v) of (1.1). In addition, since cp(K) > d and p(u) is continuous, there exists a constant β > 0 and
t3 ∈ (0,∞) such that cp(u) − d > 0 for all u ∈ (K − β,K + β) and v  β in [t3,∞) × Ω , and thus vt − d2v =
v(cp(u) − d) > 0 in [t3,∞) × Ω . The comparison principle yields that v is unbounded as t → ∞ which implies
{(K,0)} = ω0. Furthermore, one can show easily that {(K,0)} is an isolated invariant set. Finally, by using the similar
arguments as in the proof of Claim 1, we can derive a contradiction, which completes the proof. 
2.2. Stability of non-negative equilibria
The next two theorems, in turn, provide some sufficient conditions for the global stability results at the semi-trivial
solution (K,0) and positive constant solution e∗.
Theorem 2.3. Assume that (P2) holds. If cp(K) < d , then (K,0) is globally asymptotically stable, that is to say,
(K,0) attracts every positive solution of (1.1).
Proof. Since cp(K) − d < 0 and p(u) is continuous, there exists ε0 > 0 such that p(u) > 0 for all u ∈ (K − ε0,
K + ε0). By virtue of Theorem 2.1, there exists T > 0 such that
u(t, x)K + ε in [T ,∞)× Ω, (2.1)
for a sufficiently small ε ∈ (0, ε0), and thus we have⎧⎪⎪⎨⎪⎪⎩
vt − d2v = v
(
cp(u)− d)< 0 in [T ,∞)× Ω,
∂v
∂ν
= 0 on [T ,∞)× ∂Ω,
v(T , x) > 0 in Ω.
(2.2)
The comparison argument in (2.2) shows
lim
t→∞v(t, x) = 0 in Ω , (2.3)
so that there exists T˜ ∈ [T ,∞) such that v(t, x) ε in [T˜ ,∞) × Ω . Therefore, for some δ := δ(ε) with g−1(p˜ε) =
K − δ, we have⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
ut − d1u = ug(u) − p(u)v = ug(u) −
(
p(u)− p(0))v = u[g(u) − pu(ξ)v]
 u
[
g(u)− p˜ε]= u[g(u)− g(g−1(p˜ε))]= u[gu(η)(u− g−1(p˜ε))]
= u[−gu(η)][K − δ − u] in [T˜ ,∞)× Ω,
∂u
∂ν
= 0 on [T˜ ,∞)× ∂Ω,
u(T˜ , x) > 0 in Ω,
for some ξ and η. Applying again the comparison argument, we see that
u(t, x)K − δ(ε) for (t, x) ∈ [T˜ ,∞)× Ω. (2.4)
From Eqs. (2.1) and (2.4), using the continuity as ε → 0, it is concluded that limt→∞ u(t, x) = K in Ω , which implies
‖(u(t, x), v(t, x)) − (K,0)‖C(Ω)×C(Ω) → 0 as t → ∞ together with (2.3). 
Remark 2.4. Under the condition cp(K) − d  0, which is slightly more general than that given in Theorem 2.3, we
can obtain the same conclusion by using the similar arguments as in the proof of the next theorem to the following
Lyapunov function:∫ ( u∫
p(u)− p(K)
p(u)
du+ 1
c
v
)
dx.Ω K
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positive constant solution e∗.
Theorem 2.5. If Gu(u) := ddu (ug(u)p(u) )  0 for all u > 0, then the positive constant solution e∗ = (u∗, v∗) is globally
asymptotically stable, that is to say, (u∗, v∗) attracts every positive solution of (1.1).
Proof. For a positive solution (u(t, x), v(t, x)) of (1.1), define the Lyapunov function
E(t) =
∫
Ω
W(u,v) dx,
where W(u,v) := ∫ u
u∗
p(u)−p(u∗)
p(u)
du + A ∫ v
v∗
v−v∗
v
dv for some positive constant A which will be chosen later. Then
we have
E′(t) =
∫
Ω
(Wuut + Wvvt ) dx
=
∫
Ω
(
p(u)− p(u∗)
p(u)
d1u+Av − v∗
v
d2v
)
dx +
∫
Ω
[
Wu
(
ug(u) − p(u)v)+Wvv(cp(u)− d)]dx
= I1(t)+ I2(t),
where I1(t) := −
∫
Ω
[( d1
p2(u)
(p(u∗)pu(u)))|∇u|2 + Ad2 v∗v2 |∇v|2]dx  0 and I2(t) :=
∫
Ω
[Wu(ug(u) + p(u)v) +
Wvv(cp(u) − d)]dx.
Claim. I2(t) 0 for A := 1c .
If the above Claim holds, then E′(t)  0, and thus the desired result follows since the equality holds only when
(u, v) = (u∗, v∗).
Proof of Claim. Since u∗g(u∗)− p(u∗)v∗ = cp(u∗)− d = 0, we have
I2(t) =
∫
Ω
[
Wu
(
ug(u) − p(u)v)+ Wvv(cp(u) − d)]dx
=
∫
Ω
[(
p(u)− p(u∗)
)(ug(u)
p(u)
− v
)
+ A(v − v∗)
(
cp(u)− d)]dx
=
∫
Ω
[(
p(u)− p(u∗)
)(ug(u)
p(u)
− u∗g(u∗)
p(u∗)
− v + v∗
)
+ A(v − v∗)
(
cp(u)− cp(u∗)
)]
dx
=
∫
Ω
[(
p(u)− p(u∗)
)(ug(u)
p(u)
− u∗g(u∗)
p(u∗)
)
− (v − v∗)
(
p(u)− p(u∗)
)+Ac(v − v∗)(p(u)− p(u∗))]dx
=
∫
Ω
[(
p(u)− p(u∗)
)(
G(u) −G(u∗)
)]
dx =
∫
Ω
pu(ξ)Gu(η)(u− u∗)2 dx  0
for some ξ and η. 
Remark 2.6. In the above theorem, if the given assumption, Gu(u) := ddu (ug(u)p(u) ) 0 for all u > 0, is replaced by the
following two assumptions:
(A1) gu(u)−gˆ and p¯  pu(u) for all u > 0;
(A2) g(0)− u∗gˆ − v∗p¯  0;
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More precisely, in the proof of Claim of Theorem 2.5, we have
G(u) −G(u∗) = 1
p(u)p(u∗)
[
ug(u)p(u∗)− u∗g(u∗)p(u)
]
= 1
p(u)p(u∗)
[
ug(u)p(u∗)− u∗g(u)p(u∗) + u∗g(u)p(u∗)− u∗g(u∗)p(u∗)
+ u∗g(u∗)p(u∗)− u∗g(u∗)p(u)
]
= 1
p(u)
[
g(u)(u − u∗)+ u∗
(
g(u) − g(u∗)
)+ v∗(p(u∗)− p(u))]
= u− u∗
p(u)
[
g(u) + u∗gu(η)− v∗pu(ζ )
]
,
for some η and ζ , and therefore
I2(t) =
∫
Ω
[(
p(u) − p(u∗)
)(
G(u) −G(u∗)
)]
dx =
∫
Ω
pu(ξ)
p(u)
(
g(u) + u∗gu(η)− v∗pu(ζ )
)
(u− u∗)2 dx
=
∫
Ω
pu(ξ)
p(u)
(
g(0)− u∗gˆ − v∗p¯
)
(u− u∗)2 dx  0
for some ξ .
Notation 2.7.
(i) 0 = μ0 <μ1 <μ2 < · · · are the eigenvalues of − in Ω under homogeneous Neumann boundary condition.
(ii) S(μi) is the set of eigenfunctions corresponding to μi .
(iii) Xij := {c · ϕij : c ∈ R2}, where {ϕij } are orthonormal basis of S(μi) for j = 1, . . . ,dim[S(μi)].
(iv) X := {(u, v) ∈ C1(Ω)× C1(Ω): ∂u
∂ν
= ∂v
∂ν
= 0 on ∂Ω}, so that X =⊕∞i=0⊕dim[S(μi)]j=1 Xij.
Using the above notations, the linearization of (1.1) at the positive constant solution e∗ can be expressed by
et =
(
D+ Fe(e∗)
)
e,
where e = (u(t, x), v(t, x))T , F = (ug(u) − p(u)v, v(cp(u) − d)),
D =
(
d1 0
0 d2
)
and Fe(e∗) =
(
g(u∗)+ u∗gu(u∗)− pu(u∗)v∗ −p(u∗)
cpu(u∗)v∗ 0
)
.
Recall that u∗g(u∗) − p(u∗)v∗ = cp(u∗) − d = 0 and G(u) = ug(u)p(u) , so that g(u∗) + u∗gu(u∗) − pu(u∗)v∗ =
p(u∗)Gu(u∗). For i  0, observe that
⊕dim[S(μi)]
j=1 Xij is invariant under the operator D+ Fe(e∗); and λ is an eigen-
value of D+ Fe(e∗) on ⊕dim[S(μi)]j=1 Xij if and only if λ is an eigenvalue of the matrix −μiD + Fe(e∗). Moreover,
det
(
λI +μiD − Fe(e∗)
)= λ2 + trace(μiD − Fe(e∗))λ+ det(μiD − Fe(e∗)),
where
trace
(
μiD − Fe(e∗)
)= μi(d1 + d2)− p(u∗)Gu(u∗)
and
det
(
μiD − Fe(e∗)
)= d1d2μ2i − d2p(u∗)Gu(u∗)μi + cv∗p(u∗)pu(u∗). (2.5)
To study the local stability, Hopf bifurcation and diffusion-driven instability properties at e∗, it is necessary to
investigate the signs of det(λI + μiD − Fe(e∗)) and trace(μiD − Fe(e∗)). To this end, consider l(μ) and m(μ) for
μ 0, defined by
l(μ) := (d1 + d2)μ and m(μ) := d1d2μ
2 + cv∗p(u∗)pu(u∗)
.
p(u∗) d2p(u∗)μ
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d1
> 1.
Note that these two curves intersect at the exactly one point in the first quadrant, and m(μ) has a minimum value
2
√
cv∗p(u∗)pu(u∗)
p(u∗)
√
d1
d2
. (See Fig. 1.)
If m(μi) 2
√
cv∗p(u∗)pu(u∗)
p(u∗)
√
d1
d2
>Gu(u∗) for i  0, then det(μiD − Fe(e∗)) > 0. Furthermore, if l(μi) > Gu(u∗)
for i  0, then trace(μiD − Fe(e∗)) > 0. From these facts, it can be concluded that the two eigenvalues of −μiD +
Fe(e∗) have negative real parts for i  0 provided that Gu(u∗) < 0. Therefore, Theorem 5.1.1 in [15] concludes the
following result.
Theorem 2.8. If Gu(u∗) < 0, then the positive constant solution e∗ of (1.1) is locally asymptotically stable, and thus
no bifurcation occurs.
Remark 2.9. Using the similar arguments as in the preceding of Theorem 2.8, it can be also shown that (K,0) is
locally asymptotically stable if cp(K) < d .
2.3. Hopf bifurcation and the diffusion-driven instability region
In view of Theorem 2.8, a Hopf bifurcation, and thus the instability region, may be observed only when Gu(u∗) 0.
In particular, if Gu(u∗) = 0, then two eigenvalues of −μiD + Fe(e∗) have negative real parts for i  1; and for i = 0,
all eigenvalues of −μiD + Fe(e∗) are pure imaginary conjugate pairs. As Gu(u∗) increases from 0, there exists μi
such that l(μi) < Gu(u∗), so that the eigenvalues of −μiD + Fe(e∗) have positive real parts. Therefore, we can see
that Gu(u∗) = 0 is a critical value at which a Hopf bifurcation may occur. In addition, since μ0 = 0, det(λI + μ0D −
Fe(e∗)) = 0 can be rewritten as λ2 − p(u∗)Gu(u∗)λ + cv∗pu(u∗)p(u∗) = 0, and thus we have [ d Re(λ)dGu(u∗) ]Gu(u∗)=0 =
p(u∗)
2 > 0. Finally, applying Hopf bifurcation theorem [7], we have the following Hopf bifurcation result.
Theorem 2.10. The periodic solutions bifurcate from the positive constant solution e∗ of (1.1) as Gu(u∗) increases
from 0.
If the following inequality is satisfied:
Gu(u∗) >
2
√
cv∗p(u∗)pu(u∗)
p(u∗)
√
d1
d2
, (2.6)
W. Ko, K. Ryu / J. Math. Anal. Appl. 344 (2008) 217–230 225then det(μiD−Fe(e∗)) = 0 has two positive real roots μ−∗ and μ+∗ such that det(μiD−Fe(e∗)) < 0 for μi ∈ (μ−∗ ,μ+∗ ).
Hence the instability region of eigenvalues μi is observed, that is, the positive constant solution e∗ of (1.1) is unstable
in some ith eigenmode.
Theorem 2.11. If d2  4d1cv∗pu(u∗)p(u∗)(Gu(u∗))2 for Gu(u∗) > 0, then (1.1) has an instability of some ith eigenmode.
3. Non-constant positive steady-states
In this section, we provide some sufficient conditions for the existence and non-existence of non-constant positive
solutions of (1.2) by using the index theory. To do this, we obtain an a priori bound for positive solutions of (1.2).
3.1. An a priori upper and lower bounds
The following lemma can be found in [20] which is useful to obtain a lower bound of positive solutions of (1.2).
Lemma 3.1 (Harnack inequality). Let φ ∈ C2(Ω)∩C1(Ω) be a positive solution to φ + c(x)φ = 0 in Ω subject to
homogeneous Neumann boundary condition with c(x) ∈ C(Ω). Then there exists a positive constant C∗ = C∗(‖c‖∞)
such that
max
Ω
φ  C∗ min
Ω
φ.
Theorem 3.2. Let D be a fixed positive constant. Then for d2  D, there exists a positive constant V := V (Ω,D,
d, c,K,g(0)) such that any positive solution (u, v) of (1.2) satisfies
u(x)K and v(x) V in Ω.
Proof. The first result, that is, u(x)K in Ω , follows easily from the maximum principle. On the other hand, after
multiplying the first equation by c and adding it to the second equation in (1.1), and then by integrating the obtained
equation in Ω , the following inequality is obtained:
d
∫
Ω
v dx = c
∫
Ω
ug(u)dx  c
∫
Ω
Kg(0) dx. (3.1)
Let c1(x) := 1d2 (cp(u) − d), then ‖c1(x)‖∞  1D (cp(K) + d) follows, and thus applying Lemma 3.1 to the second
equation of (1.2), it is concluded that there exists a positive constant C∗ such that maxΩ v  C∗ minΩ v. Therefore,
by using (3.1), we have
max
Ω
v  C∗ min
Ω
v = C∗|Ω|
∫
Ω
min
Ω
v dx  C∗|Ω|
∫
Ω
v dx  C∗
cKg(0)
d
can be derived, so that the desired second assertion follows. 
Note that the positive solutions of (1.2) are contained in C2(Ω) × C2(Ω) by the standard regularity theorem
for elliptic equations [13,30], and so Lemma 3.1 can be applied to the system (1.2). For simplicity, denote Γ :=
(Ω,K, c, d, g(·),p(·)).
Theorem 3.3. Let D be a fixed positive constant. Then for d1, d2 D, there exists a positive constant Ĉ := Ĉ(Γ,D)
such that any positive solution (u, v) of (1.2) satisfies
u(x), v(x) Ĉ in Ω.
Proof. Since p(u) ∈ C2((0,∞)) and limu→0+ p(u)u = limu→0+ pu(u) < ∞, there exists a positive constant p¯ such
that p(u)  p¯ for 0 < uK , and thus ‖c2(x)‖∞  1 (g(0)+ p¯V ) by Theorem 3.2, where c2(x) := 1 (g(u)− p(u)v).u D d1 u
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constant C˜ := C˜(Γ,D) such that ‖c1(x)‖∞ and ‖c2(x)‖∞  C˜. Hence Lemma 3.1 shows that there exists a positive
constant C∗ := C∗(Γ,D) such that
C∗ min
Ω
umax
Ω
u and C∗ min
Ω
v max
Ω
v.
Suppose, by contradiction, that there exists a sequence {(un, vn)} of positive solutions to the system (1.2) such that
max
Ω
un → 0 or max
Ω
vn → 0 as n → ∞. (3.2)
By the regularity theory for elliptic equations [13,30], we see that there exist a subsequence of {(un, vn)}, which will
be denoted again by {(un, vn)}, such that un → 0 or vn → 0 uniformly as n → ∞.
First, assume that un → 0 as n → ∞, then there exists n1 ∈ N such that un  	1 in Ω for n  n1, where 	1 ∈
(0,p−1( d
c
)) is an arbitrary constant, and thus for n n1, we have −d2vn = vn(cp(un) − d) vn(cp(	1) − d) 0
in Ω . It follows from the strong maximum principle and Hopf’s lemma that vn ≡ constant, and thus, vn ≡ 0 for
n n1. This contradiction shows that un  0 as n → ∞.
Next, assume that vn → 0 as n → ∞ and let 	2 be an arbitrary constant, then there exists n2 ∈ N such that
vn  	2 in Ω for n  n2. Since un  K and p(u)u  p¯ for 0 < u  K , 0 = ung(K)  ung(un) = −d1un +
p(un)vn  −d1un + 	2p¯un in Ω for n  n2. The strong maximum principle and Hopf’s lemma conclude that
un ≡ constant for n  n2. Since un  0 as n → ∞, un ≡ K for n  n2. Therefore, using (H2), it follows that
−d2vn = vn(cp(un)− d) = vn(cp(K)− d) > 0 in Ω for n n2. Finally, the strong maximum principle and Hopf’s
lemma derive again a contradiction, that is, vn ≡ 0 for n n2. This completes the proof. 
3.2. Non-existence of non-constant positive steady-states
Theorem 3.4. There exists a positive constant D1 := D1(Γ ) such that (1.2) has no non-constant positive solution
provided that d1 D1.
Proof. Let ϕ¯ = 1|Ω|
∫
Ω
ϕ dx for ϕ ∈ L1(Ω). By multiplying (u − u¯) and (v − v¯) to the first and second equations
in (1.2), respectively, and then integrating on Ω , we have∫
Ω
[
d1|∇u|2 + d2|∇v|2
]
dx
=
∫
Ω
[
(u− u¯)(ug(u) − vp(u)− u¯g(u¯) + v¯p(u¯))+ (v − v¯)(cp(u)− cp(u¯))]dx
=
∫
Ω
[
(u− u¯)(g(u)(u − u¯)+ u¯(g(u) − g(u¯))− p(u)(v − v¯)− v¯(p(u) − p(u¯)))]dx
+
∫
Ω
[
(v − v¯)(cp(u)− cp(u¯))]dx
=
∫
Ω
[
(u− u¯)(g(u)(u − u¯)+ u¯(u− u¯)gu(ξ)− p(u)(v − v¯)− v¯pu(η)(u − u¯))]dx
+
∫
Ω
[
(v − v¯)cpu(η)(u − u¯)
]
dx
=
∫ [
(u− u¯)2(g(u) + u¯gu(ξ)− v¯pu(η))+ (u − u¯)(v − v¯)(−p(u)+ cpu(η))]dx
Ω
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∫
Ω
[
(u − u¯)2g(0) + |u− u¯||v − v¯|(p(K)+ cL)]dx

∫
Ω
[
(u− u¯)2
(
g(0)+ p(K)+ cp¯
2	
)
+ (v − v¯)2
(
	(p(K) + cL)
2
)]
dx (3.3)
for some 0 < ξ,η  K , some positive constant L, and an arbitrary positive constant 	. The inequality (3.3) can be
obtained from the fact 2(p(K)+cL)|u− u¯||v− v¯| = 2
√
p(K)+cL
	
|u− u¯| ·√	(p(K) + cL)|v− v¯| p(K)+cL
	
|u− u¯|2 +
	(p(K) + cL)|v − v¯|2. Therefore, using Poincaré inequality, we have∫
Ω
(
d1μ1(u− u¯)2 + d2μ1(v − v¯)2
)
dx 
∫
Ω
[
(u − u¯)2
(
g(0)+ p(K) + cL
2	
)
+ (v − v¯)2 	(p(K) + cL)
2
]
dx.
Since d2μ1 > 0, there is a sufficiently small 	0 such that d2μ1  p(K)+cL2 	0, and hence it is concluded that u = u¯ and
v = v¯ by taking D1 := 1μ1 (g(0) +
p(K)+cL
2	0 ). This completes the proof. 
3.3. Existence of non-constant positive steady-states
Using Leray–Schauder degree theory, the existence of non-constant positive solutions of (1.2) is investigated. Note
that, in view of Theorem 2.11, the existence of non-constant positive solutions of (1.2) can be expected by an effect
of the diffusion d2. For simplicity, consider a compact operator F : X → X defined by
F(e) :=
(
(I − d1)−1[ug(u) − p(u)v + u]
(I − d2)−1[v(cp(u)− d)+ v]
)
,
where e = (u(x), v(x))T . Then the system (1.2) is equivalent to the equation (I −F)e = 0. To apply the index theory,
we investigate the eigenvalue of the problem
−(I −Fe(e∗))Ψ = λΨ, Ψ = 0, (3.4)
where Ψ = (ψ1,ψ2)T and e∗ = (u∗, v∗). If 0 is not an eigenvalue of (3.4), then Leray–Schauder theorem [23, Theo-
rem 2.8.1] implies
index(I −F , e∗) = (−1)γ ,
where γ =∑λ>0 nλ and nλ is the algebraic multiplicity of all the positive eigenvalues λ of (3.4). After some calcula-
tion, (3.4) can be rewritten as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−d1(λ + 1)ψ1 +
[
λ− p(u∗)Gu(u∗)
]
ψ1 + p(u∗)ψ2 = 0,
−d2(λ + 1)ψ2 − cpu(u∗)v∗ψ1 + λψ2 = 0 in Ω ,
∂ψ1
∂ν
= ∂ψ2
∂ν
= 0 on ∂Ω ,
ψk = 0 for k = 1,2.
(3.5)
Observe that (3.5) has a non-trivial solution if and only if Pi(λ) = 0 for some λ 0 and i  0, where
Pi(λ) := det
(
λ+ d1μi−p(u∗)Gu(u∗)1+d1μi
p(u∗)
1+d1μi
− cpu(u∗)v∗1+d2μi λ +
d2μi
1+d2μi
)
.
That is to say, λ is an eigenvalue of (3.4), so that (3.5), if and only if λ is a positive root of the characteristic equation
Pi(λ) = 0 for i  0. Therefore, if Pi(0) = 0 for all i  0, we see that
index(I −F , e∗) = (−1)γ , γ =
∑
i0
∑
λi>0
mλi dim
[
S(μi)
]
,
where mλi is the multiplicity of λi as a positive root of Pi(λ) = 0.
In view of Theorems 2.8 and 2.11, to investigate the existence of non-constant positive solutions to (1.2), it needs
to assume that Gu(u∗) > 0.
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Proof. If i = 0, that is, μ0 = 0, then we have
P0(λ) = λ2 − p(u∗)Gu(u∗)λ + cv∗p(u∗)pu(u∗).
In this case, according to the relation between Gu(u∗) and 2
√
cpu(u∗)v∗p(u∗)
p(u∗) , P0(λ) = 0 may have no positive solution
(that is, P0(λ) > 0); or exactly one positive solution with multiplicity 2; or two distinct simple positive solutions.
Next, in the case of i  1, that is, μi > 0, the polynomial Pi(λ) has the form
Pi(λ) = λ2 +
(
d1μi − p(u∗)Gu(u∗)
1 + d1μi +
d2μi
1 + d2μi
)
λ+ det(μiD − Fe(e∗))
(1 + d1μi)(1 + d2μi) ,
where det(μiD − Fe(e∗)) is defined in (2.5). Since d1 > p(u∗)Gu(u∗)μ1 , that is, d1μi − p(u∗)Gu(u∗) > 0 for i  1, it
follows that
d1μi − p(u∗)Gu(u∗)
1 + d1μi +
d2μi
1 + d2μi > 0 and det
(
μiD − Fe(e∗)
)
> 0,
which implies that Pi(λ) > 0 for all λ 0 and i  1. Therefore, it is concluded that
γ =
∑
i0
∑
λi>0
nλi =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if Gu(u∗) < 2
√
cpu(u∗)v∗p(u∗)
p(u∗) ,
1 · 2 if Gu(u∗) = 2
√
cpu(u∗)v∗p(u∗)
p(u∗) ,
2 · 1 if Gu(u∗) > 2
√
cpu(u∗)v∗p(u∗)
p(u∗)
for d1 > p(u∗)Gu(u∗)μ1 . This yields the desired result. 
In the following, recall that det(μiD − Fe(e∗)) = 0 has two positive roots μ−∗ and μ+∗ with μ−∗ <μ+∗ provided that
Gu(u∗) > 2
√
cv∗p(u∗)pu(u∗)
p(u∗)
√
d1
d2
, that is, (2.6) holds. (See Section 2.)
Lemma 3.6. Assume that (2.6) holds. If ∑mi=l+1 dim[S(μi)] is odd for some 1  l < m with μ−∗ ∈ (μl,μl+1) and
μ+∗ ∈ (μm,μm+1), then index(I −F , e∗) = −1.
Proof. In the proof of Lemma 3.5, recall that P0(λ) = 0 may have no positive solution (that is, P0(λ) > 0); or
exactly one positive solution with multiplicity 2; or two distinct simple positive solutions. Since μ−∗ ∈ (μl,μl+1) and
μ+∗ ∈ (μm,μm+1), it is easy to see that
det
(
μiD − Fe(e∗)
)
is
{
negative, for l + 1 i m,
positive, for 1 i  l or m+ 1 i,
and thus for each l + 1  i  m, Pi(λ) = 0 has exactly one simple positive root. Let i˜ := inf{i: d1μi−p(u∗)Gu(u∗)1+d1μi +
d2μi
1+d2μi > 0} (note that the existence of i˜ follows from the fact that μi → ∞ as i → ∞), then for each 1  i  l or
m + 1 i max{m + 1, i˜}, the characteristic equation Pi(λ) = 0 may have no positive root; or exactly one positive
root with multiplicity 2; or two distinct simple positive roots. In addition, for i max{m+ 1, i˜}+ 1, the characteristic
equation has no positive root, that is, Pi(λ) > 0 for all λ 0. Hence we have the desired result,
index(I −F , e∗) = (−1)1·
∑m
i=l+1 dim[S(μi)]+s = −1,
where s is zero or even number. 
Finally, we show the existence of non-constant positive solutions of (1.2).
Theorem 3.7. Assume that (2.6) holds. If ∑mi=l+1 dim[S(μi)] is odd for some 1  l < m with μ−∗ ∈ (μl,μl+1) and
μ+∗ ∈ (μm,μm+1), then (1.2) has at least one non-constant positive solution.
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max{D1, p(u∗)Gu(u∗)μ1 }, define a homotopy
Fθ (e) :=
( [I − θd1− (1 − θ)D˜1]−1[ug(u) − p(u)v + u]
[I − d2]−1[v(cp(u)− d)+ v]
)
,
where D1 is a positive constant defined in Theorem 3.4. By Theorems 3.2 and 3.3, the positive solutions of the
problem Fθ (e) = e are contained in Λ := {e ∈ X: Ĉ/2 < u, v < 2 max{K,V }}. Since Fθ (e) = e for all e ∈ ∂Λ
and Fθ (e) :Λ × [0,1] → X is compact, one can see that the degree deg(I − Fθ (e),Λ,0) is well-defined. More-
over, using the homotopy invariance property of the degree, deg(I − F0(e),Λ,0) = deg(I − F1(e),Λ,0). Since
D˜1 > D1, F0(e) = e has no non-constant positive solution by Theorem 3.4, and thus deg(I − F0(e),Λ,0) =
index(I − F0, e∗) = 1 by Lemma 3.5. On the other hand, since we assume that there is no non-constant positive
solution of (1.2), deg(I − F1(e),Λ,0) = index(I − F , e∗) = −1 by Lemma 3.6. This contradiction completes the
proof. 
Theorem 3.8. Let d1 be fixed. Assume that p(u∗)Gu(u∗)d1 ∈ (μi∗ ,μi∗+1) and
∑i∗
i=1 dim[S(μi)] is odd for some i∗  1.
Then there exists a positive constant D̂2 := D̂2(Γ, d1) such that (1.2) has at least one non-constant positive solution
provided that d2  D̂2.
Proof. By the simple calculation, it is easy to see that limd2→∞ μ−∗ = 0 and limd2→∞ μ+∗ = p(u∗)Gu(u∗)d1 , and thus
there exists a positive constant D̂2 := D̂2(Γ, d1) such that μ−∗ < μ1 and μi∗ < μ+∗ for d2  D̂2. If d2  D̂2, then
for each 1 i  i∗, Pi(λ) = 0 has only one simple positive root since det(μiD − Fe(e∗)) < 0. Furthermore, we can
easily see that d1μi−p(u∗)Gu(u∗)1+d1μi +
d2μi
1+d2μi > 0 and det(μiD − Fe(e∗)) > 0, so that Pi(λ) = 0 has no positive root for
all i  i∗ + 1. Therefore, we have index(I −F , e∗) = −1 as in Lemma 3.6. Finally, using the similar arguments as in
Theorem 3.7, the desired result follows. 
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