Abstract Correspondence analysis with linear external constraints on both the rows and the columns has been mentioned in the ecological literature, but lacks full mathematical treatment and easily available algorithms and software. This paper fills this gap by defining the method as maximizing the fourth-corner correlation between linear combinations, by providing novel algorithms, which demonstrate relationships with related methods, and by making a detailed study of possible biplots and associated approximations. The method is illustrated using ecological data on the abundances of species in sites and where the species are characterized by traits and sites by environHandling Editor: Bryan F. J. Manly. Stat (2018) 25:171-197 mental variables. The trait data and environment data form the external constraints and the question is which traits and environmental variables are associated, how these associations drive species abundances and how they can be displayed in biplots. With microbiome data becoming widely available, these and related multivariate methods deserve more study as they might be routinely used in the future.
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Introduction
Double constrained correspondence analysis (dc-CA) was developed by JeanDominique Lebreton, Robert Sabatier and co-workers as a natural extension of canonical correspondence analysis (Lebreton et al. 1988a, b; ter Braak 1986 ter Braak , 1987 and applied in studies relating species attributes (traits) and environmental variables via the central sites-by-species abundance table (Lavorel et al. 1999 (Lavorel et al. , 1998 . Canonical correspondence analysis (CCA) constrains the row scores of a correspondence analysis (CA) of the central table by linear combinations of environmental variables. In addition to a single constraint on the rows, dc-CA uses also a constraint on the columns. In applications, the column (species) scores are constrained by linear combinations of species traits. Lavorel et al. (1999) nicknamed the method therefore double CCA and Kleyer et al. (2012) also use this name. Here the method is abbreviated to dc-CA. Its inputs are three data tables: the central site-by-species table Y containing the abundances (≥0) of the species in the sites (for short the community table), the site-by-environment table E, and the species-by-traits table T. To give another application domain, the central table may contain preference scores of persons on different products and the tables E and T person and product characteristics, respectively.
Curiously, dc-CA has never been explicitly defined mathematically in a scientific paper, presumably because its mathematics was crystal clear to its inventors. An exception is perhaps Böckenholt and Böckenholt (1990) but they defined the constraints in a different way, namely by the null space method (Takane 2013) . As some applications of this method did appear, its novelty was gone and no thorough statistical description of the method was published. For Takane (2013) , dc-CA is only a special case of constrained principal component analysis, but there is more to say than that, as Hill (1974) said for CA or Tenenhaus and Young (1985) for multiple CA. Meanwhile, Kleyer et al. (2012) evaluated several methods for analysing trait-environment relationships, including dc-CA, and did not detect any advantage of dc-CA over rival methods such as RLQ analysis (Dolédec et al. 1996) , another three-table ordination method, and redundancy analysis on community weighted means (CWM-RDA) that consists in combining tables T and Y to build a new table of community weighted trait means (CWMs) that is related to E, in a second step, by a two-table method. All these methods are closely linked but differ notably in whether they take account of correlations among traits and/or among environmental variables by built-in multiple regressions. RLQ is based on PLS-like regressions and thus does not take account of any of these correlations, CWM-RDA takes account of the correlations among environmental variables, and dc-CA takes account of both. As a consequence, RLQ is more robust and can analyse any number of traits and environmental variables, whereas in CWM-RDA the number of environmental variables must not be large compared to the number of sites, and in dc-CA also the number of trait variables must not be large compared to the number of species. But provided care has been taken of these limitations, for example by prior dimension reduction (Lavorel et al. 1999 ) or variable selection (ter Braak and Verdonschot 1995), dc-CA can reveal trait and environment associations that cannot be identified in RLQ as we demonstrate in Sect. 4.
Reasons for the renewed interest in dc-CA are its relation with the fourth-corner approach (ter Braak 2017), the fact that its inertia is a Rao score test statistic for testing trait-environment association in a log-linear model (ter Braak 2017) , and also the desirability of regression-based methods for trait-environment relations Warton et al. 2015) where abundances or community weighted means are considered as the response variables. In this paper the focus is on algorithms for dc-CA. The first one is based on a singular value decomposition (SVD), the second one is an iteration algorithm based on the transition formulae, and the third is based on a combination of CCA and redundancy analysis (RDA) which are widely available together with associated methods for statistical testing and selection of variables (Dray and Dufour 2007; Oksanen et al. 2013; ter Braak and Šmilauer 2012) .
These novel algorithms come in addition to three existing algorithms. The first is based on the observation of Lavorel et al. (1999) that dc-CA can be seen as a canonical correlation analysis of traits and environment weighted by the central table. The input data would be inflated trait and environment data tables as exemplified in Dray and Legendre (2008) ; see also ter Braak (2017). Although canonical correlation analysis is widely available in statistical packages, a weighted version does not exist to our knowledge; the unweighted version could be used only for integer abundance data after 'super' inflation of the data so that every individual has a separate row.
In practice, Lavorel et al. (1999) used another algorithm developed by Bacou et al. (1989) . This second algorithm consisted of two CCA's: a traditional CCA of the abundance table with respect to the environment data from which a table of fitted abundances is computed by the reconstitution formula known from CA, and then another CCA of the transposed fitted table with respect to the trait data. A problem with this approach is that the fitted table may contain negative values and most programs for CCA do not allow negative values in the abundance table. Lavorel et al. (1999) do not mention this problem or how they dealt with it. Presumably their software allowed negative abundance values in a CCA.
The third algorithm is in the Appendices S2 and S4 of Kleyer et al. (2012) . It starts from the results of a correspondence analysis of the central table, in line with how a canonical correspondence analysis is computed in the R package ade4 (Dray and Dufour 2007; R Core Team 2015) . In this algorithm, the CA is foremost used to create row and column weights and a transformed abundance table that is projected on the environmental variables. The result is projected onto the traits, the result of which is finally rotated to principal axes. The projections are obtained by weighted regression. This approach, implemented in R function doublerda in Kleyer et al. (2012) , is generic in that it can also be used for a double constrained principal component analysis (dc-PCA) when starting from a principal components analysis of the central table. See Takane (2013) for a related generic framework. The second and third algorithms share the feature that they work on fitted site-by-species tables.
Our new algorithms do not create such tables. The iteration algorithm works directly on the original data tables Y, E and T, the SVD on the matrix product of Y and orthogonalized E and T (say E * and T * ) and the combination of CCA and RDA can be seen as a variant of CWM-RDA in which the community-weighted trait means (CWMs), usually obtained by combining Y and T, are computed with respect to T * instead of to T. Reversely, we also described an alternative SNC-RDA in which the species-niche centroids (SNCs), usually computed by combining Y and E (see PeresNeto et al. 2017 for more details), are computed with respect to E * instead of to E. The CWMs and SNCs are of smaller dimensions than the original sites-by-species table Y, when the number of environmental variables is smaller than the number of sites and the number of traits is smaller than the number of species, respectively. The paper is structured as follows. Section 2 defines dc-CA, presents the new algorithms, and defines some additional quantities that are useful for summarizing and plotting the result in biplots. Section 3 discusses the available biplots in detail and Sect. 4 presents a data example and simulated example comparing dc-CA with RLQ. Most derivations are given in the Appendices; all equations are illustrated on real data in an R-script in Supplementary "Appendix S1".
Theory and method

Notation
The three data tables (Environment, Community table and Trait data), denoted here by E, Y and T, respectively Dolédec et al. (1996) used R, L and Q; ter Braak (1986) used Z for E), can be arranged as
where F is the missing matrix (i.e., fourth-corner table), representing relations between the environment and species traits, that are of interest and should be estimated. With n sites, m species, p environmental variables and q traits, the dimensions of tables Y, E and T are n ×m, n × p and m ×q, respectively, so that F is p×q. In the original method proposed by Legendre et al. (1997) the link table Y contained presence-absence of the m species in the n sites but this was later generalized to abundance or count data by Dray and Legendre (2008) . The community table is denoted here by Y as it will be treated as a response matrix in CCA and dc-CA.
In the paper, bold lower case is used for column vectors, e.g. x is a vector with elements {x i }, i = 1, . . . , n. Bold upper case is used for matrices. Elements of Y will be denoted by y i j ; subscript i denotes a site (row of Y or E) and subscript j denotes a species (column of Y or row of T). A symbol "+" replacing an index means the sum over the index, e.g. y i+ = j y i j . Further, R and K are diagonal matrices with the weights {y i+ } and {y + j }, respectively, on their diagonal.
Definition and corresponding equations
There are several distinct derivations of correspondence analysis and therefore also of CCA and dc-CA, all leading to equivalent eigen-equations. Two model-based derivations are presented in "Appendix A1". But, perhaps it is most natural to define dc-CA in the same spirit as in canonical correlation analysis, namely as maximizing a correlation. In dc-CA, this is the fourth-corner correlation f between trait t and environmental variable e (Legendre and Legendre 2012; Legendre et al. 1997; Peres-Neto et al. 2017) , defined as
(1) witht j andẽ i being centred versions of the trait and environmental variable, with weighted-means computed using weights derived from the abundance table Y:
The first axis of dc-CA can now be defined as follows.
Definition dc-CA is a method that finds linear combinations of the traits and of the environmental variables such that the fourth corner correlation between these linear combinations is maximized
The definition leads to an eigen-equation of which the first (non-trivial) eigenvector is the solution. Later axes are then subsequent eigen-vectors which have the interpretation that they also maximize the fourth corner correlation but subject to the additional constraint of their orthogonality (in a particular metric) to the previous axes. The definition is in line with CA as a method of optimal scaling of the row and column categories of a contingency table (Gifi 1990; Hill 1974) .
For simplicity and without loss of generality, it is assumed from now onwards that the traits and environmental variables are centred as in Eq. (2) so that 1 T n RE = 0 p and 1 T m KT = 0 q . This centring eliminates the need for the intercept terms and avoids the trivial axis of (dc-)CA. The definition of dc-CA above leads to the following maximization problem:
where λ b and λ c are Lagrange multipliers, one for each constraint. Re-expression gives the transition formulae of dc-CA between b and c:
where λ = λ b λ c is the first eigenvalue of dc-CA and is equal to the square of the maximized fourth-corner correlation between the linear combinations of traits and environmental variables. Equation (8) shows a great similarity with the eigen-equation of canonical correlation analysis (Gittins 1985; Mardia et al. 1980 ), therewith confirming the observation of Lavorel et al. (1999) that dc-CA is a weighted canonical correlation analysis of traits and environment with the central table acting as weights.
For viewing the relationship of dc-CA with CA and CCA, it is instructive to rewrite the transition formulae (6) and (7) so that these include site and species scores as in ter Braak (1986) for CCA. There are two sets of each: scores that are linear combinations (LC scores) and scores that are weighted averages (WA scores). The latter are indicated with an asterisk in the following transition formulae of dc-CA. A redundant constant α (0≤ α ≤ 1) is inserted so as to allow various scalings of ordination diagrams based on scores from these transition formulae for different dimensions, as in CA (Greenacre 1984) . Example scalings are row-metric preserving (α = 1), symmetric (α = 1/2) or column-metric preserving (α = 0). In Eqs. (3) and (4) the LC site and species scores were R-and K-normalized so as to define a correlation, but for a correlation the scaling does not matter and from now onwards, we set x T Rx = λ α and the scaling of all other scores then follows from the transition formulae (for example, u T Ku = λ 1−α , see next section):
In words, the transition formulae read as follows. Starting with Eq. (9):
• The WA species scores (u * k ) are (proportional to) weighted averages of LC site scores (i.e. the constrained site scores, x).
• Canonical weights for the traits (c) are coefficients of the regression of the WA species scores (u * k ) on the traits (T) with the species total abundances (y +k ) as weights.
• LC species scores (i.e. the constrained species scores, u) are a linear combination of the traits.
• WA site scores (x * i ) are (proportional to) weighted averages of LC species scores (u).
• Canonical weights for the environmental variables (b) are coefficients of the regression of the WA site scores (x * i ) on the environmental variables (E) with the site total abundances (y i+ ) as weights.
• LC site scores (constrained site scores, x) are a linear combination of the environmental variables (E).
There are two extra equations for dc-CA compared to CCA [Eqs. (10) and (11)] which define the constraints on the species scores based on trait values. In CCA the only species scores are WA scores, and therefore these are used in Eq. (12) for the WA site scores. In dc-CA the LC species scores are used to define the WA site scores [Eq. (12) ] and reversely the LC site scores are used to define the WA species scores [Eq. (9)]. In CA, there are only WA site scores and the transition formulae are reduced to Eqs. (9) and (12). Note that dc-CA has two kinds of canonical weights, one for environmental variables and one for traits. The transition formulae show that dc-CA is constrained reciprocal averaging (Hill 1973) .
Special cases of dc-CA are of course CCA if T = I m or q ≥ m so that there are effectively no constraints and CA if also E = I n or p ≥ n.
Algorithm based on a SVD
The eigenproblem posed in Eq. (8) could be solved by an asymmetric eigenproblem solver or it could be first transformed to a two-sided eigenvalue problem. However, it is more convenient to obtain the solution of dc-CA via a singular value decomposition (SVD) (Golub and Reinch 1970; Golub and Loan 1989) . Let
and the SVD of D be
with P and Q orthonormal matrices and a diagonal matrix with singular values in decreasing order. Then the singular values are the maximized fourth corner correlations of the dc-CA axes and the columns of
satisfy the transition formulae (6) and (7). This can be seen as follows: from Eq. (16), P α = DQ α−1 ; insert P and Q from Eq. (17) and D from Eq. (15); simplify and rearrange to obtain Eq. (6). By consequence, dc-CA eigenvalues are the squared singular values. This approach immediately solves for all dc-CA eigen-vectors. The LC site scores and LC species scores of all dimensions, X = EB and U = TC, are R-and Korthogonal and the scaling factor α in Eq. (17) ensures that X T RX = α and U T KU = 1−α , where = 2 , respectively, as in the transition formulae. Note that tr D T D is equal to the sum of all eigenvalues satisfying Eq. (8), also known as the total inertia of the dc-CA. ter Braak (2017) showed that y ++ tr D T D is the Rao score test statistic for testing the trait-environment interaction in a Poisson loglinear model with saturated main effects. The first eigenvalue is the one-dimensional replacement thereof that could be also useful as test statistic in permutation tests if the alternative hypothesis is likely to be one-dimensional.
Algorithm based on the transition formulae
If only the first or only a few eigen-vectors need to be calculated, iterative methods can be used that repeatedly cycle through the transition formulae starting from arbitrary, non-constant starting values for either b or c, when using Eqs. (6) and (7), and for either b, c, x * or u * , when using Eqs. (9)- (14). The latter is a constrained reciprocal averaging algorithm (Hill 1973) . Such an algorithm for CCA is described in the "Appendix" of ter Braak and Prentice (1988) and the extension to dc-CA is trivial. This iterative algorithm is related to the well-known power algorithm for solving eigenproblems (Good 1969; Gourlay and Watson 1973) . Power algorithms tend to be slow, but acceleration methods make them practical.
Algorithm based on combining CCA and a weighted RDA
This subsection presents an algorithm based on a combination of CCA and RDA. The algorithm also gives insight into the relation between dc-CA and CWM-RDA.
CWM-RDA starts with computing a table M of community weighted mean trait values (CWM)
and then applies an RDA of M with respect to the environmental data E. This analysis is essentially an SVD of
In comparison with (15), this equation lacks the weighing of the sites with weights R and lacks a term involving the covariances among the traits (T T KT). The latter can be included implicitly by transforming the traits, prior to analysis, to orthonormal ones by:
so that T * T K1 m = 0 q and T * T KT * = I q . By replacing the unweighted RDA by a weighted RDA with site weights R, the equivalent SVD is
As a consequence, dc-CA can be obtained by the following steps:
1. Transforming the traits to K-orthonormal ones using species weights K, 2. Computing community weighted means of the orthonormal traits T * and then 3. Applying a weighted RDA of these community weighted means with respect to the environmental data E using site weights R.
The difference between dc-CA and CWM-RDA is thus that dc-CA uses differential weights for sites and accounts for the covariances among the traits, whereas CWM-RDA uses equal weights for the sites and accounts for differences in variance of the traits only. As a side note, in Kleyer et al. (2012) and the Traits example in Canoco 5.0 (ter Braak and Šmilauer 2012), the RDA implicitly standardized the response data, which are the community weighted means. However, it makes much more sense to standardize the traits from which they are computed (McCune 2015) and to leave the obtained community weighted means as they are (i.e. not to standardize them in RDA). The reason is that the variances of community weighted means of standardized traits carry important information on the relative importance of the traits . For an important trait, the variance will be relatively high and for a trait that is unrelated to the abundance table Y, the variance will be very low. This also applies to dc-CA where traits are made orthogonal and also normalized (orthonormalized) and the subsequent community weighted means are analyzed untransformed (nonstandardized) by an RDA so as to obtain a dc-CA. The above Steps 1 and 2 can be combined in a single CCA of the transposed abundance table with respect to the traits, i.e. CCA(Y T ∼ T). The row scores of this CCA are linear combinations of the traits which are K-orthogonal and, depending on the scaling of the axes, also K-normalized (the scaling is column-metric preserving) (ter Braak 1986 (ter Braak , 2014 . The column scores of this analysis (response variable scores, in this case representing rows of Y) are weighted averages of the row scores and thus community weighted means of K-orthonormal traits [cf. Eq. (9)]. This way of making the traits orthonormal has an advantage for trait data that are (near) singular: the CCA ranks the dimensions in order of their importance for Y T so that it is unlikely that an important dimension is dropped due to an unlucky cut-off in the decision for rank-deficiency.
The resulting algorithm is thus 1. Perform CCA(Y T ∼ T): a CCA of the transposed community table onto the traits 2. Obtain the column scores (M * , say) from this analysis in site-metric preserving scaling, an n × q * table of scores with q * the rank of the trait data, which are community weighted means of orthonormalized traits. 3. Perform a weighted RDA R (M * ∼ E): an RDA of M * on the environmental variables using row weights R. : an RDA of S * on the traits using row weights K.
The canonical coefficients of this RDA are the dc-CA coefficients for the traits [Eqs. (10) or (17)], the resulting linear combinations of this RDA are the dc-CA linear combinations of traits [Eq. (11)] and the unconstrained row scores of the RDA are identical to the scores in Eq. (9), which can be shown analogously to the proof in "Appendix A2". The computer program Canoco 5.10 (ter Braak and Šmilauer 2012) implements dc-CA via these combinations of CCA and weighted RDA where the first combination is used for selection and significance testing of environmental variables and the second for selection and significance testing of traits.
Derived scores
Most scores that are useful for interpretation or plotting in ordination diagrams are already defined and available from the transition formulae of Sect. 2.2. As in CCA and canonical correlation analysis (ter Braak 1990), there are a few more scores that are useful for interpretation and plotting:
• Intra-set correlations of the traits with the constrained dc-CA axes, cor K (T, U), and similarly for the environmental variables, cor K (E, X).
• Inter-set correlations of the traits with the WA dc-CA axes, cor K (T, U * ), and similarly for the environmental variables, cor K (E, X * ). These are inter-set correlations in the setting of CCA as, for example, X * is a linear combination of Y and not of E.
• Fourth-corner correlations of the traits with the constrained dc-CA axes, cor Y (T, X), and similarly for the environmental variables, cor Y (E, U). When dc-CA is interpreted as a canonical correlation analysis on super inflated data, Y seemingly disappears and these fourth-corner correlations are then in fact the inter-set correlations of the canonical correlation analysis. Unless noted explicitly otherwise, inter-set correlations of dc-CA refer to their definition in the setting of CCA and RDA, that is, to cor K (E, X * ) and cor K (T, U * ).
• Centroids of scores for categories of nominal traits and environmental variables. Such centroids can be viewed as scores for 'super species' and 'super sites' as they average scores of species or of sites belonging to the same category. The centroids are all weighted averages using the weights {y i+ } for sites and {y +k } for species.
Biplots
Biplots serve to visualize the main pattern in the analyzed data, by plotting the scores on, typically, the first two axes of the analysis, so that their inner product approximates a matrix, typically a data table or table with statistics such as correlation or regression coefficients (Gabriel 1982) .With three kinds of items in the plot (sites, species, environmental variables) such plots are often called triplots, in which pairs of items have an inner product (biplot) interpretation. In dc-CA there is a fourth kind of items: traits. This section proposes quadriplots with all four kinds of items in which almost all pairs of items have a biplot interpretation. As in CCA, RDA and canonical correlation analysis (ter Braak 1990) there is a choice to visualize in the biplots regression coefficients or correlations. Biplots visualizing regression coefficients are treated in "Appendix A5". For example, a biplot of both sets of canonical weights (B and C) approximates the regression coefficients associated with the bilinear interaction between (i.e. products of) environmental variables and traits. The other biplots in "Appendix A5" essentially follow from considering dc-CA as a canonical correlation analysis on inflated trait and environment data. In this section, the focus is on biplots of fourth-corner correlations between traits and environmental variables.
For K-and R-normalized trait and environmental variables, the p × q matrix of fourth-corner correlations between environmental variables and traits is simply
Following ter Braak (1990), a biplot of F can be based on a "rank r weighted leastsquares approximation" of the form F ≈ B f C T f with B f and C f matrices of order p × r and q × r , respectively. For producing biplots, a convenient choice is r is 2 or 3. Whether such an r is adequate can be judged by permutation tests (see example section). With as weight matrices the inverses of E T RE and T T KT, the approximation is invariant to linear transformations of E and T and can be obtained from dc-CA as follows. We seek the minimum over B f and C f of
As follows from the Eckhart-Young theorem (Greenacre 1984 ) the minimum is obtained from the singular value decomposition of D. By consequence, the minimum of (23) is λ r +1 + . . . + λ min(p,q) and is obtained by
For α = 1, B f contains the fourth-corner correlations of the environmental variables with the axes U, cor Y (E, U), and C f the intra-set correlations for the traits, cor K (T, U) ("Appendix A3"). For α = 0, the role of traits and environmental variables is reversed ("Appendix A3") so that C f contains the fourth-corner correlations of the traits with the axes X, cor Y (T, X), and B f the intra-set correlations for the environmental variables, cor R (E, X). The coefficients B f and C f are termed biplot scores as in CCA (Oksanen et al. 2013 ; ter Braak and Šmilauer 2012); they vary with α unlike the intra, inter and fourth corner correlations. In the symmetric scaling (α = 0.5), each biplot score is the geometric mean of its intra-set correlation and its fourth-corner correlation with the axis.
"Appendix A4" shows that when plotting B f , C f , X and U together the pairs B f -U and C f -X form a weighted least-squares biplot of the species niche centroids K −1 Y T E and CWMs R −1 YT , respectively. Also, X and U form a weighted least-squares biplot of the fitted contingency ratios, which are the contingency ratios projected on both E and T, analogously to the situation in CCA (ter Braak 2014).
The above biplot options are least-squares for all values of α. For α = 1, the plot is row-metric preserving, and thus approximates the chi-square distance between sites based on fitted values, and C f contains the intra-set correlations for the traits and the biplot thus weakly approximates the correlations among the traits. For α = 0, the plot is column-metric preserving, and thus approximates the chi-square distance between species based on fitted values, and B f contains the intra-set correlations for the environmental variables and the biplot thus weakly approximates the correlations among the environmental variables. In conclusion, when plotting B f , C f , X and U together with α = 0 or 1, five of the six pairs of items have a biplot interpretation (the pairs B f -X and C f -U have no known useful biplot interpretation for α = 1 and 0, respectively).
Real data and simulation example
We illustrate dc-CA by analysing the example dataset of Jamil et al. (2013) . It represents 20 sites from Dutch dune meadows, where the plant community composition was recorded together with five environmental variables from which two important ones are used here for illustration (abbreviations between parentheses): moisture content of the soil (Moisture) and manure quantity applied (Manure). For each of the 28 plant species, five functional traits were available from which two important ones are used here for illustration: specific leaf area (SLA) and seed mass. With these variables in the model, further traits and environmental variables do not contribute much to explain the community table as judged by species-based and site-based permutation tests, respectively, using the total dc-CA inertia as the test statistic. Figure 1 shows the row-metric preserving dc-CA biplot (α = 1) with arrows for traits and environmental variables (C f and B f ), which display by their inner product Because α = 1, the configuration of site points and environmental arrows shows the importance of the first axis compared to the second; the environmental arrows are fourth-corner correlations and the trait arrows intra-set correlations.
Beyond the pair B f -C f , four other pairs of items have a biplot interpretation. Example interpretations are as follows:
Biplot of B f -U: the species points on the left in Fig. 1 have low SNC of Moisture (i.e. occur more at drier conditions) and the species on the right have high SNC with respect to Moisture (i.e. occur more at wetter conditions).
Biplot of C f -X: the site points when projected onto the arrow for SLA represent the CWM of SLA (their mean SLA), so that, for example, site 1 is inferred to have the highest mean SLA and sites 14 and 15 the lowest mean SLA.
Biplot of U-X: the species and site points form a biplot of the contingency ratios, for example, the share of species Alo gen is high in site 1 compared to sites 14 and 15.
Biplot of C f -U: the species points when projected on to Seed mass represent their Seed mass, so that the species Vic lat and Lol per are inferred to have high Seed mass and Jun art and Agr Sto low Seed mass. In this simple example, there is little difference between dc-CA and RLQ: although dc-CA maximized the fourth-corner correlation and RLQ maximized the fourth-corner covariance (subject to standardized axes), the resulting fourth-correlations are almost identical. That is not always the case as will be shown in a simulation example. The R code for the simulation is in Supplementary "Appendix S2".
In the simulation example, six traits and nine environmental variables are generated from a multivariate normal distribution with variance matrix with entries {ρ i− j }, so that the pairwise correlation is ρ for neighbouring columns and decreases with the column number distance between variables. The difference between the first two traits was taken as a hidden trait dimension (t) and, similarly, the difference between the first two environmental variables was taken as a hidden environment dimension (e) and the product te was used as one of the predictors in a log-linear model from which negatively binomial counts (y i j ) were generated. The other traits and environmental variables had no effect on the counts, but to make the data a little more realistic two more latent effects were added to the log-linear model: one product between e and an independent latent standard normal trait z and one product between a latent standard normal environmental variable and the latent trait z. The count data are thus in essence two dimensional but only one dimension can usefully be correlated with the measured traits and environmental variables. The intercept in the log-linear model was log(10), all other coefficients were 0.2 and ρ = 0.7, so that neighbouring variables share about 50% of their variance. Table 1 shows results of the simulation. The maximized fourth-corner correlation of dc-CA of the first axis was much higher than the RLQ fourth-corner correlation of the first axis, with the 2.5% percentile of dc-CA being even bigger than the 97.5% percentile of RLQ. The fourth-corner correlations of the second axes (which were zero in the model) were comparable. The ratio of the first over the second eigenvalue (squared correlation), which is a measure of the dominance of the first axis over the second in each simulated data set, is on average much higher in dc-CA than in RLQ (last two columns in Table 1 ). Compared to RLQ, dc-CA thus much better indicates that only one dimension is important for describing the association between the observed trait and environmental variables. Figure 2 shows the distribution of the canonical coefficients of traits and environmental variables on the first axis in the 10,000 simulations. The contrast between the first and second variable is clear in almost all data sets in dc-CA whereas it is blurred or even absent in RLQ. The remaining noise variables have larger coefficients in RLQ than in dc-CA and also show negative bias. 
Discussion
This paper fills a gap by giving a mathematical description of double constrained correspondence analysis (dc-CA) starting from the idea that it maximizes a correlation, in particular the fourth-corner correlation between linear combinations of traits and of environmental variables. It was known from the start that dc-CA is identical with canonical correlation analysis of super-inflated trait and environment data. But dc-CA deserves special treatment as the units of sampling are not the individuals that are counted but the sites with individuals belonging to different species. Our mathematical development shows the precise role of community (site-) weighted trait means (CWM) and, its reverse, species niche centroids (species-weighted mean environment, SNC) in dc-CA. In "Appendix A6" it is reiterated why CWMs and SNCs are key statistics in trait-environment studies and that the within-site trait variance and the withinspecies environmental variance (niche breadth) may deserve separate study in relation to the environment and traits, respectively. The novel algorithm that combines a singly constrained correspondence (i.e. CCA) with a weighted singly constrained principal component analysis (i.e. redundancy analysis) shows the relation with CWM-RDA, an ad-hoc method that is commonly used to relate traits to environment. CWM-RDA uses regression onto the environmental variables, whereas dc-CA also uses regression onto the traits. By contrast, RLQ, one of the oldest multivariate methods for trait-environment analysis, is based on covariance without using regression at all. Our small simulation example demonstrated that, by combining correlated observed variables, dc-CA can detect trait and environment relationships that remain hidden in RLQ. RLQ is based on coinertia analysis (Dray et al. 2003) while dc-CA is based on CCA. Therefore the comparison between coinertia analysis and CCA by Dray et al. (2003) is of interest. They showed that CCA deteriorates in detecting the hidden gradients when many highly correlated environmental variables that have no real effect are included in the analysis. In such an extreme situation coinertia performs better than CCA and the same is expected for RLQ, and dc-CA. However, with moderate correlations or when multicollinearity problems are taken care of, for example by variable selection or by changing regression to ridge regression, we expect dc-CA to outperform RLQ.
Many researchers see CA as a special form of principal component analysis and thus dc-CA as a special form of double constrained principal component analysis (dc-PCA) (Takane 2013) , also known as two-way CANDELINC (Douglas Carroll et al. 1980) . The methods are perhaps even more similar in the double constrained case than in the unconstrained case. The similarity (and difference) is best seen from the matrix that must be subjected to SVD to obtain a weighted dc-PCA with weight matrices R and K. Whereas dc-CA uses a SVD of D defined in Eq. (15), dc-PCA can be obtained from an SVD of
This equation shows immediately that dc-CA is a weighted dc-PCA of the contingency ratios y ++ R −1 YK −1 where the weight matrices R and K are diagonal with the row-and column sums of Y on the diagonal. The post-processing to obtain the canonical weights and the row and column scores is identical to that in dc-CA [e.g. Eq. (17)]. Viewed in this framework, there is no interpretation of dc-CA in terms of fourth-corner correlations. The link of the total inertia of dc-CA with the Rao score test statistic for testing linear-by-linear interaction in a contingency table (ter Braak 2017) shows explicitly that dc-CA is a natural method for count-like data.
Aitchison's log-ratio analysis is essentially the analysis of double-centred logtransformed Y (see discussion by Dawid of Aitchison (1982) which leads to the centred log-ratio transformation). Microbiome data are sometimes analyzed by Aitchison's log-ratio PCA (Gloor et al. 2016) , despite the fact that they contain many zeros. Using weighted (double) (constrained) log-ratio analysis with row-and column sums of Y as weights (Greenacre and Lewi 2009) will decrease the adverse effect of rows and columns with many zeroes, at least if the number of zeroes is reflected in the weights (alternatively the row-wise and column-wise numbers of non-zeroes could be used as weights). A natural alternative is in our view (double) (constrained) CA which does not need tricks for handling zeroes in the data.
The computer program Canoco 5.10 (ter Braak and Šmilauer 2012) implements dc-CA as a combination of CCA and a weighted RDA. Weighted dc-PCA is implemented by changing the initial CCA(Y T ∼ T) by a weighted RDA K (Y T ∼ T). For this purpose, both RDAs must be centred by rows and by columns in the metrics R and K, respectively, which is in agreement with the idea that the trait-environment association is an interaction and should not involve main effects. By prior logtransformation, a (weighted or unweighted) double constrained log-ratio analysis is obtained. For statistical inference about the trait-environment relation in dc-CA see ter Braak (2017) and ter and, in the log-ratio context, Cormont et al. (2011) . These methods can quickly provide an overview of which variables appear important. We believe that they deserve more consideration, evaluation and use.
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Appendices
Appendix A1: model-based derivations
Model-based derivations of CA, CCA and thus of dc-CA start from the Gaussian response model (ter Braak 1985 (ter Braak , 1986 or from a log-linear model with interaction terms (Goodman 1981) . They all lead to the transition formulae in Sect. 2.2. The Gaussian response model is
where s i is a site-specific parameter (Ihm and Groenewoud 1975; ter Braak 1988) or s i = 1, so that there are no site specific parameters (ter Braak 1985 (ter Braak , 1986 , h j is a species-specific parameter denoting the maximum expected abundance, x i is a site score, often interpreted as a latent environmental variable, u j is a species score, often interpreted as a latent trait and, in this model, the optimum for the jth species and σ j is the niche width of the jth species. The link with the correspondence analysis methods is strongest when σ j = σ and when this constant σ is small compared to the range of the site scores (ter Braak 1985), i.e. when there is strong and uniform niche differentiation among the species. The alternative model-based start is from the log-linear model with saturated main effects for rows (sites) and columns (species) and one or more linear-by-linear interaction terms (Goodman 1981; Ihm and Groenewoud 1984; ter Braak 2017) :
where r * i and c * j are row and column saturated main effects, x i and u j latent row and column scores and b te a scalar coefficient which is set to 1 unless {x i } and u j are both standardized. When σ j = σ in model (26), the models (26) and (27) are re-parametrization of one-another.
The link with correspondence analysis (CA) is easiest to see in model (27) . Indeed, rewriting model (27) in an exponential form and using a first order Taylor expansion in terms of b te u j x i yields the reconstitution formula of correspondence analysis (Greenacre 1984; Ihm and Groenewoud 1975) :
where R * i = exp(r * i ) and C * j = exp(c * j ). So, for small b te and standardized {x i } and u j , both models can be expected to be very similar. Goodman (1981) showed that their estimation equations are then also very similar. For standardized u and x, b te is the square-root of the first eigenvalue of correspondence analysis on Y.
With a linear constraint on the site scores, x = Eb, where b is a vector of unknown coefficients, one for each environmental variable, and the same approximation as in obtaining CA from models (26) and (27), CCA is obtained (ter Braak 1986 (ter Braak , 1988 . With an additional linear constraint on the species scores, u = Tc, where c is a vector of unknown coefficients, one for each trait, dc-CA is obtained in a similar way. The resulting transition formulae are presented in Sect. 2.2. Böckenholt and Böckenholt (1990) showed an example where the estimates by dc-CA and maximum likelihood of the log-linear model are indeed very close.
Appendix A2: WA scores of dc-CA from CCA/RDA algorithm
This appendix shows that the unconstrained scores of weighted RDA R (M * ∼ E) are the WA site scores of dc-CA and how to obtain the other set of canonical coefficients of dc-CA from the CCA and RDA pair.
The unconstrained scores of RDA R (M * ∼ E) are a linear combination of the response data, i.e.
where B * are the response variable scores of the RDA and
the community weighted means of the constrained axes of the first CCA, CCA(Y T ∼ T), with B 1 the matrix of canonical coefficients of this first CCA. Insertion of Eq. (30) into Eq. (29) gives
so that X * rda are WA site scores derived from constrained species scores as in Eq. (12). These are the desired WA sites scores because their projection onto E using weights R are the constrained site scores of the RDA and thus also of the dc-CA. The regression coefficients of this projection are the canonical weights for the environmental variables and satisfy Eq. (13). The dc-CA canonical coefficients for the traits C follow from Eq. (31) with Eq. (11): C = B 1 B * .
Appendix A3: biplot of fourth-corner correlations
This appendix shows that, for α = 1 in Eq. (24), the intra-set correlations of the traits plotted with the fourth-corner correlations of the environmental variables with the axes, together form a weighted least-squares biplot of the fourth-corner correlations between traits and environmental variables. Vice versa, for α = 0 in Eq. (24), the intra-set correlations of the environmental variables can be plotted with the fourth-correlations of the traits with the axes. This appendix also explores how intra-and interset correlations relate to the fourth-corner correlations of the traits and environmental variables with the axes.
The first equation in (24) can be rewritten as
by inserting, from Eq. (16) 
so that B f consists of fourth-corner correlations between E and [U] r for K-normalized U (α = 1). For α = 1 in Eq. (24) and K-normalized U,
so that C f consists of intra-set correlations between T and [U] r . We now explore how intra-and inter-set correlations of the environmental variables relate to the fourth-corner correlations of the traits and with the axes.
By using Eq. (17), B f in equation in (24) can be rewritten as
so that, for R-normalized X (α = 0), B f consists of intra-set correlations between E and [X] r . From Eqs. (33) and (35), and analogously for T and X,
so that fourth-corner correlations with the axes are a factor √ λ smaller than the intra-set correlations.
An expression for B f in terms of inter-set correlations can be obtained from Eq. (35), using the matrix version of Eq. (13),
so that, for any α, B f consists of the inter-set correlation of the environmental variables times the standard deviation of X * , i.e.
In CCA and RDA implementations in the Canoco software (ter Braak and Šmilauer 2012), this equation is used for so-called biplot scores of environmental variables, so that B f is such a score, which depends on α. In dc-CA, effectively, Eq. (35) is used for B f which together with C f = cor K (T, U) 1−α forms a biplot as follows from Eq. (24) using Eq. (35) for B f and, for C f , the analogous version of this equation and Eq. (36).
We end this appendix with a, perhaps, simpler derivation of equation (33). With the matrix version of Eq. (12) in Eq. (37), we obtain Eq. (33):
Appendix A4: biplot of species niche centroids (SNCs) and CWMs
This appendix shows that an ordination diagram with the species scores [U] r supplemented with environmental arrows based on B f form a least-squares biplot of the species niche centroids (SNCs), and N is to be approximated by a biplot, the optimal scores for the environmental variables are obtained by fitting the model N = UB 0 + error by a weighted regression of N onto U with, as standard in dc-CA, species weights K. The estimated regression coefficients areB
where = 2 , and the last equality follows from Eq. (33).B 0 is thus the transpose of B f . For r = min( p, q), UB T f is equal to the full rank fitted SNC values (see also Sect. 6.5).
Analogously, suppose X is given and scaled such that X T RX = α and the community weighted mean matrix M [Eq. (18) ] is to be approximated by a biplot, the optimal scores for the environmental variables are obtained by fitting the model M = XC 0 + error by a weighted regression of M onto X with, as standard in dc-CA, site weights R. The estimated regression coefficients arê
The last equality can be shown by the route followed in Eqs. (32) and (33):
C 0 is thus the transpose of C f . For r = min(p, q), XC T f is equal to the full rank fitted CWM values (see also Sect.6.5).
Appendix A5: biplots involving canonical weights
This appendix describes biplots involving canonical weights: B-C, B-C f , B-X and the biplots obtained by symmetry: B f -C and C-U. For completeness, the reconstitution formula for the fitted community matrix Y is given with its biplot based on X and U as a corollary of the B-C biplot.
The biplot of B and C A weighted regression of the contingency ratios y ++ R −1 YK −1 on the traits and environmental variables, with weights R and K, results (ignoring y ++ ) in the regression coefficients (Gabriel 1998 )
Following ter Braak (1990) and Sect. 3, a biplot of F reg can be based on a "rank r weighted least-squares approximation" of the form F reg ≈ BC T with B and C matrices of order p ×r and q ×r , respectively. It is shown below that the optimal B and C are the first r columns of the canonical weights of dc-CA. For simplicity of notation these matrices are already indicated by the symbols for canonical coefficients with the [.] r notation dropped as well, as in Sect. 6.4. When dc-CA is a good approximation of the models in Sect. 6.1 [e.g. Eq. (28)], the F reg is likely close to the regression coefficients associated with the interactions between traits and environment in a loglinear model (Brown et al. 2014; ter Braak 2017) .
As the regression coefficients have a variance that is proportional to the tensor product of the inverses of the matrices E T RE and T T KT, it is natural to use E T RE and T T KT as weights. The weighted approximation can be obtained from dc-CA afollows. We seek the minimum over Band C (free matrices, not yet equal to the canonical coefficients) of
As follows from the Eckhart-Young theorem (Greenacre 1984 ) the minimum is obtained from the singular value decomposition of D. By consequence, the minimum of (46) is λ r +1 + . . . + λ min(p,q) and is obtained by setting B and C equal to the first r columns of the canonical weights of Eq. (17). The scores of X and U thus form a biplot of the fitted contingency ratios. The biplot is weighted least-squares with weights R and K. The regression of the contingency ratios on the traits and environmental variables leads to fitted values and thus also to fitted values of Y itself. The fitted values,
have the form of the usual reconstitution formula for Y but with constrained instead of unconstrained scores as in CA.
The biplot of B and C f The other biplots essentially follow from considering dc-CA as a canonical correlation analysis on inflated trait and environment data and noting that canonical correlation analysis can be seen as reduced-rank regression fitted by maximum likelihood (ter Braak 1990; Tso 1981) .
In the super inflated data of integer-valued Y, each row represents an individual. When predicting traits from environmental variables, the predicted values of the individuals of the same site are all identical and are thus equal to the community weighted mean of the predicted trait values. This suggests to consider the regression of the community weighted means M onto the environment E. With weights R, the estimated regression coefficients arê
A biplot ofB T∼E can be based on a "rank r weighted least-squares approximation" of the formB T∼E ≈ BC T f with B and C f matrices of order p × r and q × r , respectively. It is shown below that the optimal B and C f are the first r columns of the canonical weights for the environmental variables and the biplot scores of the traits of the dc-CA. For simplicity of notation these matrices are already indicated by their symbols in the main text and the [.] r notation is dropped as well, as in Sect. 6.4.
The weighted approximation is motivated as follows. Because the regression coefficients for each column of M have a variance that is proportional to the inverse of the matrix E T RE, it is natural to use E T RE as weights. To make the approximation invariant to linear transformation of T, the inverse of T T KT forms the other set of weights, as in Eq. (23). We seek thus the minimum over B and C f (free matrices for now) of
As follows from the Eckhart-Young theorem (Greenacre 1984 ) the minimum is obtained from the singular value decomposition of D. By consequence, the minimum of (46) is λ r +1 + . . . + λ min ( p,q) and is obtained by setting B and C f equal to the first r columns of the canonical weights of the environmental variables in Eq. (17) and to the biplot scores of the traits in Eq. (24). This result (and the version with traits and environmental variables interchanged) shows that dc-CA is both a reduced rank regression of CWMs on the environment E and a reduced rank regression of SNCs on the traits T.
The result can now be linked to a canonical correlation analysis of super inflated data. Such a canonical correlation analysis is simultaneously a multivariate regression of the traits on the environment and a multivariate regression of the environment on the traits with all data in super inflated form. The resulting optimal biplots are precisely the same as those obtained above for the regression of CWMs and, by symmetry, SNCs and the regression coefficients of these two regressions satisfy the transition formula in Eq. (6) and (7). In fact, these equations can be written explicitly in terms of CWMs and SNCs:
In conclusion, the biplot of canonical weights B and biplot scores C f gives a weighted least-squares approximation of the regression coefficients of the regression of CWMs on the environment, or equivalently of the regression of the traits on the environmental variables (in super inflated form). Conversely, the biplot of canonical weights C and biplot scores B f gives a weighted least-squares approximation of the regression coefficients of the regression of SNCs on the environment, or equivalently of the regression of the environment on the traits. The fitted traits and environmental values in these equivalent regression are equal to the fitted CWMs and fitted SNCs and their biplot representation is covered in Sect. 6.4, where CWM and SNC were regressed on X and U, respectively, and thus implicitly on E and T.
The interpolative biplot of B and X Gower and Hand (1996) distinguish predictive and interpolative biplots. All biplots so far are predictive biplots in the sense that the two sets of items approximate a matrix by inner products (Gower and Hand 1996) . Such biplots use loadings or biplot scores. Interpolative biplots use regression coefficient-like quantities. As their name suggests, they are useful for interpolation or adding a new site or species to the plot (Rui Alves and Beatriz Oliveira 2004) . It is thus clear that B and X form an interpolative biplot.
Appendix A6: Why CWMs and SNCs are key in analyzing trait-environment relationships
Community weighted means (CWMs) and species niche centroids (SNC) appear several times in this paper. This appendix shows their importance in analyzing traitenvironment relationships. Three models are considered, a log-linear model for Y and two related linear models: a model for the trait data T and one for the environment data E. When Y consists of count data that are Poisson distributed and is modelled by a log-linear model with saturated main effects and interactions between all traits and all environmental variables, then the minimal sufficient statistics are E T YT together with R and K (ter Braak 2017). The CWMs M = R −1 YT and SNCs N = K −1 Y T E with R and K are thus sufficient statistics.
When Y consists counts of individuals, it is natural to consider the super-inflated data T in f l and E in f l in which each individual is represented by a row: a row of T in f l consisting of the trait values of the individual of the particular species it belongs to and a row of E in f l consisting of the environmental values that the individual may experience because it occurs in a particular site. Associated with T in f l and E in f l are also the factors species and sites coding for which species and site each row belongs to. We now consider the linear model for T in f l as a function g of E in f l and the L 2 norm for the residuals.
where s is the projector onto the factor site. Because the two added terms are orthogonal, the square of their sum is the sum of their squares. Also s g E in f l = g E in f l so that (1 − s ) T in f l − g E in f l = (1 − s ) T in f l and Eq. (52) becomes
Such ANOVA-like decomposition was also given in Peres-Neto et al. (2017) . The regression of T in f l as a function g of E in f l thus depends only on the first part which can be further simplified to a weighted regression of CWM M with weights R
because, being a projection on sites, s T in f l consists of trait means per site, i.e. CWMs, and each site is replicated y i+ times, leading to the weights R. The leastsquares regression of T in f l as a function g of E in f l can thus be carried out as a weighted regression of the CWMs on the environmental data with weights R. Similarly it can be shown that by projection of E in f l on the factor species the least-squares regression of E in f l as a function h of T in f l is a weighted regression of the SNCs on the trait data with weights K. The variance of the residuals (1 − s ) T in f l per site represents the within-site trait variance that may deserve separate study in relation to the environment. Similarly, the variance of the residuals 1 − species E in f l per species represents the within-species environmental variance (niche breadth) that may deserve separate study in relation to the traits.
In the above derivations, the Poisson assumption is either explicit or implicit, but can also be overcome by choosing a transformation that makes the result Poisson-like, with variance proportional to the mean. For example, if the data follow a Poisson log-normal distribution it may make sense to analyse log(Y + 1) instead of Y.
