Statistical machine learning techniques for data classification usually assume that all entities are i.i.d. (independent and identically distributed). However, real-world entities often interconnect with each other through explicit or implicit relationships to form a complex network. Although some graph-based classification methods have emerged in recent years, they are not really suitable for complex networks as they do not take the degree distribution of network into consideration. In this paper, we propose a new technique, Modularity Kernel, that can effectively exploit the latent community structure of networked entities for their classification. A number of experiments on hypertext datasets show that our proposed approach leads to excellent classification performance in comparison with the state-of-the-art methods.
INTRODUCTION
We are in a connected age: real-world entities often interconnect with each other through explicit or implicit relationships to form a complex network [34] , such as social networks, information networks, technological networks and biological networks. One of the "10 challenging problems in data mining research" 1 [47] highlighted in ICDM-2005 is "data mining in a network setting".
In this paper, we address the problem of classifying networked entities (or within-network classification). Given a set of both labelled and unlabelled entities that are interconnected with each other, our goal is to assign class labels to the unlabelled entities, as shown in Figure 1 . For example, in the application of web spam filtering 2 , the web pages are connected via hyperlinks in a complex network where some web pages are known to be 'spam' while some web pages are known to be 'non-spam', and the task is to classify the other web pages into the 'spam' or 'non-spam' class.
Statistical machine learning [5] techniques for data classification usually assume that all entities are i.i.d. (independent and identically distributed). Although such techniques could be applied straightforwardly to the problem of classifying networked entities, we anticipate that a better classification performance would be achieved by taking advantage of the additional link information because entities tend to connect to other members of their own class.
Most complex networks in the real-world are large but sparse, and they are found to have some common statistical properties such as the small-world phenomenon and the scale-free (power-law) degree distribution [34, 33, 9, 16] , which distinguish them with simple (regular or random) graphs. Due to the sparsity of network, two entities in the same class may appear to be dissimilar on surface when they are not directly connected, but such a pair of entities are likely to be connected indirectly through some paths with a number of intermediate entities. Therefore it is usually not promising to use links directly as additional features. In other words, it is important to exploit not only local link information but also global structure information for effective classification of networked entities. We think the underlying community structure [35] of network contains valuable clues about the right classification of its entities. For example, the community structure of the Cora-HA network (see Section 5) is visualised in Figure 2 . It is clear that the nodes in the same class (with the same colour) tend to group together in a community.
Some graph-based classification methods have emerged in recent years (see Section 2). However, they are not really suitable for complex networks because they do not take the degree distribution of network into consideration. For example, the degree distribution of the above Cora-HA network roughly obeys the power law (as shown in Figure 3 ), which is very different with that of a simple graph.
In this paper, we proposes a new technique, Modularity Kernel, that can effectively exploit the latent community structure [35] of networked entities for their classification. A number of experiments on hypertext datasets show that our proposed approach leads to excellent classification performance in comparison with the state-of-the-art methods.
The rest of this paper is organised as follows. In Section 2, we review the related work. In Section 3, we formally define the problem of classifying networked entities. In Section 4, we present our approach in details. In Section 5, we show the experimental results. In Section 6, we make conclusions.
RELATED WORK
Recently many approaches to the problem of classifying networked entities (such as web pages) have been proposed from different perspectives.
One possibility is to do network-aware feature engineering or dimensionality reduction first and then employ standard classification methods. Previous research studies have shown that using links directly as features does not work well in practice [12, 53] . Another simple method is to expand each entity's feature vector by incorporating the fea- tures of its neighbours (directly-linked entities) [48] , but this method seems to have difficulties with parameter tuning and often does not provide a robust solution [12, 1] . Inspired by the success of PageRank [10] and HITS [30] in web search and mining, people have tried to apply link analysis techniques to extract network structure features. Gyöngyi et al. propose a technique similar to Personalised PageRank for large-scale web page classification [24] . Cohn and Hofmann propose to address hypertext classification by constructing a latent space of both content and link information [18] where probabilistic LSI (PLSI) is used for content analysis [26] and probabilistic HITS (PHITS) is used for link analysis [17] . Joachims et al. propose to address hypertext classification in the kernel methods [38] framework by combining bag-ofwords kernels and bag-of-links kernels [29] . Recently Zhu et al. propose to use the technique Matrix Factorization (MF) to find latent factors from both content matrix and link matrix for the task of hypertext classification, and they also extend it to Supervised Matrix Factorization (SupMF) by taking label information into account as well [53] .
An alternative way is to use relational learning [27] methods such as Markov Random Fields [12, 11, 1] , Inductive Logic Programming [43, 19] , Probabilistic Relational Models [21] , Relational Markov Networks [45] , Dependency Networks [32] and Lazy Associative Classification [46] . Some comprehensive studies in this area can be found in [27, 31] . However, such relational learning methods do not necessarily converge, or only converge to a local optimal solution.
Yet another (probably more principled) way is to use semisupervised learning methods [13, 54] based on graph partitioning [15, 40] , such as MinCut (st-Cut) [6, 7] , t-step Markov Random Walk [44] , Gaussian Random Fields and Harmonic Functions [55] , Spectral Graph Transducer [28] , Tikhonov Regularisation [3] , Manifold Regularisation [42, 41, 4] , Cluster Kernel [14] , Local and Global Consistency [50] , Directed Graph Regularisation (DGR) [52, 51] and Laplacian Kernel [25, 2] . However, while these methods work well for simple graphs (like k-nearest-neighbours graphs), they are not really suitable for complex networks as they totally ignore the degree distribution of network.
Given a complex network (graph) G that consists of n entities (nodes) and m links (edges), we can describe the network structure using its n × n adjacency matrix A with elements Aij ≥ 0 representing the number or weight of edges between node xi and node xj. Since real-world complex networks are usually sparse, most elements in A should be 0. In this paper we focus on undirected networks, so A is symmetric. The degree of a node xi, i.e., the number of edges connected to a node xi, is given by ki = j Aij.
Without Loss of generality, suppose that there are two classes of entities in the network: the entities in one class are labelled with +1 and the entities in the other class are labelled with −1. In the given set of networked entities
are provided, and u entities Xu := {xj } l+u j=l+1 for which the labels are absent. Obviously X = X l Xu and n = l + u. Our goal is to learn a classification function f so that the class of any networked entity x can be accurately predicted by the sign of f (x). This is actually semi-supervised learning, i.e., learning from both labelled and unlabelled data [13, 54] .
APPROACH

Learning Framework
Let us consider the problem of classifying networked entities in the framework of kernel methods [38, 39, 49] . A prominent advantage of kernel methods is that they typically lead to a convex optimisation problem so the global optimal solution can be computed efficiently.
For a Mercer kernel K : X ×X → R, there is an associated Reproducing Kernel Hilbert Space (RKHS) HK of functions X → R with the corresponding norm K . Given a set of labelled examples X l as well as a set of unlabelled examples Xu, typical kernel methods for semi-supervised learning estimate the classification function to be
where the first term V is a loss function defined on X l , the second term f 2 K is a regulariser defined on X l Xu and the parameter C controls its relative weight. The regulariser f 2 K imposes smoothness conditions on f to avoid overfitting.
Different choices of the loss function V in the above optimisation problem lead to different learning algorithms. For example, substituting the logistic loss ln(1 + exp(−yif (xi))) for V we get Regularised Logistic Regression (RLR); substituting the hinge loss (1 − yif (xi))+ = max(0, 1 − yif (xi)) for V we get Support Vector Machine (SVM).
A straightforward extension of the classic Representer Theorem [38] states that the solution to the above optimisation problem exists in HK and can be written as an expansion in terms of both labelled and unlabelled examples:
This can be proved by a variation of the simple orthogonality argument [38] , as shown in [4] . Therefore the above learning problem can be reduced to optimising over the finite dimensional space of coefficients {αi} l+u i=1 , which is the algorithmic basis of kernel methods.
Community Discovery
In real-world complex networks, entities (nodes) tend to group into communities, with a high density of links (edges) within communities and a low density of links (edges) between them [35] . The latent community structure of a complex network must contain valuable clues about the right classification of entities (nodes) in the network, because entities are likely to connect to other members of their own class. A "good" classification function f for networked entities should align well not only with the labelled data but also with the community structure -entities in the same community should have a high probability to be classified into the same class.
In the ideal situation, each class of entities in the complex network would group into a separate community. So if the value of f is restricted to be either +1 or −1, then f = (f (x1), . . . , f(xn)) T can be regarded as the binary indication vector for a division of the network into communities, and f T f = n. Furthermore, let gi denote the group to which vertex xi belongs. The function δ(gi, gj) = 1 if gi = gj and δ(gi, gj) = 0 otherwise. It is easy to see that δ(gi, gj) =
Minimising the Cut-Size
Most existing graph-based classification methods are rooted in graph partitioning [40] that divides the network into groups by minimising the cut-size, i.e., the number of edges running between different groups of nodes:
We can rewrite the cut-size for the division of network f in matrix form as
where L is the Laplacian matrix [15] defined as
It is well-known that all eigenvalues of L are non-negative, and the graph G has z connected components if and only if L has z zero eigenvalues with corresponding eigenvectors being piece-wise constant on the connected components [15] . Without loss of generality, assume that the eigenvalues of L in increasing order are 0 = λ1 = . . . = λz < λz+1 ≤ . . . ≤ λn and the corresponding eigenvectors of L are u1, . . . , uz, uz+1, . . . , un.
If we allow the the elements of f to take any real value but just keep the constraint f T f = n, a non-trivial division of network that minimises the cut-size S is given by f = uz+1, the eigenvector of L corresponding to the smallest non-zero eigenvalue [15] . The sign of uz+1's i-th element indicates the class to which xi belongs to and the value of of uz+1's i-th element indicates the strength of membership.
People have tried to use the cut-size S as the regulariser for learning and found that it is equivalent to taking the pseudo-inverse of Laplacian matrix, L + , as the kernel matrix, which is called Laplacian Kernel (LapKer) [25, 2] . It has been shown that the Laplacian Kernel is interestingly connected to the resistance distance (the total resistance between two nodes) and the commute time (the average length of a random walk between two nodes) over the graph.
The normalised Laplacian [15] that has many attractive theoretical properties
can also be used in the above formulae. Since usingL + instead of L + as Laplacian Kernel consistently provides better classification performance, the reported Laplacian Kernel experimental results (in Section 5) are all based onL + .
Despite its success on simple graphs (such as k-nearestneighbours graphs), Laplacian based graph partitioning is poor in detecting natural communities in real-world complex networks, because the degree distribution of network has been totally ignored. The fundamental problem of using this technique for community discovery is that cut sizes are not really the right thing to optimise since they don't accurately reflect our intuitive concept of network communities. A good division of a network into communities is not merely one in which the number of edges running across communities is small. Rather, it is one in which the number of edges across communities is smaller than expected. It has been reported that Laplacian based graph partitioning often fails to find the right division of a complex network [37, 36] . Consequently the effectiveness of semi-supervised learning methods based on graph partitioning for classifying networked entities would be limited.
Maximising the Modularity
One proven-effective approach to community discovery is maximising the quality function known as modularity [37, 36] over the possible divisions of a network:
where Pij = (kikj)/(2m). In fact, Pij is the expected number of edges between node xi and node xj in the 'null model' -a random graph with the same degree distribution as the given network. Optimising modularity reflects our intuition that the number of edges within communities should be higher than expected by chance. Only if the number of withincommunity edges 1 2 ij Aijδ(gi, gj) is significantly higher than it would be expected purely by chance 1 2 ij Pijδ(gi, gj) can we justifiably claim to have found significant community structure. Maximising modularity has been shown to produce excellent community discovery results in practice [20, 23] .
We can rewrite the modularity for the division of network f in matrix form as
where M is the modularity matrix 3 [36] defined as
Unlike the graph Laplacian, the modularity matrix M is not guaranteed to be positive semi-definite, i.e., it may have negative eigenvalues. Without loss of generality, assume that the eigenvalues of M in decreasing order are λ1 ≥ . . . ≥ λn and the corresponding eigenvectors of M are u1, . . . , un.
If we allow the elements of f to take any real value but just keep the constraint f T f = n, the optimal division of network that maximises the modularity Q is given by f = u1, the eigenvector of M corresponding to the largest eigenvalue [36] . The sign of u1's i-th element indicates the class to which xi belongs to and the value of of u1's i-th element indicates the strength of membership.
Modularity Kernel
Motivated by modularity based community discovery, we propose to use the following matrix as the kernel matrix:
where λ1 ≥ . . . ≥ λp > 0 are the p positive eigenvalues of M and u1, . . . , up are the p corresponding eigenvectors.
Since the original modularity matrix M is not guaranteed to be positive definite, it could not be used straightforwardly as the kernel matrix otherwise the generated kernel function would be invalid and the resulted optimisation problem would no longer be convex. According to linear algebra [22] , M is the positive definite matrix that best approximates the modularity matrix M (in terms of M −M F ), therefore we use it instead 4 and name this technique Modularity Kernel (ModKer). The Modularity Kernel could be justified as follows. Let H(G) be the linear space of real-valued functions defined on the graph, i.e., an n-dimensional vector space whose elements are the real-valued vector g = (g1, . . . , gn) T . On H(G) we introduce the inner-product
This inner-product function is well-defined since
is symmetric and positive definite. Moreover, the function g = g, g , g ∈ H(G) is a norm that measures the function smoothness or complexity. With a little derivation, it is easy to see that minimising the above defined norm of function f leads to f = u1 which gives the optimal division of network into communities (according to the analysis in the above section). Therefore it is reasonable to use f 2 = f , f = f T M −1 f as the regulariser in the kernel methods learning framework. The reproducing kernel K of H(G) should be an n × n matrix such that for every g ∈ H(G) the reproducing kernel property gi = Ki, g holds, where Ki is the i-th column of K. In fact, K = M, because if g ∈ H(G) then M −1 Mg = g, which implies that gi = ei M M −1 g = Ki M −1 g = Ki, g where ei is the i-th coordinate vector, i.e., the reproducing kernel property holds. Hence K = M is the reproducing kernel of H(G). Modularity Kernel can effectively exploit the latent community structure of networked entities for their classification. It is particularly suitable for complex networks because it takes the degree distribution into account.
Combining Content and Link
The proposed Modularity Kernel technique can be used straightforwardly for classifying networked entities. However, it should be beneficial to exploit both entity content information and entity link information [53] . We tried the following three linear combination methods with a parameter 0 ≤ μ ≤ 1.
• Regulariser Combination
The content-based regulariser f content is the standard regulariser defined on the content feature space. In our hypertext classification experiments we use the l2 norm of the original bag-of-words classification function.
The content-based kernel Kcontent is the standard kernel defined on the content feature space. In our hypertext classification experiments we use the linear kernel, i.e., the inner-product of the original bag-of-words vectors, because it has been to shown to consistently achieve best performance for various text classification tasks.
• Graph Combination
We construct a hybrid graph which is actually the linear combination of two graphs -one the original network induced by the links among entities, the other derived from entity content information -and then use Modularity Kernel computed on the hybrid network. When deriving the content-based network, we simply connect each pair of entities with an edge that is weighted by their content (cosine) similarity. This combining method is actually in spirit of co-training [8, 28] To distinguish the usage of Modularity Kernel based on only entity link information and that based on both entity content and entity link information, we denote the former ModKer (link) and the latter ModKer (content+link).
EXPERIMENTS
Datasets
We conduct our experiments on two collections of realworld datasets: WebKB 5 and Cora 6 .
The WebKB datasets consist of about 6,000 web pages from the computer science departments of four universities: Cornell, Texas, Washington and Wisconsin. The web pages are classified into categories such as 'course', 'faculty' and 'student'. For each dataset, we use the co-citation graph derived from the original directed hyperlinks (citations) as the link-based entity network for our algorithms, i.e., two pages (nodes) are connected by an edge if there is a third page linking to or being linked to both of them, and multiple edges are allowed between one pair of nodes. This is because for web data communities formed by co-citations are usually more reliable than by hyperlinks, which has been reported in past research studies [49] and also confirmed by our experiments. The characteristics of the WebKB datasets are shown in Table 1 .
The Cora datasets consist of the abstracts and references of about 34,000 computer science papers. In our experiments, we use only the papers in four research areas, Data Structure (DS), Hardware and Architecture (HA), Machine Learning (ML) and Programming Language (PL), and we discard the papers without reference to other papers in the same area. The papers are classified according to their subfields in the research area. For each dataset, we use the undirected graph derived from the original directed references as the link-based entity network for our algorithms, i.e., two papers (nodes) are connected by an edge if one of them cites the other or vice versa, and multiple edges are allowed between one pair of nodes. The characteristics of the Cora datasets are shown in Table 2 .
Settings
We perform our hypertext classification experiments on each of the above datasets using Regularised Logistic Regression (RLR) and Support Vector Machine (SVM) [38, 39] with the proposed Modularity Kernel 7 .
We measure classification performance by 5-fold crossvalidation accuracy (mean ± std %), i.e., the dataset is randomly split into five equal-size folds and the classification experiment is repeated for five times, each time with one fold for test and four other folds for training. For experiments with our proposed Modularity Kernel technique, we do not tune the RLR or SVM parameters but simply take their default values. For experiments using other methods, the parameters are tuned through cross-validation on the training-folds data, as in [53] .
Results
Comparison of Learning Algorithms
We first compare the classification performance of RLR and SVM with ModKer (link). The experimental results on the WebKB datasets and the Cora datasets are shown in Table 3 and 4 respectively. It is clear that SVM with ModKer outperforms RLR with ModKer on all the datasets. Therefore SVM is used in all the following ModKer experiments.
Comparison of Combination Methods
We then compare the effectiveness of three combination methods (see Section 4.4) using SVM with ModKer (con-tent+link). The experimental results on the WebKB datasets and the Cora datasets are shown in Table 5 and 6 respectively, where the combination parameter μ is simply set to its default value 0.5. It is clear that Graph Combination outperforms Regulariser Combination and Kernel Combination on all the datasets. Therefore Graph Combination is used in all the following ModKer experiments. 
Effect of the Combination Parameter
Furthermore, we study the effect of the combination parameter μ using SVM with ModKer (content+link). The experimental results on the WebKB datasets and the Cora datasets are shown in Figure 4 and 5 respectively, where the combination parameter μ is varied from 0 to 1. The optimal μ on the WebKB datasets is about 0.1, which implies that the correct classification is mainly determined by the link information. The optimal μ on the Cora datasets is around 0.5, which implies that the content information and the link information have roughly equal influences on the correct classification. Nevertheless, we do not tune the combination parameter but simply set μ = 0.5 when comparing ModKer with other approaches in the next section.
Comparison with Other Approaches
We finally compare our proposed approach with the stateof-the-arts methods for classifying networked entities, some using only entity link information while some using both entity content and entity link information. When using entity content information, each entity is regarded as a bag-ofwords and pre-processed by TF×IDF weighting. The methods being compared are briefly described as follows.
• DGR (link) refers to Directed Graph Regularisation [52, 51] based on only entity link information (see Section 2).
• LapKer (link) refers to SVM with Laplacian Kernel based on only entity link information (see Section 4).
• ModKer (link) refers to SVM using Modularity Kernel based on only entity link information (see Section 4).
• PLSI+PHITS (content+link) refers to probabilistic LSI plus probabilistic HITS [18] that exploits both entity content and entity link information (see Section 2).
• MF (content+link) refers to SVM using features extracted by Matrix Factorization [53] that exploits both entity content and entity link information (see Section 2). The SVM regularization parameter C is tuned on the training folds data via cross-validation.
• SupMF (content+link+label) refers to Supervised Matrix Factorization [53] that takes into account entity label information in addition to entity content and entity link information (see Section 2). The SVM regularization parameter C is tuned on the training folds data via cross-validation.
• ModKer (content+link) refers to SVM with Modularity Kernel using Graph Combination (with μ = 0.5) to fuse entity content and entity link information (see Section 4) .
The significance of performance difference is assessed using McNemar's test. When we use the term 'significant' in the following text, we mean a P -value ≤ 0.05.
We show the experimental results of competing methods on the WebKB datasets in Table 7 and Figure 6 . When using only entity link information, Modularity Kernel works significantly better than Laplacian Kernel on all four datasets, and outperforms Directed Graph Regularization on three of the four datasets. When using both entity content and entity link information, Modularity Kernel works significantly better than PLSI+PHITS, and slightly better than (Supervised) Matrix Factorization.
We show the experimental results of competing methods on the Cora datasets in Table 8 and Figure 7 . When using only entity link information, Modularity Kernel works significantly better than Laplacian Kernel and Directed Graph Regularization on all four datasets. When using both entity content and entity link information, Modularity Kernel works significantly better than PLSI+PHITS, Matrix Factorization and Supervised Matrix Factorization.
In summary, Modularity Kernel is superior to Laplacian Kernel for real-world complex networks, and it can provide excellent classification performance in comparison with the state-of-the-art methods. It has also been shown that Modularity Kernel works well no matter whether the link-based network is derived from co-citations or direct-references and whether it is combined with the content-based network. 
CONCLUSIONS
We propose a new technique, Modularity Kernel, that can effectively exploit the latent community structure of networked entities for their classification. A number of experiments on hypertext datasets show that the proposed approach leads to excellent classification performance in comparison with the state-of-the-art methods.
So far we have focused on classification within undirected networks. It would be interesting to create a directed version of Modularity Kernel for classification within directed networks. We also plan to use Modularity Kernel for other applications such as clustering and ranking of networked entities, and improve the scalability of the algorithm.
