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Abstract
Recently, high speed wireless LANs such as IEEE 802.11n are introduced widely. They
use new high throughput data transfer mechanisms, such as frame aggregation and block
ACK, which decrease the possibility of TCP segment losses and cause the bufferbloat
problem where delay increases due to the buffered TCP segments.
This paper proposes a new method which resolves the bufferbloat problem over IEEE
802.11n wireless LANs by weakening their powerful retransmission capability intentionally
when the data rate is low. Specifically, this paper provides three contributions. The
first is the detailed performance evaluation on the bufferbloat problem invoked by TCP
communication over IEEE 802.11n wireless LAN. The performance evaluation experiment
was performed using an actual terminal and access point by changing the distance between
them. The data rate, throughput, round-trip time, queue length, and TCP internals such
as congestion window and retransmission count are examined in detail, and the results
clarifies that, in the low data rate, no TCP segments are lost, and as a result the congestion
window increases, which makes the internal sending queue piles up.
The second contribution is that this paper shows a method to implement the proposal
in a data sending terminal. This is a straightforward implementation. The performance
evaluation shows that the proposed method successfully decrease the buffering delay, sim-
ilarly with the conventional scheme such as CoDel, which is an active queue management
technique.
The third contribution is that this paper shows a method to implement the proposal in
an access point, which works as a data receiver. Since different kinds of terminals are used
in wireless LANs, it is difficult to install schemes avoiding the bufferbloat problem in all
terminals. So, the third contribution proposes a way to allow access points to provide a
similar functionality with the second contribution. The results of performance evaluation
clarifies that this mechanism can suppress queueing delay in sending terminals without
degrading TCP throughput.
要旨
近年，無線LANが企業や⼀般家庭において広く普及しており，無線LANの規格である
IEEE 802.11とその⼀連の規格が策定されている．特筆すべきは802.11nのアグリゲーショ
ンとBlockACKである．802.11nでは速度改善のための⼯夫が物理層だけでなくMAC層
にも関連して⾏われており，複数のフレームを1つにまとめることでオーバーヘッドを削減
するアグリゲーションやそれらのフレームに⼀括して即時にACKを⾏うHT-Immediate
BlockACKの導⼊が⾏われている．この 802.11n以降に採⽤されている仕組みはそれまで
の 802.11無線 LANの送受信の⽅式から⼤きく変わっており，通信特性の向上に寄与して
いる．
⼀⽅，LAN上の通信では，TCPが⽀配的である．TCPは時々刻々と変化するネット
ワークの状況，例えば輻輳による帯域幅の変化やパケットロスに対応するために，再送や
輻輳制御の仕組みを備えている．その場合のデータ送信速度は，輻輳ウィンドウを⽤いて
制御される．TCPでは輻輳ウィンドウを制御するための輻輳制御アルゴリズムが多数提
案されているが，⼀般的な PCやスマートフォンなどのOSにおいてはNewRenoなどの
ロスベースの輻輳制御アルゴリズムが利⽤される．
さらに TCPに関連して Bufferbloatという新たな問題が指摘されている．輻輳などの
要因によってネットワーク上に存在するバッファに過度にパケットがキューイングされ
ることで，パケットが⻑時間滞留し，それによって適切に動作しなくなり，スループット
や遅延が悪化する問題である．Bufferbloat問題を解決するための研究がいくつか⾏われ
ている．Bufferbloatについては無線 LANにおいても発⽣することが指摘されているが，
詳細に検討されていない．
IEEE 802.11n無線 LANにおいては，アグリゲーションやHT-Immediate BlockAckな
どの新しい仕組みによって，それまでの無線LANから通信特性が向上している．802.11n
の新しい仕組みによって再送が強⼒になりTCPにおけるセグメントロスが発⽣しにくく
なった場合，TCPのBufferbloat問題が発⽣する懸念がある．
本研究では，802.11n無線 LANアクセスポイントを介して⾏われるTCP通信を原因と
するBufferbloatによる性能悪化を抑制することを⽬的とする．
本論⽂では，第⼀の研究として，実際に 802.11n無線 LANアクセスポイントを⽤いて
ネットワークを構成し，端末を移動させながらTCP通信を⾏う実験によって，データレー
トに応じてTCP性能がどのように変化するかを調査する，Bufferbloat問題の実験的検討
を⾏う．その結果，TCPの実効速度についてはデータレート全域で⼤きな影響は⾒られ
ないが，低データレート時の遅延性能が悪化していることを明らかにする．
続けて，802.11nを⽤いた通信におけるBufferbloat問題に対してのアプローチの検討を
⾏い，既存のキュー⻑を指標としてパケットロスを⾏うREDなどのアクティブキュー管
理⽅式は適切ではなく，別途指標を検討する必要があることを⽰す．指標としてCoDelの
採⽤するキュー滞留時間の他，802.11n無線データレートの⾼低を⽤いることができる．
本論⽂の第⼆の研究として，IEEE 802.11n無線LANにてデータレートに応じて再送回数
を抑制する⽅法の提案を⾏う．802.11nを⽤いた通信におけるBufferbloatの要因として，
その強⼒な再送⽅式にあるとし，最⼤再送回数を⼩さくすることによって再送を抑制する
ことで意図的にセグメントロスを発⽣させ，ロスベースTCPの輻輳ウィンドウサイズの
意図的な減少を狙う．さらに，端末側の無線 LANデバイスドライバへの提案⼿法を適⽤
し，評価した結果について述べる．802.11nで⾏われる通信のデータレートに応じて，低
データレートであるほど最⼤再送回数を制限することによって，スループットに影響を与
えることなく遅延性能の悪化を抑制できることを⽰す．また，再送回数の抑制をTCPの
みに限定することで，パケットロスによる影響はその他のトランスポート層プロトコルに
及ばないことを⽰す．
第三の研究として，第⼆の研究を発展させ，アクセスポイントの無線 LANデバイスド
ライバへ適⽤した⽅式の詳細設計，評価実験，考察について述べる．アクセスポイント側
で実装することによって端末側の変更を⾏うことなく，様々な端末に対応することができ
る．第⼆の研究の⼿法をアクセスポイント側実装に適応するため，CRCエラーのフレー
ムヘッダ情報の活⽤による端末側の再送回数の推定や疑似的なリトライアウトの採⽤な
どの⼯夫を含んだ詳細設計を⾏い実装する．アクセスポイント側による⼿法が第⼆の研究
と同様に遅延時間の悪化解消に有効であることを⽰す．さらに，既存のBufferbloat解決
⼿法と本提案⼿法の重複適⽤時においても，悪影響を及ぼさないことを⽰す．
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第1章 はじめに
1.1 背景
近年，無線 LANが企業や⼀般家庭において広く普及している．有線 LANとは異なり，
端末ごとに物理回線の敷設の⼿間がない，⾃由なレイアウトが採⽤でき，再レイアウトに
⼿間がかからないなどの特徴がある．こうした無線の特徴を⽣かし，⼤学であれば学内
ネットワークの接続⼝として，企業においてはオフィス，会議室，イベントホールなどで
活⽤されている．⼀般家庭においても，LINEなどに代表されるスマートフォンでのイン
ターネット電話や，キッチンなど有線 LANを敷設しにくい場所での利⽤などに有効に利
⽤されている．また公衆無線LANとして飲⾷店や宿泊サービスなどでも活⽤されている．
⼀⽅，無線 LANでは無線の特性によって性能に影響を受けやすく，通信品質が⼤きく
変化する．LANにおける通信品質は，実効速度，遅延時間，安定性（フレーム損失率）
などが挙げられる．実効速度はファイル転送時間などの短縮に，遅延時間は IP電話やリ
モートログインなどの快適性に，安定性は IP電話の⾳質に関連する．異なるベンダー同
⼠の相互接続性を満たしながら，これらの品質要求に応えるため，無線 LANの規格であ
る IEEE 802.11[1]とその⼀連の規格が策定されている．
IEEE 802.11では無線LANの基本となるインフラストラクチャモードやフレーム送信，
再送などの仕組みを規定し，また複数のデータレートに対応するマルチレートについても定
めている．その後の⼀連の規格では速度改善のための⼯夫が⾏われており，IEEE 802.11b
では 11Mbpsまで，802.11aや 11gでは 54Mbpsまで，802.11nでは 600Mbpsまで，そし
て 802.11acでは 7Gbpsまでのデータレートに対応するなど⾼速化が⾏われてきた．また
IEEE 802.11eでは遅延性能の要求に対応するため優先制御を規定している．
802.11のマルチレートでは，アクセスポイント（AP）と端末などの装置同⼠が近接し
ており無線品質が良く伝送誤りが少ない場合は，より⾼速なデータレートを選択して広帯
域に送信できるようにする．他⽅，通信装置同⼠に距離があるため無線品質が悪く伝送誤
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りが多い場合は，より低速なデータレートを選択して伝送誤りを抑制して再送やフレーム
ロスを減らし，効率的に通信できるようにしている．これによって有線 LANに⽐べて，
実効速度は⼤きく変化する．
これら 802.11の⼯夫の中，特筆すべきは 802.11nのアグリゲーションと BlockACKで
ある．802.11nでは速度最善のための⼯夫が物理層だけでなくMAC層にも関連して⾏わ
れており，複数のフレームを 1つにまとめることでオーバーヘッドを削減するアグリゲー
ションやそれらのフレームに⼀括して即時にACKを⾏うHT-Immediate BlockACKの導
⼊が⾏われている．この 802.11n以降に採⽤されている仕組みはそれまでの 802.11無線
LANの送受信の⽅式から⼤きく変わっており，通信特性の向上に寄与している．
⼀⽅，LAN上の通信では，TCP[2][3]が⽀配的である．TCPは時々刻々と変化するネッ
トワークの状況，例えば輻輳による帯域幅の変化やパケットロスに対応するために，再
送や輻輳制御の仕組みを備えている．この制御はエンドツーエンドのホスト間で⾏われ，
そのデータ送信速度は輻輳ウィンドウを⽤いて制御される．TCPでは輻輳ウィンドウを
制御するための輻輳制御アルゴリズムが多数提案されているが，⼀般的なPCやスマート
フォンなどのOSにおいてはNewReno[4]やCUBIC[5]などのロスベースの輻輳制御アル
ゴリズムが利⽤される．ロスベースのアルゴリズムは，セグメントロスによって輻輳を検
知する．経路に伝送誤りやハンドオーバによるセグメントロスが発⽣しうる無線環境が存
在する場合，伝送誤りと輻輳との区別がつかず，輻輳と判断してウィンドウを縮⼩するこ
とから，実効速度が低下してしまう問題などが報告されている．こうした問題に対応する
ために，伝送誤りの多い無線を想定して設計されたTCP Westwood[6]や，セグメントロ
スではなく往復遅延時間（RTT）を⽤いて輻輳を検知し制御するTCP Vegas[7]などの提
案が⾏われている．
さらに TCPに関連して Bufferbloat[8]という新たな問題が指摘されている．輻輳など
の要因によってネットワーク上に存在するバッファに過度にパケットがキューイングさ
れることで，パケットが⻑時間滞留し，それによって適切に動作しなくなり，スループッ
トや遅延が悪化する問題である．Bufferbloat問題を解決するための研究がいくつか⾏わ
れている．CoDel[9]はアクティブキュー管理の⼀種であり，送信キューにおけるパケッ
トの滞在時間（キューイング遅延）からパケットの破棄を⾏う．パケットの破棄によって
TCPの輻輳制御が働き，輻輳ウィンドウを縮⼩させる．かつてのRED（Random Early
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Detection）[10]などのAQMに⽐べてパラメータレスで制御できることが利点であるが，
パケットロスによる無駄な送信を⾏うため回線を消費する．TCP small queuesはTCPか
ら送出されるセグメントをキューの状況に応じてTCPセッションごとに特定のサイズに
制限する⽅法であり，送信によって空きができると送信を再開する TCPの実装である．
パケット破棄を⾏わないため回線の消費は少ないが，TCPのエンドポイントとボトルネッ
クキューが別の端末である場合は仕組み上，活⽤することはできない問題がある．この
Bufferbloatについては無線 LANにおいても発⽣することが指摘されているが，詳細に検
討されていない．
1.2 本研究の問題意識とアプローチ
IEEE 802.11n無線 LANにおいては，アグリゲーションやHT-Immediate BlockAckな
どの新しい仕組みによって，それまでの無線LANから通信特性が向上している．802.11n
の新しい仕組みによって再送が強⼒になりTCPにおけるセグメントロスが発⽣しにくく
なった場合，TCPのBufferbloat問題が発⽣する懸念がある．ロスベースのTCP輻輳制
御アルゴリズムはセグメントロスの発⽣から輻輳の判断を⾏い，輻輳ウィンドウサイズを
減少する．しかしながら，802.11nの無線電波の状況が悪化し低いデータレートが選択さ
れるような状況においても，マルチレートやアグリゲーション，Block ACKなどの仕組
みによってセグメントロスが発⽣しにくくなっており，TCPは輻輳を検知できず，輻輳
ウィンドウサイズの減少が⾏われない．そのため，TCPのセグメント送出速度はTCP送
信バッファに制限される最⼤速度まで拡⼤する．低いデータレートによって低下した無
線 LANの実効速度を TCPの送出速度が上回る場合，無線デバイスによって送信しきれ
なかったTCPセグメントは送信キューにつながれ送信まで待機する．送信キューにつな
がれて待機する時間（キューイング遅延）の最⼤は，フルにキューイングして低いデータ
レート（例えば 6Mbps）で送信される場合，数秒オーダーの⻑さとなる．
かつての無線環境の検討においてTCPは無線の伝送誤りを原因とするセグメントロス
を輻輳と区別できずにスループットの低下を招いていたが，興味深いことに，802.11n無
線 LANの環境においてはその強⼒な再送機能によって輻輳を検知できずに遅延性能の悪
化を引き起こすことになる．
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Bufferbloat問題が発⽣した場合，秒オーダーの遅延性能の悪化は，TCPのバルク転送
を⾏う通信に対してはさほど影響を与えないが，送信キューを共有するインタラクティブ
通信に影響を及ぼし，例えばリモートログイン時の操作の快適性が損なわれる．
本研究では，802.11n無線 LANアクセスポイントを介して⾏われるTCP通信を原因と
する性能悪化を抑制することを⽬的とする．LANとして求められる品質要求を考慮し，
802.11n無線 LANのマルチレートが取り得るデータレートの全域において TCPスルー
プット性能を損なうことなく，遅延悪化を抑制することを⽬指す．アクセスポイント介し
て⾏われるTCP通信として，イントラネットの通信とインターネットを含む通信の双⽅
を想定する．この遅延悪化の問題は 802.11n無線 LANアクセスポイントを介したダウン
リンク⽅向の通信，アップリンク⽅向の通信の双⽅にて発⽣しうる．ダウンリンク⽅向の
通信の場合はアクセスポイントのキュー内で，アップリンク⽅向の通信の場合は端末の
キュー内でパケットが滞留することとなる．本研究では，特に端末からアクセスポイント
へのアップリンク⽅向のTCP通信を対象とする．
本論⽂では，まず第⼀の研究として，実際に 802.11n無線 LANアクセスポイントを⽤
いてネットワークを構成し，端末を移動させながらTCP通信を⾏う実験によって，デー
タレートに応じてTCP性能がどのように変化するかを検討する．その結果，TCPの実効
速度についてはデータレート全域で⼤きな影響は⾒られないが，低データレート時の遅延
性能が悪化していることを明らかにする．
この遅延悪化に対応可能な既存アプローチとして，TCP輻輳制御アルゴリズムの変更，
Bufferbloat問題に対する研究で挙げたCoDelやTCP small queuesなどが挙げられる．
これに対して，本研究では，無線 LANの通信⼿順を考慮したアプローチを採⽤する．
具体的には，802.11nを⽤いた通信におけるBufferbloatの要因として，その強⼒な再送⽅
式を挙げる．この再送は通常，デバイスドライバによって定められる最⼤再送回数によっ
て制限される．その最⼤再送回数を⼩さくすることによって再送を抑制することで，意図
的にセグメントロスを発⽣させ，ロスベースTCPの輻輳ウィンドウサイズの意図的な減
少を狙う．データレート情報の取得を試み，低データレートに限定して適⽤することで⾼
データレート時の性能低下を回避する．さらに原因となるTCP以外の通信の性能悪化を
防ぐため，TCP通信のみ最⼤再送回数の制限を⾏うこととする．
さらに，端末の無線 LANデバイスドライバへ提案⼿法を適⽤し，評価した結果につい
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て述べる．本研究ではアップリンク⽅向を対象とする．802.11nで⾏われる通信のデータ
レートに応じて，低データレートであるほど最⼤再送回数を制限することによって，ス
ループットに影響を与えることなく遅延性能の悪化を抑制できることを検証する．また
TCP WestwoodやTCP Vegasなどの既存の輻輳制御アルゴリズムとも性能の⽐較を⾏う．
しかしながら様々な端末の接続が考慮される 802.11nアクセスポイント環境下において
個別の端末への適⽤は困難であり，第⼆の研究の設計も例外ではない．そこで第三の研究
として，第⼆の研究を発展させ，アクセスポイントの無線 LANデバイスドライバへ適⽤
した⽅式の設計，評価実験，考察について述べる．アップリンク⽅向を対象とする．アク
セスポイント側で実装することによって端末側の変更を⾏うことなく，様々な端末に対応
することができる．第⼆の研究では，データレートに応じて送信端末による最⼤再送回数
の制限を⾏うことを⾏ったが，例えば再送機能の弱化，再送回数の取得などの⼿法につい
て，アクセスポイント側実装のために適応させる必要がある．再送機能の弱化において
は，受信側において送信端末が送信しただろう再送回数を数え，最⼤再送回数以上の再送
が⾏われた場合はリトライアウト（再送回数超過による中断）が⾏われたかのように振る
舞い，以降MPDUを正しく受信できたとしても，上位層への通知を⾏わず破棄する．再
送回数の取得においては，フレームヘッダに含まれるシーケンス番号から推定を⾏い，そ
の推定にはCRCエラーとなったフレームを⽤いる．通常，CRCエラーとなったフレーム
情報はデバイスドライバによって破棄されるが，この情報に含まれるシーケンス番号が正
しいものとして，対応するシーケンス番号の再送回数を加算する．これらのアイディアを
アクセスポイント側デバイスドライバに実装し，第⼆の研究と同様に遅延時間の悪化解消
に有効であることを検証する．
1.3 本論⽂の構成と内容
本論⽂の構成は次のとおりである．2章では，IEEE 802.11無線LAN，TCP，Bufferbloat
の関連技術，関連研究について述べる．3章では，802.11nを⽤いた無線 LAN上におい
てTCP通信を⾏う場合に，端末とAPの距離を変えた場合にTCP性能がどのように変化
するのかを明らかにする．4章では，3章の結果を踏まえ，IEEE 802.11n無線 LANにお
けるBufferbloat問題をデータレートに応じて再送回数を抑制する⽅法の提案解決する⽅
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式の提案を⾏う．5章では端末側にて提案⽅式を設計・実装した提案の性能評価の結果を
⽰す．6章ではAP側にて設計・実装した提案の性能評価の結果を⽰す．最後に結論とし
て，7章にて，論⽂全体を総括し，本研究の意義や成果をまとめ，今後の課題について⾔
及する．
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第2章 関連する技術と研究
本章では，まず，802.11nについて説明し，それまでの無線 LANとは通信特性を⼤き
く変化させる 802.11nの再送⼿順について⽰す．また，ネットワークの通信で広く利⽤さ
れるTCPの様々な機能について紹介し，TCPの輻輳制御アルゴリズムの既存研究につい
て紹介する．次にTCPによって引き起こされるBufferbloat問題について，その仕組みと
解決⽅法について述べる．
2.1 IEEE 802.11の概要
IEEE 802.11は IEEEにより 1997年に策定された無線LANの標準化された仕様であり，
MAC層と PHY層を規定している．標準化仕様に準拠する製品であれば相互接続できる
ことを⽬的としている．
802.11が策定される以前，無線 LANはベンダー毎に独⾃に存在しており，異なるベン
ダー同⼠の製品で相互に接続することはできなかった [11]．NCRによって設計された無線
LAN製品であるWaveLanは 1988年に市場に投⼊され，WaveLanの設計はNCR社によっ
て IEEE 802 LAN / MAN Standards Committeeに寄稿されている，この貢献が 802.11
無線 LANワーキンググループの創設につながっている [12]．
IEEE 802.11は有線LANの規格であるEthernet(IEEE 802.3)[13]と同様にフレーム単位
で通信を⾏う．その基礎となるアクセス⽅式はDCF（Distributed Coordination Function）
であり，CSMA/CA（Carrier Sense Multiple Access with Collision Avoidance）として知ら
れている仕組みである．CSMAはListen-Before-Talk（LBT）形式であり，端末がフレーム
を送信する際に，他の端末がすでに送信を開始しているために媒体がBusyになっていな
いかどうかを感知する．もし，媒体がBusyではなく Idleである場合，送信が⾏われる．こ
の点では 802.3が採⽤しているCSMA/CD（Carrier Sense Multiple Access with Collision
Detection）と 802.11が採⽤している CSMA/CAは同様である．CSMA/CDは，その対
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象とする有線媒体において送信中に衝突を検知することが可能であり，衝突を検知した際
には直ちに送信を停⽌し，ジャム信号を送信して，すべての受信者へ衝突が発⽣したこと
を知らせる．その後，ランダムなバックオフ時間を待つことで衝突を回避しようとする．
⼀⽅，無線媒体では送信中に衝突を検知することが困難である．そのため，CSMA/CAで
は媒体がBusyであることを感知したときはランダムバックオフ時間を待ってから送信を
⾏うことで，出来る限り衝突を避けようとする．
802.11では，フレーム送信の間に特定の時間間隔を待つことを定めている．送信を⾏
う端末は，この時間間隔の間，媒体が Idleであることを確認しなければならない．この
フレーム間の時間間隔は IFS（InterFrame Space）と呼ばれる．時間間隔の⻑さに応じて
SIFSやDIFSなどが存在する．異なる⻑さの IFSが存在するのは優先度を決定するため
であり，短い時間の IFSであるほど優先度は⾼い．より⻑い時間間隔の IFSは先に通信が
⾏われた場合，媒体が Idleになるまで待ち，ランダムバックオフ時間を待つことになる．
SIFS（Short Interframe Space）は 802.11規格における最⼩の IFSであり，最も優先度
が⾼い IFSである．SIFSは，例えばデータフレームに対するACKフレームの応答時に⽤
いられる時間間隔である．データフレームを受信した端末は SIFSの期間内に，受信した
PHYデータをデコードしてMACに送り込む，SIFS後の応答のために必要なMAC（ヘッ
ダ）の処理，ACKなど応答フレームなどの構築，受信から送信に切り替えてPHYに送信
データを送り込むなどの処理を⾏う．このときキャリアセンスは⾏わない．DIFS（DCF
Interframe Space）はデータフレームや管理フレームを送信するときに使われる．SIFSと
2つのスロット時間で構成される．ランダムバックオフ時間は衝突を防⽌するための待ち
時間であり，0からコンテンションウィンドウまでの範囲からランダムにバックオフ回数
を取り出し，メディアがアイドルである場合，バックオフ回数を引いていく．バックオフ
回数の 1回あたりはスロット時間に相当する．このバックオフ回数が 0になるとフレーム
の送信を⾏える．もしバックオフが同期してしまいデータの衝突が発⽣した場合は，コン
テンションウィンドウを 2倍にして再度ランダムな値を取り出しバックオフを⾏う．この
ような動作を指数バックオフ制御と呼ぶ．コンテンションウィンドウは最⼤で 1023まで
広がる．802.11端末が⼀か所に集中すると，このバックオフで衝突が発⽣しやすくなり効
率が悪くなる．
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2.2 802.11のマルチレートと再送
802.11は複数のデータレートによるデータ転送に対応しており，フレームを送信する毎
に異なるデータレートで送信できる．このデータレートは送信端末と受信端末の双⽅が対
応するレートのみが選択される．802.11では 1Mbpsと 2Mbpsの 2つのみの対応だが，拡
張規格である IEEE 802.11bでは 11Mbpsまで，IEEE 802.11aおよび 11gでは 54Mbpsま
で，IEEE 802.11nでは 600Mbpsまで，IEEE 802.11acでは約 7Gbpsまでの幅広いデータ
レートに対応する．⾼いデータレートであるほど，より多くのデータを単位時間あたりに
送信することができるため，スループットは⼤きくなり，ファイル転送などが短時間で⾏
えるようになる．
しかしながら，⾼いデータレートは遠くまで伝搬しない特性がある．⾼いデータレート
ほど必要とされる SN⽐（信号雑⾳⽐，signal noise ratio）は⼤きくなる．端末同⼠が離
れると受信信号強度（RSSI, Receive Signal Strength Indicator）は弱くなる．そのため⼗
分な SN⽐を満たすことができずに受信できなくなる．このことから，より遠くまで伝搬
させるためには，より低いデータレートを選択する必要がある．また，SN⽐を下げる要
因は距離だけではない．外来波の⼲渉（電⼦レンジやコードレス電話機，気象レーダーな
ど）やフェージング（建物や⼈間など），他の無線LAN端末との競合などの要因も考えら
える．こうした要因，環境の時間的変化や端末の位置などの空間的変化に伴って，効率の
良いデータレートは動的に変化する．
802.11無線LANでは，このような環境の変化に対して，動的レート切り替え（dynamic
rate switching）を⾏うことができる．このレート切り替えは⼿動によってデータレート
を固定する⽅法とレート適応アルゴリズムによって⾃動的に設定する⽅法の 2つが存在す
る．前者のデータレートを固定する⽅法は⽤途が限られており，例えばスループットは⼩
さくとも広範囲に通信を⾏えるようにしたい，との要件がある場合は有効である．後者
のレート適応アルゴリズムによる設定は IEEE 802.11において規定されておらず，無線
LANデバイスのベンダー毎の独⾃の実装に任されている．レート適⽤アルゴリズムは⼀
般的に受信信号強度やフレーム到達率を⽤いてデータレートの選択を⾏う．ほとんどの利
⽤者は，後者のレート適応アルゴリズムによるレート切り替えを⽤いて，効率の良いデー
タレートを選択していると考えらえる. このように環境の変化に応じて，受信することが
できない無駄な送信を減らすことで，効率よく受信できるよう促す仕組みが IEEE 802.11
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には規定されている．動的レート切り替えの結果，上位層からは実効スループットが変化
しているように⾒える．Ethernet有線 LANの場合，リンク速度は変化することはなく，
この点は無線 LANの⼤きな特徴の 1つである．
無線 LANにおいては信号強度不⾜や外来波の影響によって，伝送誤りが発⽣する．こ
の伝送誤りを許容できるかどうかは使⽤されるアプリケーションに左右される．例えば，
VoIPやテレビ電話，映像伝送などの⽤途では伝送誤りはある程度まで許容される．それ
に対してWebブラウジング，ファイル転送，メール，リモートログオンなどの⽤途のアプ
リケーションでは伝送誤りは想定されておらず許容されない．このようなアプリケーショ
ンに対しては後述するTCPなどの上位層プロトコルによって，誤り訂正がなされる必要
がある．しかしながら，TCPによる誤り訂正はエンドツーエンド間の対応であり，伝送
誤りの検知からデータの再転送を⾏うまで，終端間を往復する時間がかかる．また該当す
る無線 LAN区間以外の回線の帯域を消費してしまう．さらにTCPは有線 LANに最適化
されて設計されており，伝送誤りによって輻輳制御が過度に働くことで輻輳ウィンドウが
開かず⼤きくスループットが低下してしまう問題も存在する [14]．そのため，802.11無線
LANでは単⼀の相⼿の通信（ユニキャスト）に限り，802.11レベルで再送を⾏えるよう
に規定されている．802.11はデータフレームを受信するとFCS（Frame Check Sequence）
を確認し，受信したデータにビット誤りが含まれていないかどうかを確認する．もし，受
信したデータが正しく受信できていた場合，送信者に対して 802.11 ACKフレームを応答
する．送信者はACKフレームを受信すると通信に成功したと判断して，次のデータを送
信する．ACKフレームを受信できなかった場合，同じデータフレームを再送する．MAC
フレームのサイズ毎に最⼤再送回数が設定されており，その最⼤回数までの再送が⾏われ
る仕組みとなっている．最⼤再送回数に到達してもデータフレームの受信に失敗した場
合，リトライアウトしたとして再送を諦める．その場合，伝送誤りは上位層に伝番する．
802.11再送は即時に⾏われるため，必要な送信バッファは⾼々 1フレーム分である．送信
バッファはACKを受信すると解放される．802.11再送によって上位層に対して伝送誤り
を伝搬させずに，TCPスループットの低下を防ぎ，またエンドツーエンドの誤り訂正に
よる遅延増加を抑制している．このような再送の仕組みを 802.11は持っているが，前述
したとおり各アプリケーションが要求する信頼性は異なる．例えば，VoIPなど遅延性能
にセンシティブな⽤途においては，再送によって遅延時間が増加し通話品質が低下して
10
しまうため，過度に誤り訂正が⾏われるよりも，早々に再送を諦めて素早く次のフレーム
が送信される⽅が望ましい．アクセスポイントや端末によってはフレームサイズによっ
て再送回数を変更するなどの⼯夫を⾏っており，VoIPなどが⽤いるショートフレームの
場合，再送回数を⼩さく設定することも可能である．しかし，802.11再送の仕組み上，フ
レームの順番を⾶ばすことができないため，アクセスポイントにアソシエーションしてい
る他の端末のロングフレーム（例えばデータフレーム）による再送回数で時間を消費して
しまう．こうした事情から，802.11再送の回数は⼯場出荷状態において各アプリケーショ
ンのトレードオフを考慮した値に設定され，ある程度の伝送誤りは上位層に伝達してしま
うと考えられる．
2.3 IEEE 802.11nおよびフレームアグリゲーション・ブ
ロックACKの⼿順
IEEE 802.11nは 2009年に策定された 600Mbpsまでの最⼤速度に対応する無線LAN規
格である [15]．複数のアンテナを⽤いるMIMOや複数のチャネル帯域を⽤いるチャネル
ボンディングなどの⼯夫によって物理的な伝送帯域を広げるとともに，フレームアグリ
ゲーションやブロックACKによってフレーム送信時のオーバーヘッドを削減することで
実効速度の⾼速化を⾏っている．
802.11nは，802.11a/gのOFDM（Orthogonal Frequency Division Multiplexing）をベー
スにハイスループット化が⾏われている．HT OFDM（High Throughput OFDM）のHT
を802.11n技術のプレフィックス，例えばHT PHY（802.11nの物理層）やHT STA（802.11n
に対応する端末）などとして⽤いられている．MIMOを⽤いた空間多重は 4つまで対応
し，また帯域幅はそれまでの 20MHzから 40MHzまで拡張できるようにすることで，⾼
速化を実現している．APではない端末は SISO（Single Input and Single Output）によ
る空間多重化されない帯域幅 20MHzへの対応を，APに対しては帯域幅 20MHzと 2つの
空間ストリームまでの対応を必須としており，それ以上の対応はオプションであり実装に
任される．
PPDUのフォーマットは，Non-HTフォーマット，HT-mixedフォーマット，HT-greenfield
フォーマットの 3つが存在する．Non-HTフォーマットは従来の 11a/gのフォーマット
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と同等のものである．HT-mixedフォーマットは 11a/gフォーマットと互換性のあるプ
リアンブルを持っており，これらのデバイスが混在しても解釈することができるフォー
マットである．その後，HT-SIGなどの 11n対応端末が読み込むプリアンブルなどが続く．
HT-greenfieldフォーマットは 11a/gとの互換性を排したものであり，11n専⽤のプリアン
ブルとヘッダを採⽤することよりプリアンブル時間の短縮が可能なフォーマットである．
Non-HTフォーマットとHT-mixedフォーマットの2つは実装は必須であり，HT-greenfield
フォーマットの実装はオプションである．HT-greenfieldを採⽤した場合，既存の 11a/g
デバイスとの共存に問題が出る可能性があるため，⼀般的にはHT-mixedフォーマットが
利⽤される．加えて，802.11acではHT-mixedと同様なVHTフォーマットが定義される
のみであり，HT-greenfieldに相当する 11acに限定されたプリアンブルを採⽤する形式は
規定されていない．
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図 2.1: 802.11nの PLCPフォーマット（Non-HTとHT-mixed）
図 2.1に 802.11nのPLCPフォーマットを⽰す．Non-HTであるPPDUのフォーマット
は L-STF（Legacy-Short Training Field），L-LTF（Legacy-Long Training Field），L-SIG
（Legacy-Signal），Dataフィールドの順に構成される．L-STFは⾃動ゲイン制御（AGC）
の収束，選択ダイバーシチ，タイミング取得と周波数の粗調整に，L-LTFはチャンネル推定
と周波数の微調整に⽤いられる．L-SIGにはOFDMの変調モード（11/gのデータレート）
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を⽰すRATEフィールドとPSDUのバイト数を⽰すLENGTHフィールドが含まれる．そ
の後，PSDUが含まれるDataと続く．DataはRATEによって⽰されたデータレートで送
信される．HT-mixedのPPDUフォーマットは，Non-HTと同様にL-STF，L-LTF，L-SIG
から始まり，次にHT-SIG（High Throughput-Signal），HT-STF（High Throughput-Short
Training Field），HT-LTF（High Throughput-Long Training Field）群，そしてDataと
続く．HT-SIG以降は 11a/gでは解釈できない情報であり，このHT-SIG以降のデータ送
信完了までにかかる時間をL-SIGのLENGTHで指定することによって，既存の端末には
壊れたデータを受信しているように⾒せかける．HT-SIGには，11nにて拡張された変調
と符号化モードを⽰すMCS（Modulation and Coding Scheme）のインデックス，帯域幅
20/40MHzの可否，PSDUの⻑さ（0から 65,535の間），アグリゲーション（A-MPDU）
かどうか，MIMOによる空間ストリームの数，HT-SIGそのもののCRCなどの情報が格
納される．HT-STFはMIMOのAGC推定のため，HT-LTFは受信機におけるMIMOの
チャンネル推定のために利⽤される．HT-LTFはストリーム数によって複数存在する．こ
のようにデータ（PSDU）を⾼速に伝送するためにHT-SIGに 11nにて拡張されたデータ
レートの情報を含んでいる．
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（47%）
プリア
ンブル
データ
802.11a
802.11n
40 μs
20 μs
（8%）
220 μs
図 2.2: 1,500バイトのデータに対するプリアンブルの割合
このように物理層の改善によって⾼速なデータレートの使⽤が可能となるが，そのよ
うな⾼速なデータレートであってもMAC層のオーバーヘッドによって，パフォーマンス
の向上はかである [16]．図 2.2に 1,500バイトのデータに対するプリアンブルの割合を
802.11aと 802.11nにて⽐較したものを⽰す．データレートが⾼速になればなるほどデー
タの送信時間は短縮され，例えば 1,500バイトのデータを 300Mbpsのデータレートで送
信する場合，データの送信にかかる時間は約 40マイクロ秒となる．HT-mixedのプリア
ンブルの送信にかかる時間は 36マイクロ秒であり，約半分の時間を受信機の調整のため
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に⽤いている．802.11aの場合，54Mbpsによる 1,500バイトのデータ送信に約 220マイク
ロ秒，プリアンブルに約 20マイクロ秒かかる計算であり，プリアンブルの占める時間は
10%程であることから，802.11nはデータレートの⾼速化によってオーバーヘッドの割合
が⼤きくなっている．
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2 バイト 2 6 6 6 2 6 2 4 0-7951 4
MACヘッダ
図 2.3: データフレームのフォーマット
図 2.3に 802.11nのデータフレームのフォーマットを⽰す．アドレス 4，QoSコントロー
ル，HTコントロールフィールドに関しては，特定のフレームコントロールが指定された
場合のみ付与される．QoSコントロールは 802.11eにて，HTコントロールは 802.11nにて
規定されている．HTコントロールフィールドはReverse directionやビームフォーミング
のキャリブレーションなどに⽤いられ，802.11n形式のデータフレームでは必ず⽤いられ
る．QoSコントロール，HTコントロール以外のフィールドは 802.11と同様である．よっ
て，データフレームでは 802.11に⽐べて 6バイトほどの増分となるが，オーバーヘッド
全体の中では微⼩であり無視できる．
プリアンブル データ プリアンブル ACK
SIFSDIFS
…
Backoff
16 μs50 μs 23 μs 36 μs 40 μs 20 μs 9 μs802.11n （5GHz）の場合 = 194 μs
図 2.4: 802.11n（5Ghz帯）のデータ送信⼿順の様⼦
図 2.4に 802.11n（5GHz帯）のデータ送信の様⼦を⽰し，データ送信の⼀連の⼿順に
おけるオーバーヘッドについて検討する．データフレームを送信後，正しく到着したかど
うかを知るために受信端末がACKフレームを送信する．フレーム送信に際して，データ
フレームとACKフレームの間では SIFSとして 16マイクロ秒（5GHzの場合），データフ
レームを送信する直前にはDIFSとして 50マイクロ秒間待つことが規定されている．ま
たデータの送信前にはバックオフを⾏う．バックオフの平均時間は約 23マイクロ秒であ
る．ACKフレームはNon-HTプリアンブルで送信されると仮定して 20マイクロ秒，ACK
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フレームのデータは 14バイトであり，12Mbpsで伝送されるとすると，9マイクロ秒であ
る．したがって，⼀連の送信にかかる時間は 194マイクロ秒となり，そのうちデータレー
ト 300Mbpsの送信データ割合は 21%である．1フレームあたりに送るデータ時間に対し
てプリアンブル・IFS・ACKフレームのオーバーヘッドは⼤きく，このままデータ送信
を⾏っても最⼤ 60Mbps程度に留まることになる．例えばHT-greenfieldフォーマットを
採⽤することでプリアンブルにかかる時間を 4マイクロ秒の短縮が可能だが，その効果は
限定的である．802.11nではこれらのボトルネックを解消するためにフレームアグリゲー
ションとBlockACKを採⽤している．BlockACKは 802.11eにてオプションとして規定さ
れたが，802.11nでは必須としている．
802.11nのフレームアグリゲーションでは，MACヘッダ以降のMSDUを集約する A-
MSDUと，PLCPヘッダ以降のMPDUを集約するA-MPDUの 2通りの⽅式を定義して
いる．A-MSDUは既存の 2,312バイトから 7,955バイトまでペイロードを拡張する．し
かしフレーム⻑に応じてフレームの誤り率が上昇し，また誤りが検出された場合は，A-
MSDUを再送する必要がある．A-MPDUはペイロードが 65,535バイトまで拡張される．
A-MPDUでは集約したMPDU毎に誤り検出が⾏われ，誤り訂正の際にはMPDUを個別
に再送することが可能となっており，A-MSDUよりも効率が良い．2つのアグリゲーショ
ンのうち，A-MSDUはオプション規定，A-MPDUは必須機能となっており，後者が広く
利⽤されている．
プリアンブル PSDU
A-MPDUサブフレーム A-MPDUサブフレーム A-MPDUサブフレーム
MPDU
MPDU
デリミタ
Pad
MSDU
MAC
ヘッダ
FCS
SERVICE PaddingTail
A-MPDU
MPDU
デリミタ
PPDU
MPDUDelimiterSignatureCRC
MPDU
Length
Reserved
A-MPDU
サブフレーム
図 2.5: A-MPDUのフォーマット
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図 2.5に 802.11nのA-MPDUのフォーマットを⽰す．PPDUのプリアンブル後に SER-
VICE，PSDU，Tail，Paddingと続き，PSDUに A-MPDUが格納される．A-MPDUは
A-MPDUサブフレームの集合であり，A-MPDUサブフレームはMPDUデリミタ，MPDU
本体，パディングによって構成される．MPDUデリミタには，MPDUの⻑さやデリミタ
⾃⾝の誤りを検出するCRCなどが含まれる．またパディングは 0から 3バイトの⻑さで，
A-MPDUサブフレームを 4バイトの倍数になるように調整する．MPDUにはMACヘッ
ダ，MSDU，FCSが含まれ，受信時にはMPDU毎にFCSによる誤り検出が⾏われる．な
お，データフレーム以外の管理フレームや制御フレームは集約されない．
802.11nでは，802.11eのBlock Ackを拡張したものを規定している．Block Ackとはそ
れまでのACKフレームに代わる確認応答の⽅式であり，複数のMPDUに対する確認応
答を可能にする．802.11eにて Immediate Block AckとDelayed Block Ackの 2つのタイ
プのBlock Ackが規定された．Immediate Block Ackは，Block Ack Requestフレームを
受信した直後にBlock Ackの送信が⾏われる．この⽅式では受信したMPDUのデコード
や誤り検出などの処理を短時間で⾏い応答する必要があるため実装の要求が⾼い．そこで
実装の難易度を下げるため，Delayed Block Ackが規定されている．Delayed Block Ack
では，Block Ack Requestフレームに対してACKフレームで応答し，準備が整ってから
Block Ackを送信することができる．Delayed Block Ack⽅式の場合，既存の実装において
ハードウェアの変更を最⼩限に抑えることができる．802.11nでは，HT-immediate Block
AckとHT-delayed Block Ackの 2つの応答確認⽅式を規定しており，これらは 802.11eで
規定されたBlock Ackの拡張である．802.11nはHT-immediate Block Ackへの対応は必
須としている．
HT-immediate Block AckではACKポリシーがNormalの場合，A-MPDUを受信する
と即時にBlock Ackフレームを送信するように規定されている．Block Ack Requestを送
信する必要がなくなり，さらに効率が良くなる．A-MPDU全体を正しく受信できなかっ
た場合はBlock Ackは応答されないため，タイムアウト後にA-MPDU全体を再送するこ
とになる．また従来のBlock Ackはシーケンス番号に加えてフラグメントもできるように
なっておりビットマップには 1,024ビット（128バイト）のフィールド⻑が必要であった
が，802.11nではフラグメントを取り扱わない圧縮ビットマップとして 64ビット（8バイ
ト）のフィールド⻑にて記述することに対応している．圧縮ビットマップによって，Block
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Ackの送信時間の削減とともに，必要なメモリ容量の削減など，実装の要件も引き下げて
いる．
802.11nのアグリゲーションは複数個まとめるため，送信バッファはA-MPDUで多重化
する分だけ必要になる．この多重化の最⼤数は決定されていないが，データ量は 65,535バ
イトと規定されている．Block ACKで確認応答が⾏われたデータフレームは送信キュー
から解放され，確認応答が⾏われなかったデータフレームは再度，送信キューに⼊れら
れる．受信側では，Block Ackのビットマップを記述するための処理が⾏われており，ス
コアボード・コンテクスト制御と呼ぶ．スコアボード・コンテクスト制御ではBlock Ack
ウィンドウを定めて，どの範囲のシーケンス番号の応答をビットマップにて⾏うのかを判
断している．HT-immediate Block AckではA-MPDUの受信後，即時（SIFS，例えば 16
マイクロ秒以内）に応答する必要があるため，この処理はハードウェアで対応する．また
Block Ack⽅式では，受信者は正しい順序で到着しなかったフレームを並び替びかえて正
しい順序で上位層に伝えるための reoderバッファを持つ．
送信者 受信者
ADDBA Request
ACK
ADDBA Response
ACK
QoS Data MPDUs
Block Ack
DELBA Request
ACK
複数回
Block Ack Request
送信者 受信者
ADDBA Request
ACK
ADDBA Response
ACK
A-MPDU（QoS Data MPDUs）
Block Ack
DELBA Request
ACK
セットアップ
データ転送
ティアダウン
Immediate Block Ack
802.11e
HT-Immediate Block Ack
802.11n
図 2.6: Block Ackの⼿順
802.11eの Immediate Block Ackと 802.11nのHT-Immediate Block Ackの⼿順につい
て図 2.6に⽰す．Block Ackセッションは管理フレームである ADDBA（add Block Ac-
knowledgement）のリクエスト・レスポンスの交換によって始まる．ADDBAでは TID
（Traffic Identifier），Block Ackのパラメータ，タイムアウト，開始シーケンス番号などが
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送られる．TIDはセッションの IDが⼊る．Block Ackのパラメータでは，バッファサイ
ズ，Block Ackポリシー（Immediate・Delayed）などが含まれる．レスポンスでは，リク
エストに対する可否がResultCodeによって応答される．リクエストによって要求された
バッファサイズによって Block Ackウィンドウのサイズが決定され，受信者は要求され
た reorderのバッファサイズを確保することが出来る場合，肯定応答を返す．データ転送
ではBlock Ackを⽤いる場合，QoSデータフレームを⽤いる．Immediate Block Ackの場
合，複数のQoSデータMPDUが送られ，Block Ack Requestの要求に応じて即座にBlock
Ackが応答される．HT-Immediate Block Ackの場合，複数のQoSデータはA-MPDUに
集約されて 1度に送られ，A-MPDUの受信が完了すると即座にBlock Ackが応答される．
Block Ackセッションの終了は，DELBA（Delete Block Acknowledgement）リクエスト
にてTIDを伝え，ACKレスポンスを受け取ることで成⽴する．
データ110が
到着
1110
103
データ111が
到着（破損）
データ112が
到着
1
1
110
111
105
112
1110
111
103
BAR 110が
到着
1
1
110
111
105
112
117
BAR 112が
到着
1
110
111
112
119
Sequence
Number
Space
Sequence
Number
図 2.7: スコアボード・コンテクスト制御の例
図 2.7に 802.11nのデータ受信時の処理の例としてスコアボード・コンテクスト制御を
⽰す．縦に続く破線の枠はシーケンス番号空間を⽰しており，該当するシーケンス番号の
データを正しく受信したかどうかを管理している．正しく受信できた場合は 1を表⽰する．
実線の太線による枠はBlock Ackのウィンドウを⽰しており，ここでは便宜上 8MSDU分
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のウィンドウサイズとする．まず，シーケンス番号 110のデータフレームを受信した場合，
もっとも新しいシーケンス番号であるので，110を終端としたウィンドウが形成される．
110のデータは上位層（LLC）に渡される．次にシーケンス番号 111が到着するも破損し
ていた場合，何も⾏わない．次にシーケンス番号 112を受信した場合，112を終端として
ウィンドウを移動し，103,104はウィンドウの外となる．このとき，111がウィンドウ内
にあり受信できていないため，112のデータは reorderバッファに残る．次に開始シーケ
ンス番号 110であるBlock Ack Requestが到着した場合，Block Ack Requestを起点とし
たウィンドウを形成する．次にシーケンス番号 111が送信者側で期限切れとなり，新たに
開始シーケンス番号 112としたBlock Ack Requestが到着した場合，シーケンス番号 111
のデータはウィンドウ外となり，すでに受信した 112のデータが上位層に引き渡される．
HT-immediate Block Ackでは，A-MPDUやBlock Ack Requestの受信時に即時にBlock
Ackを応答しなければならない．SIFS時間は 16マイクロ秒であり，この時間内に処理
する必要がある．そのためにはハードウェアにおけるメモリの取り扱いが重要になる．
64MSDUを記述するスコアボードに必要なメモリサイズは 8バイトであるが，APの場
合，このメモリはADDBAによって確⽴したセッション分を⽤意する必要がある．多セッ
ションに対応するためにはオンチップメモリが必要になりハードウェアが⾼価になる問
題がある．そこでHT-immediate Block Ackでは受信者に full-stateと partial-stateの 2つ
の処理⽅針を定めている．前述のスコアボードを，full-stateでは静的メモリに割り当て，
partial-stateではキャッシュメモリに割り当てる．full-stateの場合，ADDBAによるセッ
ション中，常にスコアボードはメモリ上に存在し続ける．partial-stateの場合，もし，他の
送信者からによるデータを受信した場合，キャッシュメモリはクリアされ，新しい受信者
のスコアボードの状態が⼊る．例えば，Block Ack Requestを受信したが，そのセッショ
ンに対するスコアボードを保持していない場合，Block Ackのビットマップはオール 0で
応答される．スコアボードの記録をホストなどに頼る⽅法も考えられるが，データのデ
コードの後，MACを処理して適合するセッションのスコアボードを受け取りBlock Ack
を⽣成するには SIFS時間では⾜りない．送信者は既にACKを受けたシーケンス番号に
関しては状態を更新しないというルールを定めることで，full-stateと partial-stateの両⽅
に対応し，受信者がどちらの処理⽅針を⽤いていても良い．
このように，物理層レベルの⾼速化と，フレームアグリゲーションと HT-immediate
19
Block AckによるMAC層レベルのオーバーヘッドの除去の両⾯によって，802.11nは⾼
速化を達成している．
2.4 TCPと輻輳制御アルゴリズムの動作概要
TCPは，パケット交換ネットワークのエンドツーエンドのホスト間のデータ転送に対
して信頼性を提供するトランスポート層プロトコルである．インターネットではパケッ
トロスや重複などが発⽣し，また輻輳や障害の状況に応じて帯域幅，遅延，経路などが動
的に変化する．そうしたネットワークの変化に対してTCPプロトコルは信頼性を提供す
る．TCPと同様のトランスポート層プロトコルに，UDP（User Datagram Protocol）[17]
がある．UDPはアプリケーション間のパケット送受信以外は何も⾏わず，宛先にデータ
が到達したかどうかの確認も⾏われない．必要に応じてアプリケーションが再送や輻輳
制御などを⾏うことになるため，UDPを採⽤した場合アプリケーションの通信の実装は
膨らむ．⼀⽅，TCPを⽤いることでアプリケーションは輻輳や障害の状況などを考慮す
ることなく通信することが可能になる．このようなTCPの信頼性から，Webブラウジン
グ [18]，メール [19]，ファイル送受信FTP[20]やリモートログイン [21][22]など，インター
ネットを経由するアプリケーションで⽀配的に利⽤されている．
2.4.1 TCPヘッダの構造
TCPの初期仕様はCerfとDalalらによってRFC675[23]として発⾏され，1981年には
v4に対応するRFC793[2]が発⾏されている．図 2.8に TCPヘッダフォーマットを⽰す．
すべてのTCPセグメントは 20バイトまでの固定のヘッダを持ち，その次にオプション，
データと続く．データを持たないセグメントは例えばコネクション確⽴や解放，もしくは
確認応答の際に⽤いられる．個別のフィールドについて説明する．
送信元ポート，宛先ポート
ともに 16ビット⻑のポート番号を含む．それぞれ送信元ホストの発ポート番号と宛
先ホストの受ポート番号である．コネクションはプロトコル番号・送信元アドレス・
宛先アドレス・送信元ポート番号・宛先ポート番号で識別され，これらの値を「5タプ
20
ACK番号
シーケンス番号
C
W
R
EC
E
U
R
G
A
C
K
P
SH
R
ST
SYN
FIN ウィンドウ
宛先ポート送信元ポート
TCP
ヘッダー長 予約
チェックサム 緊急ポインタ
オプション パディング
データ
0 7 15 31 ビット
図 2.8: TCPヘッダフォーマット
ル」と呼ぶ．ポート番号のうち，0から 1023までの範囲はウェルノウン（well-known）
ポート番号と呼ばれており，HTTP（Webサービス）やDNS（ドメインサービス）など
の広く使⽤されるネットワークサービスで使⽤される．Unix系のOSでwell-known
ポート番号を使⽤して発番号としてデータ送信したり，受番号としてサービス提供
したりするためには通常，管理者権限を必要とする．
シーケンス番号
32ビット⻑フィールドでデータの順番を識別する番号である．TCPで送信される
データは，1バイト単位で連続した番号を付与される．この番号を⽤いて同じデー
タを重複して受信していないか，もしくはデータの受信に抜けがないかなど，正し
くデータを受信できているかどうかを判断する．32ビット⻑であるため最⼤値であ
る 4,294,967,295に達すると 0に戻る．コネクション確⽴時の初期シーケンス番号
は，TCP規定時は端末のクロックに応じて 1だけ増加された数値を利⽤していたが，
TCPシーケンス番号予測攻撃の⼿法 [24]が明らかになり，現在では初期値はランダ
ム化されている．
ACK番号
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32ビット⻑フィールドであり，確認応答のための番号である．確認応答は次に受信
することを期待するバイトのシーケンス番号を指定する．TCPはこのACK番号を
⽤いて，送信したデータを相⼿端末が正しく受信できたかどうかを判断する．新し
いデータを送信したにも関わらず，ACK番号が同じセグメントを何度も受信した場
合，途中のデータセグメントが紛失した可能性が⾼い．この特徴を利⽤して，後に
説明するTCP実装である Tahoeでは早期に再送を⾏う仕組みを採⽤している．ま
た紛失検知の⾯ではACK番号では限定されるため，より詳細に受信したシーケン
ス範囲の記述が⾏える SACK[25]（Selective Acknowledgement:RFC2018）と呼ばれ
る仕組みをオプションで採⽤している．
TCPヘッダ⻑
4ビット⻑フィールドであり，TCPヘッダ⻑を 32ビット単位で数えた値が⼊る．
TCPヘッダの⻑さはオプションフィールドが存在することから可変⻑であり，その
終端を⽰すために必要である．ヘッダの終端からデータが始まるため，データの先
頭部分を指し⽰すオフセットであり，TCPヘッダをパースしてデータを取り出す際
にアクセスする．TCPヘッダの固定部分は 20バイトなので，オプションフィール
ドに項⽬が存在しない場合TCPヘッダ⻑は最⼩で 5である．それに対して 4ビット
⻑の最⼤値は 15であり，TCPヘッダ⻑としての最⼤値は 60バイトである．
予約
4ビット⻑のフィールドであり，未使⽤である．将来，TCPが拡張された際に利⽤す
るためのフィールドとなっている．TCP策定当時（RFC793）は 6ビット⻑のフィー
ルドであったが，ECN[26]（Ecplicit Congestion Notification:RFC3168）の策定時に
CWRと ECEフラグが新設され，2ビットがそのフラグに使⽤されている．
制御ビット
1ビットの制御⽤のフラグが 8つ並ぶ．このビットが⽴つことによって，そのフラ
グが設定されているとみなす．
CWR，ECE CWR（Congestion Window Reduced）とECE（ECN-Echo）はECN
による輻輳の通知に使⽤される．ECEはコネクション確⽴時にECNに対応し
ていることを⽰すためにも利⽤される．IPヘッダのECNフィールドで輻輳が
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検知された場合，TCPが ACKを返す際に ECEフラグを設定して応答する．
送信側の端末は ECEフラグを受信すると，⾃⾝が送信したデータセグメント
が輻輳に関連していると考える．送信側はデータの送出速度を落とすと同時に
CWRフラグを設定する．CWRフラグの設定された新しいデータのセグメン
トを受信すると，次のACKでは ECEフラグを⾮設定にする．
URG 緊急ポインタを使⽤する場合に設定される．
ACK ACK時に設定される．0の場合，ACKフラグは無効化される．
PSH データがプッシュされたことを⽰す．受信側にデータをバッファリングする
ことなくアプリケーションに通知するように促す．
RST コネクションを強制的にリセットする場合に⽤いる．もしくはコネクション
確⽴要求を拒否するために使⽤される．例えば，TCPのサービスがポートに
バインドされていない場合，そのポートへのコネクション確⽴要求はRSTフ
ラグを設定して返される．この応答の仕組みから，ホストの存在の有無やポー
トのバインドの有無を外部から確認して攻撃につなげる⼿法が存在する．
SYN コネクション確⽴時に設定される．TCPの通信開始時には必ず設定される．
FIN コネクションの解放時に設定される．
ウィンドウ
16ビット⻑フィールドである．ウィンドウはフロー制御を実現するためのフィール
ドであり，受信者が受け⼊れることのできるバイト数，すなわち送信者が送信しても
よいバイト数を通知する．このウィンドウは，ほかのウィンドウ（例えば輻輳ウィ
ンドウ）との混在を防ぐため，広告ウィンドウと呼ぶ．例えば，この広告ウィンド
ウサイズが 0だった場合，受信者は受信バッファに空きがないため，これ以上受信
することはできないことを通知していることになる．受信バッファに空きができる
と，空きサイズを広告ウィンドウサイズに⼊れ，同じACK番号で送信者に通知す
る．受信者のOSでは広告ウィンドウのサイズはメモリ節約のため，固定⻑ではな
くオートチューニングされることがあり，DRS（Dynamic Right-Sizing）[27]など
の⼿法が⽤いられる．DRSが利⽤されたOSの応答に⼊る広告ウィンドウサイズは
通信開始時を上回って拡張されうる．
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チェックサム
16ビット⻑フィールドであり，TCPヘッダ・データ・疑似ヘッダ（pseudo header）
の 3つでチェックサムを計算する．疑似ヘッダには，IPの送信元アドレス・宛先ア
ドレス・プロトコル番号・パケット⻑（TCPヘッダとデータの全⻑）が含まれる．
TCPヘッダとデータだけのチェックサムでは，異なる宛先への誤配してしまう場合
への対応が⾏えないため，疑似ヘッダを含めて検証している．5タプルのチェック
サムが毎回⾏われることになる．チェックサムに誤りがある場合，そのセグメント
は破棄される．
緊急ポインタ
16ビット⻑のフィールドであり，緊急を要するデータの位置をシーケンス番号を基
準にバイト数で指し⽰す．緊急ポインタは，相⼿のデータ送信を停⽌させたいとき，
処理を切り上げたいときなどに⽤いられる．そのような処理を緊急ポインタなしに
⾏う場合，別のコネクションを張る必要があるが，緊急ポインタを⽤いることで既
存のコネクションまま要求を送ることができる．
オプション
オプションは TCPの固定ヘッダ部分 20バイトに加えて，最⼤ 40バイト加えるこ
とができるヘッダ情報であり，可変⻑である．このオプションは当初はオプション
終了・No-Op（No Operation:なにもしない）・MSS（Maximum Segment Size）の 3
つしか存在しなかった．RFC1323[28]による拡張にてウィンドウスケールやタイム
スタンプなどのオプションが追加され，現在でもよく使われている．先に紹介した
ACKを拡張する SACKもオプションである．
TCPウィンドウスケールオプションは，ウィンドウフィールドを拡張するためのオ
プションである．オプションから 0から 14までの左シフトするスケールファクタ
を指定することによって，元々 16ビット⻑であることから最⼤ 64KBまでのサイズ
しか値をとれなかったウィンドウ値を最⼤ 1GBまで拡張できるようにする．⼤き
なウィンドウ値ではなければスループット低下を招くような広帯域⾼遅延なネット
ワークの場合に有⽤である．
TCPタイムスタンプオプションは，TCPセグメントにタイムスタンプ情報を付与
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することで，より正確なRTT推定を可能にする．それまでのTCP実装では，RTT
の推定はデータセグメントに対応するACKの受信によって得られた個々のRTTか
ら平滑化されたRTTを導出している．このような推定⽅法は再送やパケットロスに
よって有効ではなくなるため，タイムスタンプオプションが導⼊されている．送信者
はセグメント送出時に⾃⾝のタイムスタンプをタイムスタンプオプションのTSval
（TimeStamp Value）に格納する．またタイムスタンプオプションを含むセグメン
トの受信者は，応答時にTSvalの値をTSecr（TimeStamp Echo Reply）に移し替え
て返答する．このように応答され，受信したTSecrと⾃⾝が保持する現状のタイム
スタンプと⽐較することによって，既存の⼿法より正確な RTTを推定することが
できる．TCPタイムスタンプオプションは送受信者双⽅が対応する必要があり，こ
れを利⽤できる場合はRTT推定はTCPタイムスタンプを⽤いたものに置き換えら
れ，利⽤できない場合は既存のRTT推定⽅法が⽤いられる．
SACKは，ACKを拡張するオプションである [29]．オリジナルのTCPでは，パケッ
トの損失による抜けが発⽣した場合，ACK番号から既に送ったデータのシーケンス
番号まで確認応答を⾏うことができない．SACKは，この未確認のシーケンス範囲
に対して，正常に受信できた範囲を応答できるようにする．これにより，送信者は
損失したシーケンス番号のセグメントだけを再送するため，不要な再送を防ぐこと
ができる．
2.4.2 スライディングウィンドウ
TCPの重要なアイディアはスライディングウィンドウである．スライディングウィン
ドウはフロー制御を必要とする信頼性の⾼い通信に⽤いられる．
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
ACKを確認済み ACKを未確認 受信可能 受信不能
ウィンドウ
… …
送信済み 未送信
図 2.9: スライディングウィンドウ
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図2.9にスライディングウィンドウのウィンドウ制御を⽰す．図中の枠には，TCPのシー
ケンス番号が記述されている．図は送信者の状態を⽰したものである．送信者は未確認の
ACK番号（SND.UNA）として 14を，ウィンドウサイズ（SND.WND）として 8を，次に送
るシーケンス番号（SND.NXT）として 18を記憶している状態である．SND.UNAより以
前はACKを受信したシーケンス番号となっており，14,15と新しくACKを受信すると右
にスライドする．途中で抜けがある場合は以降新しいACK番号が到着しても，抜けの地点
で⽌まる．SND.WNDは受信者による広告ウィンドウないしは輻輳ウィンドウのどちらか
⼩さい⽅を⽰している．SND.WNDによってネットワークに出⼒するセグメントを制御す
ることができ，受信者が受信できるだけのデータを送信するフロー制御を⾏うことができ
る．SND.UNAは送信済みと未送信のシーケンス番号を切り分け，SND.UNA+SND.WND-
SND.UNAによって，送信可能な残りサイズを導出することができる．
2.4.3 輻輳制御
輻輳は，ネットワークが処理できる以上のパケットが流⼊した際に発⽣する．ルータに
おいて流⼊したパケットによる送信待ちキューの肥⼤化が始まり，やがて満杯になるとパ
ケットを破棄する．当初，実装されたTCP（4.2BSDや 4.3BSD）は輻輳に対して対処を
⾏ってはいなかった．そうして 1986年に深刻な輻輳崩壊（Congestion Collapse）に陥っ
た [30][31]．
輻輳に対処するためには，輻輳を検知し，輻輳に対応する必要がある．輻輳は主にルー
タの送信待ちキューで発⽣するので，検知はネットワーク層やトランスポート層の役割で
ある．それに対して，対応を⾏うのはパケットを送信することで輻輳を発⽣させる原因と
なっているトランスポート層である．明⽰的な検知の⽅法としては，キューに輻輳が発
⽣し始めると IPパケットに ECNフラグを設定して輻輳が発⽣していることを通知する
ECN（Explicit Congestion Notification）という仕組みがある．ECNに関しては 2.4.1節
にも記述している．もう 1つの⽅法は暗黙的に検知する⽅法であり，ネットワークの挙動
から輻輳の発⽣を判断する．主にパケットロスの発⽣有無によって判断される．トラン
スポート層による輻輳への対応は，ネットワークへのパケット流⼊を抑えるための速度制
限である．
初期に輻輳制御が実装されたTCP Tahoeにおいて，輻輳検知の⽅法はパケットロスの
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推定が⽤いられている．この輻輳検知の⽅針をロスベースと呼ぶ．ロスベースの利点は，
明⽰的な通知なしに輻輳の発⽣を判断できる点である．その代わりにパケットロスが発⽣
するまで検知できないので，輻輳が発⽣するまでネットワークに負荷を与え続けてしまう
問題がある．そこで輻輳の初期の発⽣時点で検知を⾏うためにRTTを⽤いるものも研究
されており，RTTによって輻輳を判断する遅延ベースやパケットロスとRTTを組み合わ
せるハイブリッドベースなどが報告されている．
輻輳へのTCPの対応としては速度制限となるが，輻輳の回避は最⼩限に抑えて，より
⾼いスループット性能を得たいトレードオフが存在する．この速度の制御は輻輳ウィンド
ウと呼ばれる 1RTTの間に送信することのできるデータ量を上下することによって実現
される．輻輳制御アルゴリズムは，輻輳を回避しつつも⼗分なスループットを得られるよ
うに，最適な輻輳ウィンドウのサイズに保とうとする．輻輳ウィンドウは，前節のスライ
ディングウィンドウのウィンドウに適⽤され，受信者が通知する広告ウィンドウと送信者
が保持する輻輳ウィンドウのどちらか⼩さい⽅が採⽤され，双⽅のウィンドウのサイズを
超えないように配慮される．
TCPの初期の実装について説明する．1983年，TCPの実験的な実装がなされた 4.2BSD
が公開された．1986年 6⽉，TCPの安定的な実装を含む 4.3BSDが公開された．4.3BSD
には輻輳ウィンドウの実装が含まれている．4.3BSDの TCP実装の輻輳制御では，新し
いACKを受信時に輻輳ウィンドウを増加する．
cwnd← 11× cwnd/10 (2.1)
cwndは輻輳ウィンドウサイズ（Congestion Window Size）である．この式によって，輻
輳ウィンドウは増加し続け，やがて 65,535バイトで制限される．なお，cwndを下げる機
構は含まれていない．こうした輻輳制御は⼗分ではなく，前述の輻輳崩壊を引き起こして
いる．有⼒な輻輳制御は後の 4.3BSDのTahoeというバージョンで実装された．次節でよ
り詳しく紹介する．
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2.4.4 TCP Tahoe
1986年頃，ネットワークの成⻑と⼈気の⾼まりによって，激しい輻輳の問題が発⽣して
いる [30]．この輻輳崩壊と呼ばれる障害によって，あるネットワーク経路のスループット
は 32Kbpsから 40bpsへと 1,000分の 1まで低下したと報告されている．Jacobsonらは，
輻輳崩壊の原因について突き⽌め 4.3BSDの修正を⾏い [30]にて報告を⾏っている．
1988年6⽉，VAXプラットフォーム向けの4.3BSDをTahoe Power 6/32プラットフォー
ムへ移植した 4.3BSD Tahoeが公開された [32]．TCP Tahoeは 4.3BSD Tahoeに含まれて
いたTCPの実装の呼称である．4.3BSDから 4.3BSD-TahoeへのTCP実装の修正作業は
主にKarelsが⾏っている．TCP Tahoeへ導⼊されたアルゴリズムは以下の 7つである．
1. RTTの分散推定
2. 再送タイマの指数バックオフ
3. スロースタート
4. よりアグレッシブなACKポリシー
5. 輻輳時の動的なウィンドウサイズ調整（輻輳回避）
6. Karnのクランプされた再送バックオフ
7. ⾼速再転送
これらのアルゴリズムの中から，スロースタート・輻輳回避・⾼速再転送について説明
する．
スロースタート
既存のTCPによる輻輳は通信の開始時やパケットロスからの再開時にみられる．そこ
でスロースタートと呼ばれる，転送データを徐々に増加させるアルゴリズムを採⽤してい
る．TCPセッション毎に cwnd（輻輳ウィンドウ）を管理し，通信開始時やパケットロス
からの再開時は cwndを 1MSSに設定する．新しいデータの ACKが到着する毎に cwnd
を 1MSS増加する．この⼿法では，ACKの到着時に cwndを増加させる点が特徴である．
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データを送信しACKを受信するため，データが到達するより前にACKを⽣成すること
はできない．ボトルネックを経由して到着したデータに応じてACKが応答されることに
なる．このACKによるクロッキングをセルフクロッキングと呼ぶ．セルフクロッキング
システムは帯域幅や遅延の変化に⾃動的に順応できる．
輻輳回避
ネットワークの輻輳を引き起こすのは簡単だが回復するのは困難であり，ウィンドウサ
イズを，⼩さく⼀定に変化させていくことが最善の⽅針であるとしている．輻輳回避の
状態では，加算的に増加（Addaptive Increase）させる．実際にはACKを受信する毎に
1/cwndのMSSを増加させていく．1RTTの間に cwnd/MSS個のデータセグメントが送
られ，その個数分のACKを受信するため，1RTT毎に cwndを 1MSS分増加させること
になる．この⽅針を輻輳回避と呼ぶ．
スロースタートの挙動を制限して輻輳回避に遷移するために，ssthresh（スロースター
トしきい値，Slow Start Threshold）を定める．タイムアウト時に現在の cwndの半分の
値が ssthreshに格納される．その ssthreshを cwndの値が超えない場合はスロースタート
による増加を，超える場合は輻輳回避による増加を⾏う．
⼀⽅，パケット損失によってタイムアウトが発⽣し輻輳が検知された場合には，輻輳状
態を解消するため cwndを倍数減少（Multiple Decrease），具体的には 1/2に減少させる．
輻輳が継続する場合，指数的に減少することになる．
⾼速再転送
パケットロスの原因は，伝送中に破損しているか，輻輳によって破棄されているかのど
ちらかである．実際は伝送中に破損する確率は 1%と⼩さく，ほとんどのパケットロスは
輻輳に起因する．それまでのTCPはセグメントが損失した場合，回復を⾏うためには再
送タイムアウトを待つ必要があった．セグメントが消失すると，その消失した先のシーケ
ンスの確認応答を⾏うことができないため，ACK番号はロスする直前のシーケンス番号
に固定される．そのため送信側ではウィンドウが満たされ，新しいデータセグメントを送
信することができなくなる．再送タイムアウトが時間切れになり，再送が⾏われるが，こ
の再送までにかかる時間がボトルネックとなっていた．
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このような課題に対して，セグメントの消失をより早く送信側が検知するための⼿法
としてTCP Tahoeは⾼速再転送（Fast Retransmit）を採⽤した．データセグメントの到
着によってACKが⾏われるが，セグメントの消失があった場合は前述のとおりACK番
号が固定され，重複して送信側に応答される．この重複したACKシーケンス番号を持つ
ACKのことを重複ACKと呼ぶ．重複ACKを 3つ受信すると，その直後のシーケンス番
号のセグメントを消失したと判断し，TCPの再送タイムアウトが時間切れになる前に再送
を⾏う．⾼速再転送が⾏われると，再送タイムアウトと同様にスロースタートしきい値を
輻輳ウィンドウの半分の値に設定し，輻輳ウィンドウは 1セグメント分に制限される．こ
のため，セグメント消失が発⽣した場合は常にスロースタートから再開することになる．
2.4.5 TCP Reno
TCP Renoは 1990年の 4.3BSD Renoのリリース時に含まれていた TCP実装である．
TCP Tahoeは再送タイムアウトの待ち時間を解消することで性能を向上させたが，再送
時はスロースタート状態から始まるため，スループットが低下する問題があった．このス
ロースタートを⾏うのは過度にセグメントを送信してしまうことによってネットワーク
の輻輳をひどくしてしまう懸念からであり，特にタイムアウト再送の場合，送信セグメン
トが消失しているのかどうかが送信側からは判断できないため，輻輳ウィンドウを最⼩に
設定することで対応している．しかしながら，重複ACKが受信される場合はデータセグ
メントが到着していることが前提となっており，そのデータセグメントはネットワークか
ら消失しており，それ以上ネットワークの輻輳に影響を与えない．また同時に重複ACK
がされる毎に 1つずつデータセグメントが到着したと考えることができる．
TCP Renoでは，スロースタートを⾏わずに再送を⾏う⾼速リカバリ（Fast Recovery）
を採⽤した．⾼速リカバリでは 3つ⽬の重複ACKを受信すると⾼速リカバリ状態に⼊り，
ssthreshを輻輳ウィンドウの半分に設定する．消失したセグメントを再送するが，⾼速再
転送と異なり輻輳ウィンドウを ssthresh + 3*MSSに設定する．そして，追加で重複ACK
を受信するごとに CWNDをMSSずつ増加させていく．この時点で輻輳ウィンドウに空
きがあるのであれば，セグメントを送信する．消失したシーケンスのデータをACKする
セグメントが到着したら，⾼速リカバリ状態を解除し，輻輳ウィンドウを ssthreshに設定
する．この⾼速リカバリによって，輻輳ウィンドウは帯域幅遅延積に近い値で通信し続け
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られるようになり，TCPとして広く利⽤されるようになった．
2.4.6 TCP NewReno
TCP NewReno[33]は 2004年に RFC 3782にて規定されたアルゴリズムである．TCP
Renoは 2セグメント以上の消失があった場合，タイムアウト再送を待つ必要がある．そ
のため，セグメントの消失が多いネットワークでは性能が良くない問題があった．この問
題を解決するために⾼速リカバリの⼿順を改善したものがNewRenoである．
改善された⾼速リカバリの⼿順は以下のとおりである．“recover”という変数を⽤意す
る．重複ACKを 3つ受信した時点で，ACKフィールドの値と “recover”を⽐較して，よ
り⼤きければ⾼速再転送を⾏う．⼩さい場合は何も⾏わない．⾼速再転送を⾏う場合，
ssthreshはフライトサイズ（送信済みでACKを受信していないデータサイズ）の半分か
2 * MSSのより⼤きいほうを設定する．その際に “recover”変数に送信済みのシーケンス
番号の最も⼤きい値を⼊れる．重複ACKを受信する毎にMSS分の輻輳ウィンドウを増
加する．もし，輻輳ウィンドウと広告ウィンドウに空きができた場合，新しいセグメント
を送信する．新しいデータに対してACKを受信した場合，“recover”のシーケンスを含む
かどうかによって挙動を変える．もし，“recover”を含んでいる場合，送信したすべての
セグメントのACKを受信できたことになるので，TCP Renoと同じく輻輳ウィンドウを
ssthreshに設定する．もし，“recover”を含まない場合，部分 ACKであることがわかる．
この場合，最初の未ACKのシーケンスのセグメントを再送する．このときACKされた
輻輳ウィンドウ分は増加する．この処理が “recover”を含む ACKが到着するまで続けら
れ，すべてのセグメントにACKできた場合は輻輳ウィンドウを ssthreshに設定する．こ
の⼀連の処理によって，タイムアウト再送を待つことなく，複数のセグメントの回復を⾏
うことができるようになった．
現在，Microsoft WindowsのクライアントOSではNewRenoがデフォルトで使⽤され
ている．
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2.5 TCPの課題と対応する実装
TCPにて様々な課題が報告され，その解決⽅法が報告されている．TCPの課題を⼀通
り解説し，それに対応する輻輳制御アルゴリズムについて説明する．
パケットロスの抑制
先に説明した TCP NewRenoなどのロスベースの輻輳制御では，途中経路のバッ
ファれが発⽣してパケットロスを引き起こすまで輻輳を検知しない．そのため，
過度に再送が⾏われスループット性能が低下する．
無線環境など伝送誤りが多いネットワークへの対応 ロスベースの輻輳制御では，パケッ
トロスを輻輳の検知に⽤いる．これは伝送誤りによるパケットロスも輻輳として判
断してしまうことを意味しており，本来，送信速度を下げるべきではない場⾯で下
げてしまいスループット性能が低下する．このスループットの低下を防ぐため，無
線リンクレベルでの再送が⾏われるが，それでも有線 LANよりも⾼い確率で伝送
誤りが発⽣する．
広帯域・⾼遅延のネットワークへの対応 TCP NewRenoなどのAIMD⽅式では，輻輳制
御状態に⼊ると，輻輳ウィンドウを 1RTT毎に 1MSS増加させていく．RTTによっ
て輻輳ウィンドウの増加速度が左右され，⾼遅延のネットワークでは増加スピード
は遅くなる．⼗分な送信速度に達するまで時間がかかり，スループット性能が低下
する．このような広帯域・⾼遅延ネットワークのことを LFN（Long Fat Network）
もしくは LFP（Long Fat Pipe）と呼ぶこともある．
過度なバッファリングへの対応 ロスベースの輻輳制御ではバッファれを起こすまで送
出速度を⾼める．そのため，送信バッファから送信されるデータの速度が低速の場合，
キューイング遅延が膨⼤になり，キューを共有する通信に影響を与える．これまで
の課題はTCPのスループット性能の低下の影響を及ぼすものだったが，本課題は他
の通信に遅延性能の悪化の影響を与えるものとなる．次節にて本課題をBufferbloat
問題として詳細に解説する．
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2.5.1 TCP Vegas
TCP Vegasは，RTTの増減によって輻輳を検出する遅延ベースの輻輳制御アルゴリズ
ムである．ロスベースのアルゴリズムでは輻輳が発⽣した後にパケットロスが発⽣するこ
とを検出するが，VegasではRTTによって輻輳の初期段階で検出することができる．
まず，Vegasでは輻輳していない状態のセグメントの RTTを BaseRTTとして定義す
る．この BaseRTTは全てのセグメントの RTTの中で最⼩のものを⽤いる．この接続が
輻輳を起こしていないと仮定し，WindowSizeを現状の輻輳ウィンドウの値とすると，期
待されるスループットは以下の式となる．
Expected = WindowSize/BaseRTT (2.2)
次に実際のスループットを計算する．セグメントが送信され，そのACKが受信できる
までの時間を測定し，かつ，その間に送信されたデータのバイト数を記録することによっ
て計算する．
Actual = WindowSize/SampleRTT (2.3)
これら期待されるスループットと実際のスループットの差分を dと定義し，dは 0か正の
値をとる．
d = (Expected− Actual)× SampleRTT (2.4)
この dと 2つの閾値αと βの関係によって，以下のように輻輳ウィンドウサイズの増減w
は決定される．
w ←

increase d < α
decrease β < d
unchange α < d < β
(2.5)
この αと βはネットワーク上のバッファに存在する余剰のパケットの⽬標数を⽰してお
り，αはその最⼩数を，βはその最⼤数を⽰している．なお，Linuxにおいてα，βの初期
値は 2, 4となっている．
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2.5.2 TCP Westwood+
TCP Westwoodは，エンドツーエンドの帯域幅推定をベースとする輻輳制御アルゴリ
ズムである．ACKを受信することでウィンドウを広げていくロスベースの特徴を持って
いるが，タイムアウト再送や⾼速再転送時に推定された帯域幅を ssthreshに設定するこ
とによって，過度に cwndが縮⼩することを防ぐ．Westwoodの帯域幅推定は，送信した
データセグメントに対しての応答であるACKセグメントが到着するまでの往復遅延時間
（RTT）を⽤いる．この往復遅延時間によってデータセグメントのサイズを除算すること
によって，単位時間あたりに送信できる帯域幅が推定できる．
あるACKを受信した時間を tk，その 1つ前にACKを受信した時間を tk−1として，tk
のACKに対応するデータ量を dkとする場合，帯域幅 bkの推定は以下の式によって計算
される．
bk =
dk
tk − tk−1 (2.6)
重複 ACKを受信したときやタイムアウト再送時は ssthreshは以下の式によって計算
される．推定された帯域幅をBWE，TCPの最⼤セグメントサイズをMSS，その経路で
計測された最⼩のRTTをRTTminとする．
ssthresh = BWE ×RTTmin/MSS (2.7)
ボトルネックリンクのバッファが空となるのはRTTmin ×BWEとなるときであるとし，
輻輳回避状態に⼊るときにはバッファを⼀旦，空にするように動作する．タイムアウト再
送の場合はスロースタート状態となり，その経路のボトルネックのバッファにセグメント
が滞留し始める⼨前まで指数的に増加させる．例えばRenoの場合，ssthresh = cwnd/2
と設定するが，伝送誤りの多い無線経路を含む場合，輻輳と判断され過度に輻輳ウィンド
ウを縮⼩させることがあったが，Westwoodでは帯域幅推定によって必要以上に縮⼩させ
ることがなくなった．
このような特性を持っているが，セグメントロスがあるまで輻輳ウィンドウを縮⼩する
ことはなく，その点では他のロスベースと同様である．
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2.5.3 CUBIC TCP
CUBIC TCPは⾼速ネットワークに最適化されたロスベースの輻輳制御アルゴリズム
である．CUBIC TCPはBIC TCPを拡張したものであり，TCPフレンドリネスとRTT
フェアネスの改良を⾏っている．
BIC TCPはNewRenoなどのように輻輳回避状態において 1RTTに 1MSS増加する⼿
法をとらずBinary search increaseと呼ばれる特殊な⼿法を採⽤している．この⼿法では，
⾼速リカバリ直前のウィンドウサイズをWmax，直後のウィンドウサイズをWminとして，
輻輳ウィンドウはその中間値を設定する．セグメント消失がなければWminは現状の輻輳
ウィンドウの値に設定され，次回の計算時に使⽤される．前回，セグメント消失が発⽣し
た値の近くで⻑く留まろうとすることで，セグメント消失の頻度を減らし，性能を落とさ
ずに通信することを⽬的としている．
CUBIC TCPでは，BIC TCPの⼿法は低遅延ネットワークや低帯域のネットワークに
対してアグレッシブであり，また複数のウィンドウ増加関数を持つために解析が複雑にな
るとして，単純な計算式で制御できるアルゴリズムを提案している．この計算式で求まる
輻輳ウィンドウの挙動はBIC TCPと似ているが，経過時間を⽤いている点が⼤きな違い
である．
輻輳ウィンドウサイズ（cwnd）は以下の計算によって求まる．
cwnd = C(t−K)3 +Wmax (2.8)
K = 3
√
Wmaxβ/C (2.9)
Cはスケーリングファクター，tは最後のウィンドウ減少（セグメント消失）からの経過
時間，Wmaxは最後のウィンドウ減少直前の輻輳ウィンドウサイズである．βは定数倍の
減少率である．輻輳ウィンドウは 3次関数にて求まり，Kは 3次関数の変曲点までにかか
る時間を⽰している．Cには 0.4が，βには 0.2がよく使⽤される．
CUBIC TCPはLinux 2.6.19よりNewRenoと置き換わり，デフォルトの輻輳制御となっ
ている．
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2.6 Bufferbloat問題の概要
Bufferbloatは古くて新しい問題である。パケット交換ネットワークの蓄積型の特徴，お
よびTCPの輻輳崩壊への対応が問題をはらんでいる．
回線交換ネットワークは回線を占有する。そのため帯域は保証されていても、空き回線
の不⾜によって接続不能となることがある。また通信の有無に関わらず回線を占有してし
まう。パケット交換ネットワークは通信の単位をパケットという単位に分割し、交換機は
ひとまずバッファに蓄積してから送信する。同じ宛先に送るパケットが存在する場合は後
続のパケットをバッファに待機させ、先⾏するパケットの送信完了を待ってから送信を⾏
うことで対応できる。この⼯夫によって複数の端末で伝送路を共有できるようにし，回線
交換ネットワークに⽐べて⾼い利⽤効率を実現している。また異なる接続速度のネット
ワーク間の相互接続も容易に可能である。パケット交換ネットワークは広がり、インター
ネットとして多くの⼈が参加できるネットワークとなる。
他⽅、パケット交換は蓄積して送信する性質上、輻輳時には遅延が発⽣する。より激しく
輻輳が発⽣すれば輻輳崩壊を引き起こす。前節で紹介した 1986年の輻輳崩壊は Jacobson
らによるTCPへの輻輳制御の実装の貢献によって解消された。この時に採⽤されたのが
ロスベースの輻輳制御である。JacobsonらのTCP実装を含む BSDはインターネットを
取り扱うための参照実装としてMicrosoftのWindowsやAppleのMacOSなど多くのOS
により参照されており，結果としてNewRenoのようなロスベースの輻輳制御アルゴリズ
ムが PCやスマートフォンにおいても⽀配的に利⽤されるようになっている。
パケット交換ネットワークで考慮すべき遅延の種類は 4つ存在する。ヘッダを処理する
プロセス遅延、送信までバッファで待機するキューイング遅延、データを符号化するシリ
アル化遅延、データの物理的な伝達にかかる伝搬遅延。遅延はこの数⼗年の発展によって
短縮されている。プロセス遅延はCPUの処理能⼒の向上によって、キューイング遅延や
シリアル化遅延は回線の広帯域化によって、伝搬遅延はルーティングプロトコルによる経
路の最適化やCDNなどのように地理的に近い場所にデータを置くことによって、それぞ
れ短縮している。近年、輻輳の問題が再度発⽣しており、先に説明した 4つの遅延の中で
キューイング遅延の増加が現象として認識されている。この問題はBufferbloatと呼ばれ
ており、2012年に報告 [8]され、議論されている。
図 2.10にBufferbloat問題のイメージを⽰す．図の中央に，ボトルネックリンクの送信
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図 2.10: Bufferbloat問題のイメージ
キューがある．このボトルネックリンクを経由するトラフィックが 2つのアプリケーショ
ンから与えられる．⽚⽅は TCPによるファイル転送であり⼤量の TCPセグメントが送
信される．このトラフィックがボトルネックリンクをTCPセグメントでれさせる．も
う⼀⽅のトラフィックはリモートログインである．リモートログインのトラフィックは，
ファイル転送のトラフィックと送信キューを共有する．そうした場合，既に送信キューは
ファイル転送のTCPセグメントが多く滞留しているので，それらのセグメントが送信さ
れるまで待機する．これがBufferbloat問題のポイントである．すなわち，リモートログ
インなどの遅延性能が強く影響を与えるアプリケーションでは，他の⼤量データ転送のア
プリケーションにより送信キューにおける遅延が増⼤し快適性を損なってしまう．
キューイング遅延は、パケットが到達した時点の送信速度と既にキューに待機してい
るデータ量（パケット数）の積算によって計算できる。輻輳がひどくなればキュー待機パ
ケットの数は増加するが、以前はバッファのサイズが⼩さく，そのサイズに待ち⾏列は制
限されるため問題とはなっていない。近年、このバッファのサイズが肥⼤化してきてお
り，それに従ってキューイング遅延が増加する現象が発⽣している。
バッファサイズが肥⼤化する背景には、広帯域⾼遅延なネットワークへの対応が考え
られる。このネットワークの帯域幅遅延積は⼤きく、同様にTCPでは⼤きなバッファを
必要とする。バッファの容量が⼗分ではない場合、バースト的なトラフィックが到達す
ることによってパケットロスが発⽣してしまい、TCPの輻輳制御アルゴリズムによって
は、⼗分な実効速度が得られない場合がある。ネットワークを利⽤する顧客の間では実効
スループットはネットワーク品質における分かりやすい指標であり，スループットの低下
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はしばしば問題とされやすく，インターネット・サービス・プロバイダ（ISP）としては
避けたい話題である。またメモリは安価になっており、同じ価格で⼤容量のバッファを積
み込めるようになっている。このような事情からバッファサイズは肥⼤化している。こ
のような⼤きなバッファサイズを持ったモデムが広帯域ではなく狭帯域ネットワークで
⽤いられ、バッファサイズの調整がなされない場合にBufferbloat問題が発⽣する。
さらに前述したTCPのロスベースの輻輳制御アルゴリズムもBufferbloatを発⽣させる
要因の⼀つである。ロスベースのアルゴリズムは、輻輳が発⽣するまで送信速度の制限を
⾏わず、バッファをあふれさせるまで送信し続ける。これによってバッファサイズの最⼤
までキューイング遅延は広がることになる．例えばTCP Vegasなどの遅延ベースのプロ
トコルであれば，遅延の増加によって輻輳の発⽣を検知して送信速度の制限を⾏うため，
ロスベースの輻輳制御ほどひどい遅延は発⽣しないと考えられる．
Bufferbloat問題への対応は，有線ネットワークと無線ネットワークによって容易さが
異なる．有線ネットワークの場合、対処は⽐較的容易である。ネットワークの帯域に合わ
せてバッファサイズの調整を⾏えばよい。有線ネットワークの場合、帯域幅の変動は⼩さ
く安定していることが多い。狭帯域であればバッファサイズを⼩さく設定することで実効
速度を犠牲にせずに遅延時間を抑制することができる。
無線ネットワークにおけるBufferbloatへの対処は有線に⽐べてより困難である。無線
はその性質上、帯域のダイナミックレンジは⼤きく、環境に応じて帯域が変化するから
である。例えば LTEは実効速度では数百 kbps程度から数百Mbpsまで、無線 LANは数
Mbpsから数百Mbpsまでの広⼤なダイナミックレンジがある。この可動範囲の中、無線
ネットワークは無線状況に応じてデータレートを使い分ける。このように帯域幅を固定で
あると仮定して適切なバッファサイズを求めることはできず、考えなくバッファサイズを
⼩さく設定すれば逆に実効速度が低下してしまう。
2.7 Bufferbloat問題に関連する研究
Bufferbloatの問題は前節のとおり，過度なバッファリングにある．TCPのロスベース
の輻輳制御アルゴリズムが輻輳ウィンドウを増加させ，ネットワーク経路上のバッファを
あふれさせることにある．このバッファあふれを防ぐための研究が⾏われている．
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この研究の⽅向性は以下に分類される．
1. バッファサイズを適切に設定する
2. パケットロスを意図的に発⽣させる
3. TCPの送信を抑制する
4. 受信ウィンドウサイズを意図的に⼩さくする
これらの研究では，ネットワーク環境に合わせた⼿動設定を必要とせずに⾃動で調整さ
れること，加えてスループットを犠牲にすることなく遅延性能の低下を抑制することが求
められている．バッファサイズの固定的な設定は可変帯域幅を持つ回線には不向きであ
り，可変帯域幅に対応する 2.以下の⼿法について紹介する．
2.7.1 CoDel
CoDelはアクティブキュー管理機構（AQM）の⼀種である．それまで，AQMとして
REDやECN（Expilicit Congestion Notification）などが議論されてきたが，REDなどの
アルゴリズムは⼿動による調整を必要としていたが，CoDelは⼿動による設定をすること
なく動作することができるアルゴリズムとしている．
CoDelでは，送信キューにおけるパケットの滞在時間を監視し，その他のキューの指標
は⽤いない．パケット滞在時間は，送信キューにエンキューされたときにタイムスタンプ
を保存し，デキューされたときに算出される．
インターバル時間の最⼩のパケット滞留時間を算出する．インターバル時間の最後の
パケットがデキューされた時点において，その間の最⼩パケット滞留時間が⽬標時間（5
ミリ秒）を超える場合，次の 1パケットは破棄され，インターバル時間はより短い値に設
定される．もし，デキューされたパケットが最⼩パケット滞留時間が⽬標時間を下回った
場合やMTU（Maximum Transmission Unit）よりも⼩さいサイズであった場合は破棄は
⾏われなず，次のパケットがデキューされるときにインターバル時間は初期値にリセッ
トされる．⽬標時間とインターバル時間はそれぞれ 5ミリ秒と 100ミリ秒が選択されてい
る．インターバル時間 100ミリの設定は，RTT10ミリ秒から 1秒の範囲で良好に機能す
るとされている．この⽬標時間は 5ミリ秒より⼩さい値では特定の状況によってリンクの
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使⽤率が落ちてしまい，5ミリ秒より⼤きい値では利⽤率の改善はほとんどなかったとし
ている．100ミリ秒のインターバル時間については，RTTと関連しており，10ミリ秒か
ら 1秒までのRTTの範囲で良好に機能するとしている．
drop next = t+
interval√
count
(2.10)
次のインターバル時間の決定を⾏う式を⽰す．本式は，最⼩パケット滞留時間が⽬標を超
え，破棄が⾏われた際に利⽤される．intervalは設定されたインターバル時間（100ミリ
秒），countには（CoDelによって破棄が⾏われた回数+1）が⼊る．これによって，破棄
が⾏われるほど，次のインターバル時間が短くなる．本式は，TCPスループットに対し
て線形変化を得るためのドロップ率の既知の関係 [34]を⽤いており，ドロップ数の平⽅根
に反⽐例するように設計されている．
REDとCoDelをシミュレーションで⽐較した結果，10Mbps以上の場合，REDに⽐べて
CoDelの⽅が⾼い利⽤率を⽰しており，REDは過度にパケット破棄を⾏っている可能性
があることを指摘している．また無線 LANのように動的に帯域幅が変化するネットワー
クにおけるシミュレーションも⾏っており，その結果においてもCoDelはREDと同等の
遅延時間でありながら，⾼いリンク利⽤率を⽰しており，リンクの帯域幅変化にすばやく
対応できるとしている．
2.7.2 TCP small queues
TCP small queuesはTCPから送出されるセグメントをキューイング状況に応じて制限
する⽅式であり，LinuxにてTCPで実装されている．通常，TCP送信ソケットバッファ
に格納されたアプリケーションのデータは，輻輳ウィンドウや受信側が広告したウィンド
ウで規定されるサイズまでTCPセグメントとして下位層に出⼒される．そのTCPから出
⼒され，下位層に滞留しているデータサイズを計算し，指定量（デフォルトでは 128KB）
以上の場合，TCPは新たにデータセグメントを⽣成して下位層に渡すことなく送信ソケッ
トバッファ上でキューイングを続ける．下位層にて送信が⾏われ，滞留しているパケット
サイズが減少して指定量までに空きができた場合，送信ソケットバッファ上にある未送信
データを下位層に渡す．
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具体的には，TCPで作成されたセグメントの構造体の確保と解放の処理をフックする．
構造体の確保時には滞留しているデータサイズに加算を⾏い，解放時にはデータサイズの
減算を⾏い，TCP送信キューの起動を予約する．この構造体はデバイスで送出されるま
で紐づけられたまま保持され，送信が終わったり破棄された時点で解放される．パケット
スケジューラやネットワークインタフェースのデバイスドライバまで，その構造体が送信
されるまでに対応するすべてのバッファを対象とする．そのため，パケットスケジューラ
とデバイスドライバにおいて滞留するデータサイズが指定量を超えた場合，送信ソケット
バッファに未送信データが蓄積し，アプリケーションからTCPへのデータ転送が停⽌す
る．これによって，TCPセグメントを破棄することなく送信端末内のBufferbloat問題を
抑えることができる．
しかしながら，TCP small queuesは設計上，ボトルネックが同⼀の端末でなければ，そ
の効果を発揮することができない．これは，ボトルネックが次のホップの端末であった場
合，その端末に送信完了した時点でＴＣＰ構造体は解放されており，パケットが滞留して
いることを知ることができないことを意味する．例えば，無線 LANのAPを介した低速
なデータレートによるダウンリンク⽅向の通信の場合，APにてパケットが滞留するが対
応を⾏うことはできない．
2.7.3 DRWA（Dynamic Receive Window Adjustment）
DRWA[35]は受信者の通知する受信ウィンドウを⽤いてTCPの送信速度を制限する⽅
式である．2.4.1節のウィンドウにて紹介した通り，TCPでは受信者が受け⼊れられるウィ
ンドウサイズを送信者に通知することでフロー制御を実現しており，その動的なサイズ
の決定にDRS（Dynamic Right-Sizing）が⽤いられている．DRSはまずRTTの推定を⾏
い，次にその推定したRTT期間に受信したデータ量から送信者の輻輳ウィンドウサイズ
を推定し，その輻輳ウィンドウサイズを制限しないように受信ウィンドウサイズを決定す
る．これによって受信ウィンドウサイズによってスループットが抑制することはないが，
受信ウィンドウサイズは⼀⽅的に拡⼤されるのみである．
DRWAのアイディアは，このDRSをBufferbloat問題に適⽤するため，推定したRTT
を拡⼤だけではなく縮⼩も含めた双⽅向に対応する点にある．DRWAはDRSと同様の⽅
法でRTTの推定を⾏い，その推定RTT間に受信したデータ量の平滑化を⾏い，送信者の
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持つ輻輳ウィンドウサイズの推定を⾏う．そして以下の式で受信ウィンドウ（rwnd）を
決定する．
rwnd← λ× RTTmin
RTTest
× cwndest (2.11)
λはチューニングパラメータ（1より⼤きく設定する），RTTminは最⼩のRTT，RTTestは
推定されたRTT，cwndestは推定された輻輳ウィンドウである．推定RTTが⼤きくなる場
合，TCPは過度にデータを送信しているとして，受信ウィンドウサイズによって徐々に送
信量を制限していく．推定RTTはRTTmin × λの値に留まろうとする．[35]では 3G/4G
セルラーネットワークに適⽤され，有効に機能したとされている．
本⽅式は，TCPの受信機構に組み込む実装であり，受信者側が対応する必要がある．
2.8 802.11nにおけるBufferbloat問題
本章では，IEEE 802.11nによる無線 LANの速度改善，TCPの性能改善，そして古く
て新しい問題である Bufferbloat問題について議論してきた．Bufferbloat問題は過度な
バッファサイズやボトルネックリンク，そして TCPの採⽤によって発⽣する現象であ
り，この問題は 802.11nを⽤いて構成されたネットワークにおいても発⽣する可能性は
⾼い．802.11nは多くの実装では，2.4GHz帯では 1Mbpsから 300Mbpsまで，5GHz帯で
は 6Mbpsから 300Mbpsまで通信のデータレートが変化するダイナミックレンジを持つ．
ネットワークは⼤きなバッファを持たなければTCPスループットの低下を招いてしまう
ため，最⼤ 300Mbpsに⾒合う⼗分なサイズのバッファを⽤意している．そして，無線状
況が悪化した場合，例えば 5GHz帯では 6Mbpsまで低下し，それによってバッファに滞
留したパケットはBufferbloatを引き起こすだろうと予想される．
さらに 802.11nで導⼊された HT-Immediate Block Ackも状況を悪化させる要因であ
る．それまでの無線 LANの再送は，データ送信直後に⾏われるためバースト的なノイズ
に弱い特徴があり，さらにフレームの順序通りに⾏う必要があるため VoIPなどの遅延
性能にセンシティブなアプリケーションを考慮した再送回数に設定される必要があった．
HT-Immediate Block Ackによって，送信者は送信に失敗したデータフレームをある期間
保持して他のデータフレームの送信後に再度再送が⾏うことができる強⼒な再送となっ
ている．これによって伝送誤りは上位層へ伝わることは減少し，既存の無線 LANに⽐べ
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てTCPは輻輳ウィンドウをパケットロスによって落とさなくなるものと考えられる．さ
らに，他のフレームを先⾏させることができるようになったため遅延性能を要求するアプ
リケーションにそれほど影響を与えず，Immediate Block Ackによる再送の回数そのもの
も以前に⽐べて⼤きく設定することが可能になっている．
2.9 本研究の位置づけ
本研究では，IEEE 802.11n無線 LAN上のアップリンクTCP通信におけるBufferbloat
問題に関して詳細に検討を⾏い，スループット性能を低下させることなく遅延性能の悪化
を抑制することを⽬的とする．
⼀般的なインターネットの利⽤者は，Webブラウジング，メール，ファイル転送などの
作業を⾏うが，これらの通信に⽤いられるプロトコルは TCPである．先に述べた通り，
TCPを⽤いることでアプリケーションソフトウェアは個々に輻輳制御を持つ必要がなく，
OSの共通のネットワークスタックの制御に任せることになる．OSのTCPの輻輳制御ア
ルゴリズムは現時点においてもロスベース⽅式が多く利⽤されている．そのため，途中経
路で輻輳に起因するパケットロスが発⽣するまで，送信速度を拡⼤し続け，バッファをあ
ふれさせる．前節で述べた通り，802.11n無線 LANネットワークにおいてもBufferbloat
問題は発⽣しうると考えられる．本研究では，こうした無線 LANを介したイントラネッ
ト利⽤とインターネット利⽤の双⽅を考慮し，ネットワークに疑似的に遅延を追加した場
合の実験検討を⾏い，⾼遅延環境における性能の評価も⾏っていく．
有線 LANやセルラーネットワークにおけるBufferbloat問題に関しては，すでに [8]や
[35]などにおいて議論が⾏われている．しかしながら無線LANにおけるBufferbloat問題
の発⽣は [8]にて⽰唆されているがその議論は⼗分ではなく，802.11n無線 LANにおける
詳細な検討はなされていない．本研究ではまず，3章にて 802.11n無線 LANネットワー
クを構成し，そのネットワークにて実際にBufferbloat問題が発⽣するかどうか，どのよ
うな性能低下を及ぼすのか，802.11n特有の事項について詳細に検討を⾏う．
続けて 802.11nにおける Bufferbloat問題の解決⽅式について検討を⾏い，新⼿法の提
案を⾏う．802.11nにおけるBufferbloat問題の解決には，CoDelやTCP small queuesな
どの先⾏研究の⼿法の適⽤が考えられるが，本研究では，802.11n特有の情報を⽤いるア
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プローチを採⽤する．具体的には IEEE 802.11n無線 LANで導⼊された強⼒なフレーム
再送の機能をあえて抑制することで意図的にセグメントロスを発⽣させる⽅式を⽤いる．
さらにこの⽅式を送信者である無線 LAN端末に実装する⽅法と，受信者であるアクセス
ポイントに実装する⽅法を提案する．表 2.1にて，Bufferbloat問題に対応する各アプロー
チの実装箇所を⽐較する．
表 2.1: Bufferbloat問題に対するアプローチの実装箇所の⼀覧
アプローチ 実装箇所
CoDel ボトルネックリンクのキュー（AQM）
TCP small queues ボトルネックリンクを持つ送信者のTCP
TCP Vegas 送信者のTCP
DWRA 受信者のTCP
提案⽅式 送信者のMAC 受信者のMAC
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第3章 802.11n無線LAN上の
Bufferbloat問題に関する実験的
検討
第 2章において，IEEE 802.11nのスループット向上のための⼯夫，Bufferbloat問題に
ついて議論した.802.11nでは⾼速化のための⼯夫によって，その特性はそれまでの無線
LANとは異なっている．例えば，802.11nによってデータレートの取りうるダイナミック
レンジは現存する実装では最⼤ 300Mbpsまで広がる．回線が広帯域化した場合，TCPの
輻輳制御アルゴリズムによってはウィンドウが枯渇してしまいスループットが低下して
しまう可能性が考えらえる．もしくは通信品質の低下によってデータレートが低下した場
合，TCPのウィンドウが過剰であることによって，過度なトラフィックがネットワーク
に送出されることによって輻輳やパケットロスを引き起こしてしまう．さらに 802.11nか
ら導⼊されたアグリゲーション（A-MPDU）や HT-Immediate Block Ackなどの⼯夫に
よって，2.8項で説明した通り，Bufferbloatが発⽣することが予想される．そこで 802.11n
ネットワークにおけるTCP通信の特性を調査するために，802.11nのAPを経由するネッ
トワーク環境を構築し，端末とAPの距離を変えて，TCPによるデータ転送の実験的検
討を⾏った．本章では，その結果を⽰す．
3.1 実験条件
ネットワーク構成の概要を図 3.1に⽰す．5GHz帯を⽤いた IEEE 802.11nを使⽤する
端末とAPを接続し，APとサーバは 1Gbpsのイーサネットで接続する．APはブリッジ
として動作している．端末の詳細な仕様を表 3.1に⽰す．また，APはバッファロー社の
市販製品（型番WZR-HP-AG300H）を⽤いている．このAPの最⼤通信速度は 300Mbps
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である．TCPの輻輳制御にはCUBIC TCPを⽤いる．
図 3.1: ネットワーク構成の概要
表 3.1: 端末の詳細仕様
Linuxカーネル 2.6.38（self build）
Linuxディストリビューション Ubuntu 12.04 LTS server
TCP輻輳制御 CUBIC
メーカ名∕型番 Lenovo ThinkPad X61
無線 LANカード NEC Aterm WL300NC
無線 LANドライバ ath9k[36]
端末の無線 LANデバイスドライバ ath9kでAPに対して使⽤できるレートの⼀覧を表
3.2に⽰す．端末の無線 LANデバイスとAPは，2ストリームまでの空間多重化と 2つの
チャンネルを束ねるチャネルボンディング（HT40）に対応しており最⼤で 300Mbpsで
送受信することができる．ath9kではその中から表 3.2に⽰される 12段階のデータレー
トの使⽤に限定している．108Mbps以上は 2ストリームで，未満は 1ストリームで送信
する．300Mbpsのみガードインターバルは 400nsであり，それ以外は 800nsを使⽤する．
6.5Mbpsのみはチャネルボンディングなしの 20MHzで，それ以外は 40MHzのバンド幅
で送信する．
表 3.2: 使⽤可能なデータレート
6.5 13.5 27.0 40.5 54 81
108 162 216 243 270 300
（単位Mbps）
本実験では，ネットワーク測定ツール iperf（2.0.5）を⽤いて端末からサーバへTCPで
120秒間のデータ転送を⾏う．転送と並列して端末上で，tcpdumpによるパケットキャプ
チャ，tcpprobeモジュール [37]によるTCPコネクション情報（輻輳ウィンドウの値など）
の取得を⾏う．また，より正確に無線フレーム送受信の様⼦を調べるため，無線 LANド
ライバに対してデータフレーム送受信のログを出⼒するように改変を⾏い，フレーム毎の
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データレート，送信待ちキューの⻑さ，再送の状況などの情報を取得する．さらに，無線
LANインタフェースのキューの⻑さの取得を⾏う．
実験機器の配置および移動の様⼦を図 3.2に⽰す．本実験は⽊造 2階建て家屋にて⾏い，
APは 2階に設置する．実験中に，APから近い地点と遠い地点との間で，移動を⾏う．近
い地点とは，APから 1.2m程度の近接した場所，遠い地点とは，10m程度離れた，階段を
挟んだ 1階の奥の部屋の中である．実験中は次のように移動を⾏う．端末は，遠い地点で
通信を開始し，そのまま 30秒間静⽌する．続いて，15秒程度かけて近い地点へ移動し，
そのまま 30秒間，静⽌する．さらに，近い地点から遠い地点へ，15秒程度で移動し，遠
い地点で 30秒間，静⽌する．
図 3.2: 機器の配置と移動の様⼦
3.2 実験結果と考察
以上のような条件の実験を 50回程度⾏った．結果はいずれも同様の傾向を⽰した．実
験の 1つについて，その結果を詳細に述べる．
図 3.3に，送信側でキャプチャしたTCPセグメントのシーケンス番号から計算した 0.5
秒ごとのスループットの時間変化を⽰す．最初のAPから遠い地点では 3〜5Mbps程度，
移動中は徐々に上昇し，APに近い地点では 80〜100Mbps程度のスループットとなってい
47
 0
 20
 40
 60
 80
 100
 120
 0  30  60  90  120
Th
rou
gh
pu
t (M
bp
s)
time (seconds)
図 3.3: 0.5秒単位の平均スループットの時間変化
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図 3.4: 無線データレートの時間変化
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る．再度，移動中には徐々に下降し，遠い地点でのスループットは 4〜6Mbps程度となっ
た．⼆度の遠い地点でのスループットの違いは，設置場所の微妙な違いによって無線環
境が変化したためと考えられる．図 3.4に，無線 LANドライバから収集した選択された
データレートの時間変化を⽰す．遠い地点では 6.5Mbpsなどの低いレートが，近い地点
では 216Mbps以上の⾼いデータレートが選択されており，得られるスループットに⼤き
な影響を与えている．
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図 3.5: TCP輻輳ウィンドウの時間変化
図 3.5に tcpprobeにより取得したTCPの輻輳ウィンドウサイズを⽰す．ウィンドウサ
イズはセグメント数で表している．今回のネットワークの帯域幅遅延積は，仮に最⼩RTT
が 1ミリ秒，最⼤の帯域幅を 300Mbpsとした場合，25セグメント分（37.5kB程度）であ
る．図 3.5で⽰されている輻輳ウィンドウの値は全体を通して帯域幅遅延積をはるかに超
える値となっており，このことから，端末の移動を⾏っても輻輳ウィンドウに起因するス
ループット低下はなかったと考えられる．しかし，⾼遅延のネットワークでは必要とされ
る帯域幅遅延積はより⼤きいので，ウィンドウの⽋乏によるスループットの低下は起こり
うると考えられ，さらなる検証が必要である．
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図 3.6: TCPセグメント毎のRTT
図 3.6は，セグメント毎のRTTの時間変化を表している．なおこの値は，TCPセグメ
ントに付与されているTCPタイムスタンプオプションから導出したものであり，送信側
端末で，ACKセグメントを受信するごとに求めている．遠い地点にてRTTが⼤きく上昇
しており，最初の遠い地点では 4秒，⼆度⽬では 1.5秒程度のRTTが⾒られている．30
秒付近の移動時に急激に RTTが下がり，近い地点では RTTが増加することなく安定し
ている．遠い地点では，過度に⼤きい RTTを記録していることから，802.11nにおいて
もBufferbloat問題が発⽣しているものと考えられる．
図 3.7 に，データが送信される前に待つキューの⻑さを⽰す．送信待ちのためには，2
種類のキューが存在する．Linuxカーネルにおいて，IP層で送信されたパケットが無線
LANドライバに渡される前にバッファリングされるキュー（最⼤ 1000パケット）と，無
線 LANドライバ内の送信待ちキュー（最⼤ 124パケット）である．図は 2つのキューに
⼊っているパケット数を合計した数を⽰している．前者のキュー⻑の取得は，独⾃のプロ
グラムをユーザ空間で動作させ，短間隔のポーリングでキュー⻑を問い合わせることによ
り⾏った．後者のキュー⻑の取得は，無線LANドライバを改修し，無線LANコントロー
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図 3.7: 送信待ちキュー⻑の時間変化
ラに対して送信コマンドを実⾏する時点でログに出⼒することで⾏っている．図 3.7と図
3.5の 2つのグラフから，以下がいえる．
図 3.7に⽰したキュー⻑は，値が頻繁に上下しているが，その上限の値は図 3.5の輻輳
ウィンドウの値に対応している．これは，輻輳ウィンドウ分のセグメントが，そのまま送
信待ちキューにつながれるタイミングが存在することを意味する．従って，輻輳ウィンド
ウサイズがキューイングされるパケット数に⼤きな影響を与えていることが分かる．
その⼀⽅で，キュー⻑は頻繁に振動している．キューに格納されたTCPのデータセグ
メントがキューから取り出され無線 LANに送信されることでキュー⻑が減少する．これ
らのデータセグメントをサーバが受信し，対応するTCPのACKセグメントを送信．そ
のACKセグメントを送信端末のTCPが受信することで，TCPのウィンドウが開き，次
のデータセグメントが送信され，キュー⻑が増加する．これらの⼀連の挙動を繰り返すこ
とで，キュー⻑の振動が発⽣している．
ここで注意すべきなのは，キュー⻑も，キューにおける振動の様⼦も，端末の位置（AP
から遠い地点と近い地点），従ってレートの⼤⼩に関係なく同様の振る舞いをとることで
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ある．特に，レートの⾼い近い地点においても，キュー⻑が 0になることはない，従って，
キュー⻑を観測しただけでは，遅延の⼤⼩は推定できないといえる．
送信待ちキューの⻑さはその時点の RTTと関連する．例えば，図 3.7の 100秒以降
（後半の遠い地点）では，キュー⻑が 800パケットを中⼼にして振動している．図 3.3よ
り，その場合のTCPスループットは 6Mbps程度であることがわかる．従って，RTTは
1500[Bytes/pkt]× 800[pkt]/6[Mbps]から求められ，1.5秒となる．図 3.6に⽰されたRTT
の実測値は，この区間で 1.5秒付近を中⼼に上下しており，対応がとれていることが分
かる．
今回実験で使⽤した CUBICは，セグメント損失に限り輻輳ウィンドウを減少させる．
図 3.5では輻輳ウィンドウの減少が全体で 9回であることが分かる．⾔い換えれば，通信
全体で 9個程度のセグメント損失しか発⽣していない．さらに低いレートが⽤いられた遠
い位置においてはセグメント損失は発⽣していない．これは 802.11nによる再送機能が有
効に働いた結果である．
このような結果から，次のことが分かる．まず，端末とAPの距離が近い地点では，無線
LANデバイスドライバは 216Mbpsや 243Mbpsなどの⾼いデータレートを選択し，TCP
輻輳ウィンドウが⼗分に⼤きくなっていることから，⾼速なTCP通信が可能である．⼀
⽅，端末とAPの距離が遠い地点においては，6.5Mbpsや 13.5Mbpsなどの低いデータレー
トに低下し，それに伴ってTCPスループットも低下している．そして，RTTの顕著な増
加があるが，これはBufferbloat問題が発⽣していることを⽰す．120秒間を通してセグメ
ント損失の数はそれほど多くはなく，特に距離が遠い地点ではその傾向は顕著である．そ
の影響を受けて CUBICでは輻輳ウィンドウが増加する．TCPの輻輳ウィンドウの⼤き
さに対応したパケット数が，送信キューにつながれる．これは無線 LANのデータレート
が⾼い場合も低い場合も同様である．しかし，データレートが⾼い場合はキューのパケッ
トが⾼速に転送されるため，RTTは⼩さい．他⽅，データレートが低い場合は，キュー
につながれたパケットを転送するために時間がかかり，RTTが増加している．
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3.3 IEEE 802.11nの強⼒な再送
前節で⽰した通り，データレートの⾼低にかかわらず，IEEE 802.11n無線LANの再送
が有効に機能している．2.3節で説明した通り，802.11nではその⾼速化のためにフレー
ムアグリゲーション（A-MPDU）と HT-immediate Block Ackの 2つの⼯夫を⾏ってい
る．しかしながら，従来通りの 802.11再送も⾏っている．無線 LANドライバ ath9kで
は，IEEE 802.11nの再送⼿順をハードウェア再送とソフトウェア再送に分けて実現して
いる [36]．ハードウェア再送は，データ送信側がBlock Ackフレーム⾃⾝の受信に失敗し
た場合に，無線 LANコントローラにて即時に⾏われる再送であり，従来通りの 802.11再
送である．ソフトウェア再送は，受信された Block Ackの Bitmapフィールドによって，
未受信が通知されたフレームを，無線 LANドライバが再度，送信要求することで⾏われ
る再送であり，HT-imediate BlockAckによって導⼊された⼿順である．ハードウェア再
送，ソフトウェア再送ともに，最⼤の回数が制限されており，Linuxカーネル 2.6.38時点
の ath9kでは，ハードウェア再送は 19回，ソフトウェア再送は 10回が制限回数となって
いる．この回数を超えた場合には再送を諦め，対応するデータフレームを破棄する．
3.2節で⽰した実験結果のデータフレームの再送率（再送したデータフレーム数∕送信
したデータフレーム数を 0.5秒ごとに計算した値）を図 3.8に⽰す．破線がソフトウェア
再送のみを，実線がハードウェア再送とソフトウェア再送を含む再送全体の割合である．
この図から，遠い地点においても近い地点においてもデータフレームの再送は⼀定量存
在することがわかる．遠い地点の⽅が若⼲⾼く，40から 50％程度が再送である．また近
い地点においても，データフレームの転送の内，30％程度は再送となる．なお，遠い地
点の⽅が再送率の変動が⼤きい．
遠い地点ではハードウェア再送が多くを占めており，逆に近い地点ではソフトウェア再
送が多くを占めている．これは，遠い地点でレートが低くなった場合は，データフレーム
のプリアンブルやBlock Ackが破損するなどして，アグリゲートしたデータフレーム全体
を再送する必要が多かったことを⽰している．また少なからずソフトウェア再送が⾏われ
ており，これは従来の無線 LANであればデータフレーム全体の再送となっていたところ
を選択的な再送に留めている．⼀⽅，近い地点では，Block Ackによる選択的な再送が効
率よく働いているといえる．
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図 3.8: データフレーム再送率の時間変化
3.4 802.11nにおけるBufferbloat問題の整理
3.1,3.2節で得られた知⾒を基に，802.11nにおけるBufferbloat問題がどのように発⽣す
るのかについて図 3.9を使って改めて説明する．3.1節の実験と同じように，端末とアク
セスポイントが無線LANで接続され，アクセスポイントとサーバがEthernetで接続され
ている．アクセスポイントはブリッジとして動作しており，無線 LANインタフェースに
到達したパケットは，Ethernet側のインタフェースに転送される．端末からアクセスポ
イントを介してサーバに TCP通信を⾏う．端末側の TCPから送信されたセグメントは
IPパケットに格納されたのち，対応するインタフェースのキューにつながれる．キュー
からパケットが取り出され，無線 LANドライバによって送信される．このとき，端末と
アクセスポイント間の無線通信品質が悪化すると⾼いデータレートによる送信にてフレー
ムロスが多くなる．より効率的に送信を⾏うために，無線 LANドライバのレート適応ア
ルゴリズムは低いデータレートを選択する．このデータレートの選択によって送信速度
は低下するため，端末のキューには多くの送信待ちパケットがつながれる．⼀⽅，TCP
がロスベースのTCP輻輳制御アルゴリズムを採⽤している場合，パケットロスが発⽣す
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るまでウィンドウを縮⼩しない．そのため，低データレートによって減少した帯域幅遅延
積よりも過度に⼤きいTCPウィンドウサイズとなる．この広がったウィンドウサイズに
よって送信されたセグメントはキューにつながれる．このとき，802.11n無線 LANでは
再送が強⼒に動作することによって，誤りが上位層に伝搬することはなく，前述のTCP
ウィンドウは縮⼩されることなく広がっている．
端末 アクセスポイント サーバ
TCP TCP
キュー
無線LAN Ethernet無線LAN Ethernet
ブリッジ
低データレート
ロスベースのTCP輻輳制御アルゴリズムによるウィンドウ拡大
Bufferbloat発生
強力な再送
パケットロスが発生しない
図 3.9: Bufferbloat問題発⽣のイメージ
3.5 まとめ
本章では，802.11nネットワークにおけるTCP通信の特性を調査するために，802.11n
のAPを経由するネットワーク環境を構築し，端末とAPの距離を変えて，TCPによる
データ転送の実験的検討を⾏った．移動によるTCPスループットの低下は⾒らなかった
が，Bufferbloat問題が発⽣している様⼦が⾒られた．その原因として 802.11nの強⼒な
再送があるとし，802.11nにおけるBufferbloat問題の整理を⾏った．さらに検討を⾏い，
データレートが低い場合にBufferbloat問題が発⽣している可能性が⾼いことを⽰した．
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第4章 無線データレートに応じて再送機
能を低下させる⽅法の提案
本章では，802.11n無線LANのデータレートに着⽬して，TCP通信におけるBufferbloat
問題に対してスループット性能の低下を引き起こすことなく遅延性能の悪化を抑制する
⽅法を提案する．提案⽅法は，無線 LANデバイスから取得可能であるデータレート情報
を⽤いて意図的にパケットロスを発⽣させることによって送信者のTCPレートの送信速
度を調整する仕組みであり，データレート情報に応じて再送回数の限界を制御することに
よってパケットロスを発⽣しやすくする．本提案⽅式は端末側，アクセスポイント側の双
⽅に実装可能であり提案⼿法の詳細および効果については第 5,6章にてそれぞれ⽰す．
4.1 Bufferbloat問題への既存アプローチの802.11n無線LAN
への適応性
3章にて明らかとなった 802.11nにおける Bufferbloat問題に対して，既存のアプロー
チの適応性を検討する．3章で整理したが，Bufferbloat問題の原因はおおまかに⼤きい
キューサイズである点，TCPが経路上のキューをれさせるまで送信速度を下げない点
にある．これらの要因に対応する解決⽅法を分類して表 4.1にて⽰す．さらに図 4.1にて，
その解決⽅法の適⽤のイメージを補⾜する．以下に各⼿法に対して検討する．
表 4.1: 802.11nにおけるBufferbloat問題へのアプローチの⽐較
送信キューTCP送信者TCP受信者
①送信キュー長の最大値を制限 〇 ×性能悪化
②TCPセグメントの送信を制限 TCP small queues 〇 〇 データ滞留量 △適用不能なケースあり
③広告ウィンドウサイズを抑制 DRWA 〇 RTT ×サーバの変更は非現実的
④輻輳制御アルゴリズムの変更 Vegasなど 〇 RTT ×性能悪化の懸念
⑤意図的なパケットロスを発生 REDなどのAQM 〇 キュー長など △性能悪化の懸念
TCPの送信速度を抑制
輻輳ウィンドウの拡大を抑制
検知する指標 備考
対応を要する箇所
具体例Bufferbloat問題に対するアプローチ
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端末 アクセスポイント サーバ
TCP TCP
キュー
無線LAN Ethernet無線LAN Ethernet
ブリッジ①キューサイズを制限
④ TCP輻輳制御アルゴリズムの変更 ③受信ウィンドウの制限
②送信の制限
Bufferbloat発生
⑤意図的なパケットロス
図 4.1: 802.11nにおけるBufferbloat問題へのアプローチの各イメージ
① キューサイズを制限する Bufferbloat問題における遅延悪化の原因はキューイング遅
延である．キューに多くのパケットがつながれ，その待ち時間が問題となっている
ため，キューそのもののサイズを⼩さくすることでこれを解消することができる．
しかしながら，802.11nなどの⾼速無線 LANは，⾼速な通信が可能である．さら
にアクセスポイントからサーバへの経路が⾼遅延のネットワークである場合，より
⼤きな帯域幅遅延積が必要となる．TCPのバースト性のある通信に対応するため，
キューは帯域幅遅延積を満たさなければバッファれによるパケットロス，それに
伴う TCP輻輳ウィンドウの縮⼩を引き置きしてしまい，結果としてスループット
低下となると考えらえる．
② TCP送信を抑制する ⽣成できる TCPのデータ量を制限し，制限以上はデータセグ
メントを送信しない⽅法であり，キューにつながれるパケット数を制限することが
できる．2.7.2節に説明したTCP small queuesが代表例である．不要なデータ送信
を⾏わない⽅法であり，パケットロスを引き起こさない．しかし，この⽣成された
データ量の測定は⾃⾝の端末のインタフェースキューおよびドライバ内のキューに
待機しているセグメントに対して⾏われるため，他の端末で発⽣したキューイング
遅延の解消は難しい．
③ TCP受信側の受信ウィンドウを制限する TCPフロー制御を利⽤して，受信側の広告
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する受信ウィンドウサイズを⼩さく設定することで受信ウィンドウを制限すること
で，送信側TCPの送信ウィンドウを制限することができる．TCPのウィンドウが
広がらないため，キューにつながれるパケット数を制限することができる．ただし，
スループット低下の可能性があるため，DRWAではRTTによる動的な受信ウィン
ドウサイズの決定の⼯夫を⾏っている．しかしながら，TCPを受信するサーバ側で
の対応が必要である点が問題である．具体的には，サーバでは多数の要求を同時に
処理する必要がある点と，端末が無線 LANを使⽤しているかどうかを検知するこ
とができない点である．
④ TCPの輻輳制御アルゴリズムを遅延ベースのものに変更する ロスベースの輻輳アル
ゴリズムはセグメント損失が発⽣するまで，輻輳ウィンドウを増加しつづける．遅
延に応じてウィンドウを変更する遅延ベースの輻輳制御を採⽤すれば，輻輳ウィン
ドウの過度な増加を防ぐことができる．しかしながら，現状ではロスベースの輻輳
制御アルゴリズムが⽀配的であり，変更は容易ではない．さらに，バッファをれ
させるまで送信速度の上昇・維持を続けるロスベースのアルゴリズムに対して，往
復遅延時間に過敏に対応するため過度に輻輳ウィンドウサイズの制限を⾏ってしま
い，スループット性能の悪化が懸念される．
⑤ 意図的なパケットロスを発⽣させる キューにパケットが滞留する場合に意図的にパ
ケットロスを発⽣させる⽅法である．2.7.1節に⽰した CoDelが代表例である．パ
ケットロスによってTCP輻輳ウィンドウが縮⼩することを利⽤し，TCPの送信速
度を下げることでキューイング遅延の増加を抑制する．反⾯，パケットロスによる
輻輳ウィンドウの縮⼩はスループット低下を招く懸念がある．
4.2 ⽅式提案のための基本検討
前述のように，802.11n無線 LANでは，通信環境により無線データレートが⼤きく変
動する．それに伴い遅延の悪化の状況も変化する．以下にこの無線データレートによる
遅延悪化に関して検討する．
Bufferbloat問題はロスベースのTCPがキューをあふれさせるまでウィンドウを拡⼤し
続けることから発⽣する．このキューがパケットであふれている状態のキューイング遅延
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Delayqueueingの計算式を⽰す．
Delayqueueing ←MaxQueueLength/DataRate (4.1)
MaxQueueLengthはキューの最⼤⻑，DataRateは伝送速度を⽰している．無線LANにお
ける無線データレートと実質のデータ転送速度は異なるが，簡単のためにデータレートを
⽤いる．式から得られたデータレートとキューイング遅延の対応を図 4.2に⽰す．キュー
の最⼤⻑は現実のシステムに即して，インタフェースキューの⻑さが 1000パケット，ド
ライバ内のバッファが 128フレームとした 1,500[bytes/pkt]を 1,128パケットとする．両
対数上で直線となっており，式から明らかなとおり，キューイング遅延とデータレート
は反⽐例の関係にある．データレートが 100Mbpsのとき 100ミリ秒程度の遅延であるが，
10Mbpsのときは 1秒，1Mbpsの場合は 10秒とサービス品質を⼤きく悪化しうる遅延時
間となっている．
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図 4.2: データレートから試算したキューイング遅延
このように，データレートによって遅延性能の悪化の度合いが異なり，データレートが
より低いほど悪化する．
⼀⽅，3.2節で得られた図 3.7の結果では，キュー⻑の⼤⼩と遅延時間は関連しておら
ず，キュー⻑から遅延悪化の推定は⾏えないことを⽰している．さらに，⾼い無線データ
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レート時においてもキュー⻑は伸びており，キュー⻑によるパケットロスを採⽤した場
合，かえってパケットロスによるスループット低下を招く懸念があることを⽰している．
これはリンク速度が動的に変化する無線 LANの特徴によるものである．
このため，無線LANにおけるBufferbloat問題を解決するためには，無線データレート
の値に対応する⽅法が必要であると考えられる．
4.3 データレートに応じて再送機能を制御する⼿法の提案
以上の検討から，802.11n無線 LANを対象とする端末からアクセスポイントへのアッ
プロードTCP通信においてインタフェースキューで発⽣するバッファリング遅延を，無
線データレートに応じて 802.11n再送機能を調整することで解消する⽅法を提案する．
本提案⽅式のアイディアは 802.11nの Bufferbloat問題を 802.11nのデータレートと再
送機能の変更で対応する点にある．3章の実験にてパケットロスが発⽣しにくい状況であ
るとし，その原因に 802.11nの強⼒な再送機能があることを⽰した．そこで，802.11nの
再送機能に着⽬して Bufferbloat問題を解決する⽅法を検討する．具体的には 802.11nに
て新たに導⼊されたHT-immediate Block ACKの再送最⼤回数を変更することで再送機
能を弱化し，あえてパケットロスを発⽣させる．
さらに，データレートに応じて，再送回数を調整する．4.2節で述べた通り，低いデー
タレートであるほど遅延悪化が顕著である．そのため，低いデータレートであるほど再送
機能を弱化する必要がある．しかし，反⾯，⾼遅延ネットワークに接続している場合，⾼
いデータレートではTCPウィンドウが拡⼤できなければスループット低下を招いてしま
うため，再送機能の弱化は控える．すなわち低データレートの場合は再送回数を⼩さくす
ることで遅延性能の低下を抑制し，⾼データレートになるにしたがって再送回数を通常に
戻していくことによって，TCPのスループット性能の低下を防ぐ．
このアイディアの実装に際して，4.4節に⽰した通り，デバイスドライバにて送受信デー
タレートの取得が⾏え，かつ再送機能の制御が⾏えるため，無線 LANデバイスドライバ
の変更による対応が⼗分に可能である．無線 LANチップの変更は必要ないため，現実的
な⼿法である．
本提案⼿法は 802.11nに特化することによって端末のインタフェースキューの遅延問題
60
に対して，端末側とアクセスポイント側の双⽅で対応可能である．図 4.3に提案⼿法のイ
メージを⽰す．アクセスポイントに無線LANで接続している端末からサーバへのTCP通
信において，端末のキューでBufferbloat問題が発⽣する．このキューに紐づく無線 LAN
リンクに対して提案⼿法は再送機能の弱化を⾏う．
提案⼿法を実現する直接的な⽅法は，送信側である端末側において再送機能を弱化する
というものである（図中の①）．本論⽂では，このアプローチに対する詳細な実装⽅法を
⽰すとともにその性能評価を述べる．⼀⽅，このアプローチではすべての端末において，
その実装が必要となる．しかし，様々な種類の端末が使⽤される現状を考慮すると，個々
の端末への適⽤は困難であると考えられる．そこで第⼆のアプローチとして，提案⼿法を
受信側であるアクセスポイントに実現する⽅法を考案する（図中の②）．本論⽂では，第
⼆のアプローチに関しても詳細な実装⽅法と性能評価を⽰す．
端末 アクセスポイント サーバ
TCP TCP
キュー
無線LAN Ethernet無線LAN Ethernet
ブリッジ
意図的なパケットロス
Bufferbloat発生
データレートに応じた
再送機能の弱化
①端末に実装 ②アクセスポイントに実装
図 4.3: 提案⽅式のイメージ
4.4 提案⽅式の実装⽅法に関する検討
⼀般的に 802.11nにおけるA-MPDUの送受信処理は，データ送信側とデータ受信側の
無線 LANチップとデバイスドライバによって実現される．それぞれの⾏う処理は図 4.4
のようになる．無線 LANチップでは，物理層の電波の送受信や即時の応答が求められる
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ようなハードウェアに依存した処理が⾏われる．⼀⽅，デバイスドライバではデータの送
り込みなどのハードウェアの制御やMPDUの選定や再送判断などの時間の余裕のある処
理がソフトウェアによって⾏われる．
• 送信データレートの決定
• アグリゲーションするMPDUの
選定
• 通知されたBlock AckのBitmap
から再送MPDUの選択
• MPDUのリトライアウトの判断
• A-MPDUの作成・送出
• タイムアウト再送とその上位へ
の通知
• Block AckフレームのBitmapの
上位への通知
• MPDUの順序管理
• MPDUのリトライアウトの判断
• 受信したMPDUの上位への通
知（誤ったフレームのエラー通
知を含む）
• Block Ackフレームの送出
データ送信側 データ受信側
デ
バ
イ
ス
ド
ラ
イ
バ
無
線
Ｌ
Ａ
Ｎ
チ
ッ
プ
図 4.4: A-MPDUの送受信処理の分担
具体的には以下のように⾏う．データ送信側では，デバイスドライバにおいて，上位
層からのデータ送信要求をリングバッファに格納し，その中からアグリゲーションを⾏
うMPDUを選択する．その中には，Block AckフレームのBitmapから判断された再送フ
レーム分のMPDUも含まれる．また，MPDUごとに再送回数を記録しており，⼀定回数の
再送が⾏われた場合にリトライアウトを判断する．また，この送信成否を次回の送信デー
タレートの決定に⽤いている．これに対して，無線 LANチップでは，実際に A-MPDU
を作成して送出する処理，送信したがACKが返ってこない際のA-MPDU全体のタイム
アウト再送の処理，受信したBlock AckフレームのBitmapのデバイスドライバへの通知
などの処理を⾏う．
⼀⽅，データ受信側では，無線 LANチップにおいて，受信したMPDUのデバイスド
ライバへの通知，Block Ackフレームの送信などを⾏う．なお，MPDUの通知機能では，
CRCエラーとなったMPDUに関する情報も知らされる．それに対して，受信側のデバイ
スドライバでは，MPDUの順序管理やリトライアウトの判断を⾏う．受信側でのリトラ
62
イアウトは，送信側のBlock Ack Requestによって判断される．さらにデバイスドライバ
では，受信したMPDUの送信データレート，受信信号強度などの情報も取得しており利
⽤可能である．
このように，デバイスドライバと無線 LANチップによって，処理の分担が⾏われてい
る．無線 LANチップ側の処理の変更は困難であるが，デバイスドライバ側の処理はソフ
トウェアで構成されているため，現実的に変更が可能である．このため，本論⽂では提
案⽅式を端末およびアクセスポイントのデバイスドライバに実装するという⽅針を採⽤
する．
4.5 まとめ
本章では，まず Bufferbloat問題への既存アプローチの無線 LANへの適応性の検討を
⾏った．そして，無線LANに特化した⽅式提案のための基本検討を⾏い，無線データレー
トが低いほど遅延性能が悪化することを⽰した．また 3章の実験結果から無線データレー
トに関わらずキュー⻑が伸びていることから，パケットロスによるスループット低下の懸
念があることを⽰した．これらの検討から 802.11n無線LANのデータレートに着⽬して，
TCP通信におけるBufferbloat問題に対してスループット性能の低下を引き起こすことな
く遅延性能の悪化を抑制する⽅法を提案した．本提案⽅式の実現⽅法は端末側とアクセ
スポイント側の 2つのアプローチがある．さらに，提案⽅式の実装⽅法に関する検討を⾏
い，デバイスドライバにて現実的に実現可能であることを述べた．
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第5章 端末側によるデータレートに応じ
て再送機能を制御する⼿法
本章では，3章にて提案した 802.11nにてデータレートに応じて再送機能を制御する⼿
法を端末側に実装して評価を⾏い，遅延悪化抑制の効果があることを確認する．3章にて，
802.11n無線 LANにおける低データレート時の通信において，TCPによるバルクデータ
通信が引き起こす遅延の悪化について述べた．この問題を解決すべく，4章にて無線LAN
の再送回数を制限することによって意図的にパケットロスを⽣じ，TCPの輻輳ウィンド
ウの減少を狙う⼿法のアプローチを⽰した．この提案⼿法を，まず端末のデバイスドライ
バで実装を⾏い，その性能を評価する．
5.1 詳細なアプローチ
本提案⽅式は，802.11nのBlock Ackに基づく再送の，最⼤再送回数を少なくすること
によって，再送機能の弱化を⾏う．この意図的に少なくした最⼤再送回数は宛先ごとに管
理する．送受信のたびにMPDU毎の再送回数を取得し，再送回数が最⼤再送回数を超え
ているかどうかの確認を⾏う．本⽅式は，端末側およびアクセスポイント側のデバイスド
ライバにて実装が可能であるが，実装箇所によって詳細な設計は異なる．端末側による⼿
法の実現のためのデータレートやMPDU毎の再送回数などの情報は，もともとの 802.11n
仕様に基づく振る舞いで使⽤されており，これらの情報を積極的に⽤いることとする．
以下に，提案⽅式の端末側の詳細な実装⽅法を⽰す．
再送機能の低下 既存のBlock Ack時の処理時，再送判断に意図的に少なくした最⼤再送
回数を⽤いるようにすることで，この値を超える場合にはMPDU再送のための再
キューイングが⾏われずに破棄される．MPDUがTCPセグメントを含み，かつ再
送回数が最⼤再送回数を超えた場合，そのMPDUは紛失したものとして処理する．
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TCPセグメントを含まない場合は，デバイスドライバの既定動作を⾏う．
データレートの取得 A-MPDU作成時，使⽤されるデータレートを，指数移動平均により
平滑化したものを使⽤する．その際の平滑化指数は 0.25とする．
再送回数の取得 MPDU毎の再送回数は，ドライバ上でBlock Ackに基づく再送のために
保持しているため，この値を利⽤する．
5.2 最⼤再送回数の減少の影響範囲の限定
本提案では最⼤再送回数について，データレートに応じてより少なくした値を適⽤する
ことでパケットロスを意図的に誘発する．この制御によって，本来の無線 LANにおいて
発⽣しなかった悪影響が⽣じることはないか検討する．
最⼤再送回数を既定の回数よりも⼩さくすることによる影響は，早期に再送を諦めるこ
とによってリトライアウトしやすくなる点にある．リトライアウトしやすい，という性質
は特に上位層に伝送誤りとして伝わる．上位層がTCPである場合は，ロスベースであれ
ば輻輳ウィンドウを縮⼩し再送を⾏う．UDPである場合は，再送を⾏わないため，回復
が⾏われるかどうかはアプリケーションの実装に左右されるが，⼀般的には損失として
扱われる．そのため，最⼤再送回数を少なくする⽅法は損失はUDPを⽤いるアプリケー
ションの品質を悪化させる懸念がある．
そこで，本提案⽅式では，最⼤再送回数の制御時に，フレームのペイロード部分の解析
を⾏い，本制御の適⽤はTCPに限定する⼯夫を⾏っている．さらに，データフレーム以
外の管理フレームなどに対する再送も規定の回数を⽤いる．これらの⼯夫によって，UDP
などの他のトランスポート層プロトコルに対しても，既存と同様の通信品質を提供でき
る．具体的には，MPDUのパースを⾏い，IPが含まれる場合は IPヘッダのパースをさら
に⾏い，プロトコル番号がTCPとなっているかどうかを⾒て提案⼿法の適⽤可否を判断
する．物理層エラーの場，MPDUに IPヘッダが含まれない場合，IPヘッダを含むがプロ
トコル番号がTCPではない場合は提案⼿法は適⽤せず，既定の動作を⾏うものとする．
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5.3 提案⼿法の無線LANドライバへの実装の検討
本提案⼿法を Atheros社製の IEEE 802.11n無線 LANチップセットに対応する Linux
OS向けの無線LANデバイスドライバである ath9kに実装する．ath9kは⾃由に変更でき
るオープンソースソフトウェアであり，端末・AP・モニターなどの機能性が存在する．
図 5.1に無線 LANデバイスドライバ（ath9k）のデータフレーム送信処理とソフトウェ
ア再送処理において提案⽅式を実装した場合の処理フローを⽰す．図のうち，斜線部分が
提案⽅式で追加した処理である．処理フローの始まりは，OSからの送信要求とデバイス
ドライバからの割り込みに分かれている．まず，OSからの送信要求を受けると，デバイ
スドライバは送信に利⽤するデータレートの選択を⾏う．提案⽅式では，決定したデータ
レートと，これまでのデータレートの平均値から，新たな移動平均を導出する．続けて，
フレームアグリゲーションを⾏わない場合は，無線 LANチップに対して送信コマンドを
発⾏する．フレームアグリゲーションを⾏う場合は，アグリゲーションのためのキューに
フレームをつなぐ．なお，送信待ちキューとアグリゲーションキューの全体が前述のドラ
イバ内キューに相当する．
送信可の割り込みに関しては，AMPDU送信のモジュールを呼び出す．アグリゲーショ
ンはデータレートに応じて集約数が決定される．
送信完了割り込みでは，対応する送信フレームをキューから削除し，送信フレームがア
グリゲートされていない場合は，バッファを解放して送信ステータスを設定する．アグ
リーゲートされていた場合は，個々のフレームに対して次の処理を⾏う．
• 正常に受信された場合は BlockAckのウィンドウを更新し，バッファの解放と送信
結果の設定を⾏う．
• 受信されていない場合は，TCPセグメントの場合はデータレートの平均値から最⼤
再送回数を決定し，それ以外はデフォルト値の最⼤再送回数（今回の実装では 10）
とする．
• その後，再送回数が最⼤回数より⼩さい場合，フレームを再送AMPDUバッファに
⼊れ，そうではない場合はバッファを解放し受信結果を設定する．
再送AMPDUバッファが空ではない場合は，それをアグリゲーションキューの先頭に挿
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図 5.1: デバイスドライバの処理
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⼊し，AMPDU送信モジュールを呼び出す．AMPDU送信モジュールでは，実際にAPMDU
を作成し送信待ちキューにつなぎ，送信コマンドを発⾏する．
5.4 最⼤再送回数の検討
5.4.1 最⼤再送回数を2回に制限した実験
まず，最⼤再送回数の制限がBufferbloat問題による遅延悪化の抑制に効果を⽰すのか
どうかを確認を⾏うため，第 3章の実験環境において，以下のような⼿法を⽤いる．
1. 使⽤する無線データレートが 80Mbpsよりも⼩さい場合にソフトウェア思想の再送
制限回数を 2回に設定し，データレートが 80Mbps以上の場合は，そのままの値で
ある 10回のままとする
2. 判断に⽤いる無線データレートの値は，送信時に⽤いたデータレートを指数移動平
均により平滑化したものを使⽤する．その際の平滑化指数は 0.25とする．
本実験では，インターネットアクセスを⾏った場合の評価を⾏うため，遅延器をアクセス
ポイントとサーバの間に追加する．この遅延器はブリッジで構成され，インタフェースの
送信キューにて Linuxカーネルの netem[38]を適⽤することで実現している．実験場所や
移動時間の割り当ては第 3章と同様である．
まず，図 5.2から図 5.6までに付加遅延なしの場合の結果を⽰す．図 5.2のデータレー
トは第 3章の実験結果と⽐較して同様の結果となっている．図 5.3のスループットは，図
3.3と同様な結果を⽰しており，性能悪化は⾒られない．図 5.4のRTTでは，図 3.6のよ
うな遅延悪化が抑制されている．後半にて⼤きい遅延悪化がみられるが，図 5.5のキュー
⻑では後半部分で⼤きく上昇はしていないため，キューイングによる遅延ではなく無線リ
トライアウトによるTCP再送の影響によるものだと考えられる．図 5.6のTCP輻輳ウィ
ンドウは，遠い地点では低く，近い地点では⾼くなっており，結果として，遠い地点では
送信待ちキューを抑えることによって，遅延悪化を防げることを⽰している．
次に，100ミリ秒の遅延を付加した場合の結果を⽰す．図 5.7と図 5.8に，ネイティブの
⼿法のスループットとRTTを，図 5.9と図 5.10に最⼤再送回数を 2回に制限した場合の
スループットとRTTを⽰す．図 5.9のスループットは，図 5.7と⼤きく変わらず，スルー
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図 5.2: 無線データレートの時間変化（付加遅延なし）
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図 5.3: スループットの時間変化（付加遅延なし）
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図 5.4: 往復遅延時間の時間変化（付加遅延なし）
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図 5.5: 送信待ちキュー⻑の時間変化（付加遅延なし）
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図 5.6: TCP輻輳ウィンドウ値の時間変化（付加遅延なし）
プット性能の悪化は⾒られない．図 5.10のRTTは，付加遅延により 100ミリ秒の底上げ
が⾏われているが，図 5.8と⽐較すると，追加遅延なしの場合と同様に，低い値に抑えら
れている．これらの結果から，100ミリ秒の往復遅延が存在するネットワーク環境におい
ても，最⼤再送回数の制限は有効である．
以上のことから，6.5Mbpsおよび 13.5Mbpsのような低い無線データレートにおいて，
最⼤再送回数を 2回に設定することは有効であり，遅延悪化の抑制に効果があるといえる．
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図 5.7: ネイティブのスループットの時間変化（付加遅延 100ミリ秒）
図 5.8: ネイティブの往復遅延時間の時間変化（付加遅延 100ミリ秒）
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図 5.9: 最⼤再送回数を制限した⼿法のスループットの時間変化（付加遅延 100ミリ秒）
図 5.10: 最⼤再送回数を制限した⼿法の往復遅延時間の時間変化（付加遅延 100ミリ秒）
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5.4.2 データレートに応じた最⼤再送回数の決定⽅法
前項の実験においては，近い地点と遠い地点の 2箇所に注⽬して実験を⾏っている．し
かしながら，その間の範囲に関しては明確な結果を得ていないため，補間の必要がある．
データレートに応じて設定される最⼤再送回数は，遅延悪化の抑制とスループット低下の
トレードオフを決定する．前項の事前実験にて，データレートが 6.5Mbpsおよび 13.5Mbps
の場合，最⼤再送回数として 2回が適切であることが分かっている．⼀⽅，100Mbps以上
においては既定の最⼤再送回数である 10回で遅延悪化は⾒られない．10Mbpsと 100Mbps
の間に関しては，図 5.11のようにログスケールのMACデータレートに対して 2と 10の
間を補間する直線（linear）を想定する．その直線を参考にして，図の実線のような階段
状の値（step）を採⽤する．
 
 
 
 
 
 
 
 
  
 
 
 
図 5.11: 提案⼿法の最⼤再送回数
改めて，最⼤再送回数を表 5.1に⽰す．
表 5.1: 最⼤再送回数
平滑化データレート
[Mbps] 〜25 25〜50 50〜100 100〜
最⼤再送回数 2 5 8 適⽤外
5.5 提案⼿法の端末側での実装⽅式
以上の検討を踏まえ，端末側において提案⼿法を実装する⽅法は以下の通りである．
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1. 提案⼿法は ath9k無線 LANデバイスドライバに実装する．
2. Block Ackの受信時に無線データレートに応じた最⼤再送回数を設定する．このと
き，無線フレームの内容がTCPセグメントかどうかを確認し，TCPセグメントで
はない場合は提案⼿法は適⽤しない．
3. 判断に⽤いる無線データレートの値は，送信時に⽤いたデータレートを指数移動平
均により平滑化したものを使⽤する．その際の平滑化指数は 0.25とする．
4. 無線データレートに応じた最⼤再送回数は図 5.1を採⽤する．
5.6 実験条件
実験に⽤いたネットワークを図 5.12に⽰す．端末およびAPは，IEEE 802.11nに準拠
した 5GHz帯の無線 LANを⽤いる．APとサーバはブリッジを経由するギガビットイー
サネットを通じて接続される．ブリッジは，インターネット回線の通信を模擬して遅延を
追加するために使⽤する．
～10m
サーバ
AP
2階
1階
木造家屋
ブリッジ
802.11n (5GHz)
ギガビット
イーサネット
端末
～1m
異なる位置に
設置（固定）
図 5.12: 実験環境
実験は⽊造⼆階建て家屋で⾏う．サーバ，AP，ブリッジは 2階に設置する．端末は 1階
と 2階の様々な場所に設置する．端末とAPとの間の距離は，もっとも近い位置で約 1.2m
であり，最も遠い位置で約 10mである．1回の試⾏では，端末は固定して，60秒間，端
末からサーバに向けてデータを送信する．データの送受信には iperfを⽤いる．
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端末の仕様を表 5.2に⽰す．APはBuffalo社の型番WZR-HP-AG300Hをオリジナルの
ソフトウェアのまま使⽤する．このAPは最⼤ 300Mbpsのマルチレートをサポートして
いる．実験では，表 5.3に⽰す 12レベルのデータレートのすべてを使⽤した．
表 5.2: 端末の仕様
機種 Lenovo ThinkPad X61
Kernel Linux 3.2.38
Linux Ubuntu 12.04 LTS Server
無線 LAN MAC IEEE 802.11n （5GHz）
TCP輻輳制御 Cubic TCP
その他のTCPの設定 ECN，REDなどの機能は使⽤せず，
送受信ソケットバッファはOSのデフォルト設定を利⽤
NIC NEC Aterm WL300NC
Driver ath9k[36]
表 5.3: 可能なデータレート
6.5 13.5 27.0 40.5 54 81
108 162 216 243 270 300
実験では，提案⽅式，CoDel，およびネイティブ 802.11nの性能を評価した．実験の詳
細な条件は以下のとおりである．
• 提案⽅式は ath9kデバイスドライバに実装．
• CoDelは Linux 3.5から実装されており，その CoDelを Linux 3.2.28に移植して使
⽤した．CoDelのパラメータはデフォルトの 5ミリ秒を⽤いた．
• TCPバージョンは，従来の⽅式としてTCP Renoを採⽤し，Linuxではデフォルト
としてCubic TCPを採⽤した．
• 実験では，遅延なし・ありの 2つのケースを評価した．遅延は前述のブリッジにて
挿⼊される．追加した遅延は，100ミリ秒の往復遅延（⽚⽅向で 50ミリ秒）が使⽤
される．挿⼊は Linuxで netemを⽤いて⾏った．
• 60秒間の通信で以下のデータの取得を⾏った．
– tcpdumpを使⽤して端末のパケットトレース
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– tcpprobeを使⽤して，端末での輻輳ウィンドウサイズなどのTCP情報
– 無線 LANデバイスドライバからデータレートなどの転送情報
これらのデータから，個々のTCP通信のデータレートやRTT，スループットおよ
び cwndの平均などの計算を⾏った．
• 端末AP間の距離と性能の関連付けは適切ではなく，その理由は距離は本研究環境
でのみ意味があるパラメータだからである．⼀⽅，1つの位置で使⽤されるデータ
レートは安定している．したがって，端末の位置を指定するパラメータとしては，
TCP通信中の平均のデータレートを使⽤する．結果の図のマッピングは平均データ
レートを横軸として⽤いてマッピングする．
5.7 実験結果
5.7.1 提案⼿法，CoDel，ネイティブの802.11nの⽐較
図 5.13にCUBIC TCPを使⽤して，追加遅延を付加していない場合の結果を⽰す．こ
の図では，(a)，(b)，(c)の縦軸は平均スループット，平均RTT，平均 cwndを，横軸は平
均データレートを⽰している．図 5.13(a)から本提案，CoDelおよびネイティブの 802.11n
にて同様のTCPスループットを得ているといえる．
しかし，図 5.13(b)では，ネイティブの平均RTTが⼤きく，平均データレートが 30Mbps
より低い場合は 100ミリ秒となっている．CoDelの平均RTTは平均データレートの全域
にてネイティブの平均RTTより⼩さい．ネイティブおよびCoDelの平均RTTは，両対
数スケールの平均データレートと線形関係にある．⼀⽅，本提案は異なる特徴を⽰して
いる．平均データレートは 80Mbpsを超えている区間では，提案⽅式では平均RTTはネ
イティブと似ている．しかし，平均データレートが 80Mbpsを下回る場合，本提案の平均
RTTはネイティブよりも⼩さくなり，CoDelのものよりも⼩さくなる．
図 5.13(c)に RTTの結果を⽰す．ネイティブは，平均データレートの全域にて，平均
cwndが 700〜900セグメントと⼤きくなっている．この⼤きな cwndは過度なキューイン
グを発⽣させる．CoDelの場合，平均 cwndは平均データレートの全ての範囲で低くなっ
ている．これは，キューにつながれたパケットを破棄することで実現されている．逆に，
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提案⼿法では，平均データレートが 100Mbps以上の場合，平均 cwndはネイティブのも
のと似ている．平均データレートが 100Mbpsよりも⼩さい場合，平均 cwndも⼩さくな
り，40Mbps未満ではCoDelよりも⼩さくなる．低データレートでのMACレベルの再送
制限を抑制する提案⽅式は，TCP通信に適していると考えられる．
TCP Renoを⽤いた場合も，追加遅延を付加していない場合と同様の結果となった．
図 5.14に，Cubic TCPを使⽤して，ブリッジに 100ミリ秒の遅延を追加した場合の結
果を⽰す．平均データレートが 100Mbpsより⼩さい場合，平均RTTは，ネイティブは⼤
きな値となっており，CoDelはネイティブよりは⼩さくなっている．他⽅，提案⼿法は平
均データレートが 80Mbpsより⼤きい場合，ネイティブと同様の平均RTTを有している．
しかし，平均データレートが 80Mbpsより⼩さい場合，提案⼿法の平均RTTはネイティ
ブのものよりも⼩さくなり，CoDelも⼩さくなっている．これは図 5.13の場合と同様で
ある．
図 5.14(c)は 5.13とは異なる結果が得られている．遅延を追加した場合の CoDelの平
均 cwndは，遅延を追加していない場合よりも⼤きい．平均データレートが 100Mbpps以
上のとき，CoDelの平均 cwndはネイティブや提案⼿法に似ている．これは同様にスルー
プットをもたらしている．
図 5.15はTCP Renoを使⽤し，かつ 100ミリ秒の追加遅延を付与した場合の結果を⽰
している．図 5.15(b)は平均RTTが図 5.14(b)と同様であることを⽰している．しかし，
図 5.15(a)から，CoDelの平均スループットは平均データレート 100Mbps以上の範囲で，
他の⽅式よりも低くなっている．図 5.15(c)は，100Mbps以上の平均データレートの範囲
で，Codelの平均 cwndが提案⽅式やネイティブよりも⼩さいことを⽰している．これが
スループットが低い理由だと考えらえる．この状況を明らかにするために，図 5.16に平均
データレートが 216Mbpsの場合の，スループットと cwndの時間変化を⽰す．図 5.16(a)
から 15秒で CoDelのスループットが低下していることがわかる．図 5.16(b)では，その
タイミングでパケットロスが発⽣してTCPスロースタートが発⽣し，その後はゆっくり
と cwndが増加していることがわかる．この結果は，CoDelがパケットを不必要に廃棄し，
適度に輻輳ウィンドウが増加しているのにも関わらず，スループットを抑制してしまう可
能性があることを⽰している．
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図 5.13: 追加遅延なしの場合のCubic TCPの結果
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図 5.14: 追加遅延が 100msの場合のCubic TCPの結果
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図 5.15: 追加遅延が 100msの場合のTCP Renoの結果
81
 0
 10
 20
 30
 40
 50
 60
 70
 80
 0  10  20  30  40  50  60
Th
rou
gh
pu
t (M
bp
s)
Time (seconds)
native
codel
proposal
(a) スループットの時間変化
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 1000
 0  10  20  30  40  50  60
Co
ng
es
tio
n W
ind
ow
 S
ize
 (s
eg
me
nts
)
Time (seconds)
native
codel
proposal
(b) 輻輳ウィンドウの時間変化
図 5.16: データレートが 216Mbpsの場合のTCP Renoの個別の結果（100ms追加遅延）
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⾼い無線データレートの範囲におけるネイティブ 802.11n，提案⽅式，CoDelの性能
⽐較を⾏うため，スループットとパケットロスの数を⽐較する．図 5.17は，この実験の
100Mbpsより⾼い平均無線データレートで試⾏された個々のTCP通信の平均スループッ
トとパケット損失数の平均と標準偏差を⽰している．図は追加遅延なし・100ミリ秒で測
定したCubic TCPとTCP Renoの結果を⽰している．
図 5.17(a)と 5.17(b)から以下のことが分かる．
• 追加遅延が導⼊されない場合，CoDel⽅式のTCP接続ではパケットロス数が，ネイ
ティブの 802.11や提案⽅式に⽐べてはるかに⼤きくなる．
• しかしながら，スループットはネイティブの 802.11n，提案⽅式，CoDel⽅式におい
て，ほぼ同じであり，CUBIC TCPとTCP Renoにて同様の傾向を⽰している．こ
れは，遅延が⼩さい場合，損失の数と輻輳制御の起動回数がスループットに影響し
ないことを意味してる．
• 100ミリ秒の遅延が挿⼊されると，ネイティブの 802.11n・提案⽅式とCoDel⽅式の
平均スループットが異なることが分かる．特にTCP Renoの場合，CoDel⽅式では
それ以外のネイティブの 802.11n，提案⽅式に⽐べて悪化している．
• スループットが悪化した理由は TCP通信中のパケット損失の数である．CoDel⽅
式ではネイティブ 802.11nと提案⽅式以上のパケット損失数となっている．
これらの結果から，データレートが⾼い場合に CoDel⽅式ではパケットを多く破棄す
る傾向があり，TCP Renoのように輻輳ウィンドウが穏やかに拡⼤されるTCPバージョ
ンの場合，スループットが低くなってしまうことを⽰している．
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図 5.17: 100Mbpsより⾼いデータレート時のTCP通信における平均スループットと平均
パケットロス数
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5.7.2 Cubic，Westwood，Vegasとの⽐較
図 5.18にCubic TCP，TCP Vegas，TCP Westwoodがネイティブの 802.11nと共に使
⽤された場合の結果を⽰す．追加遅延は存在しない．図 5.18(a)は平均遅延を⽰している
が，Westwoodの遅延は⼤きくBufferbloat問題を引き起こしている．Vegasは，どのデー
タレートに対してもRTTが 10msを上回ることはなく，RTTの抑制に効果を上げている．
図 5.18(b)では平均輻輳ウィンドウを⽰す．Westwoodはデータレート全域において
Cubicを上回る平均値であるのに対して，Vegasは⾮常に低い値である．図 5.18(c)では平
均スループットを⽰す．WestwoodはCubicと変わらない結果となっているが，他⽅Vegas
は，全域において⾮常に低いスループットを記録している．Vegasの遅延ベースによる輻
輳制御が遅延の変動に敏感であり，その結果，図 5.18(b)にみられた通り輻輳ウィンドウ
が開かれずに，スループット低下を引き起こしてしまったものと考えられる．
図 5.19に，ブリッジに疑似遅延 100msを追加して実験を⾏った結果を⽰す．図 5.19(a)，
図 5.19(b)，図 5.19(c)はそれぞれデータレートに応じた平均RTT，平均輻輳ウィンドウ，
平均スループットの値となっている．Westwoodは，先ほどの遅延なしの状態とほぼ同
様の傾向を⽰している．Vegasは先ほどの結果と少々の違いがある．図 5.19(a)にて同様
にデータレート全域にて RTTの抑制している様⼦が⾒られるが，図 5.19(b)において著
しく低かった輻輳ウィンドウは広がりを⾒せており，図 5.19(c)においても他の Cubic，
Westwoodとのスループットの差は狭まっているが，依然としてスループット低下がみら
れる状態である．
以上の結果をまとめる．
• TCP WestwoodはCubic TCPと同様の傾向を⽰しており，Bufferbloat問題に対し
て効果はない．
• TCP Vegasはデータレート全域にてRTTを抑制するが，同時にスループットの悪
化がみられ，その影響は追加遅延が存在しないときに顕著である．
5.8 まとめ
本章では端末側による提案⼿法の詳細な設計を⾏った．さらに評価を⾏い，提案⼿法
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図 5.18: Cubic，Vegas，Westwoodの⽐較結果（追加遅延なし）
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図 5.19: Cubic，Vegas，Westwoodの⽐較結果（追加遅延 100ms）
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がネイティブや CoDelと⽐較して同様のスループットを得ながらも，遅延悪化を抑制し
ていることを⽰した．また，CoDel⽅式においては，⾼い無線データレートの場合はパ
ケット損失が多く，TCP Renoのように輻輳ウィンドウが穏やかに拡⼤される輻輳制御ア
ルゴリズムではスループットが低くなることを⽰した．さらに，TCP WestwoodやTCP
Vegasについても実験を⾏い，TCP WestwoodはBufferbloat問題に対して効果はないこ
と，TCP Vegasは無線データレート全域にてRTTを抑制するがスループットの悪化がみ
られることを⽰した．
88
第6章 アクセスポイント側によるデータ
レートに応じて再送機能を制御す
る⼿法
本章では，提案をアクセスポイントのデバイスドライバを変更して実現する⽅式につい
て述べる．前章にて述べたように，端末で実現する⼿法について有効であることが分かっ
た．しかし，端末にて実現する⼿法では，個々の異なるOS上のデバイスドライバへの対
応や導⼊の⼿間があり，実運⽤の⾯で問題となる．これに対して，本章のアクセスポイン
トでの対応⽅式では，アクセスポイント上のデバイスドライバにて提案⼿法と同様の効果
を実現することによって，アクセスポイントに所属する端末すべてのアップロード⽅向の
Bufferbloatに対応することができる．アクセスポイントのデバイスドライバにて実装を
⾏い，性能評価を⾏った結果について述べる．
6.1 詳細なアプローチ
前章の端末側のアプローチでは、再送機能の低下などの提案⽅式について，オリジナル
のデバイスドライバが持つ再送機能（BlockAckの bitmapによるソフトウェア再送）を
変更することで実現している．⼀⽅，アクセスポイント側による提案⽅式の実現におい
ては，受信側の処理となるため，送信側が主体となる再送機能を流⽤することは難しい．
よって，送信側の再送機能を受信側から疑似的に低下させるための⼯夫が必要である．
以下に，提案⽅式のアクセスポイント側の詳細な実装⽅法を⽰す．
再送機能の低下 アクセスポイント側でBlock Ackによる再送を制限する場合，リトライ
アウトしたMPDUをBlock AckのBitmapで受信したと意図的に設定することが単
純である．しかしながら，HT-immediate Block Ackによる応答は SIFS時間による
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即時応答であり，⼀般的には無線LANチップ上で処理されるため，変更が容易では
ない．そこで，Block Ackの仕様は変更しない．最⼤再送回数以上の回数の再送が
送信された場合，あたかもリトライアウトしたかのように振る舞う．この疑似的な
再送回数のことをリトライアウトインデックスと呼ぶ．送信側では受信側でリトラ
イアウトしたことを知らないため，既定の最⼤再送回数まで再送を⾏う．このとき
MPDUの受信に成功したとしても，リトライアウトしたとみなし，上位層への通知
は⾏わず破棄する．ただし，受信したフレームに TCPセグメントが含まれない場
合は，リトライアウト処理は⾏わない．
データレートの取得 A-MPDUの受信ごとに，使⽤されているデータレートを，指数移動
平均により平滑化したものを使⽤する．その際の平滑化指数は 0.25とする．
再送回数の取得 端末側で送信されたフレームの再送回数はフレームに付与されないため，
フレームヘッダに含まれるシーケンス番号から推定する必要がある．推定には，受
信したCRCエラーのMPDUの通知により⾏う．MPDUの受信時に通常，CRCエ
ラーとなったフレームは破棄されるが，このフレームに含まれるシーケンス番号が
正しいとして，対応するシーケンス番号のMPDUの再送回数を加算する．なお，こ
の場合の推定された回数には，Block Ackフレームによる選択的再送と，A-MPDU
全体のタイムアウト再送の両⽅を含むことになる．
6.2 シーケンスイメージ
端末側による⼿法とアクセスポイント側による⼿法の差異を説明するため，図 6.1に提
案⼿法の通信シーケンスのイメージを⽰す．端末とアクセスポイントは無線 LANで接続
されている．アクセスポイントはブリッジとして機能し，イントラネットもしくはWAN
等を経由してサーバに接続している．最⼤再送回数（アクセスポイント側実装の場合はリ
トライアウトインデックス）は 1に設定されているとする．端末より送信された無線LAN
データフレームにはシーケンス番号が付与されている．データフレーム 1,2は誤りなく到
達しているが，データフレーム 3は 2度の伝送誤りが発⽣しており，2度⽬の伝送誤り時
に最⼤再送回数を超えるためリトライアウトする．このとき，端末側に実装した場合，送
信側端末はデータフレーム 3を再送することなく次のデータを送信する．アクセスポイン
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端末 アクセスポイント サーバ
無線LAN
DATA seq:1 DATA seq:1
DATA seq:2 DATA seq:2
DATA seq:3
DATA seq:4
Reorderバッファリング
DATA seq:3
リトライアウト
DATA seq:4
DATA seq:5 DATA seq:5
(a) 端末側実装⽅式
端末 アクセスポイント サーバ
無線LAN
DATA seq:1 DATA seq:1
DATA seq:2 DATA seq:2
DATA seq:3
DATA seq:4
Reorderバッファリング
DATA seq:3
疑似リトライアウト
DATA seq:4
DATA seq:5 DATA seq:5
DATA seq:3 確認応答は行うが，
転送はしない
(b) アクセスポイント側実装⽅式
図 6.1: 提案⼿法のシーケンス例
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ト側に実装した場合は，アクセスポイントで疑似的なリトライアウト処理を⾏い，以後，
正しくデータフレーム 3が到達したとしても確認応答に留める．アクセスポイントによる
当該データの転送は⾏われない．確認応答が⾏われることで端末はデータフレーム 3が到
達したと判断し，さらなるデータフレーム 3の再送は⾏われない．
このように，端末側ではリトライアウト，アクセスポイント側では疑似的なリトライア
ウトを⽤いて再送機能の低下を実現する．アクセスポイント側ではリトライアウトを受信
側で知り得る情報を⽤いて送信側に知らせずに疑似的に⾏うため，送信側は疑似リトライ
アウトの以降も不要な再送を繰り返す可能性があり，これによって実効スループットの低
下を及ぼす懸念がある．
6.3 疑似的なリトライアウト処理による影響
本章の提案⽅式では，アクセスポイント側による疑似的なリトライアウトを実現する
ために，受信側による送信側の再送回数の推定を⾏う．推定にはCRCエラーのフレーム
ヘッダ情報を⽤いる．CRCエラーであるためヘッダ情報が常に正しいとは限らない．そ
のためヘッダ情報中のシーケンス番号が誤ってしまう可能性があり，影響を受け得る，
ビットエラーによってフレームのシーケンス番号が誤った場合，まずCRCによって誤
りとして検出され，誤った元フレームのシーケンス番号の再送回数の推定数が 1回減少す
る．そして誤った先のシーケンス番号がBlock Ackのウィンドウ枠内に⼊っている場合，
別のフレームの再送回数が 1回増加する．仮に，送信側の特定のフレームにて誤り続けた
場合においても，送信側でリトライアウトするだけであり，その点においては通常のデー
タ転送と変わりはなく，通常の再送で誤りは回復される．このように，フレーム番号の誤
りがある場合においても，通常と同等の通信は保証される．
6.4 ドライバにおける実装
図 6.2に無線 LANデバイスドライバにおける受信時の処理を⽰す．提案⼿法にて追加
された処理は斜線部分である．無線 LANドライバでは，ハードウェアチップからの割り
込み時に，ハードウェアから受信したフレームの情報を読み込みを試⾏する．受信データ
が存在している場合はそのまま処理を続け，存在しない場合はリターンする．データが存
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在している場合の処理では，通常，物理エラーやCRCエラー，復号エラーなどの誤りが
⽣じている場合は破棄され，誤りが存在しない場合は上位層へ通知される．提案⼿法で
は，物理エラーが⽣じていないフレームに対して処理を⾏い，その判定に応じて破棄する
か否かを決定する．
6.5 動作例
図 6.3に提案⽅式によるAPにおける処理の例を⽰す．図に⽰された表の第⼀⾏は受信
した A-MPDUを，第⼆⾏は各 A-MPDUに含まれるMPDUのシーケンス番号をそれぞ
れ⽰す．またMPDUの番号の上の斜線はCRCエラーであったことを意味する．例えば，
A-MPDU(1)は 5つのMPDUを含み，その内シーケンス番号 2と 4のMPDUがCRCエ
ラーであったことを⽰している．
表のセルは，第⼆⾏で⽰されたMPDUを受信した場合の各MPDU（表の第⼀列の番号
に対応）の処理の様⼦を⽰している．「✓ 」は受信したデータを上位に通知することを意
味し，「保留」と「無視」は受信したデータをバッファリングまたは無視することをそれ
ぞれ⽰す．またセル中の数字はそのシーケンス番号のMPDUの受信回数を⽰す．これは
推定再送回数＋１を意味する．なお，この例ではリトライアウトインデックスを 2と仮定
する．
上述のように，最初のA-MPDU(1)は 5つのMPDUを含み，その内 2と 4が誤ってい
る．このため，1のデータは上位に通知し，3と 5はバッファリングする．2と 4に対して
は受信回数を 1とする．次に，A-MPDU(2)に対して，同様に，6の受信回数を 1とし，7
と 8をバッファリングする．
次に，A-MPDU(3)はA-MPDU全体が誤った場合である．この場合も誤ったMPDUの
シーケンス番号はデバイスドライバに通知されることは実験的に確認済みである．そこで，
2，4，9，10のMPDUに対して受信回数を設定する．次にA-MPDU(4)で前のA-MPDU
がタイムアウト再送される．ここで 2のMPDUが正しく受信されるため，2とバッファ
リングされていた 3を上位に通知する．また 4と 10の受信回数を増加させ，9を保留とす
る．ここで，MPDU4に対しては，受信回数が 3となり，リトライアウトインデックス分
だけ再送されたことになる．このためMPDU4は紛失した処理を⾏う．このときMPDU5
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受信完了
割り込み
繰り返し
無線LANチップから
受信データを読み込み
提案手法による
破棄
物理エラー
CRC等エラー
繰り返し
上位層に伝達
NO
YES
データありリターン NO
YES
NO
NO
YES
YES
図 6.2: デバイスドライバの処理
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(5) (7)
1 2 3 4 5 6 7 8 2 4 9 10 2 4 9 10 6 4 10 4 ✔：受信データを上位に通知
1 ✔ 保留：受信データをバッファリング
2 1 2 ✔ 紛失：MPDUがリトライアウトしたと扱う
3 保留 ✔ 無視：受信データを無視
4 1 2 3/紛失 4 無視 番号：受信回数に対応
5 保留 ✔
6 1 ✔
7 保留 ✔
8 保留 ✔
9 1 保留 ✔
10 1 2 ✔
A-MPDU (1) A-MPDU (2) A-MPDU (3) A-MPDU (4) (6)
図 6.3: 提案⽅式によるAPの処理の例
のデータがバッファリングされているため，そのデータが上位に通知される．続いて，6
のMPDUが単独で受信され，6およびそれに続く 7から 9のMPDUのデータを上位に通
知する．さらに，A-MPDU(6)において，MPDU4が誤って，MPDU10が正しく受信され
る．MPDU4は紛失処理が⾏われているため単に受信回数を増加させる．またMPDU10
は上位に通知する．最後に，A-MPDU(7)においてMPDU4が正しく受信されるが，これ
に対しては，無線 LANチップで Block ACKを返答するものの，デバイスドライバでは
そのデータを無視する．
このようにして，送信側の最⼤再送回数よりも⼩さいリトライアウトインデックスを受
信側で設定し，早めにMPDUの紛失処理を⾏う．これにより，本来の 802.11n⼿順には
ないMPDUの紛失が発⽣し，TCPにおいて輻輳制御が起動され，無線 LANへの送信負
荷の軽減につながることが期待される．
6.6 評価実験
提案⽅式の有効性を⽰すために，Bufferbloat問題が発⽣する環境下においてTCP通信
と Ping（ICMP Echo Request/Reply）通信の実験を⾏い，TCP通信のスループットと
Ping通信のRTTを評価した．具体的には，TCP通信と送信キューを共有するPing通信
の RTTが抑制されて Bufferbloat問題が解決しているかどうか，また提案⽅式によるパ
ケット損失によってTCP通信のスループット性能が悪化していないかどうかについて確
認を⾏う．併せて，すでにBufferbloat問題への対策を導⼊している端末の場合，提案⽅
式をAPに導⼊した場合に性能悪化がないかどうかも確認する．
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6.6.1 実験条件
～10m
サーバ
AP
2階
1階
木造家屋
ブリッジ
802.11n (5GHz)
ギガビット
イーサネット
端末
～1m
異なる位置に
設置（固定）
図 6.4: 実験環境
図 6.4の環境で性能評価実験を⾏った．建物は⽊造家屋 2階建てであり，サーバとAP
は 2階に設置した．1台の端末は様々な地点に設置し，その場所で端末からAPに接続さ
れたサーバに対してTCP通信と Ping通信を並⾏して⾏う．
実験に⽤いた機器の仕様を表 6.1に⽰す．端末としては，Linux，Windows端末，Mac
OS端末の 3種類を利⽤した．またAPにはAtheros社製チップを搭載した無線 LAN PC
カードを装備した Lenovo社のパソコンを⽤いた．APには hostapdソフトウェアをイン
ストールしている．
表 6.1: APと端末の仕様
AP Linux端末 Windows端末 Mac OS端末
機種 Lenovo ThinkPad X61 Apple MacBook Air (Mid 2012)
Kernel Linux 3.2.38 Linux 3.13.0 Windows 10 Mac OS 10.11
無線 LAN MAC IEEE 802.11n （5GHz）
TCP輻輳制御 - Cubic TCP OSのデフォルト設定
その他の TCPの設定 - ECN，REDなどの機能は使⽤せず，
送受信ソケットバッファはOSのデフォルト設定を利⽤
APソフトウェア hostapd 0.7.3 -
NIC NEC Aterm WL300NC Mac内蔵 （Broadcom）
Driver ath9k OS標準ドライバ
なお，Linux端末に対しては，Bufferbloat問題の対策を施していない端末，TCP small
queuesを実装した端末，CoDelを適⽤した端末の 3種類のバージョンを⽤意した．TCP
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small queuesを適⽤した端末は Linux 3.13をそのまま利⽤する．Bufferbloat問題の対策
を施していない端末は Linux 3.13のTCP small queuesの制限を⼤きな値（10,000パケッ
ト）にしたものを⽤いる．CoDelを適⽤した端末は，Linux 3.13でTCP small queuesの制
限を⼤きくした上でCoDelを実装したものを利⽤する．なお，使⽤したLinuxでは，後述
の図 6.12(a)に⽰すように，輻輳ウィンドウは 1,000パケット付近に上限が設けられてい
る．このため，TCP small queuesの制限を 10,000パケットに設定することにより，その
機能を使⽤しないようにできる．また Linux端末の場合は，TCP通信における輻輳ウィ
ンドウの値や，送信キューに接続されたパケット数（送信キュー⻑）など，詳細な情報が
⼊⼿可能である．
表 6.2に評価のための通信実験の詳細を⽰す．この表に⽰すように，端末の種類および
位置に対して，それぞれ 60秒間の通信を⾏っている．
表 6.2: 1回の通信実験の詳細
通信時間 TCPトラヒック Pingトラヒック
60秒 iperf を 60 秒間使⽤．
転送データ量は TCP
スループットに依
存．例えば，6Mbps，
60Mbps のスループッ
トの場合は，それぞれ
45Mバイト，450Mバ
イト．
1秒間に 1回 ICMPエ
コー要求を送信．デー
タは 64 バイト．1 回
の通信実験で 60 回の
Pingを実⾏．
6.6.2 全体的な実験結果
本節では全体的な実験結果，すなわち端末の種類と位置を変えた 60秒間の通信実験に
おける各性能の平均値について⽰す．ここで，端末の位置の指標として，その場所での 60
秒間の通信において転送されたすべてのA-MPDUのMACデータレートの平均値を使⽤
することとする．
まず，予備的な検討結果として，図 6.5に提案⽅式をAPに導⼊していない場合の，端
末とアクセスポイントの間のMACレベルの平均誤り率を⽰す．この値は，Linux端末か
らTCP通信を⾏った場合の，転送された全MPDU数（MACレベルの再送も含む）とAP
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図 6.5: 平均データレートと平均誤り率の対応
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(a) 提案⽅式なし
 0
 100
 200
 300
 400
 500
 600
 700
 800
 0  20  40  60  80  100  120
Av
era
ge
 P
ing
 R
TT
 (m
s)
Average Data Rate (Mbps)
none
tsq
codel
windows
mac
(b) 提案⽅式あり
図 6.6: 平均データレートと Pingの平均RTTの対応
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図 6.7: 平均データレートと平均送信キュー⻑の対応
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(b) 提案⽅式あり
図 6.8: 平均データレートと平均TCPスループットの対応
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により受信確認されたMPDU数から算出したものである．図 6.5は，Linux端末で 3種類
のバージョンを⽤いた場合の，測定における平均MACデータレートと，平均誤り率の対
応を⽰している．図で，none，tsq，codelはそれぞれ Bufferbloat問題の対策を適⽤して
いない端末，TCP small queuesを適⽤した端末，CoDelを適⽤した端末の結果を⽰す．
この結果から，MACレベルの平均誤り率は 0.05から 0.2程度の範囲で分散しているこ
と，同じような位置（同程度の平均MACデータレート）では Linux端末のバージョンに
はあまり依存しないことなどがわかる．
次に，図 6.6から 6.8に具体的な測定結果を⽰す．各図の横軸は図 6.5と同様に 60秒間
の測定において端末から送信されたA-MPDUのMACデータレートの平均値である．図
6.6は平均MACデータレートとPing通信の平均RTTの対応，図 6.7は端末の送信キュー
の平均⻑との対応，図 6.8はTCP通信の平均スループットとの対応をそれぞれ⽰す．各
図で (a)が提案⽅式を⽤いていない場合，(b)が提案⽅式をAPに実装した場合である．図
の 1つ 1つのプロットは，1回の測定値に対応する．また，none，tsq，codelは図 5と同様
であり，windowsとmacはそれぞれWindows端末とMac OS端末の結果を⽰す．なお，
図 6.7の送信キューの平均⻑については Linux端末のみに対して測定している．
図 6.6(a)では，提案⽅式を⽤いていない場合において，Bufferbloat問題に対応してい
ない Linux 端末の Ping平均 RTTが，平均MACデータレートが 40Mbps程度より⼩さ
い範囲で 200ミリ秒を超えている．特に 20Mbps以下では 500ミリ秒より⼤きくなってい
る．図には⽰していないが，TCP通信の平均 RTT（データセグメントと対応するACK
セグメントの時間間隔の平均値）も測定しており，Ping通信の平均RTTの約 2倍となっ
ていることを確認している．このため，Echo Requestパケットの送信間隔によっては平
均RTTが悪化することも考えられる．この結果から，端末からAP⽅向への通信におい
て，Bufferbloat問題が発⽣していると判断できる．また，Windows端末やMac OS端末
においても，平均MACデータレートが 20Mbps以下で，Ping平均RTTが 350ミリ秒か
ら 700ミリ秒程度に増⼤している．このため，Windows 10やMac OS 10.11のデフォル
ト設定のTCPにおいてもBufferbloat問題が発⽣すると考えられる．これに対して，同図
の tsqおよび codelは，平均RTTを下げており，Bufferbloat問題を抑制していることがわ
かる．図 6.6 (b)では，提案⽅式により，Linux端末の 3種類と，WindowsおよびMac OS
の各端末において，50Mbps以下の範囲で平均RTTが抑えられている．特にBufferbloat
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問題に対応していない場合の Linux端末およびWindowsとMac OSの各端末おいて改善
が顕著である．これによって，提案⽅式をAPに実装することにより Bufferbloat問題に
対して有効に対応可能であるといえる．
図 6.7 (a)の平均送信キュー⻑の結果より，Bufferbloat問題に対応していない Linux端
末は 500から 600パケット程度が，端末の送信キューにバッファリングされていることが
分かる．これに対して，TCP small queuesのLinux端末とCoDelのLinux端末における滞
留パケット数は 150パケット以下に抑えられており，送信キューにて滞留するパケット数
が減少することによってキューイング遅延を⼩さくしてBufferbloat問題を抑制すること
ができていると考えられる．図 6.7 (b)において，平均MACデータレートが 50Mbps以下
の範囲では，いずれの種類の端末に対しても，キュー⻑が 50パケット以下に抑えられてお
り，その結果，平均RTTが抑えられたといえる．50Mbpsを超える範囲では，Bufferbloat
問題に対応していない端末において，送信キュー⻑の減少があまり⾒られないが，RTT
の増加は⾒られないため問題はないと考えられる．
図 6.8 (a)は，TCP通信の平均スループットが端末の種類にはあまり依存していないこ
とを⽰す．また図 6.8 (b)と図 6.8 (a)を⽐較すると，提案⽅式を導⼊した場合に，3種類
の Linux端末およびWindows端末とMac OS端末における平均スループットは，ほぼ同
様の結果を⽰している，
提案⽅式の有無におけるTCP通信の平均スループットを数値的に⽐較する．図 6.8(a)
と (b)の結果は，同じ平均MACデータレートに対して得られているわけではないので，
各端末の結果を直線で近似しその傾きの違いをもって評価することとしたい．提案⽅式な
しの傾きに対する提案⽅式ありの傾きの割合で測定したスループットの割合を表 6.3に⽰
す．なおこの結果は測定回数の多いLinux端末の 3種類について⽰している．この結果か
らも提案⽅式を導⼊することによるTCPスループットの低下はほぼないといえる．
表 6.3: 提案⽅式ありの場合のTCPスループットの割合
none tsq codel
スループット割合 97.6% 102.4% 98.3%
本節の最後に，各測定における測定値の時間的変化について⾔及したい．各測定はTCP
通信と Ping通信を開始してから 60秒間継続させたもので，TCPコネクション確⽴の動
作なども含まれている．そこで，例として，平均MACデータレートが約 13.5Mbpsと約
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110Mbpsの場合におけるPing通信のRTTとTCPスループットの時間変化を図6.9と 6.10
にそれぞれ⽰す．両図では提案⽅式がない場合とある場合（without / with proposal）の
双⽅を⽰している．これらから，Ping通信RTTもTCPスループットも測定の開始直後
から平均値に近づいていることがわかる．このため，図 6.6から 6.8で得られた 60秒間の
平均値は，⼗分安定した値であると考えられる．
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図 6.9: Ping RTTの時間変化
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図 6.10: TCPスループットの時間変化
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図 6.11: 平均MACデータレートが 12Mbpsの場合の Ping通信のRTTの累積分布
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図 6.12: 平均MACデータレートが 12Mbpsの場合の TCP通信の輻輳ウィンドウの時間
変化
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図 6.13: 平均MACデータレートが 45Mbpsの場合の Ping通信の平均RTTの累積分布
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図 6.14: 平均MACデータレートが 45Mbpsの場合の TCP通信の輻輳ウィンドウの時間
変化
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6.6.3 個別の測定の評価
次に本節では，6.6.2項で⽰した 60秒間の個別の測定の詳細について，Linux端末の通信
を対象として述べる．図 6.11 に平均MACデータレートが約 12Mbpsだった場合の Ping
通信での個々のRTTの累積分布を⽰す．(a)が提案⽅式を⽤いていない場合，(b)が提案
⽅式をAPに実装した場合である．提案⽅式を⽤いない場合，この測定では，Bufferbloat
問題に対応していない端末，TCP small queuesを適⽤した端末，CoDelを適⽤した端末で，
Ping RTTの平均値がそれぞれ約 500ミリ秒，約 200ミリ秒，約 200ミリ秒であった．その
詳細を⾒ると，Bufferbloat問題に対応していない端末では 0ミリ秒から 1400ミリ秒まで
分布していた．TCP small queuesとCoDelの場合でも，それぞれ最⼤値が 800ミリ秒と
400ミリ秒であった．提案⽅式をAPに実装しない場合は，いずれもPing通信のRTTが
平均値の 2から 4倍の値まで広がっていた．これに対して，提案⽅式をAPに実装した場
合は，いずれの場合もPing RTTの平均値が 100ミリ秒以下で，分布の最⼤値も 200ミリ
秒よりも⼩さい．このためユーザレベルの応答性の悪化を解消できることが期待できる．
これらの結果は，図 6.12 に⽰したTCP輻輳ウィンドウ（congestion window: cwnd）の
時間変化から説明できる．なおこの図の結果は，端末において tcpprobe [12] を⽤いて測
定したものである．提案⽅式を導⼊していない場合（図 6.12 (a)），Bufferbloat問題に対
応していない端末とTCP small queuesを適⽤した端末では，パケットロスが発⽣せず輻
輳ウィンドウが上昇し続ける．このため，TCPからの送信のレートが時間とともに増加
し，それが内部の送信キューに蓄積され，Ping通信のRTT増加につながったと考えられ
る．CoDelを⽤いた端末ではそのアルゴリズムによってパケットロスが発⽣し，3種類の
内では輻輳ウィンドウが⼩さく抑えられた．これに対して提案⽅式を導⼊した場合は，図
6.12 (b)のように 3種類ともに輻輳ウィンドウは低いままとなっている．
平均MACデータレートが約 45Mbpsだった場合の Ping通信の RTTの累積分布を図
6.13 に⽰す．提案⽅式を使⽤しない場合（図 6.13 (a)），Bufferbloat問題に対応していな
い端末，TCP small queuesを適⽤した端末，CoDelを適⽤した端末で，Ping RTTの平均
値がそれぞれ約 250ミリ秒，約 180ミリ秒，約 100ミリ秒であった．分布をみるとその最
⼤値が，Bufferbloat問題に対応していない端末とTCP small queuesを適⽤した端末では，
双⽅とも 400ミリ秒まで，CoDelを⽤いた端末では 200ミリ秒程度までそれぞれ広がっ
ている．この例でも最⼤のRTTは，平均値の 2倍程度となっていることがわかる．これ
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に対して，図 6.13 (b)に⽰すように，提案⽅式をAPに導⼊する場合は，いずれの場合も
Ping RTTの平均値および最⼤値を低く抑えることが可能となっている．また図 6.14 に
平均MACデータレートが 45Mbpsの場合のTCP輻輳ウィンドウの時間変化を⽰す．こ
れは 12Mbpsの場合と同様な結果を得ている．
これらの結果から，提案⽅式は輻輳ウィンドウを低く保つことでBufferbloat問題に対
処することができているといえる．
6.6.4 リトライアウトインデックスの影響
リトライアウトインデックスの値は第5章の表5.1のように定めた．5.4.1項にて6.5Mbps
や 13.5MbpsのMACデータレートにおいては制限値を 2回とするのが適当なことを実験
的に確認し，⼀⽅，MACデータレートが 100Mbpsにおいては最⼤再送回数として 10を
⽤いている．この補間については，図 5.11のように階段状の値を採⽤した．
しかし，図の直線補間とそれに基づく階段状の値の設定は，理論的な背景があるわけで
はない．そこで，リトライアウトインデックスを表 5.1の値から変更した場合の性能への
影響を評価した．
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図 6.15: リトライアウトインデックスを変更した場合の Pingの平均RTT
具体的な評価⽅法は次のとおりである．6.6.1項で⽰した実験環境において，APに提案
⽅式を導⼊し，リトライアウトインデックスを 2，5，8の値で固定する．Bufferbloatに対
応していないLinux端末を異なる場所に設置し通信実験を⾏い，Ping通信のRTTとTCP
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図 6.16: リトライアウトインデックスを変更した場合の平均TCPスループット
スループットを測定する．
図 6.15と 6.16に測定結果を⽰す．図の表記は 6.6.2節に⽰したものと同様である．図
6.15では，平均MACデータレートが 20Mbps以下かつリトライアウトインデックスが 5
と 8の場合，300ミリ秒から 600ミリ秒とPing通信のRTTが増加している．30Mbpsから
60Mbpsの平均MACデータレートでは，リトライアウトインデックスが 8の場合のPing
RTTが他に⽐べて若⼲⼤きくなっている．
⼀⽅，図 6.16では，30Mbps以上の平均MACデータレートの場合において，リトライ
アウトインデックスが 2の場合スループットが⼩さい．顕著な例では，リトライアウトイ
ンデックスが 2かつ平均データレート 80Mbpsの場合，10Mbpsという著しく低いスルー
プットを記録している．また平均MACデータレートが 80Mbpsを超えると，リトライア
ウトインデックスが 5の場合も若⼲低いスループットを記録している．
以上の結果から，100MbpsまでのMACデータレートの範囲において，表 5.1に⽰した
ように階段状にリトライアウトインデックスを決定するのが有効であると考えられる．固
定的に値を設定する場合よりも，⾼いデータレートではスループットを落とさず，かつ低
いデータレートにおいて遅延を減少させることができる．
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6.7 まとめ
本章では，アクセスポイント側による再送機能の制御のための設計を⾏い，評価を⾏っ
た．その結果，端末側による⼿法と同様の効果を得られることを⽰した．また，Linux以
外のWindowsやMac OSなどについても実験を⾏いBufferbloat問題が発⽣していること
を確認し，提案⼿法を⽤いることで，OS実装を変更することなしに遅延悪化を抑制でき
ることを⽰した．さらに，リトライアウトインデックスの影響についても検討を⾏い，提
案⼿法に適⽤した設定が有効であることを⽰した．
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第7章 結論
7.1 本研究のまとめ
本論⽂では，IEEE 802.11n無線 LAN上の TCP通信における Bufferbloat問題の解決
⽅法に関する研究として，無線データレートに応じて再送機能を低下させる⽅法を提案
し，スループット性能の低下を引き起こすことなく遅延性能の悪化を抑制できることを⽰
した．
第 1章では，研究の背景として無線 LANの⼀般への普及，アプローチと本論⽂の構成
について⽰した．
第 2章では，まず IEEE 802.11における様々な⼯夫について述べ，802.11nのフレーム
アグリゲーションや Block ACKの必要性について説明した．次に TCPと輻輳制御アル
ゴリズムについて説明をし，様々な課題に対応するために輻輳制御アルゴリズムが提案さ
れていること，輻輳崩壊に対して導⼊されたロスベースの輻輳制御アルゴリズムが広く採
⽤されていることについて述べた．さらにBufferbloat問題が近年問題となっていること
を挙げ，関連する研究を説明し，802.11nにおいてBufferbloat問題が発⽣する可能性につ
いて述べた．
第 3章では，802.11n無線LANネットワークにおけるTCP通信の特性を調査するため，
実機による 802.11nの APを経由するネットワーク環境を構築し，TCPによるデータ転
送の実験的検討を⾏った．この検討によって，第 2章で説明したBufferbloat問題が発⽣
していることを，さらにその原因として 802.11nの強⼒な再送があることを⽰した．さら
に，802.11nにおけるBufferbloat問題の整理を⾏った．
第 4章では，Bufferbloat問題への既存アプローチの無線 LANへの適応性の検討を⾏っ
た．次に無線 LANに特化した⽅式提案のための基本検討の中で，無線データレートが低
いほど遅延性能が悪化すること，キュー⻑でパケットロスを制御する場合にはスループッ
ト低下の懸念があることを⽰した．これらの検討から，無線データレートに応じて再送機
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能の制御を⾏う⽅式を提案した．この提案⽅式の実現⽅法には端末側とアクセスポイント
側の 2つのアプローチがあるとし，さらに提案⽅式の実装⽅法に関する検討にてデバイス
ドライバにて現実的に実現可能であることを述べた．
第 5章では，端末側によるデータレートに応じて再送機能を制御する⽅法を⽰し，その
効果を評価した．無線データレートに応じた最⼤再送回数の検討を⾏い，提案⼿法に適⽤
した．既存の⼿法と⽐較して，提案⼿法を⽤いることでスループット性能の低下を引き起
こすことなく遅延性能の悪化を抑制できることを⽰した．さらにWestwoodやVegasなど
の輻輳制御アルゴリズムについても⽐較を⾏い，Westwoodは従来のアルゴリズムと同様
に効果はなく，Vegasは遅延悪化を抑制する効果は⾒られたが，⼀⽅でスループット性能
の悪化がみられた．
第 6章では，端末側の実装を変更することなく，アクセスポイント側によるデータレー
トに応じて再送機能を制御する⽅法を⽰し，評価した．結果，第 5章と同様の効果を得ら
れることを⽰した．また，Linux端末に加えて，Windows端末やMac OS端末についても
実験を⾏い，提案⼿法を⽤いない場合はBufferbloat問題が発⽣すること，提案⽅式を⽤
いることで遅延悪化を抑制することができることを⽰した．さらに，リトライアウトイン
デックスの妥当性について，固定のリトライアウトインデックスの値での実験を⾏い，第
5章で決定したように，階段状のリトライアウトインデックスを採⽤するのが有効である
ことを⽰した．
本研究では，802.11n無線 LANにおけるBufferbloat問題を解決するための⽅式を，第
5章では端末側による技術として，第 6章ではアクセスポイント側による技術として提案
した．これらの提案⽅式は，同じ問題に対して，それぞれ異なる実現⽅法によって対応し
ており，適⽤したい環境や状況に合わせて選択できる．
表 7.1: 802.11n無線 LANにおけるBufferbloat問題への対応の⽐較
Westwood Vegas TCP Small Queues CoDel DRWA 提案手法（端末側） 提案手法（AP側）
端末 TCP受信側（サーバ） 端末 AP
レイヤ TCP TCP TCP 送信キュー TCP デバイスドライバ デバイスドライバ
〇 〇 × 〇 〇 〇 〇
〇 〇 〇 〇 × 〇 〇
× × × × 〇 × 〇
〇 〇 〇 〇 〇 〇 ×
追加遅延なし × △ 〇 〇 - 〇 〇
追加遅延100ミリ秒 × △ - 〇 - 〇 -
追加遅延なし × △ 〇 〇 - 〇 〇
追加遅延100ミリ秒 × △ - △ - 〇 -
端末の修正が不要
APの修正が不要
Cubic
Reno
手法
実装の範囲 TCP送信側（端末）
送信キューとTCPが別の端末
サーバへの実装が不要
第 4章の 802.11n無線 LANのBufferbloat問題に対する検討において，様々なアプロー
チ⼿法があることを⽰した．表 7.1に，第 5章と第 6章の結果を取り込み，それぞれの対
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応の結果の⽐較について⽰す．表中の-に関しては未評価であることを⽰している．
まず，TCP輻輳制御アルゴリズムの変更に関して議論する．無線に対応するWestwood
と遅延ベースであるVegasの 2つのアルゴリズムの検証を⾏った．Vegasへの変更には⼀
定の効果がみられたが，Westwoodへの変更には効果が⾒られなかった．Westwoodは無
線に対応するアルゴリズムであるとはいえ，速度低下を抑制するための制御であるため，
効果がなかったものである．⼀⽅，Vegasは往復遅延時間に対応して輻輳ウィンドウの増
減を⾏うため，Bufferbloat問題に対して遅延抑制の効果がみられたが，逆に過敏に反応
するためスループットの低下を招くことが分かった．
TCP small queuesによるBufferbloat対応は，TCP送信者と無線 LAN送信者が同⼀で
なければならない，という条件付きではあるが，遅延抑制に効果があることが分かった．
また，送信キューによるパケット滞留時間をパケットロスの指標とする CoDelについて
も，Bufferbloat問題に効果的に働くことが分かった．⼀⽅，追加遅延が存在する場合，過
度にパケットロスを発⽣させてしまい，⾼い無線データレートかつ TCP Renoの場合に
ついてスループットの低下がみられた．DRWAに関しては，今回は評価を⾏っていない
ため，議論を⾒送る．
提案⼿法の端末側による実現⽅法では，端末の無線 LANドライバの実装を変更するこ
とで実現可能であり，Bufferbloat問題に対して遅延抑制の効果があることが分かった．さ
らに，⾼い無線データレートにおける通信時においてもスループットの悪化は⾒られな
かった．これは，⾼無線データレート時は最⼤再送回数を多くなるように決定しているた
めである．アクセスポイントの変更は許されないが，端末の変更は可能である場合に効果
的である．
提案⼿法のアクセスポイント側による実現⽅法では，アクセスポイントの無線 LANド
ライバの実装を変更することで実現可能であり，そのアクセスポイントに所属するすべて
の端末に対してBufferbloat問題の対応を⾏うことが可能である．また，端末側で既存の
Bufferbloat対策（TCP small queuesやCoDel）が⾏われていても，スループットの悪化
を引き起こす結果は⾒られていない．このアクセスポイント側の⼿法は，端末の変更が許
可されていないがアクセスポイントの変更が許可されている場合，または端末の数や種類
が多く端末側の変更が容易ではない場合に効果的である．
本提案⼿法は802.11n無線LANにおけるBufferbloat問題を中⼼に検討を⾏った．802.11n
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のMAC層の⼯夫である Block ACKとフレームアグリゲーションによる強⼒な再送に
よってパケットロスが発⽣しにくいことから，Bufferbloat問題が発⽣したと考えられる．
802.11n以降の無線 LAN規格である IEEE 802.11acなどにおいても，これらMAC層の
⼯夫は引き続き⾏われるためパケットロスは発⽣しにくく，802.11nと同様にBufferbloat
問題は発⽣しうると考えられる．802.11acにはMU-MIMOなど新しい⼯夫が導⼊されて
いるが，1対 1の通信において問題の構図は変わらず，また，その解決⽅法も変わらない
ため，本提案⼿法は適⽤可能だと考えらえる．
7.2 本研究の貢献
本研究における貢献をまとめる．
7.2.1 802.11n無線LANにおけるBufferbloat問題の詳細な検討
今まで，Bufferbloat問題について無線LANにおいても発⽣することは知られていたが，
802.11n無線LANにおいて詳細に検討した研究は⾏われていなかった．本論⽂では，実際
に 802.11n無線LANアクセスポイントを経由するネットワーク環境を⽤いて，Bufferbloat
問題が発⽣していること，802.11nの強⼒な再送がその要因であることを⽰した．また，
キュー⻑と遅延時間の間に関連はないことを⽰した．
7.2.2 802.11n無線LANにおけるBufferbloat問題の端末側による解決
802.11n無線 LANに特化したBufferbloat問題の解決⽅法として，データレートに応じ
て最⼤再送回数を制御する⽅法を提案して評価を⾏い，効果があることを⽰した．さらに
CoDel⽅式に対しても評価を⾏い，⾼い無線データレートの場合において，緩やかに輻輳
ウィンドウを拡⼤していくTCP輻輳制御の場合，過度なパケットロスが引き起こされる
ことによってスループットが低下してしまうことを⽰した．
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7.2.3 802.11n無線LANにおけるBufferbloat問題のアクセスポイン
ト側による解決
前項の端末実装が変更不能である場合や多種多様な端末に対応するため，アクセスポイ
ント側にて前節の解決⽅法を実現する⽅法を提案した．アクセスポイント側にて，再送回
数の推定と疑似的にリトライアウトを⾏うことによって，端末側による⽅法と同様の効果
があるBufferbloat解決法を提案した．再送回数の推定には，本来捨てられるCRCエラー
のフレームヘッダ情報を使⽤するアイディアを⽰した．提案⽅式に対して評価を⾏い，効
果があることを確認した．さらに，既存のBufferbloat対策⽅法が適⽤されている場合に
おいても，提案⼿法の重複適⽤によるスループット性能の悪化がないことを⽰した．
7.3 今後の展望
本論⽂では，802.11n無線 LANにおけるBufferbloat問題に対しての解決⽅法の提案を
⾏った．通信の⾼速化によってスループット性能を⼗分に活⽤するために要求される送
信キューのサイズは増加することになる．キューのサイズの増加によってBufferbloat問
題により引き起こされる遅延悪化は深刻化するため，今後，この問題はより顕著化すると
考えられる．本問題を前提とした，TCP輻輳制御アルゴリズム，アクティブキュー管理，
無線 LANドライバなどの実装が必要である．
本論⽂では，平均データレートを⽤いることで実験環境の再現性を⽰した．今回は既製
品と Linux PCによる 2つの無線 LANアクセスポイントの無線データレート適応アルゴ
リズムにおいて，本提案⽅式が有効であることを⽰した．他の適応アルゴリズムの場合に
おいても，本提案⽅式が有効であるかどうかは，より詳細な検討が必要であり，今後の課
題である．
今回のBufferbloat問題において，パケットロスによるアプローチでは，Bufferbloat問
題が発⽣していることの検知のための⽅法として，無線データレートを採⽤し，低いデー
タレートである場合は問題が⽣じている可能性が⾼いため，パケットロスが発⽣しやすい
制御を⾏った．無線データレートは，有線 LANにも適⽤できるように⼀般化すれば，そ
のネットワークインタフェースの持つ送信キューの実効スループットである．ボトルネッ
クリンクの受信側において，有線LAN，無線LANを問わず実効スループットは取得可能
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である．問題発⽣検知の 1つの⼿法として今後の課題である．
さらに，無線LANにおいてはパフォーマンスアノーマリによる端末の送信速度が低下して
しまう問題も存在しており研究が⾏われている．このような速度低下によってBufferbloat
問題が引き起こされる可能性があるため，より詳細な検討が必要である．
第 5章では，端末側が⾃然に持つ情報をもとにBufferbloat問題の発⽣の検知を⾏い，ま
た再送回数の制限を⾏いことで意図的なパケットロスを発⽣させた．第 6章では，端末側
の挙動の推定，さらにはリトライアウトの疑似的な実現を⾏うという新たな視点を加える
ことで，受信側，すなわちAPによる Bufferbloat問題への対応を実現した．この新たな
視点は，無線 LANに特化しないBufferbloat対策にも有益であると考えている．
例えば，CoDelは，かつては送信キュー⻑を指標としていたREDに対して，送信キュー
における滞留時間を指標とすることによって，問題となるキューイングに対してのみパ
ケットロスを引き起こすように改善されている．しかしながら，CoDelはAQMの発展と
いう考え⽅によって，その実装箇所は送信キューのみに限定されており，⾃⾝のキュー
にてBufferbloat問題が発⽣した場合しか対応できない．これはすべての送信キューにて
CoDelを実装する必要があることを⽰しており，CoDelは経路上の他の端末にて発⽣して
いるBufferbloat問題に関しては解決することができないという課題を抱えている．
端末の実装の変更なしに経路上の端末にて発⽣するBufferbloat問題への対応を検討す
る場合，送信キューにおける滞留時間によるBufferbloatの検知というCoDelのアイディ
アと，端末側の挙動の推定を⾏うという本論⽂の提案のアイディアを融合させることで
新たな制御⽅式の可能性を模索できる．経路全体における遅延時間の増⼤を，例えば IP
ヘッダやTCPヘッダの情報から推定を⾏い，最⼩遅延時間から現状の遅延時間が⼤きく
肥⼤化した場合にパケットロスを引き起こすような仕組みが考えられる．途中経路の送信
キューにおける滞留時間を，途中の経路にて，パッシブに検知することができれば，送信
キューに限定せずに実装が可能である．
さらに，本論⽂においてはTCPの輻輳制御アルゴリズムはロスベースのものが⽀配的であ
るとして議論を進めたが，他の輻輳制御アルゴリズムへの考慮も考えられる．Bufferbloat
問題が問題たる原因の⼀つは TCPがロスベースの輻輳制御アルゴリズムを採⽤してい
る点にある．ロスベースのアルゴリズムはバッファをれさせるまで送信速度を緩めな
い．⼀⽅，遅延ベースなどの場合は往復遅延時間を指標として送信速度を決定しており，
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Bufferbloatの原因とはならない．遅延ベースのようなトラヒックに対してパケットロス
を引き起こすのは問題であるため，峻別すべきである．TCPの輻輳制御アルゴリズムを
推定する研究が⾏われている．そのような研究の成果を⽤いて，ロスベースと遅延ベー
スのアルゴリズムの分類を⾏い，ロスベースの TCPに対してのみパケットロスによる
Bufferbloat対策が⾏われるように限定できるようにすることも，課題である．
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