Analogous to genomic sequence alignment that allows for across-species transfer of biological knowledge between conserved sequence regions, biological network alignment can be used to guide the knowledge transfer between conserved regions of molecular networks of different species. Hence, biological network alignment can be used to redefine the traditional notion of a sequence-based homology to a new notion of network-based homology. Analogous to genomic sequence alignment, there exist local and global biological network alignments. Here, we survey prominent and recent computational approaches of each network alignment type and discuss their (dis)advantages. Then, as it was recently shown that the two approach types are complementary, in the sense that they capture different slices of cellular functioning, we discuss the need to reconcile the two network alignment types and present a recent first step in this direction. We conclude with some open research problems on this topic and comment on the usefulness of network alignment in other domains besides computational biology.
Introduction
Molecular biology has deeply investigated the role of biologically relevant molecules within cells. After the first phase in which most of the efforts focused on the discovery of such molecules, more recently, the interests of researchers have concentrated on the identification of a complex set of relations among molecules, under the hypothesis that genes, proteins, and other molecules rarely work alone but instead form a complex network of interactions [1] . This new systems-level point of view of molecular biology has affected both technologies used to analyse cells as well as methods and models used to manage resulting data. Namely, this new perspective has encouraged the development of high-throughput techniques for determining relations between biomolecules [2] . Consequently, this has led to accumulation of large amounts of biomolecular interaction data, such as protein-protein interaction networks (PINs) [3, 4] , collected in publicly available databases (see [5, 6] for an extensive review). The systems-level data collection, in turn, has raised the need to develop novel computational tools and algorithms that are able to accurately and efficiently model, query and analyse the network data [7] . Of all biological network types, our key focus is on PINs. Yet, our discussion is applicable to other biological network types, such as gene co-expression, metabolic or gene regulatory networks. For PINs, the most used formalism to manage and analyse the data has been adopted from graph theory [8] . Consequently, a PIN, or interactome, is modelled as a graph G ¼ (V,E), where V is the set of nodes representing proteins, and E is the set of edges representing (typically physical) protein-protein interactions (PPIs). Such a synergetic view of cellular functioning gives to researchers the opportunity to analyse the complex joint effect of the interplay among molecules, which is more realistic compared with analysing only effects of individual molecules in isolation [1] . There exist a variety of research problems related to PIN analysis. For instance, Panni and Rombo [9] consider three important aspects: 'network alignment', 'network querying' and 'network motif extraction'. Additional aspects are 'study of network properties' [1] , 'network clustering' [10, 11] and 'dynamic network analysis' [12] . Here, we focus on the problem of network alignment, i.e. the comparison of different PINs typically corresponding with different species. Such analysis is the counterpart of the alignment of (linear) sequences of genes or proteins. In the basic formulation, network alignment aims to find a good node mapping between PINs of two or more species that identifies common interaction patterns between the compared networks, which are then hypothesized to correspond to functionally conserved network regions between the species. Therefore, just as sequence alignment has been used to define sequence-based homology, network alignment can be used to define networkbased homology or similarity. However, unlike sequence alignment, network alignment is computationally intractable (i.e. NP-hard), owing to the NP-completeness of the underlying subgraph isomorphism problem. Therefore, heuristic approaches for solving the network alignment problem need to be sought.
Analogous to sequence alignment, there exist two different instances of the network alignment problem: local and global [13, 14] . From a computational perspective, local network alignment (LNA) [15] searches for highly similar network regions that likely represent conserved functional structures, which often results in relatively small mapped subnetworks and in some network regions not being a part of the alignment (Figure 1 ). Instead, global network alignment (GNA) [13] looks for the best superimposition of the whole input networks (i.e. an alignment that minimizes a cost function), which typically results in large but suboptimally conserved mapped subnetworks ( Figure 1 ). Both kinds of network alignment may compare two or more networks, corresponding to pairwise and multiple alignment, respectively. From a biological perspective, LNA looks for evolutionarily conserved building blocks of the cellular machinery, disregarding the overall similarity between the networks. Instead, GNA searches for a single comprehensive mapping of the whole sets of protein interactions from different species.
Formally, given two input networks G 1 and G 2 (let us suppose that G 1 has fewer nodes than G 2 or the same number of nodes as G 2 ), the problem of finding an alignment between the two networks corresponds to the search for a mapping between nodes of G 1 and nodes of G 2 that maximizes a given cost function (quality of alignment). The size of this search space is large, as it consists of all possible mappings between nodes of the compared networks. The computational intractability of the above problem, which arises from the NP-completeness of the underlying subgraph isomorphism problem [16] , requires development of heuristics (approximate approaches) to solve the problem. Thus, all existing LNA and GNA methods are heuristics. GNA produces an injective (one-to-one) matching, i.e. for each node of G 1, there exists a unique correspondent node in G 2 , while LNA gives a mapping of a subset of nodes in G 1 to a subset of nodes in G 2 (even admitting many-to-many node correspondences in some cases).
There is a clear connection between LNA and GNA. For example, both aim to find topological and functional similarities between the compared networks to allow for the transfer of biological knowledge from well-studied species to poorly studied species between the conserved (aligned) network regions. Yet, researchers in these two subfields have produced independent algorithms. Consequently, there are many LNA algorithms and many GNA algorithms that rely on different assumptions and use different approaches that maximize different cost functions [17] . For instance, many algorithms try to optimize some cost functions based mainly on topology, while many others are tailored to enhance the functional relevance of alignments. Therefore, a direct comparison of an LNA method and a GNA method is non-trivial. Consequently, when a new method is proposed, it is only compared against the existing network alignment methods from the same category (i.e. LNA or GNA), even though LNA and GNA have the same goal of acrossspecies transfer of biological knowledge between aligned network regions [18] . Therefore, the ultimate question is which one to use: LNA, GNA or a hybrid approach that would reconcile the two? The possible reconciliation between these two aspects of network alignment is an open research problem that should be investigated deeply in the future.
In this survey, after presenting prominent algorithms for each of LNA and GNA (which are summarized in Table 1 ), we discuss recent beginning steps towards reconciling the two corners. In particular, we point to a comprehensive evaluation study, the first ever comparison of LNA and GNA, which showed that LNA and GNA are complementary, as the former results in high functional but low topological quality, while the latter results in high topological but low functional quality, and as they lead to different biological predictions. As both PIN topological information and functional information are valuable sources of biological knowledge, this important finding about complementarity of LNA and GNA further highlights the need for reconciling the two approach types. Towards the end of our discussion below, we comment on a recent first step in this direction.
Local network alignment
In recent years, several algorithms have been proposed to solve the LNA problem. They may be categorized considering the approach and the scoring of the alignment. Nevertheless, we group them into two broad classes considering their main steps: mine-and-merge and merge-and-mine.
Algorithms belonging to the mine-and-merge class first analyse each network separately (e.g. to identify small dense subgraphs or communities), and then they build the alignment solution by comparing the pre-identified modules across the networks [19] [20] [21] . Examples of mine-and-merge methods are MOPHY [19] , the algorithm by Jancura et al. [20] and MODULA [22] . Briefly, these methods work as follows. The MOPHY algorithm, proposed by Erten et al. [19] , is based on the identification of modular network components from each network separately by applying graph clustering techniques. Then, each module is projected onto other networks using sequence similarity. The conservation of each module is used to assess the similarity between input graphs. The method proposed by Jancura et al. [20] is tailored to the study of the conservation of protein complexes (i.e. set of mutually interacting proteins) among different species. The algorithm first identifies protein complexes in each input network; then, orthology relationships are used to link corresponding protein complexes. MODULA algorithm uses ClusterOne [23] to separate modules in each input network. Then, the modules are matched using semantic similarity [24] . High-scoring pairs of the modules are included in the alignment, and the algorithm iterates for as long as it grows.
The algorithms from the mine-and-merge class have to be able to merge efficiently subnetworks of the input networks, which may be computationally expensive, as it is related to the (sub)graph isomorphism problem. In particular, they have to consider even approximate matching among subgraphs and possible many-to-many mappings among subgraphs of two networks. Conversely, merge-and-mine analysis alleviates these difficulties by avoiding one-to-one comparison of generated modules network topologies, but they are more sensitive to noise in input data, as they use an initial node mapping list derived from biological consideration (homology relationships, i.e. sequence similarities, or semantic similarities, more recently). Initial node mapping contains many-to-many relations usually, and algorithms may prune this initial list using some heuristics. Without any additional information on the input node mapping (i.e. the possible orthologs), the LNA problem is complex, as all the possible combinations of protein pairs should be considered. Merge-and-mine algorithms analyse PINs together, usually after the alignment or merging of the PINs into a single graph [25, 26] . Several merge-and-mine algorithms follow a similar processing scheme: merge all input data (PINs, putative homologies) into a single weighted undirected graph, generally referred to as an alignment graph, and then apply a mining heuristic on top of it to identify conserved modules.
Alignment graphs are built using many different models. From a conceptual point of view, the simplest formulation of the alignment graph is a graph whose nodes correspond to pairs of matched nodes (i.e. orthologs nodes), and edges link matched nodes (such an edge corresponds to, e.g., a potentially conserved interaction). Such formulation is, unfortunately, sensitive to noise in input data, i.e. missing or wrong interactions or homology relationships as evidenced by Mina and Guzzi [26] . Consequently, all the algorithms proposed a different formulation of alignment graphs that was more robust to noise. For instance, NetworkBlast algorithm [27] showed a relaxation of constraints related to edges. In its formulation, there exist an edge among two nodes of the alignment graph whenever nodes of the input networks are at distance less than or equal to a given threshold k in a network, and they are adjacent to the other one. One of the drawbacks of this approach is that it might introduce many unreliable edges in the alignment graph because of the presence of false positives in the input networks. The MaWish algorithm [28] takes into account this problem by setting the k threshold to 2 and weighting the edges of the alignment graph by the similarity scores of the putative orthologs. This approach avoids the generation of dense graphs, but it fails on the recovery of large subgraphs, and it is more sensitive to missing interactions as noted by Ciriello et al. [25] . More recently, NetAligner [29] proposed a two-step strategy for building the alignment graph. First, a relatively small alignment graph is made, considering only the most reliable interactions, and it is used to divide both input networks into candidate seeds. Finally, predicting potential conserved interactions extends the alignment graph.
NetworkBlast, MaWish and NetAligner use the concept of shortest path distance between nodes of input networks to propose a new connection among nodes of the alignment graph. AlignNemo extends the idea of distance by considering the number of paths connecting input nodes. For each pair of orthologs, the number of short paths (of length at most 2) connecting them is used to evaluate how likely the orthologs are connected in both the species. In this process, AlignNemo also takes into consideration the degree of each protein, penalizing paths passing through hubs and high-degree proteins. Consequently, the impact of false positives in AlignNemo has significantly reduced under the consideration that it is unlikely that many false interactions consistently participate in short redundant paths between two proteins. Align-MCL [30] uses the same strategy of Align-Nemo to build the alignment graph. Almost all of the above merge-and-mine approaches give scores to the edges and nodes of the alignment graph. AlignNemo and Align-MCL assign higher scores to edges involving protein pairs connected by multiple short paths in input networks. MaWish uses the sequence similarities of connected proteins to weigh the edges. NetAligner uses a more sophisticated model based on an evolutionary and a probabilistic assumption: interacting proteins evolve at rates significantly closer than expected by chance. Edge scores of the alignment graph are probabilities, and they are calculated by taking into account the difference of evolutionary distances between the corresponding ortholog pairs.
Once that the alignment graph is built, each algorithm uses a different strategy to obtain the alignment. MaWish uses the alignment graph to solve the alignment problem as a graph optimization by finding a Maximum Weight Induced Subgraph Problem (which is where the algorithm name, MaWISh, comes from). Starting from the alignment graph, MaWish extracts a subset of nodes that induce a maximum weighted subgraph. NetworkBlast is based on a search algorithm that first identifies high-scoring subnetworks seeds and then expands them in a greedy fashion. The scoring is based on a probabilistic model, and the algorithm iterates as far as the significance of the identified subnetwork is high. AlignNemo extracts all connected subgraphs of a given size from the alignment graph and ranks them according to weights on nodes and edges. Top ranking fully connected subgraphs are used as seeds for the alignment solution. Each seed is expanded in an iterative fashion by adding multiple subgraphs at each step allowing to explore the network context of a solution beyond its immediate neighbours. Finally, Align-MCL uses Markov clustering to separate small dense subgraphs. All the approaches discussed above can align two networks, and they fail to deal with multiple networks. Only NetworkBlast has been extended into NetworkBlast-M [31] that can align multiple networks. Other algorithms, such as GASOLINE [32] , have been designed specifically for the multiple local alignment problem.
Global network alignment
Next, we review existing work on GNA [13, 14] . Traditional GNA uses a two-stage procedure: (1) use a cost function to compute pairwise similarities between nodes of the compared networks and (2) use an alignment strategy to rapidly identify from all possible alignments a high-scoring alignment with respect to the total similarity over all aligned nodes. A typical cost function aims to quantify topological similarities between nodes, meaning that two nodes whose (extended) network neighbourhoods match well will have high topological similarity. Yet, most of existing GNA methods allow for integrating sequence information (i.e. sequence-based node similarities) into the cost function. A typical alignment strategy uses the precomputed node similarities (resulting from the cost function) to produce an alignment, often in an iterative seed-and-extend fashion. Prominent examples of two-stage GNA methods are IsoRank [33, 34] and GRAAL [35] [36] [37] approach families, as well as GHOST [38] . These approaches vary in their cost functions. Namely, IsoRank, GRAAL and GHOST compute similarities between two nodes with respect to the nodes' PageRank-like [33, 34] , graphlet-based [39] and spectral signature-based [38] 'topological signatures', respectively. These approaches differ in their alignment strategies as well; for details, see [13] .
What the traditional two-stage GNA methods have in common is that their alignment strategies use precomputed node similarities without updating the node similarities while iteratively building on top of the current alignment. However, nodes that are already aligned at a given iteration of the alignment strategy might convey valuable information for guiding the remaining iterations of the strategy. Therefore, it could be desirable to update the node similarities (i.e. cost function) in each iteration [13] . Consequently, newer approaches have been designed to allow for this, such as NETAL [40] and WAVE [41] .
Whether the existing two-stage GNA methods allow for updating their cost functions during the alignment construction process, most of them have their own cost functions as well as alignment strategies. Consequently, when a given approach is found to be superior to another, it is not clear whether this superiority comes from the winner's cost function, its alignment strategy or both. So, to fairly evaluate different two-stage GNA methods, their different cost functions should be compared under the same alignment strategy, and their different alignment strategies should be compared under the same cost function [42, 43] . It was shown by mixing and matching the algorithmic components of MI-GRAAL [37] and IsoRankN [34] , as well as of MI-GRAAL and GHOST, that the combination of cost function of one method and alignment strategy of another method typically beats each original method [42, 43] . Another key finding was that of all cost functions, the graphlet-based node similarities [39] lead to the best alignments.
Traditional GNA methods, as discussed up to this point, identify from possible alignments the high-scoring alignments with respect to the overall node similarity (or node conservation). However, they then evaluate the accuracy of the alignments with some other measure that is different than the node similarity used to construct the alignments. Typically, one measures the amount of conserved edges. Thus, the traditional methods align similar nodes between networks hoping to conserve many edges, but only after the alignments are constructed. Instead, an effort was made to directly maximize the amount of conserved edges during the alignment construction process, which indeed improved alignment quality. The resulting approach is called MAGNA [44] . The core algorithm of MAGNA was incorporated into a user-friendly and parallelized GNA framework called MAGNA þþ [45] , which allows for optimizing both node and edge conservation during the alignment construction process. This further increased alignment quality compared with optimizing node conservation only (as the traditional methods do) or edge conservation only (as MAGNA does). Unlike the two-stage GNA approaches, MAGNA þþ (and thus MAGNA) is a search-based aligner, meaning that it can directly 'optimize' any alignment quality measure (i.e. cost function) via a strategy such as a genetic algorithm (which is what MAGNA and MAGNA þþ use) or simulated annealing (which is what an alternative approach called NetCoffee uses [46] ). Several additional search-based aligners have appeared recently, including NABEECO [47] , GEDEVO [48] and Optnetalign [49] .
Additional GNA efforts related to improving edge conservation during alignment construction include WAVE [41] and GREAT [50] . Both of these approaches optimize both node and edge conservation, just like MAGNA þþ, but they also weigh each conserved edge to favour conserved edges that are topologically similar over conserved edges that are topologically dissimilar, unlike MAGNA þþ. MAGNA þþ is unique to the other two approaches, as it is search-based, while WAVE and GREAT are two-stage approaches. WAVE is unique in the sense that it is only the alignment strategy of a GNA algorithm, and, thus, it can be combined with any cost function. It was shown to work the best under the graphlet-based cost function. GREAT is unique in the sense that it approaches the GNA problem from a novel perspective, by aligning well edges between networks first to improve the cost function needed to then align well nodes between the networks. Yet, this makes GREAT slower than both WAVE and MAGNA þþ, and more efforts are needed to speed it up to make it practically useful for large networks.
Some of existing GNA approaches do not necessarily fit any of the above GNA categorizations explicitly. So, we acknowledge such methods by briefly commenting on their unique feature(s), without explaining their algorithmic principles in detail, as follows. Unlike traditional GNA, a method introduced in [51] uses a notion of an alignment graph, just as LNA does. Or, unlike traditional GNA, a method introduced in [52] starts its alignment construction process on an alignment that is optimal based purely on sequence data and uses topological information only to compensate for matching proteins whose sequences are not particularly similar to one another.
The above discussion has focused on contrasting the algorithmic principles of different existing GNA methods. Another important aspect of their differences is whether they can align only two networks at once or more than two (multiple) networks. Prominent recent pairwise methods (many of which are already discussed above) include GHOST, NETAL, MAGNA þþ, WAVE, OptNetAlign, L-GRAAL [36] , Natalie 2.0 [53] , SUMONA [54] , ModuleAlign [55] and SANA [56] , while prominent recent multiple methods include IsoRankN, MI-Iso [42] , SMETANA [57] , GEDEVO-M [58] , BEAMS [59] , FUSE [60] , SMAL [61] and multiMAGNA þþ [62] . For a systematic comparison of recent pairwise GNA methods, see [18] . For a systematic comparison of recent multiple GNA methods, see [62] . Note that some of these recent methods are new, as they have appeared in parallel to each other as well as to this survey and were, thus, not directly evaluated against each other. Such an evaluation will clearly have to be done in the near future to properly position these newest methods compared with each other and the others.
We conclude our discussion of the existing GNA methods by commenting on what it means for an alignment to be of high quality. Conceptually, one wants to measure topological and functional alignment quality. In terms of topological alignment quality, one wants to measure node correctness, i.e. how correctly the nodes have been mapped under the true node mapping, when such a mapping is known beforehand but is hidden during the alignments construction process [18] . More formally, node correctness is the percentage of nodes in the smaller of the aligned networks that are correctly aligned according to the true node mapping. Unfortunately, in real-life applications, such a true mapping is typically unknown. So, an alternative measure of topological alignment quality is the amount of conserved edges. A popular measure quantifying this is symmetric substructure score (S 3 ) [18, 44] or its successor generalized S 3 (GS
) [18] . More formally, S 3 is the ratio of the number of conserved (aligned) edges to the number of both conserved and non-conserved edges; if u and v are nodes in one network, if u' and v' are nodes in another network, if there is an edge between u and v, if there is an edge between u' and v', if u has been aligned to u' and if v has been aligned to v', then the edge (u,v) has been aligned to edge (u',v'), and, consequently, this edge is conserved. Although S 3 is restricted to one-to-one (injective) GNA, GS 3 was recently proposed as an intuitive extension of S 3 that can deal with both LNA and GNA (this is important for reasons discussed in the following section). For details on GS 3 , see [18] . An alternative measure quantifying edge conservation is the size of the common subgraph [18] , which does not just quantify the amount of conserved edges (as S 3 or GS 3 does), but it also accounts for how the conserved edges are organized, i.e. whether they form large, dense and contiguous conserved network regions (which is desired). Finally, in terms of topological quality, especially when an alignment is not one-to-one (see the following section), one wants to measure node coverage (NCV), which captures the percentage of all nodes across all of the aligned networks that are a part of the alignment. In terms of functional alignment quality, one wants to measure whether the aligned nodes share similar biological functions; popular measures quantifying this are gene ontology (GO) correctness, GO semantic similarity, normalized mean entropy or accuracy of protein function prediction (where the latter is measured in terms of precision-P-PF, recall-R-PF and F-score-F-PF) [18, 62] . For more details on these and other measures of alignment quality for pairwise and multiple GNA, see [18] and [62] , respectively.
Reconciliation of local and GNA
Next, we touch in more detail the question of which one is better, LNA or GNA? Only recently, a study was conducted towards answering this question, representing the first ever comparison of the two NA method categories that evaluated 10 prominent LNA and GNA methods [18] . In the process, as LNA and GNA result in different output types (partial many-to-many node mapping versus one-to-one injective matching, respectively), the same study introduced new measures of alignment quality that allow for fair comparison of the different output types. The 10 considered methods were evaluated comprehensively, on both synthetic networks with known true node mapping and realworld networks with unknown true node mapping, examining in the process the impact on the results of using different PPI types and PPIs of varying confidence, as well as using only topological node similarities in the cost function versus including also protein sequence information, and evaluating both topological and functional alignment quality. Key results of this evaluation study were as follows [18] . When using only topological information in the cost function, GNA outperformed LNA both topologically and functionally (note that when parallelizable methods are run on multiple cores, GNA is also faster than LNA). When sequence information was also included, GNA was superior to LNA in terms of topological alignment quality, while LNA was superior to GNA in terms of functional alignment quality, indicating the complementarity of the two NA categories (note that when parallelizable methods are run on multiple cores, GNA is at least as fast as LNA). The results were overall robust to the choice of PIN data, meaning that both different PPI types and confidence levels led to consistent results in all cases topologically and in most cases functionally. Importantly, when the 10 NA methods were used to predict novel protein functional knowledge via across-species knowledge transfer, LNA and GNA produced different predictions, which further confirmed their complementarity.
An important observation of this study [18] and some others [17, 38, 42] was that different measures of topological alignment quality tended to correlate well with each other, and different measures of functional alignment quality tended to correlate well with each other, while topological measures and functional measures typically did not correlate well. This observation held for both LNA and GNA [18] . This indicates that the topological versus functional fit between aligned networks conflict to a larger extent than previously realized. An explanation could be that the discovery of the current experimental biological knowledge may have been mostly guided by sequence-based analyses and not by network-based analyses. Findings from [18] support this, as do findings of an alternative study [52] . If the current experimental biological knowledge is indeed biased towards sequence data, given that sequences and network topology can lead to complementary biological insights [63] , the above observation should not be surprising. Importantly, network topology is a valuable source of biological knowledge that can lead to novel insights compared with sequence data alone and can, thus, be used to redefine the traditional notion of sequence-based homology to a new notion of network-based homology [18] .
As LNA has high functional but low topological alignment quality, while GNA has high topological but low functional alignment quality, a recent approach called IGLOO was proposed that integrates algorithmic components from both LNA and GNA in hope of reconciling the two NA types [64] . That is, IGLOO aims to inherit high functional quality of LNA and high topological quality of GNA. IGLOO's inputs are two networks and pairwise similarity scores between their nodes, where the scores are computed via some cost function. This is the same as the input of existing LNA and GNA methods. Then, IGLOO produces an alignment in a similar way as GNA does, by first identifying a high-scoring seed alignment and then expanding around the seed via an alignment strategy. However, IGLOO differs from GNA as follows. Although GNA uses as its seed just a single pair of nodes from the compared networks, IGLOO's seed is a local alignment (or a part of it) of high functional quality generated by an existing LNA method. Given the seed alignment, IGLOO expands around it via an existing alignment strategy to increase topological quality of the alignment. The difference between IGLOO and LNA is that IGLOO builds on top of the given local alignment to improve its topological quality. The difference between IGLOO and GNA is that IGLOO uses as the seed a local alignment of high functional quality (or a part of it) rather than just a single node pair, to improve functional quality of GNA. Namely, IGLOO varies the size of the seed from the entire local alignment (i.e. 100% of it) on one extreme (this version, denoted as IGLOO 4, is expected to resemble LNA the most) to only a single node pair (i.e. 0% of the local alignment) as the other extreme (this version, denoted as IGLOO 0, is expected to resemble GNA the most), with several in-betweenthe-extreme versions of IGLOO that use as the seed a certain portion (between 100 and 0%, exclusively) of the local alignment (these versions, denoted by IGLOO 3 to IGLOO 1, are expected to balance between high functional quality of LNA and high topological quality of GNA). As a result, IGLOO's alignment is local in the sense that it allows for many-to-many mapping between nodes of the compared networks, just as LNA does. Yet, its alignment is global in the sense that it allows for mapping large conserved subgraphs across the compared networks, just as GNA does.
IGLOO was evaluated comprehensively [64] , against the same 10 existing NA methods, on the same data, and using the same alignment quality measures as in the above evaluation study [18] IGLOO produced a better trade-off between topological and functional alignment quality than the existing LNA and GNA methods (Figure 2) . Namely, across all NA methods and network pairs, IGLOO was comparable or superior with the existing methods both functionally and topologically in 62% of all cases.
Conclusion and future directions
This survey has presented a systematic overview of current algorithms for LNA and GNA. In particular, we have mainly focused on the following issue. Although LNA aims to find highly functionally conserved modules, the modules that the current LNA methods can find are small (i.e. topologically suboptimal). On the other hand, while GNA aims to find overall (global) regions of topological similarity between the compared networks, the regions that the current GNA methods can find are typically poorly functionally conserved. Hence, we have asked whether it is possible to find both topologically large and highly functionally conserved regions of network similarity, which would still satisfy design/application goals of each of LNA and GNA but would also overcome their drawbacks. That is, we have asked: (1) How much can one expand around the small highly functionally conserved network regions that the current LNA methods can find to improve their topological quality while still preserving their functional quality? and (2) How much does one need to shrink the large regions of topological similarity that the current GNA methods can find to improve their functional quality while still preserving (or at least without drastically decreasing) their topological quality? We have presented early evidence [18, 64] that: (1) small highly functionally conserved modules of the existing LNA regions can be drastically increased to improve their topological quality without decreasing (or while also increasing!) their functional quality. (2) Large regions of topological similarity of the existing GNA methods are typically not functionally meaningful but can be refined to only functionally meaningful regions, which can drastically improve functional quality without drastically decreasing their topological quality. Such an efficient integration of LNA and GNA that preserves the original goals of each of LNA and GNA while at the same time, improving both LNA and GNA is a win-win for both scientists who aim to find highly functionally conserved local network regions (in which case they would find larger but equally functionally meaningful regions than the existing LNA methods can find) and scientists who aim to find highly topologically conserved global network regions (in which case they would find slightly smaller but much more biologically meaningful regions than the existing GNA methods can find). Importantly, balancing between the size (i.e. topological quality) of an aligned network region and its functional quality might need to be regulated with a parameter of the given (existing or future) LNA-GNA integrative method. For example, IGLOO (the only current such integrative method) has a parameter that allows for this, as illustrated in Figure 2 ; certain values of this parameter are intended to compete with the existing LNA methods, while other values of this parameter are intended to compete with the existing GNA methods. And the choice of this parameter value might be application-dependent. But a single method (e.g. IGLOO) should be able to achieve both goals (high topological quality and high functional quality), whereas none of the existing LNA or GNA methods allows for this. So, the need to, henceforth, develop more of such LNA-GNA integrative methods, which can compete with any of LNA and GNA, is the key point of our article.
In addition to the above issue, several other questions remain open, as follows.
From a practical point of view, one of the central questions to be addressed is: Which method should a biological scientist use? From a biological perspective, GNA and LNA have similarities to global and local sequence alignment. The former one is used to compare whole genomes, looking to highlight (dis)similarities among species, while the latter one is used to find conserved functional motifs (e.g. promoter or regulatory sequences). In a similar way, GNA tries to find the best overall alignment among compared networks, and it can be used to compare interactomes of different species, while LNA may be used to analyse conserved functional network modules (e.g. pathways or protein complexes). However, this distinction between application goals of LNA and GNA is not rigid. Namely, while LNA in general cannot recover large regions of similarity [65] , GNA has been reported in the literature as able to recover biologically meaningful pathways or evolutionary conserved protein complexes ( [35, 66] ).
Moreover, the answer to the above question is related to other issues such as: How to compare two different alignments? and How to measure the quality of an alignment? To the best of our knowledge, this problem has been partially addressed in other works. In [42] , the authors investigated GNA methods, and they proposed a novel measure for the quality of the alignment. In [26] , the authors discussed LNA methods, and they proposed a framework to improve the robustness of the local alignments. More recently, in [18, 64] the authors discussed the integration of LNA and GNA, and they proposed a comparison among them. It should be noted that the comparison is complex even among aligners of the same type (i.e. either LNA or GNA), and it is especially hard when comparing aligners of the different classes (i.e. LNA and GNA). Therefore, in [18] , the authors proposed new measures of alignment quality that are applicable to both LNA and GNA. Yet, the question of proper evaluation is far from being settled. The existing metrics are either based only on network topology or use functional considerations. Nevertheless, aligners that produce good alignments regarding functional quality are usually not equally good regarding topological quality, and vice versa. Therefore, there is the need to unify the existing measures into a single consistent framework.
Consequently, we emphasize again that one of the future challenges is the definition of a formal way to represent and analyse the output of the network aligners, similarly to other graph analysis related fields. For instance, the comparison of PPIs. The measure of topological alignment quality used in the figure is NCV combined with GS3, and the measure of functional alignment quality used in the figure is P-FP and R-PF of protein function prediction combined into F-PF; see the text for description of these measures, which are proven evaluation criteria for both LNA and GNA that can compare the two fairly [18, 65] . In general, LNA results in high functional but low topological alignment quality, while GNA results in high topological but low functional alignment quality [18, 65] . As IGLOO (in particular, IGLOO 4 and also IGLOO 3) is superior to each LNA method both topologically and functionally (these findings hold for all analysed PINs), as its minimum contribution, IGLOO is a new state-of-the-art LNA method. At the same time, IGLOO (the same two IGLOO versions) drastically increases functional alignment quality of all GNA methods without significantly lowering their topological alignment quality. Over all network data sets and all GNA methods, IGLOO's average improvement in functional quality is 331%, while IGLOO's average decrease in topological alignment quality is only 40%. The figure is taken from [65] .
clustering and community detection algorithms relies on some accepted metrics and gold standards that are still absent in the context of the comparison of network alignment algorithms [10] . In the scenario we envision, each obtained alignment should be measured using some accepted metrics, and all the aligners should be benchmarked on the same group of goldstandard networks. Such comparison is hard. For instance, PINs evolve continuously. Consequently, aligners of these networks have been evaluated using different data sets, and, consequently, their comparison is hard [26] .
The existence of a common framework to compare aligners may also open the possibility to expand their usage. For instance, network aligners could be used to measure the (dis)similarity among two or more networks, overcoming the wellknown graph edit distance [67] . Moreover, as aligners are usually tailored to the structure of the analysed networks, they may also evidence the (dis)similarity of subnetworks (e.g. protein modules or complexes), highlighting the changes in such modular structures among different networks or conditions. Although in our survey we focused on the alignment of PINs, network alignment has been applied to other biological network types, such as metabolic [68] or gene co-expression [69] networks. Moreover, other emerging fields of applications, e.g. the comparison of networks representing the structural connections within the brain, pose many interesting questions to researchers. For example, is it possible to simply apply existing algorithms used in the comparison of biological networks to networks in other domains, or do significant changes need to be made to the existing methods to customize them to the given applied problem at hand? LNA methods are usually tightly coupled to the biological question addressed. For instance, some of them try to evidence conserved protein complexes among organisms [70] . Specifically, many LNA approaches (e.g. MaWiSH, NetworkBlast and AlignNemo) rely on biological models of protein complexes, i.e. the small aligned regions that are the output of the alignment. Consequently, the application of such aligners in other fields poses some challenges that need to be solved. On the other hand, GNA methods are usually based more on topology during the alignment steps; therefore, the application to other fields may be simpler with respect to LNA approaches.
Another important question related to the applicability of the existing methods for biological network alignment to other domains, such as to social networks [71] [72] [73] , is that of scalability. Namely, as social networks are typically much larger (with millions of nodes) than biological ones (with thousands of nodes), the existing biological network alignment methods might need to be redesigned to allow for aligning such large social networks. Although some of the existing methods, such as MAGNA þþ and multiMAGNA þþ, two of the GNA methods, exploit the benefits of the parallelism and multithreading, there is still significant room for improvement in efficiency of some algorithms that suffer from known scalability problems. Development of cloud-based aligners that would exploit the benefit of elastic computing may constitute a possible research trend in the future.
Key Points
• The article discusses the topic of biological network alignment, which, analogous to genomic sequence alignment, has a potential to revolutionize our understanding of cellular functioning.
• The article discusses recent approaches for local and GNA and contrasts the two approach types, indicating their complementarity in uncovering new biological knowledge.
• The article discusses a possible reconciliation of the two complementary approach types, the topic that has been explored only recently and that, thus, remains an open research problem for future exploration.
• The article outlines additional future research directions, such as the definition of novel theories for a better understanding of the network alignment output, which are needed for a better comparison of network alignment methods, for guiding future method development by computational scientists and for guiding applied (e.g. biological) scientists on how to use the network alignment output to learn new biology.
• The article outlines the possibility of the use of existing network alignment methods in other emerging fields.
