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In this paper we study simple time series 
models and assess their forecasting perform-
ance. In particular we calibrate ARMA and AR-
MAX (where the exogenous variable is the sys-
tem load) processes. Models are tested on a time 
series of California power market system prices 
and loads from the period proceeding and includ-




Short-term load forecasting plays an im-
portant role in power system operation and 
planning. Accurate load prediction saves 
costs by improving economic load dispatch-
ing, unit commitment, etc. At the same time it 
enhances the function of security control. 
Hence, it has become one of the major fields 
of research in electrical engineering [1, 7, 8, 
17, 23]. 
In the last decades, with the introduction 
of competition and deregulation of the power 
markets, a new challenge has appeared. It 
turned out that even accurate load forecasts 
cannot guarantee profits. The market risk 
related to trading is considerable due to ex-
treme volatility of electricity prices. This is 
especially true for spot prices, where the 
volatility can be as high as 50% on the daily 
scale, i.e. over ten times higher than for other 
energy products (natural gas and crude oil). 
Extreme volatility forces producers and 
wholesale consumers to hedge not only 
against volume risk but also against price 
movements. But to hedge efficiently it is im-
perative to thoroughly study and, afterwards, 
accurately model electricity price dynamics. 
The obtained forecasts will in turn help de-
velop bidding strategies or negotiation skills 
in order to maximize profits. 
However, the prediction of electricity 
prices with the accuracy currently attainable 
for loads is a difficult, if not an impossible 
task. Firstly, because the price process ex-
hibits seasonality – at the daily, weekly and 
annual timescales, which is not as pro-
nounced as for loads. Secondly, because 
there are many quantifiable exogenous vari-
ables that may be considered, with loads and 
network constraints being the obvious exam-
ples. Thirdly, because there are also psycho- 
and sociological factors that can cause an 
unexpected and irrational buyout of certain 
contracts leading to price spikes. 
Despite these obstacles, in the recent 
years various techniques have been applied 
to electricity price modelling. They may be 
classified as:  
•  parsimonious stochastic models, 
•  structural or fundamental models, 
•  non-parametric models. 
Many of the approaches considered in the 
literature are in fact hybrid solutions. In par-
ticular, it is difficult to distinguish between the 
first two classes as many time series or re-
gression models incorporate one or two fun-
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Proceedings Volume damental factors, like loads or fuel prices. 
The same holds for the hybrid stochastic 
models that we study in this paper. Despite 
their relative simplicity they offer reasonably 
accurate price forecasts, at least for the calm 
and moderately volatile periods. 
The paper is structured as follows. In Sec-
tion 2 we review the literature and the model-
ling approaches. We start with the stochastic 
models, then turn to hybrid solutions, which 
incorporate fundamental factors, and con-
clude with short comments on the two other 
model classes. In Section 3 we describe the 
dataset and introduce our models. In the fol-
lowing section we present the calibration re-
sults and compare the forecasts with those of 
other authors.  
 
2. MODELLING APPROACHES  
 
Many stochastic models are inspired by 
the financial literature and a desire to adapt 
some of the well known and widely applied in 
practice approaches. Modifications involve 
addition of certain electricity price character-
istics, like price spikes or mean-reversion. 
Earliest examples include jump-diffusion [11] 
and its extension – mean-reverting jump-
diffusion of Johnson and Barz [10].  The for-
mer is based on Merton’s model of discon-
tinuous asset prices [14], while the latter ad-
ditionally exhibits a Vasicek-type mean-
reverting mechanism originally proposed for 
interest rate dynamics [20]. A serious flaw of 
the Johnson and Barz model is the slow 
speed of mean reversion after a jump. Later 
this has been circumvented by adding 
downward jumps, allowing time-varying pa-
rameters or incorporating non-linearities in 
the price dynamics, such as regime-
switching and stochastic volatility [2, 9, 22].     
A common feature of the finance-inspired 
stochastic models is their main intention to 
replicate the statistical properties of spot 
prices with the ultimate objective of deriva-
tives evaluation. Although in this context the 
models’ simplicity and analytical tractability 
are an advantage, in forecasting the former 
feature is a serious limitation, while the latter 
is an excessive luxury. 
Interestingly, the continuous-time stochas-
tic models have familiar counterparts in dis-
crete time. For instance, Vasicek-type mean 
reversion is equivalent to an autoregressive 
AR(1) process. It does not take much to 
make the next step and utilize the classical 
engineering approach of modelling a random 
phenomenon (here: electricity price  t P ) via 
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or the more general ARIMA and SARIMA. 
Application of the latter allowed to obtain 
mean daily forecast errors of 5-10% in the 
non-spiky periods for data from mainland 
Spain and Californian markets [4].  
The introduction of exogenous variables in 
these models – in the form of fundamental 
factors, like loads or plant data – is straight-
forward. Such a combined approach allowed 
Nogales et al. [16] to reduce the mean daily 
forecast errors to 3-7% for the same data. 
In the case of ARMA processes, the inclu-
sion of exogenous variables leads to the so 
called ARMAX models [13]: 
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t Z   is the value of the exogenous variable 
(e.g. system load) at time t,  and  t ε  – like 
above – is independent and identically dis-
tributed noise with finite variance. In general, 
there can be several exogenous variables. 
Additionally, seasonal constraints can be im-
posed or, like for the stochastic models, a 
regime-switching mechanism can be intro-
duced [5].     
Since spot electricity prices display ex-
cessive volatility, which is time-varying with 
evidence of heteroscedasticity both in un-
conditional and conditional variance [6], mod-
els that incorporate GARCH effects have 
been also applied. Karakatsani and Bunn 
[12] tested four approaches (including re-
gression-GARCH, and Time-Varying Pa-rameter regression with exogenous vari-
ables) to explain the stochastic dynamics of 
spot volatility and understand agent reactions 
to shocks. Limitations of GARCH models due 
to extreme values were resolved when a re-
gression model with the assumptions of an 
implicit jump component for prices and a lep-
tokurtic distribution for innovations was used. 
A similar approach was taken by Mugele et 
al. [15] who applied GARCH time series with 
α-stable innovations for modelling the 
asymmetric and heavy-tailed nature of elec-
tricity spot price returns.  
Although the hybrid approaches involve 
some fundamental factors, the “classical” 
structural models intend to uncover a richer 
structure for electricity prices in order to bet-
ter understand the complex market perform-
ance. For example, based on stochastic cli-
mate factors (temperature and precipitation), 
Vahviläinen and Pyykkönen [19] modelled 
hydrological inflow and snow-pack develop-
ment that affect hydro power generation, the 
major source of electricity in Scandinavia. 
Utilizing 31 deterministic and stochastic for-
mulas their model was able to capture the 
observed fundamentally motivated market 
price movements in the medium-term hori-
zon. 
Taking into account that forecasting is 
perceived by the pragmatic market players 
as more important than derivatives valuation 
and/or risk management it is no wonder that, 
due to their universality, artificial intelligence 
methods have been also adopted for price 
prediction. For example, Wang and Ramsay 
[21] proposed a hybrid approach based on 
neural networks and fuzzy logic, with exam-
ples from the England-Wales market and 
daily mean errors around 10%. While Szkuta 
et al. [18] proposed a three-layered neural 
network with backpropagation, showing re-
sults from the Victorian electricity market, 
with daily mean errors around 15%. How-
ever, like in the case of load forecasting, arti-
ficial intelligence techniques are not intuitive 
and no simple physical interpretation may be 
attached to their components. Hence, they 
do not allow engineers and system operators 
to better understand the power market’s be-
haviour. 
3. DATA AND MODELS 
 
Like in [4] and [16], we forecast CalPX 
market clearing prices from the period pro-
ceeding and including the Californian market 
crash. This lets us evaluate the performance 
of the models during normal (calm) periods, 
as well as during highly volatile periods. 
The time series of system prices, system-
wide loads, and day-ahead load forecasts 
was constructed using data obtained from 
the UCEI institute (www.ucei.berkeley.edu) 
and the California’s independent system op-
erator CAISO (oasis.caiso.com). The missing 
and “doubled” data values corresponding to 
the changes to and from the daylight saving 
time (summer time) were treated in the usual 
way. The former were substituted by the 
arithmetic average of the two neighboring 
values, while the latter by the arithmetic av-
erage of the two values for the “doubled” 
hour. Likewise, the few outliers (but not the 
spikes) were substituted by the arithmetic 
average of the two neighboring values. The 
obtained time series are depicted in Figs. 1 
and 2. The day-ahead load forecasts (i.e. the 
official forecasts of the system operator 
CAISO) are indistinguishable from the loads 
at this resolution. 
We used the data from the period July 5, 
1999 – April 2, 2000 solely for the purpose of 
calibration. Such a relatively long period of 
data was needed to achieve high accuracy. 
For example, limiting the calibration period to 
data coming only from the year 2000 (like in 
[4, 16]) led to a decrease in forecasting per-
formance by up to 70%.   
Consequently, the period April 3 – De-
cember 3, 2000 was used for out-of-sample 
testing. Since in practice the market-clearing 
price forecasts for a given day are required 
on the day before, we used the following 
testing scheme. To compute price forecasts 
for hour 1 to 24 of a given day, data available 
to all procedures included price and demand 
historical data up to hour 24 of the previous 
day plus day-ahead load predictions for the 
24 hours of that day. 
The models considered in this study com-
prised simple time series specifications with 
and without exogenous variables, namely ARMAX and ARMA processes. The calibra-
tion was performed in Matlab (prediction er-
ror estimate) and SAS (maximum likelihood 
and conditional least squares estimates) 
computing environments. The logarithmic 
transformation was applied to price, 
) log( t t P p = , and load,  ) log( t t Z z = , data to 
attain a more stable variance. The mean (or 
the median for loads) was also removed to 
center the data around 0. Furthermore, since 
each hour displays a rather distinct price pro-
file reflecting the daily variation of demand, 
costs, and operational constraints the model-
ing was implemented separately across the 
hours, leading to 24 sets of parameters. This 
approach was also inspired by the extensive 
research on demand forecasting, which has 
generally favored the multi-model specifica-
tion for short-term predictions [1, 7]. 
 
 
FIGURE 1.  Hourly system prices in Califor-
nia for the period July 5, 1999 – December 
3, 2000. The changing price cap (750 → 
500 → 250 USD/MWh) is clearly visible. 
 
Seasonal market conditions were cap-
tured by the autoregressive structure of the 
models: the log price  t p  was made depend-
ent on the log prices for the same hour on 
the previous days, and the previous weeks, 
as well as a certain function (e.g. mean, 
minimum) of all prices on the previous day. 
The latter created the desired link between 
bidding and price signals from the entire day. 
Since the system load partly explains the 
price behavior (especially on the daily scale) 
it was used as the fundamental variable, see 
Fig. 3. In the calm period (till mid-May) the 
dependence between the log price and the 
log system load is almost linear with a slight 
downward bend for small values of the load. 
Later the prices tend to jump during high load 
hours, leading to an S-shaped curvilinear 
dependence. This observation suggests us-
ing non-linear regression for the spiky peri-
ods. Testing the effectiveness of such an ap-
proach is left for future research.  
 
 
FIGURE 2.  Hourly system loads in California 
for the period July 5, 1999 – December 3, 
2000.  
 
FIGURE 3.  The dependence between the 
hourly log prices and hourly log system 
loads in California for the period January 1 
– July 2, 2000.  
 
4. FORECASTING PERFORMANCE 
 
Collecting all the facts together, for each 
hour our model has the following general 
form:  
t t t q B z r C p p A ε ) ( ) 0 , ( ) ( + = , 
 
where  t z r C ) 0 , (   is such that at lag 0 the 
CAISO day-ahead load forecast for a given 
hour is used, while for larger lags the actual 
system load is used. Interestingly, using the 
actual load at lag 0, in general, does not im-
prove the forecast. This phenomenon might 
be explained by the fact that the prices are 
an outcome of the bids, which in turn are 
placed without the knowledge of the future 
actual system load. 
Furthermore, a large moving average part 
t q B ε ) (  typically decreases the performance, 
despite the fact that in many cases it is sug-
gested by Akaike’s Final Prediction-Error 
(FPE) criterion [13]. The best results were 
obtained for pure ARX models, i.e. with 
t t q B ε ε = ) ( . Likewise, a large autoregression 
part generally led to overfitting and worse 
out-of-sample forecasts. The optimal struc-
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where  t mp  is a function of all prices on the 
previous day. The best results were obtained 
for the minimum of the 24 hourly prices.  
This very simple structure was unable to 
cope with the weekly seasonality, the results 
for Mondays, Saturdays, and Sundays were 
significantly worse than for the other days. 
Separate modeling of each hour of the week 
(leading to 168 ARX models) was not satis-
factory, probably due to a much smaller cali-
bration set. Incorporation of 7 dummy vari-
ables (one for each day of the week) did not 
improve the results significantly. However, 
inclusion of 3 dummy variables (for Monday, 
Saturday, and Sunday) helped a lot.  
The best model structure, in terms of fore-
casting performance for the first week of the 
test period (April 3-9, 2000), turned out to be: 
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where  Sun Sat Mon d d d , ,  denote the coefficients 
of the dummies. Note, that all models were 
estimated using an adaptive scheme, i.e. in-
stead of using a single model for the whole 
sample, for every day (and hour) in the test 
period we calibrated the model (given its 
structure) to the previous values of prices 
and loads and obtained a forecasted value 
for that day (and hour). Originally, at each 
time step also the model structure was opti-
mized by minimizing the FPE criterion [13] 
for a given set of model structures. However, 
this procedure, apart from being time con-
suming, did not produce satisfactory results. 
The models were apparently overfitted. 
Hence, we decided to use only one model 
structure for all hours and all days.  
To assess the prediction performance of 
the models, different statistical measures 
were utilized. They were chosen to comply 
with those used in [3, 4, 16] for the results to 
be comparable. The forecast accuracy was 
checked afterwards, once the true market 
prices were available. For all the weeks un-
der study, two types of average prediction 
errors were computed: one corresponding to 
the 24 hours of each day and one to the 168 
hours of each week. The Mean Daily Error 
(i.e. a variant of the Mean Absolute Percent-
















where  24 p  is the mean price for a given day 
(to avoid the adverse effect of prices close to 
zero) and 
est
h p  is the predicted price for a 
given hour. Analogously to MDE, the Mean 
















where  168 p  is the mean price for a given 
week.  
Additionally, the weekly mean square er-
rors were calculated as the square roots of 
the average of 168 square differences be-
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Mean daily errors for the first week of the 
test period (April 3-9, 2000) are given in Ta-
ble 1, see also Fig. 4. ARX denotes our best 
model and AR denotes this model without 
the exogenous variable, i.e. for  0 1 ≡ c . Sur-
prisingly the performance is not much worse, 
in fact the forecasts for Monday and Sunday 
are even better. For comparison we include 
the results for other models studied in the 
literature. DR denotes the dynamic regres-
sion model (equivalent to ARX) and TF de-
notes the transfer function model (equivalent 
to ARMAX); both studied in [16]. Further-
more, ARIMA stands for a seasonal ARIMA 
model and ARIMA-E for the same model but 
with an explanatory variable (system load); 
both tested in [4]. 
 
TABLE 1.  Mean daily errors (MDE) in per-
cent for the first week of the test period 
(April 3-9, 2000). Best results are empha-
sized in bold. Results not passing the naïve 
test are italicized.  
 
 ARX AR  Naïve  DR  TF  ARIMA
Mo 3.91  3.73  5.68  2.6  2.8 4.35 
Tu  2.33  2.99 3.77  3.3  3.3  6.17 
We  2.06  2.28  2.19  2.7 2.9  2.60 
Th  1.58  1.94 2.97  1.9  2.2  2.53 
Fr  2.92 3.62  2.89 2.5  2.3  3.57 
Sa 3.98  5.39  8.72  3.7 3.6  8.46 
Su 4.87  3.96  10.11  4.0 3.7  7.44 
 
 
FIGURE 4.  Prediction results for the first 
week of the test period (April 3-9, 2000). 
 
FIGURE 5.  Prediction results for the 21
st  
week of the test period (August 21-27, 
2000). 
 
FIGURE 6.  Prediction results for the 33
rd  
week of the test period (November 13-19, 
2000). 
 
Following [3] a naïve but challenging test 
was used as a benchmark for all forecasting 
procedures. The forecasts were compared to 
the 24 prices of a day similar to the one to be 
forecast. A similar day is characterized as 
follows. A Monday is similar to the Monday of 
the previous week and the same rule applies 
for Saturdays and Sundays; analogously, a 
Tuesday is similar to the previous Monday, 
and the same rule applies for Wednesdays, 
Thursdays, and Fridays. The naïve test is 
passed if hourly errors for the estimates are 
smaller than for the prices of the similar day. 
More often than expected, forecasting pro-
cedures do not pass this test.  
Mean weekly errors and weekly mean 
square errors for four selected weeks (1, 2, 
21, and 33) of the test period are given in Table 2, see also Figs. 5 and 6. Surprisingly, 
as was already noted in [4], the inclusion of 
the fundamental variable (system load) is not 
always optimal. While for the first 28 weeks 
of the test period ARX was better than or 
roughly the same as AR, the situation 
changed in favor of the latter in late 2000 
when the minimum daily price increased 
above 70 USD/MWh. For the relatively calm 
periods a ca. 10% decrease in MWE was 
observed, however, during the spiky weeks 
the improvement was negligible. An even 
worse effect was obtained for the ARIMA-E 
model in [4]. It is also worth noting that our 
AR model is overall significantly better than 
ARIMA. The major difference between them 
is that for each day the former utilizes 24 
hourly 7-parateter structures, whereas the 
latter one common 48-parameter specifica-
tion for all hours.  
 
TABLE 2.  Mean weekly errors (MWE) in 
percent and weekly mean square errors 
(WMSE) for four selected weeks (1, 2, 21, 
and 33) of the test period. Best results are 
emphasized in bold. DR and TF values are 
known only for the first week (MWE: 2.95 
and 2.97, WMSE: 13.61 and 13.47, respec-
tively) [16]. 
 
 ARX  AR Naïve  ARIMA  ARIMA-E
MWE 
1  3.04  3.36 5.00  5.01  5.21 
2  4.71  5.28 8.62  -  - 
21  13.9  14.1 18.22  15.65  21.03 
33 11.1 10.6  18.57 13.60  13.68 
WMSE 
1  15.2  16.6 26.8  21.19  21.82 
2  20.7  22.7 38.0  -  - 
21 424 422  585 470  675 
33 348 331  546 393  397 
 
It is very surprising that DR and TF – 
which also use one common multi-parameter 
specification for all hours – are significantly 
better than ARIMA and especially ARIMA-E. 
After all, TF and ARIMA-E are more or less 
equivalent in terms of variables used. Possi-
bly this is related to the way the load data is 
included in both methods. In ARIMA-E it is 
just an explanatory variable, but in TF it is 
bundled with the autoregressive part of the 
model [24]. DR and TF are also slightly bet-
ter than ARX, at least for the first week of the 
test period, see Table 2. If this relation is 
sustained for other periods (and other data 
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