Abstract-In this paper we study the effect of burstiness of packet arrivals on the performance of a buffered finite user random-access system. Primarily, we formulate and analyze a protocol that exploits the burstiness of arrivals and the presence of buffers. In addition, it is shown that the boundary of the region in which infinite user models best approximate a finite user system is dependent on the burstiness of the arrival process. We also show that an accurate comparison between TDMA and randomaccess schemes depends crucially on the number of users in the system.
I. INTRODUCTION THIS paper deals with the effects of bursty arrivals on
T the Performance of a buffered finite user multiple-access system. Our goal was to design a protocol that exploits the bursty nature of the arrivals and the presence of buffers to minimize delay and maximize throughput. In the course of our inquiry we had to examine several related questions. What is "burstiness"? To what extent does the analysis of infinite user systems help in the performance evaluation of finite user systems? When does random access outperform TDMA?
Although research on collision resolution focuses on burstiness of the arrival process there appears to be no clear definition of bursty arrivals. Gallager in [ l ] uses "random" and "bursty" interchangeably and assumes each burst to be a single packet or message of constant length. Hayes in [2] observes that bursty traffic is characterized by short periods of activity interspersed with long idle periods. Although Tsybakov [3] does not use the word bursty, he has considered an infinite user model [4] in which the users generate messages of variable length. We comment on the relationship between this model, which does not incorporate queues, and ours, which does, in the discussion section. Some authors have used "duty cycle" as a measure of burstiness. Although there is no well-defined measure for the burstiness of an arrival process, the random and bursty nature of messages arrivals remains central to the study of random access systems. Bursty arrivals and large number of users make TDMA very inefficient in terms of delay and justify the use of random access. We shall consider an arrival process in which the messages are of variable length and adopt the average length of a message as the measure of burstiness. Such a definition is consistent with Hayes [2] . For a fixed total arrival rate, the longer the average message length the greater is the burst of activity in between the periods of inactivity. Two distinct models for random-access systems have been studied in the literature, the finite user model and the infinite user model. Finite user models must incorporate queues if there is to be a comparison with alternative schemes like TDMA. The difficult problem of coupled queues has made the infinite user models more popular. In infinite user models, each user is assumed to generate at most one packet, consequently there is no queueing at the individual users.
Paterakis et al. [lo] were the first to analytically examine the relationship between finite and infinite user models. They proved that in finite user systems stable throughputs arbitrarily close to 1 can be achieved but that the infinite user throughput is a good predictor of the limiting behavior of delay, as the number of users goes to infinity. They also derived [15] upper and lower bounds to the per packet delay for two specific random access algorithms assuming simple Poisson arrivals with cumulative arrival rates less than the infinite user capacity.
In this paper our contribution is to derive a delay bound as a function of the number of users. This bound is computed for compound Poisson arrivals whose cumulative rates may exceed the infinite user capacity.
We consider a buffered finite user communication system, in which the arrival process to each queue is compound Poisson. In addition, we assume that the users employ a random access algorithm to access a common communication channel. Once a packet from a queue goes through the conflict resolution process successfully, other packets in the queue could follow it without any conflicts if all other users withhold their transmissions. In practice, successful transmission can convey the duration of the current users' transmission to the other users. The burstiness of the arrivals is well exploited in this scheme and unnecessary conflicts between packets generated by the same user do not occur.
In Section I1 the model of the communication system is described. In Section 111 the implementation of the protocol is described. The stability analysis is in Section IV and in Section V an upper bound for the mean delay of a packet is derived. This is followed by a discussion in Section VI.
MODEL OF THE COMMUNICATION SYSTEM
The system consists of M < x users and a common at the beginning of a slot. Simultaneous transmissions by two or more users result in a collision. Users generate messages consisting of a random number of information packets. Each packet has a length of one slot. The message arrival is Poisson distributed and each message has a random number of packets. Message generation is independent from user to user and the number of packets in each message is independent of the number of packets in other messages and time. Each user has an infinite capacity queue, called the service queue, and users transmit messages on a first come-first served basis. The sum queue is defined as the sum of the users' individual queues.
The feedback is ternary with additional information available during successful transmission. A special bit in every successfully transmitted packet informs other users if the packet will be followed by another one from the same user. Kessler et al. [ll] have argued that, in practice, this information can be derived from the successful transmission. Thus, the feedback at the end of each slot is (e, S I , SO, c). e denotes an empty slot, SI denotes a successful transmission that will be followed by another transmission by the same user, and SO denotes a successful transmission by a user that does not intend to transmit in the following slot, and c denotes that more than one user transmitted. Once a user transmits successfully, other users involved in the conflict suspend transmissions until they observe a SO feedback.
ALGORITHM AND IMPLEMENTATION
The operation of the stack algorithm which was first proposed in [8] and [12] is best understood in terms of two variables, the marker and the pointer. The marker controls channel access and the pointer helps split colliding users into smaller groups. Each user maintains a copy of both these variables. Further details about the update rule may be found in [SI, [lo] , and [14] .
The resulting time evolution is as follows. A group of n 5 M users that have nonempty queues at a certain instant t start transmission. This time instant t is known by all users since they follow the state of the channel. All messages generated after time t do not interfere with the transmission of messages generated up to time t. At instant t' when the group of n users have resolved their conflicts, a new conflict resolution interval starts and arrivals during t' -t will be successfully transmitted during this interval. This process is then repeated.
IV. ANALYSIS
A session by definition begins when Mt = 0 and ends at the earliest instant t' > t when Mtf = 0. During a session all packets, in the queues of all users, generated by the beginning of the session will be successfully transmitted and all new arrivals during the current session will be successfully transmitted during the next session. Fig. 1 A proof based on Pakes' lemma [7] may be derived [14] but this result has been previously derived by Paterakis et al. in [lo] .
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Based on this result we can show, using well-established
Recall that during the period lm-l, a total of X , packets are generated by n,, active users. Based on the compound Poisson assumption it can be seen that stationarity of 1, In what follows we derive a bound on E[1]. This is done primarily to assist in the delay analysis of the next section.
To begin with we use the notation G f ( [ ? ) = ( y ) p k .
(1 -/3)A'-k and note that (1 -exp{ -$}) is the probability that at least one message arrives at a user during the period 1, = j .
The inequality above was derived by using the bounds LO = 1 and Lk < ck, for all k 2 1.
Recalling that Im+1 = T~, , +~ -nm+l + X m + l we have E[1,+1 11, = j] 5 j x + e-j"
Averaging with respect to 1, we find that,
.
(1 - It is interesting to note that in deriving the bounds of this section, details of the conflict resolution algorithm come in to play only when we use Lk 5 ck. Since stack algorithms usually result in a linear bound on mean session lengths, the above analysis is applicable to other blocked access algorithms with the appropriate value of c substituted.
V. DELAY ANALYSIS
The delay of a packet is the duration from the instant of generation until the instant of successful transmission. A packet that arrives in the middle of a session waits until the end of the session. This duration is the waiting time of a packet. In the next session some time is spent in conflict resolution; this is the service time of the packet. Packets in a message are generated instantaneously but they are transmitted one by one in successive slots. Let dq and d, denote the waiting time and the service time of a packet, respectively. Then d, is the same for all packets in a message but d, increases for successive packets in a message in increments of one.
For a packet transmission to occur in a session, at least one message must have arrived in the previous session. Let A denote the event that at least one message arrived in a session and A" denote its complement. Then in steady state
The second inequality follows from Jensen's inequality applied to the convex function, (1 -exp{ -%}). Similarly,
Using the trivial bound E[l(A"] 2 1 we get
Given that a session has at least one arrival, the Poisson model implies that the arrival instants are uniformly distributed over the session length. So
The bounds on E[l(A] are important in finding upper bounds for the average delay of a packet. So tighter bounds on Pr[A], which involve higher moments of session lengths, will improve the bounds on the average delay of a packet.
Next, we derive bounds for the service time d, by assuming the hypothetical worst case of having collision and empty slots at the beginning of a session and success slots following them. Let the position of transmission of a packet in the stream of success slots be y. Then 0 5 y 5 X -1 where X is the total number of packets that arrived in previous session (and will be transmitted in current session). In this worst case scenario where n is the multiplicity of the session with a message transmission in it.
Observe that 1 I n 5 M and cty1 -exp{-$})
To bound T, -n, we first condition on the event (1,A); 1 is the length of the previous session and A implies that at least one arrival has occurred.
z=1
Averaging over 1 we find that
The second inequality follows from Jensen's inequality applied to the convex function (I -exp{ -$})/(l -e-"').
A second bound, that is better for some values of the system parameters, can be derived as follows. If the total number of messages generated in 1 is K , K 2 1, then because n 5 K the average number of the nonsuccess slots follows the following inequalities:
Averaging over 1 and using the inequality z / ( l -e-') I ( z + 1) for z 2 0, we find that
It remains for us to bound E[yIA]. In a success stream, all orders of transmission are equally likely since the stack does not follow any priority discipline. Thus, every user is equally likely to be the mth in line in the success stream, 1 5 m 5 n.
So if the number of packets that arrived in previous session is X then and if the total number of messages that arrived in previous session is K and the length of ith message is yi then 1 Averaging over 1 we find that,
2(1 -P ) 2 .
Combining (9, (7) , (9) , and (12) the following upper bound for the average delay of a packet may be obtained: 
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VI. RESULTS AND DISCUSSION
We compare a system of M = 100 users employing TDMA with the proposed scheme under the same arrival process. We also compare the two multiplexing techniques for different "burstiness" of traffic. Average message length of one makes the arrivals simple Poisson. Increasing average message length implies longer message lengths and hence a higher burstiness for the traffic. To verify our bounds we used the simulation language Simscript to implement the proposed protocol using pointers and the marker. The delay was calculated by averaging the actual time a packet spent in the system. In our simulations we generated geometrically distributed message lengths. The mean packet delay in a TDMA system with compound Poisson arrivals has been analyzed in [3] . In [5] it has been shown that assigning a single slot per user per frame results in lower delay than multiple slots per frame. The mean delay for TDMA with arbitrary message length distribution is,
Assuming a geometric distribution for packets per message, with parameter P, A TDMA system with simple Poisson arrivals, operates with an average packet delay of approximately 0.5 to 1 frame in the range where conflict resolution algorithms are stable. So far a small set of users it is preferable to use TDMA. But for a compound Poisson arrival process, as the first and the second moments of message lengths increase, the average delay of a packet increases drastically. In contrast, the delay in the proposed scheme decreases as the arrivals become more bursty. The simulation results suggest that our upper bound is relatively tight for low arrival rates. This follows from the fact that bounds on P [ A ] are relatively tight in that range. In addition the shape of the upper bound curves appear to parallel the delay curves obtained from simulations. Based on this reasonable conclusion, the following additional observations can be made.
Two distinct regions stand out in Figs. 2 and 3 In the low throughput range, the mean delay increases gradually as the throughput increases. We call this the uniform delay region. In the second region, the mean delay of RAA increases abruptly with a small increase in the throughput and eventually exceeds the mean delay in TDMA.
As P increases, the uniform delay region extends farther; the delay-throughput curves blow up at higher values, as seen in Fig. 4 . For any input rate less than 1 the RAA has a bounded delay for a finite M , whereas infinite user models may not be stable for all A < 1.
In the uniform delay region, the delay of RAA is nearly independent of the number of users M , (when M is sufficiently large). But as the input rate increases beyond this range the delay is highly dependent on M , higher message arrival rates, the maximum conflict multiplicity is limited by M . So increasing M increases collision multiplicities and hence the delay of the system, in those ranges where high multiplicity conflicts occur, increases drastically. All of these above observations are entirely consistent with the predictions of Paterakis et al. [lo] . Our contribution is the derivation of bounds for the total delay as a function of A, M and the burstiness parameter P whereas they derive bounds for the P = 0 case when X is restricted to the uniform delay region. The reason for the limited throughput of the infinite user model is now clear. At a certain value of throughput the multiplicity of conflicts grow and in the absence of a bound, subsequent conflict multiplicities continue to grow. Without the use of reservation schemes there is no way to arrest this catastrophe and instability results. At the same time, in infinite user systems [4] , reservation alone does not result in a throughput of 1. Protocols for finite user systems that limit conflict multiplicities and limit collisions to head of the queues packets, such as the one proposed, will remain stable for all X < 1.
Thus upper bounds on the throughput of infinite user systems do not carry over to finite user systems. Yet, as predicted in [lo] and further confirmed by our bounds, the infinite user throughput bounds serve to identify the boundary of the uniform delay region of the corresponding finite user system. For example Tsybakov's bound [4] , for the throughput of infinite user systems with compound Poisson arrivals, indicates the approximate location of the "knee" of the delay curves of Fig. 4 . It may be prudent to operate finite user systems in this low delay region and to that extent the upper bounds on the throughput of infinite user systems serve a useful purpose. Note that the actual location of the "knee" and steepness of the curve beyond depends on M in a manner that cannot be predicted unless explicit bounds such as the ones derived herein are available. Furthermore as the curves in Fig. 3 show, it is possible to operate outside the uniform delay region and still outperform TDMA. Analysis of infinite user systems is of no help in understanding the actual delay in this region. Thus, while the usefulness of the infinite user bounds cannot be denied their limitations must be understood.
VII. CONCLUSION
In this paper, we have examined the effect of burstiness of the traffic on the performance of the blocked access stack algorithm modified for a finite number of users. It was shown that with the modifications of emptying a queue, the system is stable for all arrival rates less than 1. Explicit bounds for the mean packet delay, including queueing delay, were obtained as a function of the number of users, the burstiness parameter and the message arrival rate. As the burstiness of the traffic increases, the proposed scheme was found to outperform TDMA over a larger region.
