This paper reports new orthogonal functions on the half line based on the definition of the classical Jacobi polynomials. We derive an operational matrix representation for the differentiation of exponential Jacobi functions which is used to create a new exponential Jacobi pseudospectral method based on the operational matrix of exponential Jacobi functions. This exponential Jacobi pseudospectral method is implemented to approximate solutions to high-order ordinary differential equations (ODEs) on semi-infinite intervals. The advantages of using the exponential Jacobi pseudospectral method over other techniques are discussed. Several numerical examples are presented to confirm the validity and applicability of the proposed method. Moreover, the obtained results are compared with those obtained using other techniques.
Introduction
Consider the initial value problem In this article, we derive the operational matrix of differentiation of exponential Jacobi functions, and then we implement a new exponential Jacobi pseudospectral method in conjunction with the operational matrix of differentiation of exponential Jacobi functions to obtain numerical solutions of high-order ordinary differential equations on a semiinfinite interval. Spectral methods (see, for instance, [-]), based on using operational matrices, have been implemented in various problems such as fractional differential equations [, ], fractional optimal control problems [], Lane-Emden equation [, ] , and various integral equations [] . This equation is collocated at the exponential JacobiGauss quadrature nodes. Doing so, we find that we can obtain very accurate results with minimal computation. Hence, the method is rather computationally efficient compared with other numerical or analytical approaches. Finally, numerical experiments of highorder ODEs are implemented to demonstrate the validity and efficiency of the proposed algorithm. In particular, in Section  we design the exponential Jacobi pseudospectral method technique for solving high-order ODEs. In Section , several numerical examples are presented to demonstrate the efficiency of present numerical algorithm. Finally, in Section , a few concluding remarks and future work are included.
Exponential Jacobi pseudospectral method
This section presents technical details of the new exponential Jacobi functions and the exponential Jacobi pseudospectral method (EJPM). First, we outline some useful mathematical properties that we shall make use of. Then, the derivative operational matrix of exponential Jacobi functions is derived and proved. Finally, we derive the EJPM.
Mathematical preliminaries
Here we list some useful mathematical relations and identities useful in the construction of the exponential Jacobi operational matrix (EJOM). Consider the classical Jacobi poly-
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Now, approximating u(x) by N +  terms of exponential Jacobi functions yields
where C and φ(x) are the unknown coefficients vector and the exponential Jacobi function vector, respectively, and they are given by:
The derivative operational matrix of exponential Jacobi function
Here we shall give the derivation of a new operational matrix of derivative of the exponential Jacobi functions, which is essential to our numerical method.
Theorem . Let φ(x) be the exponential Jacobi vector defined in (). The derivative of the vector φ(x) can be expressed by
where D is the (N + ) × (N + ) operational matrix of the derivative. Then the nonzero elements d ij for  ≤ i, j ≤ N are given as follows:
It is noticed that D is a lower-Heisenberg matrix.
Proof By differentiation with respect to x in () we get
According to
the elements d ij of the matrix D may be achieved from
A combination of Eqs. (), () and () leads to the desired result.
The main advantages of studying the general class of exponential Jacobi functions is that the exponential Legendre functions, exponential Chebyshev functions of all kinds, and the exponential Gegenbauer functions can be obtained as immediately special cases of the exponential Jacobi functions. Accordingly, in this article we cover all the previous mentioned functions. More specifically, exponential Legendre, exponential Chebyshev and exponen-tial Gegenbauer operational matrices can be obtained as special cases from the derived exponential Jacobi functions. These cases are summarized in the following corollaries. 
, we have the exponential Chebyshev functions of the third kind, then the nonzero elements d ij for  ≤ i, j ≤ N are given as follows:
, we have the exponential Chebyshev functions of the fourth kind, then the nonzero elements d ij for  ≤ i, j ≤ N are given as follows:
Remark . The operational matrix for the nth derivative can be derived as
where n ∈ N and the superscript in D () denotes matrix powers. Thus
Derivation of the pseudospectral method
The purpose of this section is to derive a numerical algorithm for the exponential Jacobi spectral collocation method based on the operational matrix of derivative of exponential Jacobi function to solve high-order ordinary differential equations on the half line. Let us consider the high-order ordinary differential equations of the form
with initial conditions
We give some needed properties of exponential Jacobi functions in the preceding subsections, along with the derivation of the operational matrix of derivatives of exponential Jacobi functions.
We will obtain a system of N +  algebraic equations from: (i) applying the operational matrix of an exponential Jacobi function; (ii) collocation of the high-order ordinary differential equations at (N -m -) exponential Jacobi-Gauss points; (iii) imposition of m initial conditions.
In order to use the exponential Jacobi operator matrix for this problem, we first approximate u(x), u (i) (x) and u (m) (x) by the exponential Jacobi functions as
By substituting Eqs. (), () and () in Eq. (), we get
Now, we satisfy () exactly at the collocation points of Jacobi rational Gauss quadrature. In other words, we have to collocate this operational matrix relation at the (N -m -) exponential Jacobi roots; x
Furthermore, for imposing of m initial conditions, substituting Eq. () in Eq. () gives
Finally, the relations ()-() constitute a system of (N + ) algebraic equations, which can be solved using any iterative technique. Consequently, the approximate solution u N (x) can be obtained (for more details, see [, , ]).
Numerical results
This section presents several numerical examples to demonstrate the high accuracy and applicability of the present method, and all of them were performed on the computer using a program written in Mathematica .. The absolute errors in the given tables are the values of |u(x) -u N (x)| at selected points. Moreover, the obtained results are compared with those obtained using other techniques. We consider the following examples.
Example  Consider the nonlinear Emden-Fowler equation
subject to
The analytical solution is u(x) = e -x  .
In this example, ten node points in [, ] and six corresponding weights with respect to first six exponential Jacobi functions are considered. Table  Example  Consider the second-order nonlinear differential equation
subject to In Table , Example  Consider the linear third-order problem
subject to the conditions
and the analytical solution u(x) = ln(x + ). We apply the proposed exponential Jacobi operational matrix (EJOM) with three choices of θ and ϑ; θ = ϑ = -/ (first kind exponential Chebyshev functions), θ = ϑ =  (exponential Legendre functions), θ = ϑ = / (second kind exponential Chebyshev functions) and the numerical results are tabulated in Table .  In this table we Example  Consider the linear fourth-order problem
where f is selected such that exact solution is u(x) = e -x sin x. In Table , 
Conclusions
In this paper, we derived the operational matrix of derivative of exponential Jacobi functions. This operational matrix in conjunction with the exponential Jacobi spectral collocation method is utilized for reducing the solution of high-order ordinary differential equations on the semi-infinite interval to that of a system of algebraic equations, which may then be solved much more easily. The operational matrices of derivatives of exponential Legendre and exponential Chebyshev functions of the first and second kinds, which often appear in conjunction with such spectral methods in the literature, may be obtained as special cases of the operational matrix of exponential Jacobi functions by taking the corresponding spacial cases of the exponential Jacobi functions parameters θ and ϑ.
Illustrative numerical examples with the satisfactory approximate solutions are achieved to demonstrate the applicability and high accuracy of the present technique. The obtained approximations of the exact solutions for the test problems make this technique very attractive and contributed to the good agreement between approximate and exact values in the numerical example. In addition, the present method could prove fruitful for those investigating not only high-order ordinary differential equations, but more broadly equations with (i) strong nonlinearity and (ii) singularities.
It can be expected that the new exponential Jacobi pseudospectral scheme coupled with a spectral element method will be an effective tool for the numerical solution of timedependent differential equations [] . It also may be extended to solve nonlocal bound-ary value problems with more complicated conditions, meanwhile its extension to the two-dimensional problems is straightforward. We assert that the proposed technique can be applied to a much larger class of fixed-order and variable-order fractional differential equations (see, for instance, [, ]).
