T of Y into itself such that T(5")=an is that, for each R>0, the sequence | an\ R\1/n should be bounded.
1.1. In this paper we first obtain the general forms of isometric and metrically bounded transformations ( § §2 and 3). We next consider the homomorphisms of Y into itself when it is endowed with the structure of an algebra in two ways, one when multiplication is defined as the natural product of two integral functions and the other in which multiplication is defined by Hadamard composition. Both lead to topological algebras, the first having an identity, namely S0, and the second having no identity. The group of automorphisms of these algebras are obtained ( § §4 and 5). Type I. T(8") = kn8n, «^0, and T(a) = 2o° knanbn;
Type II. T(êo)=ko8i, T(8i)=kl50, T(8n)=knàn, n^2 and T(a) = &oaoui + &iai5o+2^2° ^"a"^n-In both cases, kn, «iiO, are complex numbers with \k"\ =1 and a = ¿2ô ßnS".
Conversely a transformation of the type I or 11 is a linear isometric transformation of T into itself.
Proof. The converse is trivial and in the direct part of the theorem we need prove only the expressions for T(8n), the remaining following from the continuity of isometric transformations.
We consider two cases: Case 1. Let »èl.
For any complex number c we have r(c"5") = c»r(«.).
Writing T(8n) = J^U anp8v, we see, by the isometry of T, that |c"a"o|á|c| and | cn'p\ \anp\ Upïs | c\ (p^i). Now eis at our disposal. So letting c-->0 or °o according as p>n or p<n we conclude that anp = 0 for p¥-n when «S;2 and also when p^O or 1 when « = 1. In view of the isometry we must have | ann\ = 1 for all n5^0 or 1.
Case 2. Let n = 0. An argument similar to the above shows that a"o = 0 when «2:2. So we have to consider the equations T(S0) = aooSo + ßoiSi, ?\5i) = a10S0 + anSi.
We must have max ( | aoo |, | aoi | ) = Max ( | aio |, | an | ) = 1. Multiplying by k and adding we get the inequality
From this we see that if one of | aoo |, | aw \ be equal to 1 the other is zero since otherwise, by choosing k suitably, we easily get a contradiction of the above inequality. Similarly, we can prove that if one of I Ooi 1, I an | be equal to 1 the other is zero. Combining these conclusions we see that the results are proved. 2.1. The above theorem along with Theorem 1 gives the following result. Proof. The details of the proof are on the same lines as that of Theorem 2 above. In the notation of that proof, the inequalities obtained for \anp\ remain valid with K\c\ instead of \c\ on the righthand side and as before by letting c->0 or <» we get the desired result. Only, the more precise information derived for isometry will not be valid here.
Theorem 3. Every isometric linear transformation of T into itself is

The algebra Y(N)
. If for a, ßGY, we define aß = a(z)ß(z), the natural multiplication thus defined endows Y with the structure of an algebra. Using the equivalence of convergence in Y with uniform convergence in every finite circle, it follows that the multiplication thus defined is continuous in the topology of Y. We thus get a topological algebra which we denote by Y(N). We have already proved in 5. The algebra T(C). We can define multiplication in V by using Hadamard composition. If a = ^,an8n, ß = 2¿>"5" be two elements of T we define a o ß = ^2anbn8n. From definition we have | a o ß \ s» | a | | /31 so that the multiplication thus defined is continuous in the metric topology of T. Thus T is endowed with the structure of a commutative topological algebra. It has no identity element. We shall denote this algebra by T(C). For the homomorphisms of T(C) into itself we prove the following theorem.
Theorem 5. With every homomorphism TofT(C) into itself we can associate a unique sequence H", n = 0, 1, 2, • • • , of disjoint finite subsets (possibly empty) of the set I of non-negative integers having the following properties :
(i) T(8n) = 2pGf ^j» the right side being interpreted as 0 (zero element) when Hn is empty;
(ii) if pn is the greatest integer in H", then pn = 0(n), as »-> «, writing pn = 0 whenever H" is empty. Under these conditions, T(a) = ^2a"T(8n) for all a= ^,an8nÇ.T (C). Conversely if the disjoint finite (possibly empty) subsets of I be pre-assigned satisfying (ii), T(8") and T(a) be defined as above, T is a homomorphism ofT(C) into itself.
Proof. The converse part follows easily if we observe that T as defined in the theorem is a continuous linear transformation in virtue of (ii) and Theorem 1. Since the sets Hn are disjoint, it can be directly verified that T(a o ß) = T(a) o T(ß). So T is a homomorphism of r(C) into itself. For the direct part, it is enough to prove (i) and (ii) since the formula for T(a) will follow from the continuity of T. Let T(8n) = ^anp8p. Using the fact that T(8m o 8n) = T(8m) o T(8n) =0 when m^n and =T(8m) when m=n we get the equations ampanp = 0 for all p^.0 when m^n and a2nj) = amp for all p^O and for every m^O. The second equation shows that for a fixed m, amp = 0 or 1, £2:0. Since T(8m) is an integral function, it follows that only a finite number (possibly none) of the amp can be equal to 1, the rest being zero. The first equation shows that if for a particular p and m we have amp=l, then, for that p, a"p = 0 for all n^m. So the matrix (amp) has the property that each row contains at most a finite number of ones, the rest being zero and no column contains more than one 1. This is precisely the situation reflected in (i). If there are only a finite number of the sets Hn which are not empty, (ii) is trivial. Otherwise, since T is continuous, Theorem 1 shows that pn/n must be bounded. This proves (ii) and completes the proof of the theorem. Proof.
(1) If some T(8n) be zero, T obviously cannot be one-toone. On the other hand, suppose that no T(8n) is zero. Let a = ^2an8", 0=^,8»
and T(a) = T(ß). Then ^anT(8n) = ^2bnT(8n) and since each T(8n) is the sum of a finite number of terms of the type z", it follows that an = bn for all w^O and so a=ß. This proves (1). The class of all permutations with the above property forms a subgroup G(I) of P(I). It may be noted that G(I) includes every permutation which leaves invariant all but a finite number of elements of I. These latter form an invariant subgroup of P(I) and therefore of G (I). We can now state Theorem 7. The group of automorphisms of T(C) is isomorphic to the group G(I). a' = ¿^an8n> and 9(n') =n. So T is an automorphism of T(C). Now let T be an automorphism of T(C). By (1) of the previous theorem, no Hn is empty. No Hn can contain more than one integer of / because if some Hn contained more than one, T[r(C)] cannot contain integral functions whose Taylor expansions around 2 = 0 have no two coefficients equal. Again, every integer in / must be in some Hn for, if an integer p is not in any Hn, T[T(C) ] cannot contain any integral function for which the coefficient of zp is not zero. The correspondence thus set up between n and the unique integer in Hn is therefore a permutation 6 for which 6(n)=0(n) by Theorem 5 (ii). The same argument applied to the inverse of T shows that n = 0 [d («) ]. The correspondence thus set up between an automorphism T of T(C) and the permutation defined by the sets Hn is obviously an isomorphism between the group of automorphisms of T(C) and the group G(I).
