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ABSTRACT
We present GHOST, a database of 16, 175 spectroscopically classified supernovae and the properties of
their host galaxies. We have developed a host galaxy association method using image gradients that
achieves fewer misassociations for low-z hosts and higher completeness for high-z hosts than previous
methods. We use dimensionality reduction to identify the host galaxy properties that distinguish
supernova classes. Our results suggest that the hosts of SLSNe, SNe Ia, and core collapse supernovae
can be separated using host brightness information and extendedness measures derived from the host’s
light profile. Next, we train a random forest model with data from GHOST to predict supernova class
using exclusively host galaxy information and the radial offset of the supernova. We can distinguish
SNe Ia and core collapse supernovae with ∼ 70% accuracy without any photometric data from the
event itself. Vera C. Rubin Observatory will usher in a new era of transient population studies,
demanding improved photometric tools for rapid identification and classification of transient events.
By identifying the host features with high discriminatory power, we will maintain SN sample purities
and continue to identify scientifically relevant events as data volumes increase. The GHOST database and
our corresponding software for associating transients with host galaxies are both publicly available.
Keywords: cosmology: observations, supernovae, machine learning, random forests
1. INTRODUCTION
In wide-fast-deep mode, Vera C. Rubin Observatory’s
(Vera Rubin Obs.; Ivezic´ et al. 2019) Legacy Survey for
Space and Time (LSST) will image the entire South-
ern sky every ∼ 4 nights. Much of this data will be
rich in transient activity, with a predicted annual de-
tection rate of 100,000 luminous supernovae. Type Ia
supernovae (SNe Ia) will be especially valuable, as their
standardizability make them ideal for measuring cosmo-
logical distances and tracing the expansion history of the
Universe. Since their initial aid in the discovery of ac-
celerated expansion (Riess et al. 1998; Perlmutter et al.
1999), SN Ia samples have placed strong constraints on
both the dark energy equation of state (parameterized
by w) and its potential evolution with redshift (Scolnic
et al. 2018; Jones et al. 2018a).
Corresponding author: Alex Gagliano
gaglian2@illinois.edu
LSST will discover supernovae photometrically, and
retaining sample purities for photometrically classified
SN Ia samples is an ever growing challenge. Con-
tamination from Ib and Ic core collapse supernovae,
whose light curves closely resemble those of SNe Ia,
systematically biases derived estimates for w toward a
time-evolving dark energy equation of state. A select
few supernovae discovered by LSST will be prioritized
for rapid follow-up on smaller telescopes, where high-
cadence spectroscopy can aid in classification and pro-
genitor studies, but we will first need accurate photo-
metric classification to identify this scientifically valu-
able subset.
To address this issue, a concerted effort is now be-
ing directed toward the development of photometric
classification software for supernovae and other tran-
sients. These classifiers primarily employ template fit-
ting methods on real or simulated light curves (e.g.
Poznanski et al. 2007; Karpenka et al. 2013), novel
machine learning algorithms (Ishida & de Souza 2013;
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2Kimura et al. 2017; Muthukrishna et al. 2019; Mo¨ller
& de Boissie`re 2020), or a combination of the two
(Lochner et al. 2016). Community-wide challenges
have also fostered development of photometric classi-
fiers from outside the astronomical community, start-
ing with the Supernova Photometric Classification Chal-
lenge (SNPhotCC; Kessler et al. 2010) in preparation
for the Dark Energy Survey (DES) and the Photomet-
ric LSST Astronomical Time-Series Classification Chal-
lenge (PLAsTiCC; Kessler et al. 2019) in preparation
for LSST. Many of these classifiers require the full phase
coverage of photometric data for an event; during LSST
operations, however, the sheer volume of alerts will re-
quire us to operate algorithms in real time on the alert
stream itself. This has led to the creation of automated
systems that rapidly ingest and process alerts from syn-
optic surveys, known as brokers. Examples of these bro-
kers include ANTARES (Narayan et al. 2018) and LA-
SAIR (Smith et al. 2019), and additional systems will be
developed for early processing of massive data streams
as new surveys come online.
Photometric classification at early times will be nec-
essary not only for maintaining pure SN Ia samples, but
also for studying the progenitor physics of rare events
in detail (e.g. De et al. 2019; Hosseinzadeh et al. 2017;
Jiang et al. 2017; Miller et al. 2020; among others). Sev-
eral SNe Ia discovered at early times, including 2018oh
(Dimitriadis et al. 2019; Shappee et al. 2019), have re-
vealed flux excesses in the first few days after explo-
sion, offering a unique probe into explosion shocks and
potential interactions with non-degenerate companions.
Fast-evolving luminous transients (FELTs) represent a
novel class of events with light curve rise times as ex-
treme as 2.2 days (for KSN2015K; Rest et al. 2018), and
the number of fast transients discovered continues to be
grow (Poznanski et al. 2010; Prentice et al. 2018; Tampo
et al. 2020). Rubin will continue to push our explored
parameter space to brighter cataclysmic events occur-
ring across even shorter (< 1 day) timescales. Photo-
metric classifiers that require the complete light curve of
an event will be inadequate for understanding the pro-
genitor physics of events within this parameter space;
accurate real-time classification will be crucial. In an
effort to bridge this gap, Muthukrishna et al. (2019)
implemented a deep recurrent neural network for event
classification, achieving a mean accuracy of 95% at early
epochs in discriminating 12 transient classes before max-
imum. Despite early successes, the current generation
of real-time classifiers trained on simulated data will be
sensitive to shot noise in photometric measurements at
early times. Further, despite the baseline cadence of
LSST, revisits using the same passband are spaced be-
tween 10–20 nights in grizy, with even larger gaps in u.
This presents a challenge for constraining the shape and
color evolution of light curves of individual events, in-
formation upon which most classifiers depend. Prior in-
formation would decrease the dependence on these early
and sparse observations and increase the robustness of
these supernova classifiers.
Supernova classes have been known to trace galactic
populations along the Hubble tuning fork in different
proportions for decades (e.g. Oemler & Tinsley 1979).
Type Ia supernovae occur more frequently in early-type,
red galaxies with low star formation rates than in late-
type, blue galaxies with high star formation rates (Fo-
ley & Mandel 2013; Hakobyan et al. 2014). In addi-
tion, Kelly & Kirshner (2012) suggest that SNe Ib/Ic
are found mainly in metal-poor galaxies, and early-type
galaxies hosting SNe II/Ib are on average bluer than
early-type galaxies hosting SNe Ia (Suh et al. 2011).
Correlations have also been identified between super-
nova type and both host galaxy morphology (Foley &
Mandel 2013) and star formation rate (Kelly et al. 2014;
Zhou et al. 2019).
Classification efforts can directly benefit from these
host galaxy correlations. Foley & Mandel (2013) found
that a Naive Bayes classifier using only host galaxy mor-
phology, absolute magnitude, color, galactic offset and
pixel rank could classify supernovae as accurately as the
best light curve methods of that time. Recently, Balde-
schi et al. (2020) showed that photometric estimates of
global star formation rate can be used to increase the
purity of SN Ia and core collapse supernova samples by
10% and 20% from random, respectively. Our classifier
achieves higher accuracy than these previous methods
while exploring a complete parameter space of host fea-
tures. The single-visit depth of LSST (r ∼ 24.5 mag)
will allow us to identify transient host galaxies within
redshift ∼1, and we can use the complex host galaxy
information collected by the survey as a priori data to
better inform our classification efforts.
A thorough understanding of the dominant correla-
tions between transient and host galaxy will also allow
us to better correct for systematic effects within SN Ia
data. SN Ia explosions are known to be influenced by
their host environments, and metallicity (Ho¨flich et al.
2010) and extinction from dust (Mandel et al. 2017) can
change the shape and peak magnitude of the resultant
light curve, respectively. Moreover, many groups have
identified correlations between SN Ia Hubble Residu-
als and global properties of the host galaxy, including
morphology, metallicity, and star formation rate derived
from ground-based SDSS and Gemini observations (e.g.
Hamuy et al. 1996; D’Andrea et al. 2011; Henne et al.
32017; among others). The global correlations identified
to date are weak, and a more comprehensive approach
would involve studying a wider range of host galaxy
properties as well as correlations at the local scale; how-
ever, the paucity of higher resolution imaging has lim-
ited SN host galaxy studies at the pixel level and for a
more exhaustive search of the feature space. The limita-
tion of current host galaxy correlations in correcting for
these Hubble residuals has resulted in an ad hoc piece-
wise “Hubble-mass-step” correction (Kelly et al. 2010;
Sullivan et al. 2010; Lampeitl et al. 2010; Kim et al.
2014). With better constraints on SN Ia-host environ-
ment relations, physically motivated corrections could
be incorporated into the SN Ia model to infer more ac-
curate distances.
The SN Ia mass-luminosity correlation has persisted
within growing sample sizes, and will remain even as
other systematic effects are addressed by Rubin’s all-sky
photometric calibration. It will soon become a dominant
source of uncertainty (Scolnic et al. 2018). Character-
izing these correlations now will be essential for placing
tighter constraints on cosmological parameters in future
surveys. With the ability to constrain and remove these
systematic host environment correlations from the esti-
mated fitting parameters of SN Ia light curves, we will
strengthen our ability to probe dark energy and the ex-
pansion rate of the universe.
In this work, we explore the utility of host galaxy
information in classifying supernovae. We extend the
work done by Foley & Mandel (2013) by constructing
a dataset of host-supernova pairs greater than an order
of magnitude larger than the Lick Observatory Super-
nova Search (LOSS) sample they use; we also consider
> 140 additional host galaxy features for classifying su-
pernovae. In addition to our data products, we have de-
veloped a new method for supernova host galaxy iden-
tification in deep surveys using postage stamps of the
field. This method achieves accuracies superior to the
commonly used directional light radius method at low-
z, and with greater completeness at high-z where little
morphological information is available. This pipeline for
host galaxy association will soon be integrated into the
alert stream of the Young Supernova Experiment (YSE),
which observes a total survey area of 1500 square degrees
in two bands per epoch to discover and study supernovae
before peak brightness (Jones et al. 2019; Jones et al.
2020).
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Figure 1. An outline of the analysis completed in this
work, with corresponding sections labeled. The primary data
sources for our supernova sample are given at the top of the
flowchart, and major steps within our pipeline are indicated
with text.
41.1. Structure of this Paper
We provide a schematic overview of this work in Fig-
ure 1. Our paper is laid out as follows: In §2, we de-
scribe our methodology for constructing and validating
our database of supernovae and their host galaxies. In
§3 we outline the data and software products that we
have made public to accompany this work. These prod-
ucts can be used to query the released database and
identify new supernova hosts. We compare PS1-derived
brightness and morphology features of supernova hosts
using Principal Component Analysis in §4. Next, we in-
troduce our algorithm to classify supernovae from host
galaxy information and present results in §5. Section
§6 is devoted to the analysis of supernovae originating
in the same host galaxy. We then compare the host
galaxies of underrepresented supernova classes using t-
Distributed Stochastic Neighbor Embedding (tSNE) in
§7. We conclude by summarizing our results in §8 and
discussing future directions for the research in §9.
2. HOST GALAXY IDENTIFICATION
To construct a dataset of supernova host galaxies, we
must first assemble a dataset of previously discovered
supernovae. We have downloaded all spectroscopically
classified supernovae from the Transient Name Server
(TNS; https://wis-tns.weizmann.ac.il/) and the Open
Supernova Catalog (OSC; https://sne.space/). After re-
moving duplicates identified by name and position, we
are left with 20,736 events. We implement a series of
quality cuts and a novel matching algorithm to iden-
tify the host galaxies of supernovae in our sample, and
remove events without an associated host galaxy. Our
final database contains 16, 175 supernovae and their host
galaxies, or just over 78% of all spectroscopically classi-
fied supernovae at the time of writing. We outline our
methodology for matching supernovae with their host
galaxies below.
2.1. PS1 Querying for Host Candidates
We use the first data release of Pan-STARRS (PS1;
Chambers et al. 2016) to search for candidate host galax-
ies due to its survey depth (5σ < 23.3 in g-band) and
extensive list of sources (>3B unique objects). We have
chosen Pan-STARRS data over SDSS for its superior sky
coverage with comparable depth (SDSS has a median 5σ
depth of 23.13 in g), and over alternative sky surveys for
its resolution (0.25′′/px, two orders of magnitude higher
than the 21′′/px resolution of the Transiting Exoplanet
Survey Satellite). We opt for the first data release to
take advantage of its bestDetection flag; these entries
were corrupted in DR2.
To first order, a transient host galaxy can be identi-
fied by cross-matching the redshift of the event with the
redshifts of nearby sources; however, the majority of su-
pernova events reported to the Transient Name Server
prior to 2010 do not report redshift information, and
the NASA Extragalactic Database (NED1) is only 75%
complete for redshifts of galaxies at z ≤ 0.05 and less
complete for dimmer galaxies at higher redshifts (Kulka-
rni et al. 2018). For this reason, supernovae and their
host galaxies cannot be associated by redshift alone. For
each transient event, we construct a table of potential
host galaxies using the following procedure:
1. Query Pan-STARRS for all catalogued objects
within 30′′ of the supernova. If a host galaxy has
been reported in TNS or OSC, we instead take its
coordinates as the center of our cone search. The
resultant table is likely to contain artifacts and
other objects that are irrelevant to this analysis,
such as HII regions.
2. Use the PS1 primaryDetection = 1 flag to remove
duplicate detections of the same source, as is the
case for fields containing a single large galaxy with
a spatially resolved core or many associated HII
regions. Several distant galaxies were identified
without an associated primary detection, and so
we caution that this step is likely to preferentially
associate supernovae with nearby large galaxies.
3. Remove any object not detected in gri. We have
found that the number of artifacts in our candidate
host galaxy list increase dramatically without this
cut, and we do not cut on z or y bands in order to
retain high-z host galaxies in our sample.
4. Remove bestDetection = 0 sources if a source with
bestDetection = 1 is present in the field. If there
existed no best detection sources in the field, do
not eliminate any potential host galaxies for that
supernova. We had initially removed all sources
with bestDetection = 0, but found that this re-
moved a non-negligible fraction of plausible host
galaxies.
5. Remove sources with qualityFlag = 128 (indicat-
ing a poor-quality stack object).
We list the fraction of supernovae removed at each of
these steps in Table 2.5. After removing the majority of
artifacts from our table, we eliminate the PS1 sources
corresponding to stars.
1 https://ned.ipac.caltech.edu/
52.2. Star/Galaxy Separation for Deep Surveys
Source brightness as measured in different apertures is
a useful discriminator of point-like and extended sources
(Slater et al. 2020). The total flux of unresolved sources
is captured equally well by a point-spread function
(PSF) model or by a more complicated aperture model
such as Kron, which defines an aperture radius as 2.5×
the first radial moment of a source (Magnier et al. 2016).
For this reason, star-galaxy separation can be achieved
to first order with a horizontal cut inmPSF−mKron space
(See section 6.3 of Chambers et al. 2016), where stars
will cluster along a mPSF − mKron = 0 line. This cut
introduces a bias against high-redshift galaxies that are
nearly point-like, which are well-mixed with stars in this
space faintward of mPSF ∼21. Further, stars brighter
than ∼ mPSF = 15 will shift upwards of this line from
saturation, and a horizontal cut will not remove these
bright sources from our sample.
To more accurately remove stars from our list of po-
tential host galaxies, we first search NED for every po-
tential sources within our reduced list. Object classifica-
tions in the NED database are taken from their original
literature sources, such as the Third Reference Catalog
of Bright Galaxies (Corwin et al. 1994). Out of >50,000
unique sources, nearly 40,000 have classifications re-
ported in NED. To classify the remaining 10,000 ob-
jects, we train a Support Vector Machine (SVM; Cortes
& Vapnik 1995) to separate stars and galaxies using fea-
tures of sources with NED associations. SVM is a su-
pervised learning method that determines the separat-
ing hyperplane between model classes that maximizes
the separation between similar values of distinct classes
(the support vectors). Because NED labels are taken
directly from literature, we can use them to construct
an accurate training sample that incorporates domain-
level expertise of each object. We implement our SVM
model with the package sklearn, using a regularization
parameter of 1 and a polynomial kernel of order 3.
We train our SVM model on the aperture magnitude
(mAp) of our potential host galaxies in g, r, and i bands;
mAp −mKron magnitude in the same bands; and the 4-
dimensional color distance in g−r, r− i, i−z, and z−y
from the PS1 stellar locus, the path traced by stars in
color-color space. Because of its generality, the stellar lo-
cus is a valuable tool for photometric calibration of large
surveys (High et al. 2009). We can also use it to aid in
discriminating source types, since stars within our sam-
ple should closely follow this track whereas galaxies will
not. Aperture magnitude for a source is determined by
integrating over the analytic PSF aperture, then extrap-
olating the PSF model to estimate the flux not captured
by the aperture. We have chosen this measurement in
place of mPSF because we have found its values to have
less dispersion (see Fig. 3), as it accounts for local vari-
ations in the PSF. We adopt a cubic spline with knots
given by Tonry et al. (2012), with points in color-color
space sampled with an r − i bin width of 0.001, as our
PS1 stellar locus. To calculate the 4-dimensional dis-
tance of each host galaxy from this locus, we use the
equation (Covey et al. 2007):
4DCD = mink
4∑
i=0
(Ci − ti,k)2
σ2i
(1)
where Ci represents the source value of the ith color,
ti,k represents each value along the stellar locus for that
color, and σi represents the PS1 uncertainty in the color
(added in quadrature from the uncertainties of the aper-
ture magnitudes in the two bands). The 4DCD is found
by the minimum value of this equation calculated for all
k points along the stellar locus. This value approaches
the orthogonal distance between a source and the stel-
lar locus in 4D space as the number of discretized locus
points approaches infinity.
We considered the use of Gaia DR2 parallaxes as an
additional feature within our SVM, as it would allow us
to distinguish between galactic stars and distant galax-
ies; however, the depth of the survey (with a limiting
magnitude of G = 21) ensures that data is missing for
a significant number of our sources. Further, the paral-
laxes that are reported in DR2 have significant uncer-
tainties, so training our SVM to identify sources with
large parallaxes as stars would remove a non-negligible
fraction of galaxies from our sample as well.
Our SVM model allows us to recover realistic spreads
for overlapping stars and galaxies in mAp−mKron space,
and retain potential high-redshift host galaxies in our
sample. We show the distribution of stars and galaxies
after this step, as well as their distribution along the
PS1 stellar locus, in Figure 2.
We then remove the NED-identified stars and the
SVM-predicted stars from our table of potential host
galaxies. Of course, there are more objects than stars
and galaxies in our list of PS1 sources. We have addi-
tionally removed objects identified as UV sources, HII
regions, supernovae and supernova remnants (as are
present in some postage stamps for more recent events),
and white dwarfs. We do not remove infrared sources
from our potential host galaxy list, as these could indi-
cate host galaxies with strong infrared emission. Galax-
ies with the smallest separation from the stellar locus
and the stars with the largest locus separation were
inspected using PS1 postage stamps, but no manual
re-association was done at this stage. The galaxies
with smallest separation to the locus were nearly point
6Figure 2. Left. A histogram in i-band mAp −mKron Magnitude space for the NED-identified and SVM-identified galaxies.
The black outline represents the entire sample of stars and galaxies. We plot density contours for this galaxy data in color-
color space top right, with a dashed line for the stellar locus from Tonry et al. (2012) (see §2.2). Galaxies within our sample
do not closely trace the stellar locus, and sources closest to it (with low 4DCD values) were visually verified. Right. A
histogram for the combined sample of NED and SVM-identified stars. Realistic tails for each distribution are recovered using
our method, and objects within these tails were later manually verified with postage stamps from PS1. Truncating our sample
near mAp − mKron = 0 would have removed a substantial fraction of potential high-redshift host galaxies from our sample.
As before, we plot stellar density contours along with the PS1 stellar locus. These contours trace the stellar locus much more
closely than our galactic sources, with a turnover near i− z = 0.5; no turnover is seen in the plot at left.
Figure 3. The residuals in g− r and i− z colors calculated
between the PS1 stellar locus and identified stars within our
candidate host galaxy table. Colors have been corrected for
extinction using the reddening values and extinction coeffi-
cients from Schlafly & Finkbeiner (2011).
sources, but were kept in the dataset on the possibility
that they were QSOs.
2.3. The Directional Light Radius for Host Galaxy
Association
Supernovae are often associated with a host galaxy us-
ing the directional light radius (DLR) perscription out-
lined in Gupta et al. (2016), where the angular distance
to each host θ is scaled by the radius of the host galaxy in
the direction of the transient dDLR. A supernova embed-
ded in a large galaxy is more likely to be found further
from its host galaxy’s nucleus than a small galaxy, and
this normalized distance permits a direct comparison of
supernova separations between host galaxies with vastly
different scales. Normalized separation metrics have al-
ready been adopted by the Supernova Legacy Survey
(SNLS; Sullivan et al. 2006) and the SDSS-II Supernova
Survey (SDSS-SNS; Sako et al. 2018). As the rate of
supernova detections continues to increase, the success
of the DLR method at low-z and in crowded fields has
made it the preferred method for automated host galaxy
association (see Gupta et al. 2016 for a detailed review).
The DLR method proceeds as follows. For a super-
nova located at coordinates (xSN , ySN ) and a poten-
tial host galaxy located at coordinates (xGal, yGal), the
Stokes parameters U and Q of the galaxy are given by
its flux-weighted second order moments in PS1:
U = MXY ; Q = MXX −MY Y (2)
The angular tilt of the galaxy relative to celestial north
φ is then found with
φ =
1
2
tan−1(U/Q) (3)
Next, we calculate the aspect ratio of the host galaxy
with
ra/b =
(1 + κ+ 2
√
κ)
1− κ (4)
7where κ is derived from the two Stokes parameters:
κ = Q2 + U2 (5)
The angle γ, describing the angle of the supernova po-
sition relative to the galactic center and celestial north,
is then found with
γ = tan−1
ySN − yGal
xSN − xGal (6)
Finally, we arrive at the angle β subtended by the galac-
tic semi-major axis and the vector connecting the super-
nova to the galactic center:
β = φ− γ
The DLR is found with these parameters using the equa-
tion
dDLR =
ra√
(ra/bsinβ)2 + (cosβ)2
(7)
The scaled directional light radius is found by θ/dDLR,
where θ is the Great Circle distance of a supernova from
the center of its host galaxy in arcseconds. An illustra-
tion of this method is given in Figure 4.
The DLR method uses second-order moments for es-
timating U and Q, which are model independent; how-
ever, an estimate of the host galaxy’s semi-major axis
ra must also be provided in Equation 7, and this may
require us to adopt a light profile model for the galaxy.
We have selected the Kron radius, defined as 2.5× the
first radial moment of a candidate host galaxy’s sur-
face brightness profile, in the band which has the high-
est SNR, as our value for ra to minimize this depen-
dence. The mean r-band Kron radius for all potential
host galaxies at this stage is 7.5′′.
Gupta (2013) estimates that 7% of matches in his
sample generated using this method are erroneous, with
an additional 3% of SNe left unassociated due to unre-
ported second order moments. Using a naive DLR asso-
ciation, we find our fraction to be significantly higher
due to the presence of additional non-galaxy sources
in our database and multiple PS1 entries for a single
source, which were only partially removed in previous
steps. To mitigate this issue, we have implemented a
modified DLR method. For each supernova in our sam-
ple, we implement the following steps:
1. Find the Kron radius of each potential host galaxy
in the band with highest SNR. Then, calculate
dDLR. If either the Kron radius or the second-
order moments are not provided, remove this
source from the list of potential host galaxies. Re-
peat for all potential host galaxies.
2. Eliminate host galaxies with θ/dDLR > 5. If no
host galaxies remain after this step, the supernova
is reported to be hostless and added to the sample
of hostless events.
3. Rank-order the host galaxies by ascending values
of θ/dDLR.
4. If the remaining list contains at least one NED-
identified galaxy, select the galaxy with the lowest
θ/dDLR as host. If not, select the source with the
lowest θ/dDLR.
2.4. Limitations in the DLR Methodology Applied to
PS1 Data
We have taken advantage of the depth of PS1 to con-
struct a complete list of supernova host galaxies, but
maintaining a catalogue as extensive as PS1 can also
lead to several issues that we have encountered during
this work. First, de-blending errors plague many of the
low-z host galaxies in our sample. These objects are of-
ten described by several overlapping PS1 “sources”, and
neither the primaryDetection nor the bestDetection flags
were able to unambiguously identify the PS1 entry clos-
est to the true SN host galaxy in all cases. Because of
the de-blending errors associated with highly extended
sources, we also find non-physical Kron radius measure-
ments for the majority of these sources.
Second, deep PS1 imaging is able to resolve dimmer
host galaxy features that would be missed in other sur-
veys. This introduces additional “sources” to the list of
candidate host galaxies for a supernova, further crowd-
ing low-redshift fields. We have often found a PS1 source
at or near the true galactic center with a Kron radius (if
one is reported in any band) that is uncharacteristically
low for the galaxy, whereas sub-structures such as HII
regions and bright stars may “adopt” the light profile
of the entire galaxy and report uncharacteristically high
Kron radius values. This issue biases the DLR algorithm
away from large host galaxies where visual association
would be trivial.
Third, high-redshift host galaxies can easily be mis-
taken for imaging artifacts, and are preferentially re-
moved by the bestDetection flag. The Kron radius for
these objects is often (understandably) not reported.
This leads to an overabundance of unassociated super-
novae in sparse fields.
We have attempted to develop a pipeline that is fault-
tolerant to these limitations in PS1 data, but the suc-
cess of the DLR method depends upon robust radius
estimates for distinct sources in crowded fields. Gupta
(2013) uses a cutoff value of θ/dDLR = 4 as a balance be-
tween sample purity and efficiency. We have extended
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Figure 4. The PS1 postage stamp for SN 2014dp, with
host galaxy candidates circled. We show the radius of each
candidate in the direction of the transient, calculated using
the Kron radius of the host galaxy and the DLR method in
§2.3. Despite the center of the true host galaxy lying further
from the transient event than other spurious candidates, the
true host galaxy (magenta) is correctly identified using our
modified DLR method. The match is verified using redshift
information from NED.
this value to 5 to account for the low Kron radius es-
timates associated with low-redshift host galaxies; we
note that a similar threshold is used for associating host
galaxies in SNLS (Sullivan et al. 2006).
By visually inspecting a random subset of associated
host galaxies, we predict our overall matching error rate
with the full pipeline to be ∼ 5%; however, for low-
redshift objects our error rate can in some cases be as
high as 30% for the reasons given above. In the cases
where DLR has failed, a supernova is often matched to
an HII region or bright star. To maintain the accuracy
of our associations for spatially extended sources, as well
as for high-z host galaxies, we have developed a novel
host galaxy association algorithm using the light profiles
of sources nearest the supernova of interest. We provide
a detailed description of this method below.
2.5. Host Galaxy Association using Background Image
Gradients
While deep imaging of extended host galaxies in PS1
makes source de-blending challenging, it also makes vi-
sual association of SN host galaxies easier. We can
rapidly identify a host galaxy by eye by first identifying
whether the supernova is embedded within an ambient
light profile brighter than the sky background and, if so,
by tracing this profile from the location of the supernova
to the location of a nearby host.
We have automated this process with a gradient ascent
method able to accurately locate the center of the host
galaxy in which a cataclysmic event is embedded. We
release this code with the rest of the GHOST software
outlined above.
For each transient, we have downloaded an 800x800
pixel (200′′x200′′) postage stamp of the field in gri.
We have also downloaded the corresponding PS1 im-
age stack masks and number counts. We use the stack
masks to remove saturated pixels such as those corre-
sponding to stars, and the counts mask to remove pixels
created from fewer than two images in the stack. To
remove stars that have not saturated the detector and
any remaining starlight from those that have, we use
the DAOStarFinder routine within the astropy package
photutils to identify sources matching a gaussian light
profile with FWHM∼3 at a threshold of 20 standard
deviations above the median pixel intensity. We have
intentionally set our threshold high in order to prevent
masking AGN at the centers of galaxies, as these provide
meaningful gradient information. We then remove each
identified star with a circular mask of radius 5 pixels.
Once we have identified and removed stars from the
field, we use Scipy to construct a two-dimensional cubic
spline interpolation on the pixels that were previously
masked. We apply the zero-points to these gri images,
average these three source-removed postage stamps in
magnitude space, and convert back to flux to generate a
PS1-averaged image A. Next, we use the astropy pack-
age photutils to estimate the background of image A.
This tool is usually used to remove background gradients
from a crowded field (such as those caused by massive
galaxies) and study smaller sources in detail, but for this
method we are interested in the background gradients
themselves. By considering the background estimated
by photutils and not subtracting it from the postage
stamp, we are able to create an image dominated by
the galaxy light profiles in A and containing minimal
remaining effects from dust and HII regions. This resul-
tant image, B, forms the basis for our gradient ascent
method.
To estimate the sky background in a field, we divide
a pointing into identical smaller regions, apply a me-
dian filter across each smaller region, then interpolate
the resulting pixels back to the resolution of the orig-
inal postage stamp. This smoothing requires a careful
selection of both the size of each sub-region, or box, and
the size of the median filter applied within each sub-
region. Ideally, the size of each box should be larger
than the HII regions and other galactic structure mak-
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Figure 5. a. The gradient ascent algorithm applied to SN2017erp. The red circles correspond to the positions of PS1 sources
eliminated before the DLR calculation, while the blue circles (scaled by dDLR) denote potential host galaxies at the DLR stage.
The dashed purple circle denotes the DLR-selected host galaxy, while the smaller dashed green circle at center denotes the PS1
source selected by gradient ascent. Despite numerous spurious detections in the field, the gradient ascent algorithm is able to
rapidly identify the true host galaxy, which was later verified by redshift. b. The estimated background light profile of the
central host galaxy, found by dividing the postage stamp into squares and applying a median filter to each of these sub-regions.
We give the background pixel gradients, in purple, at every 20th pixel for clarity. The position of the supernova is given by
the yellow star, and the star outlined in black marks the final location reached by the gradient ascent method. By masking
saturated pixels and point-sources, we recover the light profile from the true host galaxy.
ing up the host galaxy of interest, and small enough to
capture its radial light profile. A large sub-region and
median filter will smooth local brightness variations; a
small sub-region and median filter will preserve them.
As a result, the size of the sub-region needed to resolve
a host galaxy’s light profile will change drastically from
field to field. We have empirically determined a set of
criteria for predicting whether the true host galaxy will
fall into three size categories - “small”, “medium”, or
“large” - and these criteria determine the sizes of the
image sub-regions and the median filter. A sub-region
of 75x75 pixels is used for large host galaxies, while sub-
regions of 40x40 and 15x15 px are used for medium and
small host galaxies, respectively. The median filter used
for large and medium host galaxies is 3x3 pixels; for
small host galaxies, no filter is applied to the data.
The criteria for estimating the size of the true host
galaxy are based upon four measurements:
1. I˜: The sigma-clipped median count of the image,
which characterizes the flux of non-stellar light
across the full postage stamp. A high value of
I˜ suggests a large host galaxy in the field, but can
also be biased by starlight.
2. fIM : The fraction of pixels in the image with
a photon count of at least unity. This metric
provides additional evidence for a single extended
source dominating the field, and is less biased by
stellar saturation.
3. fSN : The fraction of pixels within a 200x200
pixel box centered on the supernova with a photon
count of at least unity. This provides strong evi-
dence for the spatial extent of the true host galaxy.
If both fSN and fIM are near unity, a host galaxy
is deemed large; if fSN is large but fIM is small,
a medium host galaxy is assumed.
4. ISN : The image count at the location of the su-
pernova. If this value is above a certain thresh-
old, the host galaxy is deemed “small”. This may
appear counterintuitive, but this designation sug-
gests that the supernova occurred near its host
galaxy center. In this case, it is important that
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we use a small filter to preserve the location of
the host galaxy center, regardless of the true host
galaxy size.
We have found that a large filter can shift the loca-
tion of a host galaxy center due to a combination of
AGN masking and edge effects. To recover the local
peak, we normalize and combine images A and B into a
weighted average (image C) with weights determined by
the magnitude of ISN and the number of masked pixels
in image A. Image B is given the dominant weighting in
the resulting image unless ISN is above a threshold, for
the same reason described above. If more than 15% of
the image has been masked, the cubic interpolation of
the image becomes unreliable and and artificial photon
counts from interpolated masked stars contaminate A.
In this case, the reference image A is given a weight of
0.
Once we have an estimated background image corre-
sponding to our field, we estimate the two-dimensional
gradient at each pixel using the numpy package, with
second-order central differencing at the interior points
and first-order differencing at the boundaries of each
postage stamp. We begin at the location of our su-
pernova (xi, yi) = (xSN , ySN ) in pixel coordinates and
update the position according to the image gradient
∇C(xi, yi), using a forward Euler updating scheme:
(xi+i, yi+1) = (xi, yi) + h∇C(xi, yi) (8)
Here h represents a chosen step size. After complet-
ing a step, we convert our updated position coordinates
to integer values and continue. The algorithm iterates
until the calculated position has reached the edge of
the postage stamp or for 1000 steps, whichever comes
sooner. If the algorithm reaches a position with a gradi-
ent smaller than a pixel separation, it is perturbed one
pixel in a random direction away from its current po-
sition. This feature, combined with the large number
of total iterations, prevents the algorithm from getting
trapped in a local maximum of the light profile. Af-
ter the algorithm terminates, a PS1 cone search is done
within 5′′ of the terminated position (or 20′′ if the host
galaxy is assumed to be large). We eliminate sources
from this list with only one detection across all bands,
and then select the source closest to the terminated po-
sition that is not listed as a star in NED. By tracing
the local gradient in the postage stamp, the algorithm
“crawls” to local areas of increased brightness. For spa-
tially extended sources, the gradients will cause the step
to terminate at or near the center of the supernova’s host
galaxy. We illustrate this algorithm in Figures 5a and
5b.
For this algorithm to be successful, we must place
careful consideration into the selection of a physically
relevant step size h. This must be large enough to “over-
look” remaining deviations from a smooth light profile;
while small enough to prevent overshooting the true cen-
ter of a host galaxy. For each supernova, we calculate h
as the product of the mean Kron radius for all remain-
ing potential host galaxies in the field, and a scale factor
based on the estimated size of the true host galaxy. This
scale factor corrects for the tendency of PS1 Kron ra-
dius values to underestimate the true spatial extent of
the host galaxy, described in greater detail in 2.4; if h is
set to the mean Kron radius, the algorithm terminates
before the galactic center is reached for the majority of
fields.
We have run this algorithm on supernovae for which
no host galaxy was found using DLR, as well as the su-
pernovae for which at least one candidate host galaxy
had incomplete morphological information. There are
2,137 supernovae matching the first criterion, and 3,129
matching the second. We find by visual inspection that
the gradient ascent method achieves a 12% misassocia-
tion rate for the incomplete morphology sample, com-
pared to 16% for the DLR method; and a ∼ 3% mis-
association rate for the no host galaxy sample, which
generally consists of less crowded fields. More impor-
tantly, our method is able to recover 800 host galaxies
from the hostless sample, nearly half of the supernovae
removed by the DLR method and roughly 4% of all spec-
troscopic supernovae. We have included these matches
in our final database.
We have found our gradient ascent method to reli-
ably recover more transient host galaxies at low-redshift
where a large galaxy dominates the field, and at high-
redshift with sparse fields. When the host galaxy is large
and the field is crowded, the large filter used for this
method can blend multiple galaxies and shift the peak
of the true host galaxy’s light profile. This causes the
algorithm to terminate at an artificial maximum in the
image, and can lead to incorrect associations.
After incorporating host galaxies matched with the
gradient ascent method, we manually re-associate an ad-
ditional 425 supernovae (∼ 2.6% of our table) by eye
that were mismatched in our sample, and another 69
low-z supernovae (0.4% of our table) that were dropped
at different stages in our association pipeline. We also
identify misassociations by plotting the redshift of each
supernova as a function of its angular separation θ from
its host galaxy. Several of our associations have θ > 15′′
and z > 0.1, corresponding to a physical separation of
> 30 kpc. Although supernovae have been discovered
as far as 80 kpc from their host center owing to tidal
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Pipeline Step Fraction Removed Total Fraction
PS1 30′′ cone search for nearby host galaxies 7.3% 92.7%
Removal of sources not detected in gri 3.2% 89.5%
Removal of sources with qualityFlag = 128, primaryDetection = 0, bestDetection = 0 <0.1% 89.5%
Star, galaxy separation with SVM 3.6% 85.9%
Directional light radius host galaxy association 10.3% 75.6%
Gradient ascent host galaxy association -3.9% 79.5%
Redshift mismatch 1.9% 77.6%
Manual reassociation -0.4% 78.0%
Table 1. The fraction of total spectroscopically classified supernovae dropped from our table at each stage of our association
pipeline. We also list the total SN fraction remaining in the database after each step.
interactions with other galaxies (Ferretti et al. 2017),
events at this separation are likely to be uncommon (see
Figure 2 of Galbany et al. 2012). To confirm this sample
as misassociated, we identify the systems for which the
redshift of the supernova differs from that of the host
galaxy by greater than 50% of the supernova’s redshift.
We plot this sample in Figure 6a. These ∼ 300 events
occur predominantly at z > 0.1 and comprise the major-
ity of our high-z matches with large separation. We have
removed these events from our database. As a result, we
estimate the final misassociation rate of our database to
be < 3%, lower than the original association error rate
provided by Gupta et al. (2016). We report the fraction
of total supernovae dropped from our sample after each
stage of the pipeline in Table 2.5.
Our final database contains identified host galaxies for
78% of all spectroscopically classified supernovae, higher
than the completeness of SN candidate associations re-
ported by Gupta (2013) (73%, or 15,826/21,787 candi-
dates) and spanning a significantly wider range in red-
shifts. We are able to associate the majority of spectro-
scopic supernovae within z < 0.62, whereas the furthest
supernova candidate in Gupta (2013) was at z = 0.46.
Of our unassociated sample, 33.2% were located at de-
clinations below −30◦, where a host galaxy search was
excluded because no PanSTARRS 3PI survey images
would be available. Excluding these events from our to-
tal sample brings the fraction of associated supernovae
to 84%. The redshifts of supernovae in the remaining
unassociated sample are significantly higher than the
redshifts of supernovae in the associated sample, as is
shown in Fig. 6b; it is likely that even PS1 depths are
insufficient to resolve these host galaxies.
We have identified 43 supernova pairs in our final table
as duplicates with the same redshift, similar discovery
dates (within 100 days of each other), and with coor-
dinates matched to within 1 arcsec of each other, and
removed them. Two supernovae were matched to within
1 arcsec but have discovery dates greater than one year
apart. This pair of events is SN007ie, a type Ia super-
nova discovered on May 9th, 2007 at an RA, Dec (J2000)
of 334.4029, 0.6133; and PS1-11aqj, a type II supernova
discovered on February 9th, 2011 at an RA and Dec of
334.4028, 0.6134.
3. DATA AND SOFTWARE PRODUCTS
3.1. The GHOST Database2
We have released our full database of 16, 175 spectro-
scopically classified supernovae, as well as the derived
properties of their identified host galaxies from PS1,
as the Galaxies HOsting Supernova Transients (GHOST)
database. The full table can be downloaded as a CSV,
and the host galaxy data for OSC supernovae have been
added to the JSON data files and re-released for conve-
nience. We have also included photometric estimations
of 1,436 host masses (Foundation, Foley et al. 2018;
PS1COSMO, Scolnic et al. 2018, Jones et al. 2018a),
Hubble residuals of 124 SNe Ia from Kaepora (Siebert
et al. 2019), postage stamps of each host galaxy, host
galaxy and transient spectra, and transient light curves
where available. Supernova spectra have been scraped
from TNS and host galaxy spectra are taken from the
Sloan Digital Sky Survey (SDSS; York et al. 2000) and
NED. In addition to the data, we have developed soft-
ware for rapid querying of the catalogue and association
of new host galaxies. We describe the functionality of
the code in the following sections.
3.2. Analysis Tools for the GHOST Database
We have developed and released a Python package
to accompany GHOST for analyzing the data products.
It can be found at the repository for this work. The
software also contains the full analysis pipeline used in
this work for associating host galaxies with the modified
DLR and the gradient ascent methods. The package
contains several main functions or parsing the database.
2 https://github.com/alexandergagliano/GHOST
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Figure 6. a. The redshifts of spectroscopic supernovae in our sample as a function of angular separation θ from their host
galaxy, colored by the host galaxy’s Kron radius in r. We find a θ distribution roughly matching that given in Galbany et al.
(2012) but with multiple high-z host galaxies with θ > 15′′. In most of these high-z cases, the host galaxy’s Kron radius is too
small to reasonably explain this wide separation. By flagging the systems where the host galaxy’s redshift differs by more than
50% of the supernova’s redshift, this high-z sample is identified to be predominantly missasociated systems. b. The distribution
of spectroscopic redshifts for supernovae with associated host galaxies in GHOST and those without identified host galaxies. The
median of each distribution is shown. Assuming a standard cosmology (H0=67.8, Ω0 = 0.3) and a flat Universe, the supernovae
in our sample lie at a median luminosity distance of ≈318 Mpc, while the unassociated sample lies at a median luminosity
distance of ≈1.7 Gpc. We are able to associate the majority of supernovae at each redshift bin before the bin centered at
z = 0.62; the supernova sample analyzed in Gupta (2013) spanned the range 0.01 ≤ z ≤ 0.46.
We provide the names and a basic description of these
functions below:
• getHostFromTransientCoords: Inputs the loca-
tion of the transient as an astropy SkyCoord ob-
ject, and returns the host galaxy associated with
that transient (if it exists in the database).
• getHostFromTransientName: Inputs the TNS
name of a transient, and returns the associated
host galaxy.
• getHostStatsFromTransientCoords: Inputs the
location of the transient as an astropy SkyCoord
object, and returns basic statistics about a host
galaxy (including other associated transients in
the database).
• getHostStatsFromTransientName: Inputs the
TNS name of a transient, and returns basic statis-
tics about a host galaxy.
• getTransientStatsFromHostName: Generates
basic statistics for a transient (or a series of tran-
sients) based on the NED-reported name of its
host galaxy.
• getTransientStatsFromHostCoords: Generates
basic statistics for a transient, based on host
galaxy location as a astropy SkyCoord object.
• getHostImage: Inputs a transient TNS name and
returns a postage stamp of the most likely host
galaxy in one of the PS1 bands - g, r, i, z, y - as
a fits file, and plots the image in gri as a color
image.
• getTransientSpectra: Plots the spectrum of the
transient from TNS, if it is available.
• getHostSpectra: Plots the spectrum of the host
galaxy from SDSS or NED.
• coneSearchPairs: Completes a cone search for
all transient-host pairs whose transient location
falls within a certain radius, returned as a pan-
das dataframe. Useful for identifying supernovae
associated with the same system where the NED
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Figure 7. A screenshot of the GHOST Viewer, which consolidates 16, 175 host galaxy postage stamps and basic information
about the supernovae they host into a streamlined GUI. A pop-up sidebar provides spectra for both supernova and host galaxy,
if they are available. Light curve data from the Open Supernova Catalog is also presented. By viewing many identified host
galaxies simultaneously, incorrect associations can be rapidly identified and population statistics can be studied in greater detail.
name in the database is that of an HII region or
star within the galaxy.
• fullData: Returns the full GHOST database.
Sample code outlining the usage of each of these func-
tions, as well as the functions for associating new tran-
sients, is provided at the link above.
3.3. The GHOST Viewer3
We have also created a website for simultaneously
viewing all host postage stamps in our database, which
is hosted at the National Center for Supercomputing
Applications (NCSA). Postage stamps are dynamically
scaled in real time so that the user may rapidly view
many host galaxies or individual systems of interest.
Host galaxy images are color-coded by the class of the
supernova matched to them. After selecting a postage
stamp, a basic summary of both the supernova and its
host galaxy are provided in a sidebar. Users may in-
teractively search the GHOST database to find a specific
supernova by its name, spectral class, or by the name
of its host galaxy. Interactive plots showing the spectra
of both host galaxy and supernova are also presented
if available, and this data can be downloaded as a csv
3 GHOST.ncsa.illinois.edu
table. Both GHOST and its associated viewer will be up-
dated periodically as new supernovae are reported.
4. DIMENSIONALITY REDUCTION
Our final dataset contains 317 features of 16, 175 PS1
sources, along with 7 features of their associated super-
novae. Greater than half of these features character-
ize the PS1 detection of the source, including the pixel
coordinates of the source in each filter, the number of
source detections, and the detection ID in each band.
Nevertheless, the number of remaining host galaxy fea-
tures prohibits a brute-force search for supernova corre-
lations. Further, galaxy features are well-known to be
highly correlated with each other, leading to empirical
relationships such as the color-magnitude relation (Bell
et al. 2004) and the Fundamental Plane for ellipticals
(Dressler et al. 1987). These properties can each re-
veal similar information about a galaxy’s position along
an evolutionary track; consequently, these features may
not each provide unique information about the class of
a supernova.
To test this hypothesis, we construct a correlation ma-
trix, given in Figure 8, for the galaxy features in GHOST.
We use Spearman’s rank correlation over the Pearson
correlation because the latter characterizes only lin-
ear relationships between features, whereas the former
quantifies the ability of a relationship to be described
by any monotonic function. For features repeated in
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each band, we have only shown those features in g. We
find that over half of our galactic features in a single
band are > 80% correlated, and the same features across
multiple bands are even more strongly correlated. The
strong correlations between magnitude, flux, and radial
moments of sources in our host galaxy sample appear as
blocks within the full correlation matrix. These blocks
form a form a regular grid across our matrix due to the
strong correlations between brightness features in each
band. Aperture radius is not strongly correlated with
our other photometric features, and therefore appears
as a gap in the correlation blocks.
4.1. Identifying Dominant Host Galaxy Features with
Principal Component Analysis
To reduce our list of host galaxy parameters without
reducing their predictive power, we undertake a prin-
cipal component analysis (PCA) of our galaxy data.
In PCA, a dataset is transformed to a set of orthogo-
nal components with the first principal component con-
taining the most uncorrelated variance in the data. A
dataset composed of features that are highly correlated
with each other will be well explained by a single prin-
cipal component, which is a linear combination of the
original correlated features.
We begin by re-scaling our host galaxy features to each
have a mean of 0 and a variance of 1. Each of these
features is continuous instead of categorical, rendering
one-hot encoding unnecessary. Re-scaling is necessary
to directly compare features whose values may differ in
both magnitude and range; if a single feature contains a
wide range of values, the first calculated principal com-
ponent will capture most of the variance in this feature
alone and not across all features. Next, we transform our
GHOST database to its first two principal components us-
ing the sklearn package in Python. We find that these
principal components capture over half of the variation
in our PS1 galaxy data (54%), confirming the degener-
acy in individual features shown in Fig. 8.
A benefit of dimensionality reduction methods is the
ability to visually inspect classes of objects as a function
of many features. We present a biplot of our principal
component model in Figure 9, along with the distribu-
tions of SN Ia, SN Ib/c, and SLSN host galaxies in this
reduced space. Because the principal component axes
are constructed from linear combinations of the galaxy
features, we can represent the initial galaxy features
from our data as vectors in this reduced space. The load-
ing of each vector, defined as its length projected onto
each PCA axis, describes the weight given to that fea-
ture in determining a principal component. Highly lin-
early correlated features are given similar weights along
the two axes, and we can see a clustering of magni-
tude features, flux features, and morphological features
forming the dominant contributions to this PCA space.
The first principal component, which explains 44.5% of
the variation in host galaxy information, is determined
nearly equally by the Kron radius of the source in each
band, and its PSF, Kron, and Aperture magnitudes.
The second principal component, which explains 10.4%
of the variation, is determined mainly by the PSF Flux,
momentRH (the square root of the first radial moment)
and ExtNSigma in each band (a PS1 derived feature
extremely similar to our mAp−mKron mag, ExtNSigma
is defined as the difference between PSF and Kron mag-
nitude of a source subtracted by the stellar median value
and divided by the error combined in quadrature; see
Magnier et al. 2016 for more information). The charac-
teristics of SN Ia host galaxies are widely distributed in
this space, with two distinct peaks at separate locations
along both principal components. The host galaxies of
SN Ib/c show significantly smaller variance, although
with a significantly smaller sample size (591 SNe Ib/c
vs. 6,279 SNe Ia) this lack of variation may be unphys-
ical. These three classes are also centered at different
locations in PC space, which can be used as a diag-
nostic tool for initial discrimination of supernova types
without any information from the explosion itself.
The multimodal distribution of SN Ia host galaxies in
this PCA space suggests multiple distinct populations,
particularly given the large sample size of this class. In
addition, the strong overlap of SN Ia host galaxies with
both SN Ib/c and SLSN host galaxies suggests that SNe
Ia may arise in host galaxies photometrically similar to
galaxies that host either SNe Ib/c or SLSNe. By embed-
ding characteristic postage stamps at each peak in Fig.
9, we can see that one SN Ia mode aligns with bright
spiral galaxies (which are similar to SN Ib/c hosts),
whereas the other aligns with faint, featureless hosts
(which are similar to SLSN hosts). The bimodality of
SN Ia host galaxies also presents a challenge for classifi-
cation, with SN Ia galaxies at the left peak likely to be
misclassified as hosting a SLSN and SN Ia galaxies at
the right peak likely to be misclassified as hosting a SN
Ib/c. Despite this overlap, the separation along the first
principal component suggests that type information is
revealed by host galaxy information alone.
By projecting our host galaxy features into a re-
duced space, we can also visually identify outliers within
the GHOST sample. Fig. 9 reveals a sub-sample of
SLSN outliers that are well-separated from the rest
of the distribution in PCA space. This population is
comprised of four supernovae in our dataset. Two of
these are SN2213-1745 and SN2016aps, events whose
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Figure 8. The Spearman rank correlation between PS1 features in a single band (g), with blue corresponding to negatively
correlated features and red corresponding to positively correlated features. Over half of the features used in our random forest
are strongly correlated with each other, particularly the magnitude of the host galaxy as measured in different apertures and
its first and second order radial moments; strong correlations can also be seen in the same features across multiple bands (inset
at right), leading to the block structure of the matrix. Because this matrix describes both linear and non-linear correlations, it
is able to capture the relationship between flux and magnitude measured in different apertures.
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Figure 9. The distribution of host galaxy parameters for
three supernova classes in our data, SN Ia, SN Ib/c, and
SLSN, transformed into our reduced principal component
space. For clarity, we plot in black only the feature vectors
in r with highest loading along the two principal component
axes. SN Ib/c and SLSN distributions are centered at differ-
ent positions along the first principal component, suggesting
associations with host galaxies with different size and bright-
ness properties. The distribution of SN Ia host galaxies is bi-
modal, suggesting multiple host galaxy populations. Postage
stamps for host galaxies associated with each peak of the SN
Ia distribution are inset, as is the host galaxy located at the
peak of the SN Ib/c distribution at right.
hyper-energetic explosions make them strong candi-
dates for pair-instability or pulsational pair-instability
supernovae (Cooke et al. 2012; Nicholl et al. 2020).
SN2016aps is the brightest supernova ever discovered,
with peak absolute magnitude of −22.35 ± 0.09 in i.
Another supernova in this sample is SN2017gci, which
was listed in the original AT report as a candidate cata-
clysmic variable; and LSQ14fxj, which has been alter-
natively classified as a SLSN, SN Ic, and an unusu-
ally bright Ia by different groups. From the feature
loadings in Fig. 9, it is possible that some of these
events correspond to the faintest SLSN host galaxies
in our sample; indeed, SN2017gci was initially listed as
hostless, and the estimated redshift of SN2213-1745 is
z = 2.0458 ± 0.0005 (Cooke et al. 2012), making it the
most distant SN in our sample. The fact that these rare
supernovae are also associated with outliers in our host
galaxy sample suggests a strong correlation with their
host galaxy, and studying these host galaxies in more
detail will likely shed light on these enigmatic events.
Because significantly more information from our full
table is captured by the first PCA component, we can
better visualize the variance between classes by project-
ing it along only this axis. A ridgeplot is shown in Fig.
10 for our full data (without re-balancing classes), which
plots Gaussian kernel density estimates (KDE) of each
class. Because sample size varies dramatically among
the classes plotted, the spread in each may not be rep-
resentative of the true underlying population for each
class; however, the relative positions of the medians of
each distribution are illustrative.
Broadly categorizing this principal component as “size
and brightness” and the second principal component as
“light profile” in alignment with the loadings from Fig-
ure 9, we see systematic differences between multiple
classes. The distributions of host galaxy parameters
for type II, Ib/c, and IIb supernovae peak at nearly
the same location and feature a heavy rightward skew,
a strong indication that these supernovae are found in
host galaxies with similar light profiles and Kron radii.
These distributions appear distinct from that of SLSN
host galaxies (comprised of an equal number of SLSNe-
I and SLSNe-II, with a strong leftward skew; and that
of Ia supernovae, without a strong skew in either di-
rection. By visually inspecting a subset of the postage
stamps corresponding to these populations, we find our
SN Ib/c and SN II samples to consist mainly of large
spirals, whereas our SLSNe are hosted in smaller galax-
ies with a range of different morphologies. Visual in-
spection of our SN Ia host galaxy sample did not reveal
any consistent trends with respect to size or morphol-
ogy, potentially explaining the wide spread of the SN Ia
KDE. This suggests that the horizontal axis in Figure
10 corresponds roughly to brighter, larger galaxies to-
ward the right and smaller, fainter galaxies toward the
left. These results are in agreement with previous find-
ings that SLSNe-I are found almost exclusively in low-
mass dwarf galaxies with low star formation rates (Per-
ley et al. 2016; Leloudas et al. 2015; Lunnan et al. 2015;
Angus et al. 2016), whereas core collapse supernovae oc-
cur predominantly in late-type galaxies with high star
formation rates (Cappellaro et al. 1999; Hamuy 2003).
The distributions for each class appear unimodal with
the exception of SNe Ia, whose multiple peaks were
also evident in Fig. 9. These peaks suggest the ex-
istence of multiple host galaxy populations with dis-
tinct size, brightness, and morphology; additional stud-
ies have shown that SNe Ia occur within a broad range
of galaxies (Go´mez de Castro & Wamsteker 2006).
It is possible that these size and brightness differences
between supernova host galaxies can at least in part
be attributed to differences in redshift, as much struc-
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Figure 10. The distributions of supernova classes as a func-
tion of the coefficient of their projection along the first princi-
pal component from our PCA analysis. Despite strong over-
lap, different classes are on average associated with different
host galaxy properties; in this space, a type IIb supernova
(SN IIb) is easily differentiated from a superluminous super-
nova (SLSN).
ture information is lost for high redshift host galaxies.
The fact that the postage stamp for the host galaxy
at the peak of our SN Ib/c distribution reveals signifi-
cantly more morphological information than the postage
stamp for the host near the peak of the SLSN distribu-
tion seems to verify this prediction, as SLSNe are found
at systematically higher redshifts than SNe Ib/c. In ad-
dition, the archival data we have used inevitably features
a sample of supernova events at lower redshifts than is
physical for that class, as the higher redshift events will
not be detected. While we are unable to disentangle the
host galaxy features that are redshift-dependent in our
dataset from those which are not, no single magnitude-
limited supernova survey to date would contain enough
spectroscopically confirmed events of each class to con-
struct a statistical sample and permit an analysis of this
kind. We have found our PCA results to be consistent
for a sub-sample of our data consisting of only low-z
(< 0.014) host galaxies, but we caution that this work
represents a first pass toward characterizing supernova
host galaxies.
5. SUPERNOVA CLASSIFICATION
5.1. Random Forest: Methods
Having constructed a dataset of supernovae and the
PS1 features of their associated host galaxies, we are
now able to study the predictive power of this host
galaxy information for supernova classification. We im-
plement a random forest (Breiman 2001), a supervised
learning algorithm composed of an ensemble of decision
trees. When used for classification, a random subset
of input features is used to construct each decision tree
and predict the class of a sample. This method of fea-
ture bagging allows us to estimate the importance of fea-
tures by their discriminatory power across many trees.
Once the trees are constructed, a final class is deter-
mined by the random forest with a majority vote of the
class output at each tree. We use the random forest
implementation in sklearn.
We first remove all host galaxy features from our final
table that do not describe physically meaningful infor-
mation. These include PS1 IDs, PS1 data quality flags
and features that reflect the quality of model fits. We
have also removed rows containing missing values, leav-
ing 11,873 supernovae in our sample. Further, in order
to enforce the accuracy of our classification data, we
also drop all rows where the redshift of the associated
host differs by greater than 5% from the redshift of the
supernova (if both are reported). We then consolidate
supernova class labels.
First, we consolidate our training data into two classes
of supernovae: core collapse (including SNe Ib/c, SNe
II, and all sub-classes of SN II events) and type Ia super-
novae (SN Ia). The GHOST database contains overwhelm-
ingly Ia supernovae, and in a magnitude-limited survey,
the majority of discovered events will also be SNe Ia.
Training our random forest on the observed distribution
of events would improve the overall classification accu-
racy of our model when tested on data matching this
distribution, but the tendency of the classifier to prefer-
entially identify SNe Ia would prevent it from learning
intrinsic differences between the host galaxies of under-
represented supernova classes. Using the imbalanced
training set would also lead to more wrong classifica-
tions for rare events, as the algorithm would determine
that any event with ambiguous host galaxy properties is
probably a SN Ia. Further, the intrinsic rates of under-
sampled supernovae remain poorly understood (Strolger
et al. 2015) and therefore poorly constrained (Prajs et al.
2017). Observed rates also suffer from known system-
atic effects such as Malmquist bias (Leaman et al. 2011).
Without the ability to constrain the intrinsic rates of
each of our supernova classes, training our model on the
data directly would be teaching the model a distribution
that is known to be uncharacteristic of the overall pop-
ulation. Because we are primarily focused in this work
on characterizing host galaxies and not on maximizing
classification accuracy, we re-balance our classes using
the package Imbalanced-learn.
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We first use k-fold cross-validation to generate five
data samples of equal size. One of these samples is taken
to be the test data in our first random forest model, and
the remaining 80% of the data is used as the basis for our
training set. Due to the difference in sizes between sam-
ples we decide to re-balance this training data using a
mixed approach. We undersample our largest class (SN
Ia) and oversample our smallest class (core collapse) to a
class size in between these two extremes. This allows us
to achieve a balance between training on as much data
from the majority class as possible, while minimizing
the amount of artificial data we generate for the minor-
ity class. After re-sampling, our distribution of training
data for a single fold of the binary model contains 3,500
SN Ia events and 3,500 core collapse events. Each fold of
our test set contains approximately 1,503 SN Ia events
and 723 core collapse events (because our full test set
is not divisible by five, each test sample will contain a
slightly different number of events). The next model
uses a different one of the five sub-samples for testing
and the re-balanced remaining 80% of the data for train-
ing. This process is repeated for each of the five folds,
generating five distinct random forests for our binary
classification model. We plot pie charts describing the
classes of our full dataset and our re-balanced samples
in Figure 11.
We use the RandomizedSearchCV algorithm to deter-
mine our optimal hyperparameters for the random for-
est. Our final model consists of 1,400 trees without
bootstrapping, and considers a maximum of 18 features
(the square root of the total number of features) when
choosing the best split for each node. We use a maxi-
mum depth of 90 and a minimum of 2 samples required
for splitting. As with the dimensionality reduction de-
scribed in §4, we scale our features to have a mean of 0
and variance of unity.
5.2. Random Forest: Results
Because the final class predicted by the model is de-
termined by consolidating the individual predictions of
each of the trees, a probability score can be calculated
as the fraction of final votes belonging to each class.
Traditionally, the overall accuracy in a binary classifi-
cation problem is determined by the fraction of events
correctly classified by a majority of trees, correspond-
ing to a probability threshold of 0.5; however, different
thresholds can be selected to prioritize different aspects
of the model based on its particular application. For ex-
ample, a higher probability threshold will consider only
the events which are classified nearly unanimously by
all of the trees, reducing the false positive rate, whereas
a low probability threshold will do the opposite. This
Figure 11. Above. The fraction of the GHOST database
comprised by different classes of supernovae. We show the
fraction of core collapse supernovae comprised by different
sub-types at right. Below. The total number of supernovae
within the training and testing samples for each fold of our
two-class model. We have under-sampled our largest class
(SN Ia) and over-sampled our smallest class (core collapse) to
generate a balanced dataset for training our algorithm. We
list the number of real and augmented core collapse events
for clarity. Due to the small number of peculiar core-collapse,
peculiar SN Ia, and SLSN events discovered to date, we are
unable to robustly classify these groups by host galaxy prop-
erties.
tradeoff between the true positive and false positive rates
can be conceptualized with a Receiver Operating Char-
acteristic (ROC) curve, which describes the rate of true
positive classifications and false positive classifications
as a function of the probability threshold (from 0 to 1).
The accuracy of our model determined by a majority
vote represents a single point along this curve. The Area
Under the ROC Curve (AUC) quantifies the separability
of our two classes, with a high AUC corresponding to a
model which achieves a high true positive rate and a low
false positive rate. In the limit of perfect classification,
with all true positive classifications and no false posi-
tives, the AUC approaches unity. We have constructed
a ROC curve, given in Figure 12a, to evaluate the bi-
nary model described above. We report the AUC for
each class and its sample standard deviation across our
5-folds. We also present the confusion matrix for our
model in Figure 12b, which lists the mean classification
accuracy (determined by a probability threshold of 0.5)
for each class and for the complete test set.
We find that we can predict supernova class with
∼ 70% accuracy without any spectroscopic or photomet-
ric data from the explosion itself, using exclusively host
galaxy information and the angular separation between
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the supernova and its galaxy. For comparison, we de-
velop two “wishful thinking” classifiers that randomly
guess the supernova type of each event, the first guessing
each class 50% of the time and the second guessing “SN
Ia” 100% of the time. These classifiers achieve accura-
cies of 50.3% and 50.0% on our re-balanced dataset, re-
spectively, making our host galaxy classifier ∼ 20% more
accurate than chance. This study is the first to accu-
rately distinguish thousands of SNe Ia and core collapse
supernovae with the photometric properties of their host
galaxies. The two-class model achieves an overall accu-
racy of 67.9% ± 1.7%, with a mean classification accu-
racy of 72% for SN Ia events. The AUC for our final
model is 72% ± 2% and 72% ± 3% for SN Ia and core
collapse events, respectively.
We have found across several iterations that our model
accurately classifies more SNe Ia than core collapse
events. Although is possible that this is a consequence
of augmenting our core collapse sample with simulated
events, it is more likely that this reflects the diversity
of core collapse sub-classes (SN IIb, SN IIP, SN Ib/c)
and their host environments (Kelly & Kirshner 2012)
suggested by Fig. 10. We have verified that this re-
sult is robust for a low-redshift (z < 0.02) subset of
our database, confirming that the correlations learned
by our model are not exclusively redshift-dependent.
The accuracy of the classification results applied to the
binary problem suggests that host features can be used
to minimize contamination within photometric samples
of SNe Ia. Because these measurements will be already
be made by upcoming surveys, this method represents
a low-overhead strategy for immediately improving cos-
mological studies.
We have found in section 4.1 that each of our host
features does not provide unique information, so we can
reduce the complexity of our classification model while
sacrificing minimal accuracy. We achieve this by consid-
ering only the 13 features with high loading from Figure
9 in grizy. This reduces our parameter space from 317
to 65 features. We use these features to train a new ran-
dom forest model, and find an accuracy for each class
comparable to that reported for the full model.
Despite the differences between all seven classes in
host galaxy distributions from Fig. 10, we have been
unable to construct a random forest that can accu-
rately distinguish between rarer sub-classes of super-
novae, even after augmenting these classes as was done
for the core collapse class. These rarer events include
SLSNe, SNe IIP, SNe IIb, and SNe Ib/c. It is likely
that there are too few of these events for our random
forest to identify meaningful relationships with their
host galaxies. At present, GHOST contains under 100
SLSNe. LSST in Wide-Fast-Deep mode is predicted to
find ∼ 104 SLSNe per year (Villar et al. 2018), dra-
matically expanding this dataset and facilitating future
studies into the host galaxies of these smaller classes.
Because of the strong correlations between the ma-
jority of host galaxy features, the variable importances
given by our random forest model may not reveal the
most significant features in our model. Further, the
random forest importances presented by scikit-learn
are known to be biased 4. For these reasons, we use
the package feature-selector to remove all features
that are greater than 80% linearly correlated and train a
gradient boosting model for classification with a logloss
objective function. We use the normalized feature im-
portance, corresponding to the percentage of times the
feature is used within the model, to evaluate feature sig-
nificance. We list the ten most significant features from
our model in Fig. 13.
The host galaxy parameters found to be most signif-
icant can be grouped into three main categories: radial
offset features, including θ and θ/dDLR; color-derived
features, including 4DCD, g − r, g − i, r− i, and i− z;
and morphological features, including momentXX in g
and i and ExtNSigma in g. The high importance of the
scaled radial offset of the supernova suggests that differ-
ent classes of events trace different features of their host
galaxies. The unscaled radial offset also has high impor-
tance, but this is likely a consequence of the difference in
observed rates of supernova classes at different redshifts.
For example, core collapse events occur in our sample
predominantly at low redshift, where their observed an-
gular offset is more likely to span a wide range of values
due to the decreased distance to the host galaxy.
The morphological features characterize the light pro-
file of the host galaxy, which can itself be an indication
of the host galaxys morphological class on the Hubble
tuning fork (van der Wel 2008). Color features encode
supernova correlations with metallicity, mass, and galac-
tic star formation rate (e.g. Hansson et al. 2012), and
are also a useful discriminator of early and late-type
galaxies (Strateva et al. 2001; Nair & Abraham 2010).
These features suggest that similar correlations to those
previously identified in literature yield the highest dis-
criminatory power in classifying individual supernova
events. The importance of host galaxy morphology mea-
surements in classifying supernovae is further confirmed
by their large loadings in PCA space from §4.1, and
the color with highest importance in our random forest
(g − r) is strongly correlated (Fig. 8) with host galaxy
4 https://explained.ai/rf-importance/#intro
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(a) (b)
Figure 12. a. A receiver operator characteristic (ROC) curve for our random forest classifier trained to classify SNe Ia and
core collapse events. Shaded regions describe the sample standard deviation calculated from a 5-fold cross-validation. The
dashed line designates the performance of a model that classifies at random, and the area under the curve (AUC) for each class
is listed along with its standard deviation across the 5 folds. The total number of supernovae in the training and testing sets
(after augmentation) for each fold is listed top left. b. The confusion matrix for our classifier, showing the mean true positive
rate and mean false positive rate for each class. The overall accuracy is given at top. We accurately distinguish ∼ 70% of SNe
Ia and core collapse events without any information from either the light curve or spectrum.
Figure 13. The ten host galaxy features with highest
normalized importances determined by a gradient boosting
model and ordered by importance in the binary classifica-
tion model. The features with highest importance can be
broadly grouped as host galaxy color, radial separation, and
host galaxy light profile. All of these features are available a-
priori or can be calculated immediately following a triggered
event.
magnitude, another feature with strong loading in PCA
space.
Foley & Mandel (2013) found that the most significant
feature in increasing their FoM, which prioritized SN Ia
sample purity, was host morphology. Including this data
increased the FoM by greater than a factor of two over
using no host galaxy information. This agrees with our
finding that the features that characterize the light pro-
file of a host galaxy (ExtNSigma and mAp,i −mKron,i
are important for classification. After morphology, Fo-
ley & Mandel (2013) finds that considering host galaxy
color and luminosity slightly increases their FoM and
increases the spread between SN Ia and core collapse
samples. While this is considered to be less significant
than host galaxy morphology for maintaining pure SN
Ia samples, the ability of color and luminosity to in-
crease the separation between these two classes may
explain their primary importance in the classification
problem considered in this work. Finally, Foley & Man-
del (2013) found that radial offset information produces
only marginal contributions to SN Ia sample purities. It
is surprising, then, that our random forest model uses
radial offset information as its most important feature
set for classification. We hypothesize that this difference
can be attributed to our larger number of supernova
events, which may show systematic differences in radial
offset that may not be apparent in smaller samples. In
addition, our core collapse sample consists of a greater
number of sub-types (e.g. IIP, IIn) than were originally
considered by Foley & Mandel (2013), and these sub-
types may be more distinguishable by radial offset than
SNe Ib/c, SNe II, and SNe Ia only.
We have additionally calculated the permutation im-
portance of the variables in our model using the rfpimp
package. This model identifies the top five features in
our model to be g − r, second order moments in g and
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r, ExtNSigma in z and psfMajorFWHM in i. These
results agree with the gradient boosting features and
emphasize the importance of color and derived morpho-
logical features.
Calibrated aperture flux, psfF lux, adaptive source
intensity second moments, and their associated uncer-
tainties will be released for each new source detected by
LSST within 24 hours of detection. Difference image
alerts will also present the radial offset of a transient
from a likely host galaxy. From these data, comparable
color, morphological, and radial features can be derived
and used for transient classification. From our impor-
tances above, these measures are critical for host galaxy
classification of transient events. In addition, LSST will
accompany source alerts with flags to characterize the
“extendedness” and “spuriousness” of detected objects,
and these can be used to improve the current models
for star-galaxy separation and host galaxy association,
respectively. Because of the LSST baseline cadence in a
single passband, these features will only be available in
ugrizy after the first ∼ 6 months of operation. During
the initial period of LSST commissioning, host photom-
etry can be retrieved from PS1.
6. SUPERNOVA SIBLINGS
By determining the host galaxies of the majority of
spectroscopically confirmed supernovae, we can compare
the properties of supernova siblings - that is, supernovae
associated with a single host galaxy. Extensive work has
been done to compare the light curves of SN Ia siblings
(Gall et al. 2018; Scolnic et al. 2020) and conduct a
census of supernova siblings (Guthrie 1990; Anderson
& Soto 2013). We find that 304 galaxies in our sam-
ple host 2 supernovae, 37 galaxies host 3 supernovae,
5 host 4 supernovae, 4 host 5 supernovae and 3 host 6
supernovae. These are nearly half of the supernova sib-
lings identified by http://www.rochesterastronomy.org/
snimages/sndupe.html. The majority of missing pairs
were dropped from our pipeline because a supernova was
located greater than 30′′ from its host galaxy center, as
is the case for low-z host galaxies; however, increasing
our cone search would have increased the number of ar-
tifacts labeled as potential host galaxies and decreased
the accuracy of our matches.
For the siblings we have identified, we use the radial
offset θ to explore whether SNe II and SNe Ia probe dis-
tinct regions of their host galaxy. For all galaxies hosting
multiple supernovae, we take the difference between the
radial offsets of the first two supernova siblings, δθ. We
then estimate the probability density function of these
values with KDEs for siblings of the same class, where
both siblings are SNe II or both are SNe Ia (the matched
sample), and for siblings of different classes, with one
sibling as SN Ia and the other as SN II (the nonmatched
sample). These two samples sizes are roughly equal.
Because we are comparing the difference in θ between
matched and nonmatched supernova siblings, we min-
imize the influence of different galaxy sizes, distances,
and redshifts. A Malmquist bias is present within this
sample, as supernovae within nearby host galaxies will
be more easily detected than distant supernovae, espe-
cially for SNe II. These host galaxies allow for a greater
range of possible δθ values than distant galaxies, so a SN
II/SN II match will likely have a larger relative separa-
tion than a SN Ia/SN Ia match. This effect is unlikely
to mask a systematic difference between δθ for matched
and unmatched siblings.
We perform an Anderson-Darling (AD) test to com-
pare the distributions of θ for matched and unmatched
supernovae, and find that at > 99.8% confidence we
can reject the null hypothesis that these two samples
are drawn from the same distribution (p = 0.002). A
Kolmogorov-Smirnov (KS) test, which weights the dis-
tribution tails less heavily than the AD test, also finds a
significant difference between these distributions at the
99% level (p = 0.01).
Wang et al. (1997) makes a similar comparison be-
tween the radial offsets (in kpc) of 197 SNe II and 246
SNe Ia using a KS test, rejecting the null hypothesis that
these two classes have the same radial distributions at
p = 10% (or at the 90% confidence level). Wang et al.
(1997) further suggests that the dominant differences be-
tween the radial offsets of these two classes arise within
the inner 6 kpc of a galaxy. To compare the inner ra-
dial distributions of the two classes between galaxies,
we can no longer use δθ; instead, we compare the scaled
radial offset values θ/dDLR for SNe Ia and SNe II for
our entire GHOST dataset. We find no significant differ-
ence in θ/dDLR between SNe Ia and SNe II, either in
the full range of values (p = 0.47 for KS and p > 0.25
for AD) or within the inner 10% of a supernova’s host
galaxy (p = 0.57 for KS and p > 0.25 for AD). We have
found this result to be consistent for the low-z sample
(z < 0.014). We caution that we have calculated the
DLR for these galaxies using the Kron radius reported
for these objects; If this radius is not representative of
the true radius of the galaxy, it would decrease the ro-
bustness of this comparison.
7. COMPARING HOST GALAXY DISTRIBUTIONS
WITH TSNE
While PCA is useful for visualizing data, it is only
able to compose reduced dimensional spaces from lin-
ear combinations of features, evident in the wide sepa-
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Figure 14. Host galaxy feature KDEs for SNe Ia, SNe Ib/c,
and SLSNe along the first dimension of our 2D tSNE, with
dashed lines indicating the median of each distribution. Rel-
ative positions and shapes of the three distributions are con-
sistent with the results from our principal component anal-
ysis given in 10, suggesting different underlying galaxy pop-
ulations.
ration between host galaxy magnitude and flux in Fig.
9. To explore nonlinear relationships between our host
galaxy features, we implement t-Distributed Stochastic
Neighbor Embedding (tSNE) (van der Maaten & Hin-
ton 2008). In tSNE, the transformation preserves the
distribution of separations between points. This makes
it another useful tool for directly comparing multiple
classes of objects.
We begin by projecting our data into a three-
dimensional tSNE space using the sklearn implemen-
tation, using a perplexity of 30 and a learning rate of
200. To compare with our PCA results in Figure 10,
we project our supernovae along only the first tSNE
axis. We present KDEs for our transformed host galaxy
data for SNe Ia, SNe Ib/c, and SLSNe along this axis
in Fig. 14. As before, we see a leftward skew for SLSN
host galaxies and rightward skew for SN Ib/c host galax-
ies. The medians of these distributions occur at signif-
icantly different positions along this tSNE axis. tSNE
is a stochastic algorithm, and we have verified through
multiple runs that the differences between our distribu-
tions are insensitive to the random seed used. These
results suggest that the systematic differences between
core collapse, SN Ia, and SLSN host galaxies are robust,
with SLSNe preferentially found in small and faint host
galaxies and core collapse supernovae found preferen-
tially in large, bright host galaxies where specific star
formation is high.
To further explore nonlinear correlations, we then plot
our supernova host galaxy features in the full three-
dimensional t-SNE space. We find striking visual dif-
ferences in the distributions of SN IIP, SLSN, and SN
IIb host galaxy features along the second and third t-
SNE axes, which we plot in Fig. 15. SLSN and SN
IIb host galaxies are most easily distinguished in this
space, and SN IIP hosts are centered near the middle
of the two distributions and span the full space of SN
host galaxy features. We have found the separation be-
tween SN IIb and SLSN host galaxies to be robust for a
range of perplexities and initial random seeds, suggest-
ing that real discriminatory information exists between
these classes. These results also suggest that certain
supernova sub-types may be even easier to distinguish
using host galaxy features than SNe Ia and core collapse
events. Once more of these events are discovered with
LSST, future work should be devoted to classifying these
events from the rich host galaxy information collected.
As we have mentioned before, it is likely that the
photometric differences between host galaxies that we
have identified in this work are in part consequences
of the difference in redshift-dependent observations for
each class of supernovae. This relationship becomes ev-
ident when we plot the redshifts for the same SN IIP,
SN IIb, and SLSN host galaxies described above. In
Figure 7, we find that redshift roughly decreases along
the positive horizontal tSNE axis and along the negative
vertical tSNE axis. This result reflects previous findings
that SLSNe preferentially occur at high-z and core col-
lapse events have been preferentially observed at low-z,
particularly SNe IIb (Kelly & Kirshner 2012). With-
out redshift-corrected photometry, these systematic and
rate effects will obfuscate intrinsic differences between
host galaxies; nevertheless, this trend can be leveraged
to validate rates of each class within simulated datasets.
This same validation can be applied in reverse, where a
classification derived from spectral follow-up can inform
photometric redshifts estimates for the supernova’s host
galaxy.
8. DISCUSSION
We have constructed the largest catalogue to date of
supernovae and their host galaxies. By combining the
DLR method with a gradient ascent algorithm based
on the light profiles of nearby sources, we are able to
associate host galaxies spanning a wide range of red-
shifts (0.00015 ≤ z ≤ 2) to an accuracy of > 97%.
Upcoming surveys will image the sky to unprecedented
depths; LSST will have a maximum all-band wide-field-
deep depth of 5σ > 25.08, and the Nancy Grace Ro-
man Space Telescope in deep survey mode is slated to
achieve a depth per exposure of 26.2 in J and H (Houn-
sell et al. 2018). This will allow us to study supernova
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Figure 15. Above. The distribution of host features cor-
responding to three classes of supernovae (SNe IIP, SNe IIb,
and SLSNe) along our second and third tSNE axes. SLSN
and SN IIb host galaxies are easily separable in this space,
whereas SN IIP hosts are centered between the two distri-
butions and span a much wider range of values. Below.
The same host galaxies as above, colored by redshift. The
clustering of SNe IIb and SLSNe in tSNE space is highly
redshift-dependent.
host galaxies in unprecedented detail and further explore
the correlations between host galaxy and transient, but
it will also exacerbate the issues described in §2.4 af-
fecting host galaxy associations made using the DLR
method. A light profile-based association method will
allow us to leverage the strengths of these surveys and
continue to accurately associate new transient events.
Our results indicate that contextual information can
aid in supernova classification. By projecting our host
galaxy information into reduced parameter spaces, we
can immediately identify visual differences between su-
pernova host galaxies. Using a random forest classifier,
we can distinguish SNe Ia and core-collapse supernovae
with ∼ 70% accuracy using host galaxy information
from PS1 alone. This work builds on previous efforts
by incorporating a significantly larger number of host
galaxy features than were considered by Foley & Man-
del (2013).
We find our host galaxy features with the most dis-
criminatory power in supernova classification to be ra-
dial offset, color, and derived morphological features.
The color and morphology features capture galaxy-
averaged correlations with supernovae that have been
previously identified in literature, and reflect the need
for accurate morphological estimates in large surveys.
Further, the importance of radial offset suggests that lo-
cal galactic environment may be even more predictive of
supernova class than the galaxy-averaged features. The
strong overlap between global features of SN Ia, SLSN,
and SN Ib/c host galaxies in Fig. 9 reinforces this need
for localized metrics to characterize the environments of
supernovae and more accurately distinguish supernova
type.
In addition, we find a statistically significant difference
between the differential radial offsets δθ of matched (SN
Ia, SN Ia and SN II, SN II) and nonmatched (SN Ia,
SN II) supernova siblings, but we do not find a signif-
icant difference in the scaled radial offsets θ/dDLR be-
tween SNe Ia and SNe II. Intuitively, one might expect
these two distributions to differ for core collapse and
type Ia supernovae due to the association of core col-
lapse supernovae with star-forming regions, which are
more likely to be found in the arms of spiral galaxies.
Our result suggests that angular offset alone may not
sufficiently characterize the positions of star forming re-
gions. In addition, the significance of radial offset in
our binary classification suggests that sub-types of core
collapse events (SNe IIP, SNe Ib/c, SNe IIn) may differ
from SNe Ia in radial offset even if SNe II may not. This
result underscores the need for higher resolution imag-
ing to assemble a more complete picture of supernova
and host galaxy interactions at the local level, which
can influence both supernova class and cosmologically
relevant light curve features of SNe Ia. This result may
also reflect the limitations of characterizing host galaxy
morphology using the Kron radius. We have found this
value to be unphysical or unreported for the the largest
and smallest host galaxies of our sample, limiting our
ability to directly compare SN positions between galax-
ies.
LSST’s dedicated strategy for host galaxy associa-
tion has yet to be determined. We have shown that,
where deep surveys limit the ability to de-blend ex-
tended sources, the directional light radius is unable to
robustly identify supernova host galaxies. In addition,
the postage stamps associated with real-time transient
alerts for LSST are unlikely to exceed 6′′ x 6′′. This win-
dow will exclude many supernova host galaxies within
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z∼0.1 (See Figure 6a), and make it difficult to lever-
age postage stamp gradients for host galaxy association.
The gradient ascent method outlined in this work will be
a valuable resource for validating LSST’s real-time host
galaxy associations and proposing improvements to the
pipeline.
By identifying these features now, we will inform the
development of brokers for the LSST Dark Energy Sci-
ence Collaboration (DESC), which will perform initial
alert prioritization and photometric classification on the
full LSST alert stream. These brokers will need to
perform low-latency, accurate classification of transient
events using the information provided by the real-time
alerts stream. For LSST, these alert packets will include
the supernova radial offset, a photometric redshift, and
a postage stamp of the field. After using this infor-
mation to verify the host galaxy, the broker can retrieve
archival LSST (or PS1, if it is not available) photometry
for that host galaxy, calculate the color of the host, and
use the random forest model described above to predict
the class of the supernova. When combined with a real-
time photometric classifier such as RAPID (Muthukr-
ishna et al. 2019), we can ensure accurate classification
pre-maximum for a broad range of transient events.
9. FUTURE WORK
The GHOST database will be valuable for future stud-
ies into the correlations between supernovae and their
host galaxies. A strong correlation has been identified
between local stellar mass and distance residuals for
low-z Ias, corrections for which would reduce the un-
certainties placed on H0 (Jones et al. 2018b); further, a
local color step derived from 2MASS photometry of a
sample of Type Ia supernovae was found to be signifi-
cant to 7σ (Roman et al. 2018), with a similarly signif-
icant (5.7σ) correlation identified as a function of local
specific star formation rate (Rigault et al. 2018). The
LSST DESC Science Roadmap lists a vital collaboration
goal as identifying the underlying physics of the SN-host
galaxy mass correlation for cosmological analysis. Our
database contains > 9, 200 SNe Ia, and by increasing
the sample size of associated SNe Ia by at least an order
of magnitude (compared to e.g. Sako et al. 2018) this
data will shed more light on this connection.
Our tSNE results suggest there are systematic differ-
ences in the host galaxies of supernova sub-types that
we have not yet incorporated into a classification model.
These redshift-dependent differences may not be signif-
icant enough for accurate classification by themselves,
but are likely to improve the accuracy of photometric
classifiers. We will explore this possibility when devel-
oping an ensemble host photometry-SN photometry en-
semble classifier in the future.
In addition, we will continue improving our gradient
ascent algorithm. We have avoided incorporating spec-
troscopic redshift information into this algorithm so that
the method may be automated on the alert streams of
large surveys, but it is likely that knowledge of a photo-
z would inform both the use of the method over DLR
and the selection of a relevant step size for the field. An
accurate pipeline for host galaxy association will enable
discoveries across a broad range of time-domain stud-
ies, such as by constraining kilonova progenitor models
(Jiang et al. 2020) verifying the discovery of Tidal Dis-
ruption Events (Arcavi et al. 2016), and further uncov-
ering the relationship between Rapidly Evolving Tran-
sients (RETs) and their host galaxies (Wiseman et al.
2020)
We will next explore the use of Convolutional Neural
Networks (CNNs) to classify supernovae using postage
stamps of their host galaxies. Postage stamps encode
rich, spatially resolved color and brightness information
that will be critical for transient classification over the
single-statistic PS1 summary features we have consid-
ered here, such as through measurements of radial color
gradients (Park & Choi 2005). CNNs have shown early
success in binary classification (SN Ia vs not SN Ia) of
simulated supernovae (Kimura et al. 2017), and GHOST
represents an ideal sample for extending this work. Host
galaxy-transient correlations are also critical for plau-
sibly embedding supernovae into postage stamps for
training photometric classifiers, another primary goal for
LSST DESC. By extracting these host galaxy features
directly from image data, we will be able to more accu-
rately encode these correlations into our simulations.
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