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ABSTRACT
This work describes the development of a numerical model to simulate multiphase
flows with surface tension dominated interfacial dynamics. Multiphase flows are ubiq-
uitous in nature and throughout mechanical systems and the interfacial dynamics
within these flows can significantly impact overall system characteristics. Given the
limited number of analytic solutions and the potential expense and constraints of ex-
perimental work, numerical simulations can provide tools to aid in the fundamental
understanding and optimization of such systems.
Multiphase flows, especially those with large parameter gradients and geomet-
ric deformations, pose a number of unique numerical challenges that require careful
consideration of numerical stability, flexibility and efficiency. Many multiphase flow
models have difficulty representing large parameter gradients and geometric defor-
mations simultaneously. They also frequently distinguish fluid and gas phases by
evolving a volume fraction, but do not have the capability of solving different gov-
erning equations in each phase.
This work uses smoothed particle hydrodynamics (SPH), a Lagrangian particle
v
based method uniquely capable of accommodating large geometric deformations and
arbitrary numbers of fluids, to model transient surface tension dominated dynamics
of droplets and bubbles under a variety of circumstances. Existing implementations
of multiphase SPH are plagued by technical challenges that are addressed here in
order to develop a more robust formulation for physically realistic parameters that
can be applied to a broad range of multiphase systems.
The simulation of droplets and bubbles, which are inherently dynamic, multiphase
and characterized by an interface, is first considered in the context of fundamental
droplet and bubble behavior. The deformations of isolated droplets and bubbles un-
der body forces and surface tension are modeled and the results verified and validated.
Then the acquired numerical insight is applied to more complicated systems, includ-
ing drop-drop collisions and bubble deformations in constrained environments. Two
fundamentally different surface tension formulations are studied and observations re-
garding their optimal usage are made.
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1Chapter 1
Introduction
Multiphase flow refers to the simultaneous motion of materials in different states or
of materials with different physical properties. These flows exhibit a wide range of
behaviors and are ubiquitous in our everyday lives and throughout scientific fields
of inquiry. Ocean and wave science, atmospheric science, underwater propulsion,
engine design, the spread of microbiological organisms, and drug delivery are just a
few of the scientific fields that must include multiphase flow and associated behaviors
to accurately describe phenomena of interest. Despite their omnipresence and well
established governing equations, the vast number of dynamic systems that contain
different compositions of multiphase flows leave many open questions regarding their
behavior and effects. Often, there is no way to experimentally isolate the impact of
individual parameters and so accurate numerical models are invaluable in filling in
experimentally unreachable parameter space.
Droplets, bubbles and bubbly flows are of particular interest, as the behavior and
interactions of droplets and bubbles with each other and the surrounding environment
can have profound impacts on system health and behavior. Biomedical applications
use acoustically controlled bubble cavitation to aid in drug delivery (Mitragotri 2005,
Pitt et al. 2004, Holt et al. 2017, Hosseinzadeh et al. 2018), and both under water
propulsion systems and fuel injector systems suffer from degradation due to bubble
formation and collapse (Singhal et al. 2002). Droplet-droplet collisions and the out-
comes of those collisions can have significant impact on fuel atomization (Orme 1997)
2as the number and size distribution of droplets in fuel sprays affect fuel atomization
efficiency (Faeth 1996, Abderrezzak & Huang 2017). Even planet-scale environments
are impacted by bubbles and droplets: ocean droplet size impacts cloud formation
which then influences weather and plantary albedo (Blanchard & Woodcock 1957).
Boyer (2008) showed that raindrop impacts have the potential to carry fecal pathogens
past physical barriers into water supplies, and Blanchard & Syzdek (1970) showed
that bubbles breaking at a free surface are capable of dispersing surface dwelling
bacteria into the air.
The shape and dynamics of bubbles and droplets are characterized by a number of
competing forces. The relative importance of body forces, viscous forces, inertial ef-
fects and surface tension forces in a system define the shape and behavior of a droplet
or bubble. This dissertation focuses on computational models for dynamic multiphase
systems with significant surface tension, with a particular interest in modeling physi-
cal systems that contribute to the ultimate goal, past the scope of this work, of using
numerical methods to optimize fuel injector performance. Since diesel accounts for
more than a third of the world’s transportation energy consumption, and projections
claim that it will remain significant (U.S. Energy Information Administration 2016)
and given that 25% of the world’s energy consumption is spent transporting people
and goods (U.S. Energy Information Administration 2016), optimizing engine systems
is an important endeavor. Fuel injector systems are difficult subjects, both experi-
mentally and numerically, due to the lengthscales, timescales, number of interacting
phases and complications due to turbulence. This work contributes to ongoing efforts
to simulate these systems by modelling the behavior of individual drops and bubbles
and the interactions between multiple drops and bubbles and their environment in a
variety of dynamic, multiphase systems.
31.1 Fluid Fundamentals
This work is concerned with the motion of immiscible fluids in the continuum limit,
which is governed by the Navier-Stokes equations:
Continuity:
dρ
dt
= −ρ∇ · u (1.1)
Navier-Stokes:
Du
Dt
=
1
ρ
[−5 P + µ52 u + Fbody + Fσ] (1.2)
where u is the flow field velocity, ρ is the fluid density, P is the pressure field, µ
is the dynamic viscosity of the fluid, Fbody represents body forces on the fluid, and
D
Dt
≡ ∂
∂t
+ u ·∇ is the material derivative. Since the dynamics of gas/liquid interfaces
is a primary concern of this work, a surface tension force term, Fσ, must also be
included. The system of equations is closed using an equation of state that relates
the pressure in the fluid to the density of the fluid. There are many different forms of
the equation of state. In this dissertation both the Tait equation of state (Tait 1965)
and the ideal gas law are used. The Tait equation of state takes the following form:
P =
c20ρ0
γ
((
ρ
ρ0
)
1
γ − 1) (1.3)
where c0 is a numerical soundspeed, ρ0 is a reference density and γ is a material
parameter.
1.1.1 Surface tension
Surface tension is a phenomena inherent to an interface. In the bulk of a quiescent
fluid molecules interact isotropically with surrounding fluid molecules, so no net forces
are generated. However, at the surface of a fluid (or at the surface between the fluid
and another fluid or phase), the molecular interactions of the fluid with itself are no
4longer isotropic, so a surface energy and a net force are generated. The tendency for
systems to seek their lowest available energy state is why drops and bubbles tend to
be spherical, as the surface energy is minimized with minimization of the interfacial
surface area.
While fundamentally surface tension is generated by molecular forces, it can be
described at the continuum level in terms of the surface stress boundary condition at
the interface:
(p1 − p2)n = (τ1 − τ2) · n + Fσ (1.4)
where p1 and p2 are the pressures on either side of the interface, τ1 and τ2 are the
stress tensors in each phase, n is the unit surface normal and Fσ is the force due to
surface tension which is a function of σ, the surface tension coefficient for a particular
fluid and the surface area of the interface. This work considers two different ways of
formulating and including the effects of surface tension numerically. The first is the
well established continuum surface force (CSF) method that was initially described
by Brackbill et al. (1992) and the second is the pairwise force (PF) described in
Tartakovsky & Panchenko (2016) and Tartakovsky (2018).
Continuum Surface Force Method: The basic idea of the CSF method proposed by
Brackbill et al. (1992) is to recast surface tension from a surface boundary condition
to a volumetric force that is applied in a small region around the interface. The
surface force is translated into a volume force using δs, a normalized function that
peaks at the interface:
Fσ = σκnδs (1.5)
where σ is the magnitude of the surface tension force, κ is the curvature of the
surface and n is the normal to the surface. Marangoni effects are ignored. Fluids are
5distinguished by a characteristic color function φ:
φ(x) =
{
0, in fluid 1,
1, in fluid 2,
(1.6)
which can then be used to compute surface normals
n =
∇φ√
(∇φ)2 , (1.7)
curvature is computed as the divergence of the surface normals:
κ = ∇ · n (1.8)
and the δΣ is approximated as |n| such that the force due to surface tension can be
expressed as:
Fσ = σκ ∇φ. (1.9)
Pairwise Force Method: In the pairwise force (PF) method fluid particles interact
more strongly with particles of the same type, and less strongly with particles of
a different type. Qualitatively, this is similar to how surface tension is physically
generated, except that in the PF-SPH formulation pairwise forces are formulated at
the continuum level and do not represent or resolve molecular level dynamics. A
non-local form for the surface tension force in the continuum limit of the PF-SPH
model is described in Tartakovsky (2018):
Fσ(x) = −
∫
Ω
s(x,y)fε(|x− y|) x− y|x− y|dy x ∈ Ω, (1.10)
where
s(x,y) =

s12, φ(x) = 0 and φ(y) = 1,
s11, φ(x) = 0 and φ(y) = 0,
s22, φ(x) = 1 and φ(y) = 1,
(1.11)
6where fε(|x−y|) is a pairwise force with compact support whose particular form will
be discussed later.
1.1.2 Dimensionless numbers
There are several dimensionless numbers that are helpful for describing the relative
importance of forces in a multiphase system that will be referenced thoughout this
work. They are:
Reynolds number (Re):
ρUL
µ
(1.12)
which describes the relative importance of inertial and viscous effects,
Weber number (We):
ρU2L
σ
(1.13)
which describes the relative importance of inertial and surface tension effects,
Capillary number (Ca):
µUL
σ
(1.14)
which describes the relative importance of viscous and surface tension effects,
Bond number (Bo):
∆ρgL2
σ
(1.15)
which describes the relative importance of gravitational and surface tension effects.
In the above, ρ is the fluid density ∆ρ is the density difference in the system, µ
is the fluid dynamic viscosity, U is a characteristic velocity in the system, L is a
characteristic length in the system, σ is the surface tension coefficient and g is the
acceleration due to gravity.
71.2 Numerical modeling of multiphase flows
Multiphase flows, including drops and bubbles, have been the subject of numerical
studies since multiphase computational fluid dynamics was born in the early 1970s
(Lyczkowski 2010). They pose several numerical challenges, including the need to
model multiple fluids with potentially very different physical attributes, the identifi-
cation and evolution of interfaces between fluids or phases, accommodation of poten-
tially large geometric deformations of these interfaces, and the inclusion of interfacial
forces. Over the decades many approaches have been developed to model these flows,
which can be roughly divided into two categories, grid based and particle based, each
of which have inherent strengths and weaknesses.
Multiphase formulations in grid based methods like Volume of Fluid (VOF), finite
volume and finite difference typically treat multiple phases as continuous, interpen-
etrating fluids that are distinguished by a volume fraction that is evolved in time
(Jakobsen et al. 1997). The same sets of governing equations are solved in both
fluid domains and calculations at the interface are performed using volume fraction
weighted average parameter values (in other words, fluid parameters, like density
and viscosity are smoothed out across the interface). Generally these methods are
capable of representing two coexisting fluids, but not more. Tracking and evolving
interfaces with large deformations can also be challenging for grid based methods, and
often employ another technique, like front tracking or level sets to improve simulation
results.
The other broadly identifable approach to computational fluid dynamics are par-
ticle based. This class of methods includes, among others, molecular dynamics (MD),
dissipative particle dynamics (DPD) and smoothed particle hydrodynamics (SPH) (Li
& Liu 2002). In the case of modelling multiphase phenomena, particle methods are
better suited to capturing large geometric changes and interface identification. Some
8particle based methods, like MD, are designed to represent forces that occur at the
molecular level. While some phenomena require such resolution, it is computationally
intractable for larger scale systems. For simulations at the continuum level, like DPD
and SPH, each particle represents a small volume of fluid that carries simulation and
domain parameters. Forces present at a particular particle are identified and used
to determine system evolution. This work uses SPH, which is capable of simulating
arbitrary numbers of fluids with different sets of governing equations without algo-
rithmic complication (Monaghan 1992), making it an ideal test bed for investigating
a range of systems.
1.3 Research goals
The first part of this work focuses on the development of a robust SPH algorithm
that is capable of representing dynamic, multiphase, immiscible flows and applying
the algorithm to simulate surface tension dominated interfacial behavior. To provide
validation and verification, two well established cases of bubble and droplet behavior
are used: shape oscillations from a known perturbed state and the shape deformation
and rise velocity of a buoyant bubble through a viscous fluid. Emphasis is placed on
surface tension formulation and implementation, model robustness and generality as
the goal is to build a numerical model that is capable of representing surface tension
dominated multiphase phenomena in multiple different systems with physically realis-
tic parameters without prior knowledge of system characteristics. Two fundamentally
different surface tension formulations are explored and compared. The second por-
tion of this work focuses on the application and performance of the model in more
complicated systems that include the interactions of multiple bubbles or drops with
each other and in confined geometries.
91.4 Dissertation Organization
The rest of this document is arranged as follows: a detailed overview of SPH and
its implementation (chapter 2), followed by three chapters (3, 4, and 5) that are
adapted from three journal articles that describe model details and application to
several systems characterized by multiphase flows. Finally, a chapter on conclusions
than can be drawn from this work and suggestions for future research is included.
10
Chapter 2
Smoothed Particle Hydrodynamics
Smoothed particle hydrodynamics is a Lagrangian particle based method that was
developed simultaneously in 1977 by Gingold and Monaghan (1977) and Lucy (1977)
for astrophysical applications. Since then it has been applied to problems in many
fields of research including but not limited to oceanography, solid mechanics, gas
dynamics and volcanology. Its grid-free formulation has a number of attributes that
make its formulation, implementation, strengths and weaknesses diverge significantly
from other computational fluid dynamics codes. The approach has unique strengths
including the ability to easily capture the evolution of a dynamic free surface or
interface, accommodate multiple different fluids and consider arbitrarily complicated
geometries. Implementation of the method is also simple compared to other grid and
hybrid grid approaches. This work uses and extends the open source SPH code base
PySPH (Ramachandran 2016).
2.1 Motivation and Basics
SPH represents continuous governing equations by sums of forces acting on particles
that represent and move with the flow. There are two ways to arrive at the funda-
mental SPH algorithm: by considering the Euler-Lagrange equations and the least
action principle for a group of arbitrary particles, or by kernel interpolation theory
(Price 2012). This section is meant to illustrate and motivate why and how the SPH
method works at a high level, those interested in detailed derivations should refer to
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Figure 2·1: An illustration of the various ways one might try to
compute density from an arbitrary distribution of point mass particles
(Price 2012).
Price (2012).
2.1.1 The density of an arbitrary collection of particles
Price (2012) motivates the SPH approach by posing the question “How does one
compute the density of an arbitrary distribution of point mass particles?”. This may
seem like a simplistic place to begin, however the entire SPH algorithm can be derived
from the density estimate. There are some immediately apparent ways to estimate
the density of a collection of point masses, see Figure 2·1. One can interpolate the
mass to a grid; this inevitably over samples where there is more mass and under
samples where there is less mass. One could construct a local sample volume; this
can allow peripheral particles to have undue impact. One can compute an average in
which contributions from distant particles are down weighted. This final suggestion
is what SPH does; the density and other field parameters are computed by a volume
weighted average of neighboring particle parameters.
2.1.2 Kernel functions and smoothed fields
The smoothing function used in SPH can take several forms and is typically referred
to as the ‘kernel’. There are a few restrictions on the form the kernel (typically
represented by W ) must take:
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• Normalization: ∫
V
W (r′ − r, h)dV ′ = 1. (2.1)
• Symmetry:
W (r′ − r, h) = W (r− r′, h) (2.2)
• Recovery of exact function value:
limh→0W (r′ − r, h) = δ(r) (2.3)
It is also important that the kernel function be positive and monotonically decreasing,
with compact support, smooth derivatives and a flat central portion (to minimize
undo impact of variations in locations of nearby neighbors) (Monaghan 1992, Price
2012). In this way, any field variable (A) can be estimated as a convolution of that
variable and the kernel function:
A(r) =
∫
A(r′)W (r− r′, h)dr′ (2.4)
The continuous representation can be approximated with a summation interpolant
over some finite number of neighbor particles that is determined by the size of the
kernel support length:
A(r) '
N∑
j=1
Aj
mj
ρj
Wij = Ai (2.5)
here i denotes the particle of interest and j indicates a neighbor particle, mj, ρj , and
mj
ρi
are the mass, density and volume element respectively of particle j. Wij is the
kernel function (Violeau 2012).
For reference, this work has employed the following two commonly used weighting
functions (given here for 2D):
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Wendland Quintic (Violeau 2012):
W (q) =

7
4pih2
(1− q
2
)4(2q + 1), for 0 ≤ q ≤ 2,
0 for q > 2
Quintic Spline (Violeau 2012):
W (q) =

7
478pih2
[(3− q)5 − 6(2− q)5 + 15(1− q)5], for 0 ≤ q ≤ 1,
7
478pih2
[(3− q)5 − 6(2− q)5], for 1 ≤ q ≤ 2,
7
478pih2
(3− q)5, for 2 ≤ q ≤ 3,
0 for q > 3
2.1.3 Derivative operators
Part of the benefit of choosing kernels with the properties described above is that first
derivatives can be transferred directly onto the kernel. This allows derivatives of the
kernel to be precomputed once and stored, reducing computational time and expense.
Following the derivations in Price (2012), two basic types of gradient operators can
be constructed. φ represents any arbitrary differentiable scalar interpolated onto
simulation particles (Price 2012):
∇A = 1
φ
[∇(φA)− A∇φ] '
∑
j
mj
ρj
φj
φi
(Aj − Ai)∇iWij (2.6)
∇A = φ[ A
φ2
∇φ−∇A
φ
] '
∑
j
mj
ρj
(
φj
φi
Ai +
φi
φj
Aj)∇iWij (2.7)
Second derivatives can in principle be represented in a similar way (Price 2012):
∇2Ai '
∑
j
mj
Aj
ρj
∇2jWij (2.8)
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In reality, the accuracy of the second derivative of a compact bell-shaped kernel
function is poor because the sign of the second derivative changes. Instead, the
second derivative is represented as the first derivative of the kernel divided by the
particle spacing, and the Laplacian of a field is discretized as (Price 2012):
∇2Ai ' 2
∑
j
mj
ρj
(Aj − Ai)∇Wij|rij| (2.9)
2.2 Discretizing governing equations
Using the governing equations from section 1.1 and the approach described above,
the Navier-Stokes equation (Eq. 1.2, also called the momentum equation) can be
estimated at each particle i as a sum of forces over the neighbor particles of particle
i.Standard SPH can be used for multiphase phenomena with density ratios less than
two (Monaghan 2012). For larger density ratios a number of adjustments to the
standard formulation must be made. Several groups (Hu & Adams 2006, Colagrossi
& Landrini 2003) have adapted standard SPH to accommodate larger density ratios
by adjusting the discretizations’ dependence on particle masses, applying periodic
density renormalization schemes and adding repulsive pressure forces between fluids
of different types. In this work the density is either computed in terms of the mass of
the particle in question (ρi = mi
∑
jWij) to allow consideration of large density ratio
cases:
ρi =
∑
j
miWij (2.10)
or by solving the continuity equation:
dρi
dt
=
∑
j
mivij · ∇Wij (2.11)
The following section will discuss each term of Eq. 1.2, reprinted here for conve-
15
nience:
Du
Dt
=
1
ρ
[−5 P + ν 52 u + Fσ + Fbody] (2.12)
2.2.1 Momentum Equation
The pressure term can be formulated using either Eq. 2.6 or Eq. 2.7. For stability
reasons, unless explicitly stated otherwise, the discretization of the pressure term in
this work uses a modified version of the term described in Colagrossi & Landrini
(2003):
Du
Dt
∣∣∣∣
p
= − 1
ρi
∑
j
mj
ρj
(pi + pj)∇Wij (2.13)
The pressure in SPH is related to the density using an equation of state with the
following general form (Monaghan 2012):
pi =
ρ0c
2
0
γ
[(
ρi
ρ0
)γ − 1] (2.14)
where γ is a stiffening parameter. The viscous term can be discretized analogously
(Morris et al. 1997):
du
dt
∣∣∣∣
µ
=
∑
j
mj
ρi + ρj
(µi + µj)
rij · ∇Wij
|r2ij|+ .01h2
(2.15)
where µ is dynamic viscosity, rij is the distance between particles i and j and h is the
kernel width; physical bulk and shear viscosities can be produced using the artificial
viscosity term described in Monaghan (1992). This artificial viscosity formulation
acts like an additional pressure term:
du
dt
∣∣∣∣
µ
=
∑
j
−mj αc0havg
.5(ρi + ρj)
(v · r)
|r2|+ .01h2i
∇Wij (2.16)
ν is represented by the αc0havg
.5(ρi+ρj)
term; α can be set to mimic the desired fluid viscosity.
The artificial viscosity can also be used to dampen oscillations in the pressure field.
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2.2.2 Surface tension implementations
Continuum Surface Force Method (CSF): The CSF method for surface tension de-
scribed in Section 1.1.1 was first adapted for SPH by Morris (2000) and is implemented
here as described in Morris (2000). The gradient of the characteristic function φ (Eq.
1.6) is computed using the density weighted formulation in Morris (2000) such that:
∇φi =
∑
j
mj
ρj
(φ˜j − φ˜i)∇Wij, (2.17)
where φ˜ is the smoothed color function, φ˜i =
∑
j
mj
ρj
φjWij. Curvature is computed as
the divergence of the surface normals:
κi =
∑
j
mj
ρj
(ni − nj) · ∇Wij. (2.18)
Eqs. 2.17 and 2.18 can be substituted into Eq. 1.9 to calculate Fσ. We also use the
reliability factor recommended and described in Morris (2000) that aims to reduce
errors in the calculation of surface normals by excluding particles with small color
gradients (the particles at the edge of the interfacial region).
Pairwise Force Method (PF): Tartakovsky & Panchenko (2016) propose several
forms for the pairwise force described in Eq. 1.10; in this work the following form is
used
fε(r) = r[−( 
0
)3e
−r2
20 + e
−r2
2 ], (2.19)
where r = |x− y| and  and 0 are functions of the SPH kernel support length. This
is implemented numerically by summing over the particle interactions
Fσ
mi
= − 1
mi
∑
j
sint(e
− r
2
ij
22 − ( 
0
)3e
− r
2
ij
220 )rij (2.20)
where sint is an interaction term whose value depends on which fluids are involved
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(here indicated as either 1 or 2) such that:
s12 =
σ
2neqλ
,
s11 = s22 =
s12
10000
,
(2.21)
where  = h
3.5
, 0 =

2
, rij is the vector distance between particles and λ =
√
pi
h
(5 −
( 
0
3)50) (Tartakovsky & Panchenko 2016). Care must be taken with the h term. As
written in Tartakovsky & Panchenko (2016) h represents the total kernel support
length which accounts for the number of kernel smoothing lengths spanning a chosen
kernel (for example, two for a Wendland quintic, three for a quintic spline) and the
number of particles contained within one kernel support.
Another unique aspect of the PF approach is the generation of what Tartakovsky
& Panchenko (2016) refer to as a ‘virial’ pressure. Because pairwise interactions occur
throughout the fluids (not just at the interface) an extra pressure component that is
a function of the number density of particles and the particular form of the pairwise
force is generated:
p ∼ ξn2sint (2.22)
where n is the number density of the fluid (here notated fluid 1 or fluid 2), sint
is the strength of the force between particles of the same type (s11 or s22) and ξ
depends on the exact form of the pairwise force (Tartakovsky & Panchenko 2016).
The presence of the virial pressure means in the pairwise simulations, the absolute
value of the pressure field is the pressure indicated by the equation of state plus
the virial pressure, which is always negative. The additional negative component of
the pressure field in the PF method makes it important that the pressure generated
by the equation of state always be larger than the virial pressure. For the pairwise
interaction used in this work ξ = pi(4 − ( 
0
)340).
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2.3 PySPH
The work harnesses the infrastructure provided by the open source code PySPH (Ra-
machandran 2016), which allows for development in pure python with execution at
the speed of C. The structure of PySPH facilitates the addition of equations, geome-
tries, integrator steps, kernels and time integration schemes and has permitted the
exploration of a wider set of discretizations and conditions than would have been
possible using a different code base. This work employs some features and compo-
nents already included in PySPH, in particular the Wendland 2D kernel, the weakly
compressible integrator step and the implementation of solid boundary conditions,
which are based on the work of Adami et al. (2012).
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Chapter 3
Bubbles Rising in a Buoyant System
Based on a manuscript submitted to the International Journal for Numerical Methods
in Fluids
A frequently studied phenomena, both experimentally and numerically, is the
buoyant rise of an isolated bubble through a quiescient fluid. The relative strengths
of the viscous force, surface tension force and effects of inertia determine the ultimate
shape a bubble takes on as well as the velocity at which it rises. While this phenomena
has been modeled by a number of groups using both grid based, particle based and
hybrid methods (Li et al. 2000, Hua & Lou 2007, Hysing et al. 2009, Szewc et al. 2013,
Hua 2015, Zhang et al. 2015, Verma et al. 2017) a systematic comparison of a grid
based method to a particle based method for this phenomena has not be undertaken
until now. The following sections are based on the paper Bubbles Rising in a Buoyant
System which illustrates the relative performance of SPH to Volume of Fluid (VOF).
The following sections focus on the SPH results from this study; sections and detailed
discussions of the VOF simulations and results may be found in the paper once it is
published, or the dissertation of Dorian Villafranco.
3.1 Introduction
Here the transient and steady state regimes of an isolated bubble rising buoyantly
through a quiescent fluid are considered. Rise velocity and bubble shape evolve ini-
tially and ultimately reach a terminal velocity and shape. The process is fully char-
acterized by four dimensionless parameters: Reynolds number (Re), Bond number
20
(Bo), density ratio, and viscosity ratio. Sometimes Morton (Mo) number, which is
not independent of the above set, is used as well. These are defined as:
Re =
ρvL
µ
, Bo =
∆ρgL2
σ
, Mo =
Bo3
Re4
,
ρ1
ρ2
,
µ1
µ2
(3.1)
where ρ is density and ∆ρ is the difference in the densities phases 1 and 2, µ is
viscosity, σ is the surface tension coefficient, g is the acceleration due to gravity and
v and L are characteristic velocity and length. The Reynolds number measures the
ratio of inertial forces to viscous forces and the Bond number measures the ratio of
gravitational forces to surface tension. The relative importance of these parameters
determines what final shape a rising bubble will have. Figure 3·1 illustrates the
terminal shapes of bubbles for different parameter regimes.
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Figure 3·1: A shape regime map for bubbles in liquids (Bhaga &
Weber 1981). Various shapes are identified: s, spherical; oe, oblate
ellipsoid; oed, oblate ellipsoidal (disk-like and wobbling); oec, oblate
ellipsoidal cap; scc, spherical cap with steady wake; sco, spherical cap
with open, unsteady wake; sks, skirted with smooth skirt; skw, skirted
with wavy, unsteady skirt (reproduced with permission from Bhaga,
Dahya, and M. E. Weber. ”Bubbles in viscous liquids: shapes, wakes
and velocities.” Journal of fluid Mechanics 105 (1981): 61-85).
This work is interested in the accurate simulation of both the transient and steady
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state behavior of the rising bubble for a range of Bond and Reynolds numbers. Several
Bond and Reynolds number combinations are considered that are known to result in
different terminal shapes including a disk-like oblate ellipsoidal, an oblate ellipsoidal
cap, and a skirted shape with a smooth, steady skirt. There are many studies of
the rising bubble phenomena Chen et al. (1999), Hysing et al. (2009), Hua & Lou
(2007), Rabha & Buwa (2010), Agarwal et al. (2010), Gumulya et al. (2017), Szewc
et al. (2013), Verma et al. (2017), Cano-Lozano et al. (2014), Bhaga & Weber (1981),
Raymond & Rosant (2000). This study uses the numerical benchmark cases described
by Hysing et al. (2009) and the numerical results of Hua & Lou (2007) for numerical
comparisons and the work of Bhaga & Weber (1981) and Raymond & Rosant (2000)
for experimental validation. Simulations are assessed in terms of qualitative and
quantitative agreement with both experiments and numerical simulations. Previous
studies have focused on matching dimensionless numbers in order to simulate various
cases of bubble rises. Here, real physical parameters are utilized in reproduction of
experimental results in order to highlight the difficulties associated with replicating
experimental trends in certain flow regimes. The low Reynolds number regime is
highlighted as a potential area of difficulty due to the formulation of viscosity in the
SPH technique.
3.2 Background
Most of the computational methods used to model single bubble rises and related phe-
nomena are fixed grid Eulerian methods(Hua & Lou 2007, Cano-Lozano et al. 2014,
Verma et al. 2017, Tan & Torniainen 2014, Kassar et al. 2018). These Finite Volume
Method (FVM) approaches are usually categorized by the routine used to establish
interfaces in the multiphase system. The two most popular categories of these ap-
proaches are the interface-capturing technique and the interface-tracking technique.
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Interface tracking techniques follow an established surface in the multiphase model.
Conservation equations for both fluids are solved independently and coupled across
the interface. To ensure proper tracking of the surface, each fluid phase is typically
solved on its own grid which is allowed to deform depending on the motion of the
interface. The demanding grid changes required to accommodate motion at the in-
terface makes this method computationally expensive despite its ability to keep a
sharp interface defined throughout the calculation. Difficulties also arise when large
geometric changes of the interface occur.
Multiphase flows, including the deformation of a single bubble rising through a qui-
escent fluid, have also been modeled using Lagrangian methods. Lattice-Boltzmann
methods have been used by several groups(Wagner et al. 2000, Inamuro et al. 2004,
Anwar 2013) as has Smoothed Particle Hydrodynamics (SPH) (Szewc et al. 2013,
Zhang et al. 2015, Ming et al. 2017, Rahmat et al. 2016). Here SPH is used. SPH was
developed independently by both (Lucy 1977) and (Gingold & Monaghan 1977) in
1977 for astrophysical simulations. Since then its range of applications has expanded
to include many different fields, including free surface flows, solid mechanics, reactive
systems and multiphase systems (Ryan & Tartakovsky 2011, Nugent & Posch 2000,
Heck et al. 2017, Ryan et al. 2010, Hu & Adams 2006, Ba & Gakwaya 2018, Ryan
et al. 2011, Tan et al. 2016), the details of which can be found in several review papers
(Monaghan 2005, Shadloo et al. 2016, Liu & Liu 2010). Although continuum level gov-
erning equations are solved, the mesh free aspect of SPH makes its implementation,
formulation, strengths and weaknesses different from other fluid modeling approaches.
In particular SPH is uniquely capable of representing the dynamic evolution of com-
plicated geometries, such as those found in multiphase flows. Also, arbitrary numbers
of fluids can be simulated without additional algorithmic complication.
Previous literature has focused on the bubble’s steady state shape and velocity.
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Here results for both the transient and steady state of the bubble are considered for a
range of Bond and Reynolds numbers. Four sets of simulations and comparisons are
performed. SPH is used to reproduce numerical benchmark cases that are described
by Hysing et al. (2009). One benchmark case is also used to identify the necessary
resolution for convergence and to quantify wall effects. The benchmark model results
are compared to the results of Klostermann et al. (2013) who also reproduced the
benchmark cases of Hysing et al. (2009). Second four numerical cases from Hua & Lou
(2007) are modeled with corresponding experimental Reynolds numbers from Bhaga
& Weber (1981). Based on the naming convention of Hua & Lou (2007) these cases
will be referred to as A3, A4, A7 and B2. Terminal shapes are qualitatively compared
and terminal velocities and Reynolds numbers are quantitatively compared. Third,
three sets of experimental conditions from Raymond & Rosant (2000) are simulated
and rise velocities are quantitatively compared. These cases are referred to as S1, S5
and S6 per Raymond & Rosant (2000)’s naming convenction. Fourth, three new cases
are introduced to enable the study of simulation accuracy as a function of Reynolds
number. These cases are referred to as D1, D2 and D3.
3.3 Computational Domain and Convergence
3.3.1 Computational Domain
Fig. 3·2 illustrates the generalized computational domain used for all simulations.
In all cases the bubble center is initialized one bubble diameter from the base of the
column and in the center (W/2) of the domain. Scheme convergence was tested via
one of the numerical benchmark test cases (TC1) defined by Hysing et al. (2009)
and Klostermann et al. (2013). In TC1 the bubble diameter is 0.5m, the domain
width is twice the bubble diameter (W = 2D) and the domain height is four times
the bubble diameter (H = 4D). Other simulation parameters are provided in Table
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3.1. No-slip boundary conditions are imposed at the top and bottom and free-slip
boundary conditions are imposed on the left and right. Hysing et al. (2009) use the
location of the center of mass and the rise velocity of the bubble as defined by Chen
et al. (1999) as benchmark quantities:
Xc = (xc, yc) =
∫
v
xdx∫
v
1dx
Uc =
∫
v
udx∫
v
1dx
(3.2)
where
∫
v
1dx refers to the region the bubble occupies. These quantities were also used
to assess simulation convergence.
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Figure 3·2: General schematic of the computational domain.
Table 3.1: Physical parameters and dimensionless numbers used in
numerical benchmarks
Case ρl ρg µl µg g σ Re Bo ρl/ρg µl/µg
TC1 1000 100 10 1 0.98 24.5 35 10 10 10
TC2 1000 1 10 0.1 0.98 1.96 35 125 100 100
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3.3.2 Numerical Setup and Convergence
Although several of the considerations for the computational domain of the bench-
mark problem have been established by Klostermann et al. (2013) and others (Kloster-
mann et al. 2013, Hysing et al. 2009, Hua & Lou 2007), the validity of these choices
were verified and established for SPH. Factors such as domain width, domain dis-
cretization, and bubble initialization are discussed below.
Bubble Initialization The bubble is modeled as a second fluid, and was initialized by
allowing surface tension to rearrange the initial particle distribution with no external
forces before applying gravity.
Domain Discretization
Previous studies for grid-based simulations suggest using 320 elements for every
unit length in the domain Klostermann et al. (2013), Hysing et al. (2009). To provide
reason for this choice, a grid resolution study was conducted that included resolutions
containing 80, 160 and 320 particles per unit length.
Figure 3·3: Effect of domain discretization on SPH numerical bench-
mark quantities . Nx indicates the number of particles in the x direction
of the domain.
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As shown in Fig. 3·3, the benchmark quantities converge for SPH at 160 particles
per unit length. Throughout this work the SPH domain is discretized such that the
bubble diameter is always spanned by approximately 80 particles. The number of
particles per simulation depends on the domain width and height.
When the domain width is twice the diameter of the bubble as specified for the
benchmark cases, there are significant wall effects. Fig. 3·4 shows the effect of
changing the tank width for the benchmark case for tank widths of W = 1.5D, 2D,
4D and 6D. Wall effects begin to be less significant once the domain is at least four
times the bubble diameter. This agrees with the findings of Hua & Lou (2007). The
difference in benchmark quantities between a tank of width four times the bubble
diameter to a tank of width six times the bubble diameter was less than 6%. Hence,
all but the benchmark cases, use a tank of four times the bubble diameter.
Figure 3·4: Effect of domain discretization on SPH numerical bench-
mark quantities.
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3.4 Numerical Benchmark Verification
SPH simulations of TC1 and TC2 are compared to those of Klostermann et al. (2013)
for verification. The SPH simulations are 2D as was done by Klostermann et al.
(2013). Fig. 3·5 shows bubble shapes for TC1 at three times. The bubble shapes are
qualitatively compared while the center of mass position and rise velocity are quanti-
tatively compared. There is good qualitative agreement across the simulations. SPH
captures the bubble shape and reproduces the center of mass position and rise veloc-
ity. The SPH simulation results show an initial overshoot in the rise velocity profile
for TC1. For the center of mass the L1 norm between the SPH and Klostermann is
1.1%. For the rise velocity, the average difference between the SPH and Klostermann
is 7.7%.
TC2 has larger density and viscosity gradients between the fluids and a smaller
surface tension coefficient. The bubble exhibits large deviations from its initial spher-
ical shape. The final shape of the bubble is skirted, as shown in Fig. 3·6. Again
both methods qualitatively capture the bubble shape at the selected non-dimensional
times. SPH captures the position of the tails but not the volume indicated by the
benchmark. Again SPH has adequate quantitative agreement with the center of mass
position and rise velocity benchmark quantities. The average difference between the
center of mass location is 1.1% for SPH and the average difference between the rise
velocity profiles is 6.7%.
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Figure 3·5: Shapes of rising bubbles for TC1 at three different times
(Klostermann et al.:top, SPH: bottom). The bottom panels show the
center of mass and rise velocity over time.
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Figure 3·6: Shapes of rising bubbles for TC2 at three different times
(Klostermann et al.:top, SPH: bottom). The bottom panels show the
center of mass and rise velocity over time.
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3.5 SPH Simulations of Buoyant Bubbles for a Range of
Bond and Reynolds Numbers
In addition to the aforementioned benchmark cases, SPH simulations are assessed
by considering several different cases that were numerically simulated by Hua & Lou
(2007) and experimentally investigated by either Bhaga & Weber (1981) or Raymond
& Rosant (2000). The impact of dimensionality and very low Reynolds numbers on
simulation results was also explored. Unfortunately there is not quantitative experi-
mental data available for all the test cases considered here. For cases A3, A4, A7 and
B2, the results are compared qualitatively and quantitatively to Hua & Lou (2007)
and qualitatively to Bhaga & Weber (1981) (see Table 3.3 and Fig. 3·7). For cases
S1, S5 and S6 results are compared quantitatively to both Hua & Lou (2007) and
Raymond & Rosant (2000) (see Table 3.5 and Fig. 3·8). For cases D1, D2 and D3
which comprise the low Reynolds number study, SPH is compared to VOF simula-
tions. The quantitative numerical and experimental rise velocity data found in Hua
& Lou (2007) and Raymond & Rosant (2000) do not consider the transient portion of
the bubble’s rise (only terminal bubble velocities are reported) so comparisons to the
literature are limited to the steady state regime. Simulation parameters are provided
in Table 3.2.
3.6 Results and Discussion
3.6.1 Qualitative comparison to numerical and experimental literature
data
The predicted bubble shapes for the first four cases shown in Table 3.2 are summarized
in Table 3.3. Bubble shapes obtained with SPH agree with the numerical results of
Hua & Lou (2007) and the experimental results of Bhaga & Weber (1981).
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Table 3.2: Physical parameters and dimensionless numbers used in the
SPH case study. Reynolds numbers are computed as Re =
ρlg
1/2D
3/2
b
µl
as in Hua & Lou (2007), where ρl is the density of the fluid, µl is the
viscosity of the fluid, g is gravity and Db is the diameter of the bubble.
‘A’ and ‘S’ case identifiers correspond to the cases as presented in Hua
& Lou (2007) and Raymond & Rosant (2000). ‘D’ cases are modeled
using SPH only.
Case Re Bo Mo ρl/ρg µl/µg
A3 77.78 35.0 0.0012 1000 100
A4 15.22 245.0 274.06 1000 100
A7 35.0 336.88 25.48 1100 100
B2 8.0 115.29 374.12 1000 100
S111mm 6.57 23.53 6.99 1061.57 37313.43
S19mm 4.86 15.75 6.99 1061.57 37313.43
S17mm 3.34 9.53 6.99 1061.57 37313.43
S15mm 2.01 4.86 6.99 1061.57 37313.43
S13mm 0.94 1.75 6.99 1061.57 37313.43
S5 43.94 14.95 9.0x10−4 1023.54 2288.33
S6 31.21 4.56 1.0x10−4 1011.12 3984.06
D1 2.62 1.75 0.1137 1061.57 100
D2 1.43 1.75 1.28 1061.57 100
D3 0.94 1.75 6.86 1061.57 100
Table 3.3: A comparision of terminal bubble shapes observed in ex-
periments (Bhaga & Weber 1981) and simulations from Hua & Lou
(2007) to current SPH simulations at dimensionless time τ = 4
A3 A4 A7 B2
SPH
Hua
Bhaga
SPH is able to qualitatively reproduce terminal bubble shapes of various types.
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As categorized in Fig. 3·1 the types shown in Table 3.3 include a disk-like oblate
ellipsoidal (A3), two oblate ellipsoidal caps (A4, B2), and a skirted with smooth,
steady skirt (A7). These different shapes are expected as the relative importance of
surface tension and viscosity varies with changing Bond and Reynolds numbers.
Figure 3·7: The dimensionless rise velocity curves produced by SPH
for each of the cases shown in Table 3.3. Each pair of curves has been
translated up by 1 on the y-axis for ease of viewing such the zero point
for A4 data is y=1, for A7 is y=2 and for B2 is y=3. The raw data
has been nondimensionalized so that our data and the dimensionless
velocities reported by Hua & Lou (2007) (the horizontal dashed lines
above) may be compared.
Quantitative comparison to numerical and experimental literature data
Comparisons are made with the numerical results of Hua & Lou (2007) and the ex-
perimental results of Bhaga & Weber (1981) and Raymond & Rosant (2000). Com-
parisons are made to the Reynolds numbers reported by Bhaga & Weber (1981) and
the terminal velocities reported by Raymond & Rosant (2000).
Nondimensional terminal velocities indicated by the SPH simulations show good
agreement to the nondimensional terminal velocities reported by Hua & Lou (2007)
(see Fig. 3·7). The rise velocities shown in Fig. 3·7 are nondimensionalized as
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prescribed by Hua & Lou (2007) to provide a valid comparison (u∗ = u∞√
gDb
, where u∗ is
the dimensionless velocity, u∞ is the simulation terminal velocity, g is the gravitational
acceleration and Db is the bubble diameter). In most cases SPH simulations slightly
underpredict the rise velocities compared to Hua & Lou (2007). The large under
prediction of the terminal velocity for case A3 is due to the use of 2D simulations. For
certain regimes 2D simulations are insufficient and axisymmetric or 3D simulations
are required for accurate rise velocities.
Terminal velocities were also compared with the experimental results of Bhaga &
Weber (1981) by computing the simulation Reynolds numbers using the dimensionless
terminal velocity produced in the simulation (as done in Hua & Lou (2007)) and
comparing these Reynolds numbers to the Reynolds numbers reported in experiments
(see Table 3.2). Again, the largest difference is seen for case A3.
Table 3.4: SPH simulation Reynolds numbers based on terminal ve-
locity compared to the experimental Reynolds numbers reported by
Bhaga & Weber (1981)
.
Case Reexp ReSPH
A3 55.30 38.66
A4 7.77 7.153
A7 18.30 16.80
B2 3.57 3.504
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3.6.2 Quantitative comparison to additional experimental data
The S1, S5 and S6 cases are run using the experimental parameters of Raymond &
Rosant (2000) and the terminal velocities are compared to the experimentally mea-
sured ones. Raymond & Rosant (2000) ran several experimental series in which the
properties of the bubble and surrounding liquid were fixed, but the diameter of the
bubble was varied. For cases in which more than one bubble diameter was simulated
under a particular set of physical properties the bubble diameter has been indicated as
a subscript (e.g. S15mm indicates a simulation done using the S1 properties specified
in Raymond & Rosant (2000) for a 5 mm bubble). SPH was able to accommodate
physically realistic density and viscosity values and ratios. Case parameters are pro-
vided in Table 3.2.
Table 3.5: Errors between SPH simulations and the terminal velocities
reported in Raymond & Rosant (2000).
Case % errorsph
S15mm 19.6%
S17mm 29.3%
S19mm 18.3%
S111mm 5.5 %
S5 36.1%
S6 43.7 %
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Figure 3·8: The rise velocity curves produced by SPH for the physical
parameters of case S1 (left) and S5 & S6 (right). The curves for case
S1 (left) have been translated up by .2 on the y-axis and by 0.25 for
the curves on the right coressponding to S5 and S6 for ease of viewing.
The experimental velocities observed by Raymond & Rosant (2000) are
indicated by the horizontal dashed lines.
Fig. 3·8 shows the rise velocity results for the S1 cases on the left and S5 and
S6 cases on the right. SPH overshoots in all cases. SPH vastly under predict the
terminal velocity for cases S5 and S6. Hua & Lou (2007) noted that their simulations
made better predictions when the Morton number was larger than 1.0x10−4 or the
bubble diameter smaller than 5.0 mm. They postulate that this is due to a wobbly
trajectory of the bubble rise that makes 2D or axisymmetric assumptions invalid. S5
and S6 fall into this low Morton number regime so it is unsurprising that the 2D SPH
simulations are unable to represent the rise velocity accurately.
3.6.3 Model behavior at low Reynolds numbers
To explore the SPH model behavior at low Reynolds numbers simulations were per-
formed for three cases D1, D2 and D3 that are formulated such that only Reynolds
number varies (by changing the value of viscosity while keeping Bond number, vis-
cosity ratio and density ratio fixed). To provide a comparison data set, these cases
were also modeled using 2D OpenFOAM VOF simulations. All VOF simulations and
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discussions are the work of Dorien Villafranco. Some discussion of his work is nec-
essary in this section. The VOF model used was also validated using the previously
described numerical and experimental cases. For cases D1, D2 and D3, it was ensured
that the Morton number was above the threshold of 1.0x10−4 noted by Hua & Lou
(2007) so that 2D simulations are valid. As seen in Fig. 3·9 for these cases the SPH
simulations initially have much higher bubble rise velocities that ultimately tend to-
wards the steady state solution indicated by both SPH and VOF simulations. 2D and
axisymmetric simulations were performed using VOF to confirm that for these cases
the simulated terminal velocity of the bubble can be predicted using 2D simulations,
see Fig. 3·9.
Low Reynolds number indicates the relative importance of the viscosity of the
surrounding fluid in the system. The divergence of SPH and VOF in situations where
viscosity is important may be explained by their differing viscosity treatments. In
the VOF formulation used here, the value of viscosity is averaged out across the gas-
liquid interface according to volume fraction. In SPH, each fluid retains its specified
viscosity, however we observe that the initial system response is not strongly depen-
dent on the viscosity, see Fig. 3·10. It seems that initially insufficient viscous drag
is generated in the SPH simulation, which causes the bubble to have an initial over-
shoot in its velocity. Given the near incompressibility of the simulated fluids, this
initial overshoot perpetuates a strong recirulating region in the fluid surrounding the
bubble at early times (see Fig 3·10), which reinforces the overshoot in the rise velocity
profile. At low Reynolds number, due the relative importance of viscosity, this effect
is pronounced. Conversely, the averaged viscosity values in the VOF interface might
cause the initial bubble rise to be artificially slow. Experiments report steady state
values, which makes it difficult to confirm which rise trajectory is more physically
accurate. More work should be done to further characterize the multiphase viscosity
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treatments of SPH and VOF.
Figure 3·9: Rise velocity curves for low Reynolds numbers with fixed
Bond number, viscosity ratio and density ratio for SPH and 2D VOF
simulations. VOF and SPH simulations lack agreement during the tran-
sient portion of the rise, but ultimately tend towards the same steady
state solution.
Figure 3·10: Initial SPH system response. On the left, the initial rise
velocity of the bubble in the system over the first few timesteps for
case D1 and a case identical to case D1 except with a fluid viscosity
one hundred times larger. There is very little difference in response,
despite the large difference in fluid viscosity. The magnitude of the
velocity field in the SPH simulation of case D1 is shown on the right.
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Table 3.6: Average least squares differences between SPH and VOF
results for low Reynolds number.
Case Re % diff 2Dsph-vof
D1 2.62 44.24%
D2 1.43 59.57%
D3 0.94 88.20%
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3.7 Conclusions
This work considers the ability of SPH to model the transient and steady state behav-
ior of a single bubble rising through a quiescient fluid. SPH adequately reproduces
qualitatively and quantitatively the numerical benchmark cases suggested by Hysing
et al. (2009), the numerical simulations of Hua & Lou (2007) and the experiments
done by Bhaga & Weber (1981) and Raymond & Rosant (2000) with two exceptions.
Two regimes in which the SPH model disagreed with predictions or performed
inadequately were identified. It was observed that for small Morton numbers (less
than 1x10−4) the 2D nature of the SPH simulations prevented SPH from producing
accurate rise velocities. This is in agreement with other numerical studies that state
that for low Morton number the rise trajectory of the bubble is no longer rectilinear,
rendering 2D assumptions invalid.
Simulation results also show disagreement between VOF and SPH early in the rise
trajectory for low Reynolds numbers. Low Reynolds numbers indicate the relative
importance of viscosity and the initial discrepancy between the models is likely due to
different viscosity treatments and corresponding initial system response. It is shown
that in SPH, variations in viscosity are not immediately captured by the method and
thus results in larger rise velocities in the early stages of the bubble rise when com-
pared to the VOF method. Still, for most parameter regimes, 2D SPH is capable of
accurately capturing multiphase dynamics and steady state conditions with physical
parameter ratios and values.
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Chapter 4
Surface Tension Formulations in SPH
Based on a manuscript submitted to Journal of Computational Physics
Interfaces, the infinitely thin region that separates two immiscible fluids, is nu-
merically challenging to represent. There are a number of different approaches for
interface identification and evolution. In grid based approaches, the interface may be
located by evolving a volume fraction in which the interface is assumed to be present
at volume fractions between zero and one, while others may explicitly evolve the inter-
face using level sets or a front tracking method. A frequently used approach in both
grid and particle based methods for surface tension implementation at an interface
is the continuum surface force method (CSF) of Brackbill et al. (1992) which uses a
scalar function to identify the interface and compute its curvature. Other approaches
involve the use of van der Waals or other pairwise forces.
The following sections are based on sections from Comparison of Surface Tension
Generation Methods in Smoothed Particle Hydrodynamics for Dynamic Systems, in
which the ability of the CSF method and a pairwise force method to model surface
tension accurately within an SPH framework in the context of normal mode oscilla-
tions of droplets and bubbles and droplet-droplet collisions.
4.1 Introduction
Surface tension is the result of the difference in molecular binding energy of different
materials. At the interface between two materials, this energy difference results in
a surface energy density, which seeks to minimize itself (Lautrup 2004). Surface
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tension is most important in situations whose length scales are smaller than the static
capillary length, λc =
√
σ
ρg
(σ is the surface tension coefficient, g is the gravitational
acceleration and ρ is the density of the fluid). Many multiphase flow models are
focused on regimes in which surface tension is not an important component, so despite
the large number of multiphase flow models, the subset of models that explicitly
model surface tension is much smaller. Surface tension is often a critical factor in
the behavior and evolution of bubbles and droplets, which are present in a range of
physical systems (fuel injectors, fluidized beds, aqueous propulsion systems) and have
myriad applications in medicine and biology (Mitragotri 2005, Pitt et al. 2004, Ran
et al. 2014, Lane et al. 2014, Holt et al. 2017, Hosseinzadeh et al. 2018). Studies
and applications of surfactants and capillarity also require careful surface tension
treatment.
Surface tension is a phenomenon of boundaries, which makes its numerical imple-
mentation challenging. The continuum surface force (CSF) method (Brackbill et al.
1992) is a common method for implementing surface tension. The CSF approach
recasts surface tension from a boundary value problem to a volume force that can be
imposed within some small distance of an interface. The biggest challenge of the CSF
method is its reliance on the accurate identification of surface normals, which can
be difficult in certain situations. Also, the CSF method does not inherently include
accommodation for van der Waals forces, which can be important for the accurate
representation of lubrication flows and other multiscale multiphase interactions (Bian
& Ellero 2014, Jiang & James 2007). Another approach, first proposed by Nugent
& Posch (2000) and subsequently developed by Tartakovsky & Meakin (2006) and
Tartakovsky & Panchenko (2016) is more akin to molecular dynamics (although con-
tinuum level governing equations continue to be considered) in that surface tension is
generated at an interface via pairwise forces between particles of fluid. This approach
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has its own set of challenges including sensitivity to numerical setup and the pro-
duction of an extra intra-particle pressure. However, it does not require computing
the geometry of the interface curvature as in the CSF method and includes van der
Waals-like interparticle forces.
Here the ability of both the CSF and PF methods to reproduce the expected pres-
sure jump across an interface and to impose the correct restoring force for dynamics
multipole oscillations is reported, and an additional physical system with dynamic,
challenging interfacial behavior with multiple characteristic length scales is presented.
In situations with dynamic interfaces, mesh-less numerical methods are often used due
to their advantages in modeling interfacial phenomena. A Lagrangian particle based
method, smoothed particle hydrodynamics (SPH) is used in this work. SPH is well
suited for modeling multiphase phenomena due to the ease with which arbitrary num-
bers of fluids can be simulated and their interfaces evolved (Monaghan 1992). The
particulate nature of the approach eliminates the need to identify, track, and evolve
the interfaces between fluids explicitly, one of the biggest challenges encountered by
grid based simulations of multiphase flow.
4.2 Governing Equations
The governing equations for fluid flow with surface tension in the following work are
as described in Section 1.1 of this dissertation. The particular form of the pairwise
force used here is:
fε(r) = r[−( 
0
)3e
−r2
20 + e
−r2
2 ], (4.1)
where r = |x−y| and  and 0 are functions of the SPH kernel support length (which
will be discussed in the next section).
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4.3 Numerical Method
4.3.1 Smoothed Particle Hydrodynamics
Details regarding the formulation of smoothed particle hydrodynamics are located
in Chapter 2 of this document. The work described in this Chapter employs three
equations of state: p = c20n (Tartakovsky & Panchenko 2016), p = c
2
0(ρ0− ρi) (Morris
2000), and p =
ρ0c20
γ
[( ρ
ρ0
)γ−1] (Tait 1965), where p is pressure, n is the number density
of particles, c0 is a numerical soundspeed, ρ0 is a reference density, ρi is the density
of the particle being considered, and γ is a material parameter whose value depends
on the problem and the fluid being modeled.
4.3.2 Discretization of governing equations
Here the Navier-Stokes equation is discretized as in Morris (2000):
Du
Dt
= −
∑
j
mj(pi + pj)
ρiρj
∇Wij +
∑
j
mj(µi + µj)
ρiρj
rij · ∇Wij
|r2ij|+ .01h2
uij +
Fσ
mi
+
Fbody
mi
(4.2)
where i and j indicate individual particles, m is mass, p is pressure, µ is dynamic
viscosity, rij is the distance between particles i and j, uij is the relative velocity of
particle i to particle j, h is the kernel support length, Wij is the kernel weighting
function, Fbody represents possible body forces and Fσ represents the forces due to
surface tension. The form of Fσ will depend on the approach used to simulate surface
tension. Discretizations of both the CSF and PF models can be found in Section
2.2.2.
4.3.3 Numerical Implementation
This work uses the open source code PySPH (Ramachandran 2016), described in
detail in Appendix A, to provide numerical scaffolding for code development. The
PySPH weakly compressible integrator step, Wendland 2D kernel and the PySPH
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implementation of no-slip boundary conditions, which is based on the boundary con-
dition implementation described in Adami et al. (2012) are employed.
4.3.4 Numerical convergence
There are two errors associated with SPH interpolation, a smoothing error and a
discretization error. Figure 4·1 illustrates the different components of resolution.
The first error is proportional to h2 where h is the smoothing length, and is due to
the smoothing procedure (it does not depend on particle configuration). It is reduced
as the size of h is reduced (Zhu et al. 2015). The second error is due to the discrete
interpolation and is proportional to δx
h
,where δx is the average distance between
particles, and so is reduced as h is increased. Due to these contradictory effects,
formal convergence in SPH is only possible as N →∞, Nnb →∞, and h→ 0 where
N is the number of particles in the simulation and Nnb is the number of neighbor
particles within the smoothing volume Zhu et al. (2015). This work also requires
adequate resolution of the interface, whose characteristic length is the diameter (D)
of the droplet or bubble. How well resolved the interface is can be expressed as D
H
where H is the full support of the kernel, see Figure 4·1.
Here identifying the necessary kernel support H, relationship of the smoothing
length h to δx (which determines the number of neighbors, Nnb) and resolution of
the characteristic length of the problem, D, is achieved by considering D
H
and H
δx
in
a series of simulations for each method (CSF and PF), using the shape initialized,
mode n = 2 droplet oscillation that is described in detail in sections 4.4.2 and 4.4.2.
A Wendland Quintic kernel is used so the total compact kernel support H is equal
to 2h. In the first convergence test, the smoothing length is held constant such that
D
H
∼ 11 and the number of neighbors contained within each smoothing length is varied
by changing δx, see Figures 4·2a and 4·2b. For both CSF and PF, the simulations
converge as H
δx
(and consequently the number of neighbors Nnb = pi(
H
δx
)2) is increased,
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however the PF method requires much larger H
δx
than the CSF method for converged
results. In the second set of tests (Figures 4·2c and 4·2d), H
δx
∼ 6 is fixed and D
H
is
varied. We found that CSF simulations for D
H
. 6 suffered from fluid mixing at the
interface and H
δx
∼ 6 resulted in underdamping for PF simulations. The third set
of tests held H
δx
∼ 14 and let D
H
vary (Figures 4·2e and 4·2f). From these resolution
studies, it seems the performance of the PF method is improved with large H
δx
and
small D
H
. As such D
H
∼ 4 and H
δx
∼ 14 was used for PF simulations. For CSF, H
δx
∼ 5
and D
H
∼ 11 provided adequate resolution. Given the fundamentally different way the
methods identify the interface (the CSF method artificially locates the interface using
the color function described in Section 2.2.2, and the PF method infers the presence
of an interface by the average of pairwise forces) it is not surprising they also exhibit
different resolution dependencies.
Figure 4·1: Schematic of the resolution components of SPH. A Wend-
land quintic is used throughout this work so H ∼ 2h (Dehnen & Aly
2012). The number of neighbor particles is the number of particles
under one kernel function, so in two dimensions Nnb = pi(
H
δx
)2. Here, a
system with H
δx
∼ 4 and D
H
∼ 5 is illustrated.
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(a) CSF resolution study
with fixed H.
(b) PF resolution study
with fixed H.
(c) CSF resolution study
with Hδx = 6.
(d) PF resolution study
with Hδx = 6.
(e) CSF resolution study
with Hδx = 14.
(f) PF resolution study
with Hδx = 14.
Figure 4·2: Convergence study using a shape initialized mode 2
droplet oscillation case with ρi
ρo
= 1000, µi
µo
= 10, σ = 2N
m
and
Req ∼ 0.278cm for different resolution criteria. The number of neighbor
particles (Nnb) implied by H and
H
δx
can be computed as Nnb = pi(
H
δx
)2.
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4.4 Applicability of CSF and PF Methods to Multipole Os-
cillations
In this section the accuracy, stability and applicability of the CSF and PF SPH
surface tension methods in the context of normal mode oscillations of droplets and
bubbles is considered. First, a static monopole case is considered to confirm the
capability of both models to reproduce the expected steady state Laplace pressure
across a curved interface (Butt et al. 2006). Then a frequently reproduced capillary
wave case from the SPH literature is reproduced using both CSF and PF methods.
Finally, the transient dynamics of multipole oscillations are considered for normal
mode oscillations of modes n = 2 and n = 4.
4.4.1 Static monopole
Surface tension forces across a curved interface are balanced by the Laplace pressure,
which is the expected pressure jump across a curved interface. It is equal to
Pinside − Poutside = σ( 1
R1
+
1
R2
) (4.3)
where P is pressure, σ is the surface tension coefficient and R1 and R2 are the principal
radii of curvature. For a two dimensional droplet or bubble, Eq. 4.3 reduces to
Pinside − Poutside = σ
R
. (4.4)
where R is the radius of the droplet or bubble. To confirm that the expected pressure
jump across an interface due to surface tension is reproduced in both surface tension
models, the Laplace pressure is calculated for a system at equilibrium. Particles are
placed randomly throughout a periodic domain and surface tension is imposed on
a circular shell as illustrated in panel (b) of Figure 4·3. After the system comes to
equilibrium, a pressure jump is established across the interface due to surface tension
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that is equal to the Laplace pressure, σ
Req
where σ is the surface tension imposed and
Req is the equilibrium radius of the interface.
Results
Both the CSF and PF methods reproduce the expected pressure jump across a curved
interface for a range of curvatures (Figure 4·3). Laplace pressure as a function of
curvature ( 1
R
) is shown for σ = 1.9 and σ = 1, see Figure 4·3. Both the CSF and PF
methods reproduce the Laplace pressure to within 10% error.
Although both surface tension methods produce accurate Laplace pressures, they
differ in the predicted local pressures around the interface as shown in Figure 4·4. The
CSF method produces a smooth pressure profile, whereas the PF method has a large
pressure feature at the interface that is caused by the pairwise nature of the force.
While such features are present and physical in molecular dynamics simulations on the
nanometer scale (Kharlamov et al. 2011), at the continuum level of SPH this feature
is not physical. Average pressures were computed by excluding particles within one
kernel support length of the interface so that the pressure field feature in the PF
was not included. For the PF method, it was also necessary to account for the virial
pressure from the pressure fields inside and outside of the interface via Eq 2.22 (due
to its dependence on number density the virial pressure had different values inside
and outside the interface).
It was also observed that due to the weakly compressible nature of the SPH
formulation used here the resulting numerical equilibrium radius was slightly smaller
than the radius at simulation initialization. In all cases the numerical equilibrium
radius was <3% smaller than the radius implied by an incompressible assumption.
There was also slight variation between CSF and PF equilibrium radii; less than 1%
in all cases.
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(a) Overpressure vs curvature (b)
Figure 4·3: Overpressure (Laplace pressure) at equilibrium as a func-
tion of Req. Panel (b) shows the initial interface shape (here with
Req = 4) and illustrates the regions over which pressure averages are
computed. < Pin > is the average pressure of particles within the
dashed line and < Pout > is the average pressure of the particles out-
side the dotted line (particles within one kernel support width of the
interface are excluded from averaging).
Figure 4·4: Example of the difference in pressure profile of the PF
and CSF methods.
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4.4.2 Multipole oscillations
The linear approximation for the frequency and damping of small, spherically sym-
metric oscillations of an incompressible droplet of low viscosity surrounded by another
incompressible fluid of low viscosity are predicted by a general dispersion relation de-
rived by Miller & Scriven (1968). The relationships derived by Miller & Scriven (1968)
can be adjusted to describe such oscillations in two dimensions (Rush 2000, Lamb
1932). The natural frequency for a two dimensional drop oscillating in a particular
normal mode n about a circular equilibrium in a medium is given by
ω2n,0 =
n(n2 − 1)
(ρi + ρo)
σ
R3
(4.5)
where n is the mode number, ρi and ρo represent the density of the inner and outer
fluids and R is the equilibrium radius. For the general case of a viscous drop in a
viscous medium, the damped natural frequency ωn and damping coefficient bn of the
system are functions of the drop radius (R), drop and medium densities (ρi, ρo) and
viscosities (µi, µo) and the surface tension coefficient σ such that:
ωn = (1− α− α2)ωn,0 (4.6)
bn = (α + 2α
2 + β)ωn,0 (4.7)
where α = n
√
2
(ρi+ρo)R
(
√
ρiµiρoµ0√
ρiµi+
√
ρoµo
) 1√
ωn,0
and β = 2n
(ρi+ρo)R2
(µi(n − 1) + µo(n + 1)) 1√ωn,0 .
The limit in which ρi, µi → 0 represents a bubble (or cavity) and ρ0, µ0 → 0 represents
a droplet in a vacuum. The motion is analogous to a damped harmonic oscillator so
the time dependent amplitude of the interface at a specific location θ is of the form:
A(t) = A0cos(nθ)cos(ωnt+ φ)e
−bnt (4.8)
52
where A0 is the initial amplitude, φ is the phase angle and θ is fixed (we use θ = 0).
Here normal mode oscillations are initiated either by prescribing an initial shape
(an ellipse for mode n = 2 and a square for mode n = 4) for the interface or imposing
the following velocity field:
vx = V0
x
r0
(1− y
2
r0r
)e
−r
r0
vy = −V0 y
r0
(1− x
2
r0r
)e
−r
r0
(4.9)
on an equilibrated system (Morris 2000). The cases performed here are not purely in-
compressible due to the weakly compressible SPH formulation, nor do they have small
initial amplitudes, so some deviation from the solution described above is expected.
Despite some assumption violations, verification tests using the small amplitude, low
viscosity assumptions have been performed throughout the literature for ‘droplets’
(ρi >> ρo or a liquid with a free surface) (Nugent & Posch 2000, Grenier et al. 2013,
Adami et al. 2010). The inverse ‘bubble’ problem (ρo >> ρi) has not been widely
modeled with SPH.
Simulations are assessed by comparing the observed period and damping coeffi-
cients to the analytical predictions of Eqs. 4.6 and 4.7 respectively. Oscillation period
is computed by identifying the times at which the semimajor axis of the oscillating
body passed though the equilibrium radius. The numerical damping coefficient was
identified using a linear regression on the peak points of the best fit to the simulation
data and compared with the analytical prediction (Eq. 4.7). Given the stated as-
sumption violations above, some deviation from the solution indicated by Eqs. 4.5-4.7
is expected, but they still provide a guideline for simulation assessment.
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Results: Quadrapole mode n = 2
Two mode 2 test cases are performed. The first is a comparison of our SPH to a
common numerical solution found in the literature (Morris 2000, Hu & Adams 2006,
Grenier et al. 2013, Adami et al. 2010). In this first case the equilibrium radius of
a system with ρi = ρo = 1 and µi = µo = 0.05 is perturbed using the divergence
free velocity field prescribed by Eq. 4.9 with V0 = 10 and r0 = 0.05 as specified
in Morris (2000). The oscillations resulting from the velocity field given in Eq. 4.9
are shown in Figure 4·5a. Both methods agree to within a maximum error of ∼ 4%
or less and replicate the oscillations of Morris (2000). We note that Morris (2000)
employs a hexagonal scheme for initial particle placement, while our initial particle
placement is a square grid. The difference between the data provided by Morris (2000)
and the results shown here is computed by performing a linear one dimensional fit
to each data set and then resampling such that the two curves have corresponding
times. The difference is assessed by considering the absolute value of the difference
between the curves as a percentage of the value of the Morris (2000) data at that
time. Because this velocity field has a mode 2-like shape and due to precident set in
the literature (Grenier et al. 2013), the oscillation period of simulations is compared
to the oscillation period predicted by Eq. 4.6. Figure 4·5b compares our SPH results
to other numerical solutions that start from the same initial veocity field found in
Morris (2000).
The second test case consists of specifying an initial quiescent prolate spheriodal
shape of aspect ratio 1.5 and allowing a drop (Figure 4·6a, Table 4.1, case B) and a
bubble (Figure 4·6b, Table 4.1, case C) to undergo freely decaying shape oscillations,
for which the surface tension provides the restoring force. The differences between
the numerical oscillation periods and the analytically computed oscillation periods
are listed in Table 4.1. The oscillation periods for the capillary wave case and shape
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initialized cases are in good agreement with analytical predictions, although slightly
less good for the bubbles cases, see Table 4.1. In general, damping is moderately well
reproduced (<20 % errors, see Figures 4·6 and 4·6b), however, we observed that the
oscillations did not always decay strictly exponentially and so a direct comparison to
the damping indicated by Eq. 4.7 was not informative.
Table 4.1: Numerical and analytical oscillation periods (τn, τa) for
mode 2 oscillations of droplets and bubbles for the cases shown in Figure
4·6. The percent error between the numerical model and the analytical
prediction for oscillation period is denoted τerr.
Case mode τa[ms] τn[ms] method req[cm]
ρi
ρo
µi
µo
σ %τerr
A Morris 360 360 CSF 18.2 1 1 1 ≤1
Morris 360 376 PF 18.2 1 1 1 4.3
B 2 8.41 8.89 CSF 0.277 1000 10 2 5.1
2 8.41 9.23 PF 0.277 1000 10 2 10.3
C 2 8.55 9.44 CSF 0.280 .001 .1 2 10.4
2 8.55 9.63 PF 0.280 .001 .1 2 12.7
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(a) Data from Morris (2000) and
simulation results.
(b) Data from literature reproductions of Morris (2000)’s
oscillations compared with simulation results.
Figure 4·5: The numerical case described by Morris (2000) is repro-
duced using CSF (blue curves) and PF (red curves) and then compared
both to Morris (2000)’s data and data from the literature. Several
groups (Grenier et al. 2013, Hu & Adams 2006, Adami et al. 2010)
(black data) have also reproduced this test case. All three of the afore-
mentioned groups report their results in terms of the center of mass of
the upper righthand quadrant of the system, so we report our results
analogously here as well for comparison.
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(a) n = 2 droplet oscillations (b) n = 2 bubble oscillations
Figure 4·6: Normal mode n=2 oscillation for droplets (a) and bubbles
(b) using the CSF and PF methods for the densities, viscosities and
equilibrium radii listed in Table 4.1. CSF simulations were run using
H
δx
∼ 5 and D
H
∼ 11 and PF simulations used H
δx
∼ 14 and D
H
∼ 4.
Analytical results from Eq. 4.8 are also shown. These simulations
correspond to cases B and C in Table 4.1.
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Results: Normal mode n = 4
Normal mode 4 oscillations are also initialized by shape (the droplet or bubble is ini-
tialized as a square) as shown in Figure 4·7a (drop) and 4·7b (bubble). As illustrated
both in Figure 4·7 and summarized in Table 4.2, agreement with the analytic predic-
tion for both drops and bubbles is relatively good, but again, better for the droplets
than the bubbles. Results for the droplet oscillations are shown in Figure 4·7a and
Table 4.2 (case D) and results for the bubble oscillations are shown in Figure 4·7b
and Table 4.2 (case E).
(a) n = 4 droplet oscillations (b) n = 4 bubble oscillations
Figure 4·7: Comparison of analytic solutions given by Eq. 4.8 for
normal mode n=4 shape oscillations of droplets (a) and bubbles (b) to
numerical oscillations produced by both the CSF and PF methods for
the densities, viscosities and equilibrium radii listed in Table 4.2. CSF
simulations were run using H
δx
∼ 5 and D
H
∼ 11 and PF simulations
used H
δx
∼ 14 and D
H
∼ 4. The data shown in panel (a) corresponds to
case D in Table 4.2 and the data in panel (b) corresponds to case E in
Table 4.2.
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Table 4.2: Numerical and analytical oscillation periods (τn, τa) for
mode 4 oscillations of droplets (case D) and bubbles (case E) for the
cases shown in Figures 4·7a and 4·7b respectively. The percent error
between the numerical model and the analytical prediction for the os-
cillation period is denoted τerr.
Case mode τa[ms] τn[ms] method req[cm]
ρi
ρo
µi
µo
σ %τerr
D 4 2.64 2.95 CSF 0.275 1000 10 2 12.0
4 2.69 3.01 PF 0.279 1000 10 2 11.9
E 4 2.66 3.00 CSF 0.277 .001 .1 2 12.8
4 2.68 3.02 PF 0.278 .001 .1 2 12.8
4.5 Applicability of CSF and PF Methods to Droplet-Droplet
Collisions
Up until now, the comparable performance of both the CSF and PF methods to
impose surface tension at a dynamic interface in the presence of large density and
viscosity ratios has been shown. However, it is known that the curvature calcula-
tion of the CSF method in the SPH framework is not always reliable, and also that
some dynamic interfacial phenomena require consideration of van der Waals forces
(Jiang & James 2007, Zhang & Law 2011). Here a brief illustration of the advantages
in stability that the PF method can have over the CSF method in an SPH frame-
work is provided by considering another dynamic multiphase system: droplet-droplet
collisions. Droplet-droplet collision dynamics have been widely studied both experi-
mentally (Ashgriz & Poo 1990, Qian & Law 1997, Gotaas et al. 2007) and numerically
(Pan & Suga 2005, Acevedo-Malave´ & Garc´ıa-Sucre 2011, Nikolopoulos et al. 2009,
Jiang & James 2007, Melea´n & Sigalotti 2005) due to their importance in combustion
(Orme 1997), spray coatings (Shan et al. 2007), raindrop formation (Brazier-Smith
et al. 1973) and other dispersed two phase flows. Several of these numerical studies
employ the CSF method using a grid based framework (Pan & Suga 2005, Nikolopou-
los et al. 2009), others use van der Waals forces and particle based methods (Melea´n &
59
Sigalotti 2005) and some use combinations of the two (Jiang & James (2007) employ
CSF with additional van der Waals forces using Volume of Fluid). In all cases, there
are numerical limitations and adjustments (many approaches require artificial rup-
ture of the droplet surfaces to permit coalescence, in other cases, the hydrodynamic
process that permits colliding droplets to bounce off each other cannot be resolved)
that have to be made to successfully model droplet-droplet collisions, their transient
dynamics and resultant state.
Here studies of the head-on collision of two droplets of the same fluid through
a gas illustrate the robustness of the PF method over the CSF method in an SPH
framework. As the two droplets approach each other, the CSF method can become
vulnerable to instability depending on the size and orientation of the interacting cross
section of two adjacent interfaces and their relative velocity. Due to the finite sup-
port of the smoothing kernel, two interfaces within a kernel support of each other
may disrupt interface calculations for both. In some cases these transient disruptions
are resolveable and in other cases, especially when large areas of nearly co-located in-
terfaces interact (as in these head on droplet-droplet collisions), instability can occur.
Figure 4·8 shows a CSF simulation of a head-on droplet collision before, at instability
onset, and after instability propagation as well as a PF simulation of a head-on droplet
collision at the same times. The PF simulation does not suffer instability. For clarity,
the surrounding gas particles have not been pictured, however these simulations are
truly multiphase as in the prior sections with governing equations being solved in both
fluids. We only observe this CSF instability in head-on collisions, but it indicates a
potential fragility in simulations that consider the dynamics of multiple interfaces in
close proximity. Currently our simulations do not resolve the length scales at which
the van der Waals force becomes a critical component of these droplet-droplet system
dynamics, however ongoing research is studying the performance of droplet-droplet
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collisions using the PF method under various flow and fluid conditions.
Figure 4·8: CSF (top row) and PF (bottom row) simulations of two
identical droplets colliding head-on are shown at three different times.
The CSF method suffers instability, while the PF method proceeds to
simulate the collision. Here only the droplet particles are illustrated for
clarity.
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4.6 Discussion
Two surface tension formulations for multiphase SPH simulations have been com-
pared in the context of normal mode oscillations and droplet-droplet collisions in the
presence of density and viscosity gradients. The methods performed comparably in
modeling multipole oscillations, (see Tables 4.1 and 4.2) and simulation results com-
pared favorably with the small amplitude linear approximation for two dimensional
normal mode oscillations of two immiscible, incompressible fluids, despite violation of
strict incompressibility, the small amplitude assumption and initialization geometries
deviating slightly from pure normal modes. The departure from the small amplitude
approximation due to large initial amplitudes was quantified by Basaran (1992) and
Trinh & Wang (1982) for three dimensional drops, and the impact of variations in
initial shape by Basaran (1992). Both studies indicate that large amplitude oscilla-
tions, like the ones used here, will still agree with the small amplitude approximations
to within ∼ 15% in frequency. This level of agreement is observed in all multipole
simulations.
As shown in the convergence studies, the PF method has a tendency to be over-
damped without adequate H
δx
. The PF approach produces extra intraparticle motion
and an extra pressure term due to the pairwise interactions which may be responsible
for a yet unquantified amount of numerical viscosity. Nair & Poeschel (2018) use
incompressible SPH (ISPH) and make similar observations. Since we use a weakly
compressible SPH formulation we can conclude that the PF method suffers this ad-
ditional numerical viscosity across SPH formulations. Overdamping is mitigated by
increasing H
δx
and to a certain extent, decreasing D
H
. Nair & Poeschel (2018) also re-
ported a minimum H
δx
to overcome unphysical overdamping of PF simulation results.
Further characterization of numerical viscosity in the PF method is clearly required.
Although there have been other studies of normal mode oscillations of drops using
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weakly compressible SPH (Nugent & Posch 2000, Tartakovsky & Meakin 2005, Lopez
& Sigalotti 2006, Hu & Adams 2006) most of these studies employ a free surface ap-
proach (the fluid around the drop is not explicitly modeled) and none of them report
results for bubble oscillations. However in physical systems the oscillating drop or
bubble is rarely in complete isolation and so demonstrating the capacity to model
both fluids in either the droplet or bubble configuration is an extension of previ-
ously reported results. It is worth mentioning that the effects of compressibility in
weakly compressible SPH on the systems modeled here were not carefully considered,
and may contribute to discrepancies between the analytical solutions (which assume
incompressibility) and the numerical results. Also, in reality most of the viscous dis-
sipation and restoring force is done by the heavier fluid. Neither method here takes
this into account, and this may explain the slightly larger errors for shape initialized
bubble oscillations. Adami et al. (2010) proposed a density weighted formulation for
the CSF method that may improve these results; it is not employed here.
An often cited weakness of the CSF approach is its reliance on the calculation
of local surface normals, which in certain circumstances can be difficult to compute
reliably. This is observed qualitatively in the fragility of our droplet-droplet colllision
simulations. The oscillation cases considered in this particular work were not hin-
dered by erroneous normal calculations, although care was taken to ensure that the
interface width contained sufficient particles for accurate curvature calculations. It
is also suggested in the literature that droplet-droplet collisions cannot be accurately
modeled without the inclusion of van der Waals forces (Jiang & James 2007) which
are inherently represented in the PF method but not in the CSF method. Also, the
CSF formulation used here does not conserve momentum perfectly and so long term
steady states near equilibrium are not stable for an infinite amount of time although
this was not an issue at the timescales considered in this study. There are conservative
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formulations of the CSF method but they were not considered as part of this work
as initial studies found them to be less numerically stable than the nonconservative
CSF method. The PF method is conservative (as long as care is taken with the rest
of the model discretization) and simulates extended steady state conditions well.
4.7 Conclusions
Two different implementations of surface tension in SPH have been used to model
interfacial dynamics in two systems. The CSF approach has been widely used in SPH
(and other numerical methods) since its adaptation by Morris (2000) to simulate in-
terfacial and multiphase phenomena (Hu & Adams 2006, Szewc et al. 2013, Zhang
et al. 2015, Adami et al. 2010, Ryan et al. 2010). The calculation of interface normals
and curvatures can be unreliable and not all formulations conserve momentum ex-
actly. Tartakovsky & Panchenko (2016) describe a compelling alternative method for
surface tension implementation in SPH using pairwise forces which is implemented
and compared to the CSF approach. Although the pairwise force has been used in
surface tension dominated SPH simulations previously (Tartakovsky & Meakin 2005,
2006, Tartakovsky & Panchenko 2016, Nair & Poeschel 2018), we use a form of the
pairwise force that has not been studied extensively and identify previously unre-
ported resolution dependencies of the PF method in the weakly compressible SPH
framework. Both droplet and bubble oscillations are performed. Multiphase bubble
oscillations are not frequently reported in the SPH literature. The cases in this pa-
per show that as long as resolution dependencies are satisfied, the methods perform
comparably when applied to normal mode oscillations of bubbles and droplets, al-
though the PF method is more computationally expensive due to its reliance on large
numbers of neighbor particles. Care must be also taken that the magnitude of the
pressure field generated by the equation of state is larger than the magnitude of the
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‘virial pressure’ that is generated in the PF method. In conjunction with the findings
of Nair & Poeschel (2018) it can be concluded that overdamping can be an issue for
the PF method across SPH formulations. We postulate this is due to the extra mo-
tion (and consequent extra viscosity) caused by the ubiquitous pairwise forces, but
further quantification of this effect will be the subject of future study. This research
contributes to the growing body of work that affirms the potential use of the PF
method in scenarios where the CSF method struggles, fails, or does not contain all
the relevant physics, despite the additional computational costs. One such physical
system of interest is identified, the collision of droplets, where the CSF method can
become unstable under certain conditions whereas the PF method is stable.
65
Chapter 5
Modeling droplets and bubbles in
geometrically complex systems
Submitted to the Journal of Computational Science
Multiphase flow systems in which multiple bubbles or droplets interact with each
other and their surroundings are common in nature and engineering systems but
are numerically difficult to represent. Droplet-droplet collisions have been studied
extensively numerically (Pan & Suga 2005, Acevedo-Malave´ & Garc´ıa-Sucre 2011,
Nikolopoulos et al. 2009, Jiang & James 2007, Melea´n & Sigalotti 2005) and exper-
imentally (Ashgriz & Poo 1990, Jiang et al. 1992, Qian & Law 1997, Gotaas et al.
2007) due to their importance in weather (Brazier-Smith et al. 1973), spray coating
(Shan et al. 2007), pathogen dispersal (Blanchard & Syzdek 1970, Boyer 2008) and
combustion (Orme 1997). This is a numerically challenging phenomenon, and adapa-
tions that assume prior knowledge about the expected collision outcome often have to
be applied to numerical models to achieve results that agree with experiments. The
behavior of multiple bubbles moving through a corrugated microchannel as explored
experimentally by Sauzade & Cubaud (2018) has implications for constrained bubbly
flow dynamics in a range of systems.
The following sections are reproduced from our paper Modeling Multiphase Phe-
nomena in Complex Geometries Using Smoothed Particle Hydrodynamics, in which
we demonstrate the ability of the standard weakly compressible SPH model to re-
produce experimental results for droplet-droplet collisions and the deformations of
bubbles through microchannels.
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5.1 Introduction
Numerical models fill important gaps in the ability to examine physical systems.
When experiments cannot be done due to expense or difficulty, or portions of the
parameter space are inaccessible, computational representations of these systems can
facilitate understanding. In general, physical systems can be described analytically
only in a limited number of cases. Numerical models permit exploration of cases with-
out simple solutions. Real physical systems are often complicated and so numerical
models must be capable of accommodating real system dynamics. The focus of this
work is the challenges posed by the presence of many interacting fluids with vastly
different parameter values and evolving interfaces with significant interfacial forces.
Here Smoothed Particle Hydrodynamics (SPH), a particle based method uniquely
capable of representing many different fluids and their interfaces, is used to examine
two multiphase systems with dramatic geometric interfacial dynamics. Results are
compared with experimental results from the literature. SPH organically accommo-
dates large parameter ratios, large geometric deformations and interfacial phenomena
simultaneously without the addition of system specific considerations or large modi-
fications to the standard formulation.
We demonstrate these capabilities of SPH by modeling droplet-droplet collisions
and the deformations of bubbles through corrugated channels. Droplet collisions
have been studied extensively experimentally (Ashgriz & Poo 1990, Jiang et al. 1992,
Qian & Law 1997, Gotaas et al. 2007) and numerically (Pan & Suga 2005, Melea´n
& Sigalotti 2005, Jiang & James 2007, Nikolopoulos et al. 2009, Acevedo-Malave´ &
Garc´ıa-Sucre 2011, Zhang et al. 2016) due to their importance in combustion (Orme
1997), weather (raindrop formation, cloud formation) (Brazier-Smith et al. 1973),
spray coating (Shan et al. 2007), spray cooling, pathogen transport (Blanchard &
Syzdek 1970, Boyer 2008) and other dispersed two phase flows. This particular phe-
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nomenon is numerically challenging and past works have identified and implemented a
number of accommodations to permit the simulation of the aforementioned outcomes.
In some cases the time of droplet interface rupture is assumed and numerically im-
posed (Nikolopoulos et al. 2009), in others different boundary conditions are adopted
based on assumptions about what the outcome of a droplet-droplet collision will be
(Jiang & James 2007) and others simply do not model both fluids and use a free
surface formulation that considers only the droplets (Melea´n & Sigalotti 2005) but
not the surrounding gas.
Multiphase flows in physical systems are often constrained by irregular channels.
Flow through porous media as in fuel cells or oil recovery, blood through a circulatory
system and applications in microfluidics all contain multiphase flows moving through
multiscale, geometrically complicated systems (Ryan & Tartakovsky 2011, Ryan et al.
2011, Randles et al. 2015, Barabasz et al. 2019). The interactions between different
phases and local geometric features can impact the residence times of an advected
phase and cause local physical parameters to differ from the bulk. Many numerical
approaches for multiphase internal flows solve one set of equations for both phases
and employ a void fraction to distinguish one phase from another (Lane et al. 2014,
2016). This is sometimes adequate, but when it is important to resolve dynamics
within a phase (for example, the behavior of an individual bubble within a bubbly
flow) it is essential to describe and evolve each phase and its interactions individually.
Here SPH is used to simulate the behavior reported by Sauzade & Cubaud (2018)
for bubble deformations in corrugated microchannels for a range of capillary (Ca)
numbers.
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5.2 Droplet collisions and outcomes
The outcome of a droplet-droplet collision depends on the fluid and gas/vapor pa-
rameters, relative velocities and impact parameter which can be parameterized into
three dimensionless parameters, Reynolds number (Re = ρvrelD
µ
), Weber number
(We =
Dρv2rel
σ
) and impact parameter (B = X
D
) where ρ and µ are the density and
dynamic viscosity of the fluid, D is the diameter of the droplet, vrel is the relative
velocity of the droplets, σ is the surface tension coefficient and X is the projection
of the distance between droplet centers in the direction normal to the relative veloc-
ity. Typical collision outcomes as a function of impact parameter and Weber number
have been explored and reported throughout the literature (Ashgriz & Poo 1990,
Jiang et al. 1992, Qian & Law 1997, Pan & Suga 2005, Gotaas et al. 2007). In gen-
eral there are four possible regimes depending on We and B: bouncing, permanent
coalescence, off-center separation (sometimes called stretching separation) and near
head-on separation (sometimes called reflexive separation) as illustrated in Figure
5·1. While quantitative comparisons with experiments of binary droplet collisions
are often not possible due to the qualitative nature of the data that is reported, the
expected outcome of the collision as a function of We and B provides a good guideline
for comparisons.
The transitions between these regimes varies significantly depending on the fluid
type and the surrounding gas/vapor type and pressure. Because interest in droplet-
droplet collisions has stemmed primarily from atmospheric sciences and combustion,
most experiments have focused on either water droplets in air at atmospheric pressure
(Ashgriz & Poo 1990), or hydrocarbon droplet collisions (Jiang et al. 1992). Qian
& Law (1997) sought to explore both water droplets in air and hydrocarbon droplet
collisions, as well as the impact of the pressure of the gas surrounding the droplets.
Prior to the work of Qian & Law (1997), it was thought that water droplets in air
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never bounced, however Qian and Law’s experiments of water droplet collisions in
air at increased pressures (and thus increased density) show that water droplets can
bounce under certain conditions, underscoring the importance of the characteristics
of the surrouding gas (Qian & Law 1997). They also report that the presence of
vaporized hydrocarbons facilitates droplet coalescence. This phenomena is clearly
highly varied.
Here droplet coalescence and near head on and off center separation based on the
conditions used in Qian & Law (1997) are modeled. Since the length scales at which
the hydrodynamic effect responsible for a droplet-droplet bounce is resolved using this
formulation of SPH (Zhang & Law 2011, Acevedo-Malave´ & Garc´ıa-Sucre 2011), this
case is not included. The SPH formulation used to model these collisions is the basic
SPH formulation described in Section 2. There have been no explicit adjustments or
assumptions made to facilitate the coalescence of the droplets, such as the time of
droplet rupture. Also, both the liquid and gas phases are explicitly modeled.
5.2.1 Results
Droplet permanent coalescence, off-center separation and near head-on separation
are simulated. Notably, permant coalescence at low Weber number and low impact
parameter is predicted, despite the speculations of Pan & Suga (2005) and Jiang
& James (2007) that van der Waals forces are necessary for that parameter regime
(see the top panel of Figure 5·2). The CSF method does not explicitly include van
der Waals forces. Droplet-droplet collisions using a pairwise force approach to sur-
face tension, which includes forces similar to van der Waals forces, (Tartakovsky &
Panchenko 2016) were also performed using this numerical framework. The results
were very similar to those produced by the CSF approach, see Figures 5·4-5·8. Near
head on separation, off center separation and the production of satellite droplets are
able to be simulated. Reflexive motion (see Figure 5·3) is observed in simulations at
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low Reynolds numbers, but the reflexive motion indicated in the experimental results
of Qian & Law (1997) for larger Reynolds numbers is not, causing droplet separation
in simulations to occur at different orientations relative to the initial velocity than
experimental results.
Figure 5·1: Schematic of droplet-droplet collision regimes, based on
the relations reported by Ashgriz & Poo (1990) and the results of Qian
& Law (1997). There are four distinct collision outcomes: permanent
coalescence (I, III), bouncing (II), near head on separation (IV) and
off center separation (V). Cases modeled here are labeled according to
Qian & Law (1997) naming convention and indicated on the above plot
(adapted from Qian and Law. “Regimes of coalescence and separation
in droplet collision.” Journal of Fluid Mechanics, 331 (1997): 59-80).
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Figure 5·2: Experimental results of Qian & Law (1997) (left, repro-
duced from Qian and Law. “Regimes of coalescence and separation in
droplet collision.” Journal of Fluid Mechanics, 331 (1997): 59-80) at
selected times for cases a (top), h (middle) and m (bottom) as named
by Qian & Law (1997). Numerical results using SPH for the corre-
sponding cases (right). Simulation times and experimental times are
not exactly the same.
Figure 5·3: Illustration from Ashgriz & Poo (1990) (top) showing
the reflexive separation of a head on drop collision (reproduced from
N. Ashgridz and J. Y. Poo. “Coalescence and separation in binary
collisions of liquid drops.” Journal of Fluid Mechanics, 221 (1990): 183-
204). Bottom left: experimental results of Ashgriz & Poo (1990) for
the collision of two equally sized droplets with We = 23 and B = 0.05.
Bottom right: SPH model of two equally sized droplets with We = 19.4
and B = 0.05. Time increases right to left in these panels.
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Figure 5·4: Comparison of PF (top row) to CSF (bottom row) for
case h.
Figure 5·5: Comparison of PF (top row) to CSF (bottom row) for
case e.
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Figure 5·6: Comparison of PF (top row) to CSF (bottom row) for
case m.
Figure 5·7: Comparison of PF (top row) to CSF (bottom row) for
case a.
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Figure 5·8: Comparison of PF (top row) to CSF (bottom row) for
case q.
5.3 Bubble Deformations In Constrained Channels
Here some of the experimental conditions studied by Sauzade & Cubaud (2018) are
simulated. Sauzade & Cubaud (2018) investigate the behavior of single and multiple
bubbles moving through nonlinear microfluidic geometries at low Reynolds number for
a range of capillary numbers. Capillary number (Ca) and Reynolds number (Re) are
defined as Ca = µVpore
σ
and Re = ρVporeDpore
µ
, where µ is the viscosity of the surrounding
fluid, Vpore is the speed at which a bubble passes through a pore, σ is the coefficient
of surface tension and Dpore is the height of the constriction between pores. Sauzade
& Cubaud (2018) report the laterial deformation and corresponding flow paths of
bubbles as they move through pores and constrictions as a function of Ca number, as
well as the influence bubbles exert on neighboring bubbles in terms of the velocity of a
leading vs a trailing bubble in a sequence. While the following simulations can be run
using realistic parameter ratios, because the phenomena of interest is not primarily
dictated by density or viscosity ratio, for the sake of computational efficiency these
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simulations use a density ratio of ρl
ρg
∼ 100 and viscosity ratio µl
µg
∼ 10. Note that
previous work has shown the ability of SPH to accurately simulate multiphase systems
with various parameter ratios (Arai et al. under review).
5.3.1 Results
The reported dependency of the deformation of a single bubble through a constric-
tion on capillary number is well represented in our simulations. Figure 5·9 shows
the shape evolution of a bubble interface at different times as it passes through a
constriction. In all three panels, the initial bubble radius is the same and the size of
the constriction is the same, however different bubble behavior is seen with different
Ca. Experimental results of Sauzade & Cubaud (2018) are shown for comparison.
Notably, the viscous layer separating the bubble from the channel wall increases for
larger capillary number, and consequently the degree to which the bubble is deformed
which can be seen qualitatively in Figure 5·9 and quantitatively in Figure 5·10. While
a direct quantitative comparison of the deformation of bubbles as a function of cap-
illary number was not possible due to the initial experimental bubble radii being
unavailable, quantitative analysis of the bubble deformations in the simulations per-
formed here produce trends that are in good agreement with experimentally reported
trends, as seen in Figure 5·10.
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Figure 5·9: Experimental results from Sauzade & Cubaud (2018) are
shown at the far left (reproduced from Martin Sauzade and Thomas
Cubaud. “Bubble deformations and segmented flows in corrugated
microchannels at large capillary numbers.” Physical Review Fluids,
3, 034202, (2018)). The left panel of the experimental results is
Ca ∼ 0.039 and the right panel is Ca ∼ 0.36. The three subsequent
images are the simulated deformations of three bubbles of the same ini-
tal radius through an identical constriction at three capillary numbers,
Ca ∼ 0.01 (right), Ca ∼ 0.3 (center) and Ca ∼ 1.36 (right) . Note
the increasing distance between bubble and solid wall with increasing
capillary number.
Figure 5·11: Schematic and description of the geometry and flow
pattern in the multi-bubble simulations. Regardless of radius bubbles
are initialized in the center of the channel at x = 5h and x = 7h as
shown in the left panel. The center and right panels show two later
timesteps. The boundary conditions are periodic in x, and flow is in
the x direction, so the bubbles go cyclically through the domain as
shown.
Systems with multiple bubbles and multiple pores were also considered. Figure
5·11 illustrates the computational domain, and Figure 5·12 shows simulation results
for pairs of identical bubbles passing through several pores. The time series of each
bubble’s trajectory are shown in the top panel of Figure 5·12. Note that the numerical
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Figure 5·10: Lateral deformation of bubbles passing through a con-
striction for various capillary numbers as a function of the location of
the center of mas of the bubble, xCM. A clarifying schematic is shown
(left), as well as the lateral deformations of bubbles moving through
pores and constrictions with low capillary numbers (center), and higher
capillary numbers (right). Trends derived from simulations are shown
in the top row and the experimental trends reported by Sauzade &
Cubaud (2018) are reproduced below for comparison (reproduced from
Martin Sauzade and Thomas Cubaud. “Bubble deformations and seg-
mented flows in corrugated microchannels at large capillary numbers.”
Physical Review Fluids, 3, 034202, (2018)). Experimental capillary
numbers ranged from ∼ 0.03-0.08 on the left and ∼ 0.3-0.7 on the
right. Numerical bubble radii ranged from 0.5h to 0.65h; the experi-
mental bubble radii were not specified.
domain is periodic in the x direction. The leading bubbles are shown in black, and
the trailing in red. The evolution of the distance between two bubbles (denoted L,
where L is the distance between the center of masses of the bubbles) as they migrate
through a pore is also studied. Following Sauzade & Cubaud (2018), the normalized
distance as a function of the deformation of the bubble in the x direction L/h vs d/h
is examined (see the middle row of Figure 5·12). Numerical results indicate the same
trends as experiments. It is clear that in addition to bubble shape deformation and
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spacing, the bubble velocities are impacted by other bubbles and channel geometry.
Sauzade & Cubaud (2018) report differences in the velocities of leading vs trailing
bubbles, which are also observable in the simulation results (see the third row of Figure
5·12). The initial state of the numerical model differs from Sauzade & Cubaud (2018),
who begin their experiments by initializing plug flow through a square channel, while
simulations initialize circular bubbles at rest within a pore, yet after some initial
transience the same relative behavior between two bubbles in a series of pores is
observed (see Figure 5·12).
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Figure 5·12: Examples of multiple bubbles and their trajectories
through a microchannel. First Row: Time series of two sets of sim-
ulations, one with bubbles of rb = 0.65h and Ca ∼ 0.06 (left) and one
with bubbles of rb = 0.35h and Ca ∼ 0.20 (right) where h is the height
of the constriction. Second row: Evolution of the relationship between
normalized drop spacing, L/h and droplet extension d/h where L is
the distance between the center of masses of the bubbles and d is the
length of the bubble in the x direction. Third Row: The relative ve-
locities of the leading and trailing bubbles corresponding to the two
cases (rb = 0.65h on the left and rb = 0.35h on the right). The bubbles
start with zero velocity at their initial locations and by passage through
the first pore the slight suppression of the leading bubble velocity and
increase of the trailing bubble velocity is apparent. The shapes of the
velocity curves also varies depending on the bubble size; the smaller
pair of bubbles impacts each other less.
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5.4 Discussion
Here a standard formulation of weakly compressible SPH with a standard surface ten-
sion formulation is used to model colliding droplets and bubble deformations through
a corrugated channel. No system dependent adjustments were made to the numerical
model to facilitate any particular outcomes.
The SPH simulations for both cases agree well with the qualitative data pre-
sented in the experimental studies. Droplet-droplet collision outcomes are simulated
for three different collision regimes (coalescence, head on separation and off center
separation) as well as the production of satellite droplets in appropriate cases. Data
that would permit a quantitative comparison of droplet-droplet simulations to ex-
perimental results is not available as experimental results of these collisions focus on
imaging droplet behavior. Deformations of bubbles constrained by nonlinear geome-
tries were also accurately simulated for a range of capillary numbers. Many of the
trends studied by Sauzade & Cubaud (2018) are seen in our SPH simulations. The
deformations of single bubbles through a constriction and the coupled behavior of
multiple bubbles through a series of pores and constrictions are in excellent qualita-
tive agreement, and trends in bubble deformation and velocity derived quantitatively
from simulation results also agree with the experimental trends reported. These two
systems pose many difficult numerical challenges that are often addressed with em-
pirical factors, assumptions about the timing of phenomena or geometry or careful
modification of boundary conditions. The basic SPH formulation employed here is
capable of simulating both of these systems well without any assumptions about the
system being modeled.
Limitations of the unmodified standard method can be identified by regimes that
were not able to be simulated. The bouncing regime for droplet-droplet collisions
was not recoverable due to the lengthscale of the hydrodynamic effect responsible
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for bouncing behavior. Also, the angles at which head on and off center droplet
separation occurred was not in perfect agreement with experiments, however, this
is not surprising due to the two dimensional nature of these simulations, and the
fact that angular momentum is not perfectly conserved in the SPH formulation used
here. Bubble packing at large gas fractions though corrugated channels was also not
viable for our approach, likely due to effects of small length scales associated with
the lubricating fluid layer between closely packed bubbles (as in the bouncing droplet
regime).
5.5 Conclusions
SPH is a powerful tool for quickly capturing physically realistic multiphase dynamics
that does not require system specific adaptations, as other methods often do. Us-
ing a standard weakly compressible SPH formulation excellent qualitative agreement
was achieved with experiments for two numerically challenging multiphase systems,
droplet-droplet collisions and bubble deformations through microchannels. While
quantitative comparisons were not always possible due to the experimental data that
was reported, there were several trends in the behavior of confined bubbles that were
able to be modeled quantitatively. Numerical methods are sometimes subject to the
criticism that they can be adjusted to match a particular set of results with empirical
factors; here the capability of standard SPH to represent the aforementioned phe-
nomena without making numerical accommodations that are specific to the physical
system being modeled is demonstrated. This is relevant also because the relative ease
of implementation and motivation for SPH make it an accessible tool for a broad
range of users with a variety of expertise and resources. Also, there is very little
literature on the numerical modeling of bubble deformation in microchannels using
SPH and the work done here has demonstrated that under certain conditions SPH is
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a useful tool for modeling these flows.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
The multiphase SPH formulation described in this work is robust and capable of
representing a wide range of multiphase flow systems without problem specific as-
suptions about geometry or dynamics. Phenomena that are characterized by large
parameter ratios, interfacial forces and geometric changes are especially challenging
for grid based methods, which often have to make accommodations that assume some
knowledge of the system being modeled. The multiphase SPH models described here
are robust to the aforementioned challenges, and easily represent several different
multiphase flow systems.
The model described is used to simulate the velocity and deformations of bubbles
rising through a closed container of quiescient fluid for a range of Bond and Reynolds
numbers, the normal mode oscillations of both isolated bubbles and droplets, droplet-
droplet collisional outcomes, and the deformations and interactions of single and
multiple bubbles in nonlinear channels for a range of capillary numbers. Physical
and natural systems are frequently comprised of multiple fluids or phases, and so the
model has wide applicability to other areas including ocean and atmospheric sciences,
the study of pathogen spreading, and spray characteristics. Numerical models can fill
knowledge gaps where simple solutions are insufficient and experiments are limited,
expensive or difficult.
Chapter 3 compares the performance of the model to well established benchmark
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cases, both numerical and experimental, for the behavior of a buoyantly rising bubble.
It is shown to be robust to rapid changes in geometry for physically realistic parameter
values for a large range of Reynolds numbers. From this effort in particular it can
be concluded that the multiphase SPH model performs comparably to another well
established grid based method, Volume of Fluid. Surface tension governed effects, like
the terminal shape the bubble takes on as it rises, are well modeled. The study also
revealed that for Reynolds number less than one, differences in the viscosity treatment
across the two methods lead to discrepancies in transient behavior at early times. To
the best of my knowledge, this is the first time a comparison of discrepancies in initial
transience between VOF and SPH has been reported.
Chapter 4 compares the performance of two fundamentally different surface ten-
sion formulations, the CSF and PF methods, as implemented within an SPH frame-
work. Their performance is comparable and agreement with analytical solutions is
excellent for the simulation of normal mode oscillations of both bubbles and drops as
long as certain conditions are met. Due to the presence of an extra, negative pressure
component (previously referred to as the ‘virial’ pressure) generated by the pairwise
interactions of the PF method, the pressures generated by the equation of state must
always be significantly larger than the virial pressures. The PF method is prone to
underdamping if insufficient numbers of neighbor particles are used, and this makes
the method more expensive than the CSF method. The PF method also proved to
be more robust and stable than the CSF in certain situations. It was observed that
in simulations of droplet collisions, head on collisions were unstable using the CSF
method (due to the rapid approach and interaction of a large area of multiple inter-
faces) but stable using the the PF method. While the PF method has been used in
SPH simulations, this is the first extensive use of a particular form (see Eq. 4.1) of the
pairwise interaction. Simulations for this research were two dimensional, and so this
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chapter also provides expressions for the normal oscillations of two dimensional vis-
cous drops and bubbles in a viscous medium. These relationships are not frequently
described for two dimensions in the literature, due to the three dimensional nature
of real drops. However, simulations are often two dimensional to minimize computa-
tional expense and so a clear prescription of the analytic solution for this phenomena
in two dimensions is also a useful contribution.
Chaper 5 discusses the applicability of the multiphase SPH formulation devel-
oped and described earlier in this work. Droplet-droplet collisions are modeled us-
ing both CSF and PF, with similar results for both simulations as long as directly
head on collisions were excluded from consideration. Unlike other numerical models
for droplet-droplet collisions, no assumptions were made about the time of droplet
rupture, boundary condition formulation or expected collision outcome. The defor-
mations of single and multiple bubbles in nonlinear microchannels consisting of series
of pores and constrictions was also modeled, and excellent agreement was found with
the experimental results reported by Sauzade & Cubaud (2018) for shape deforma-
tions of a single bubble through a constriction for different capillary numbers and for
the relative velocity and spacing of two bubbles moving through a series of pores and
constrictions in sequence.
The major contributions of this work are the exploration, extension and quan-
tification of the limits and applicability of standard weakly compressible SPH, an
extensive assessment of two different surface tension formulations and application of
a multiphase SPH model to physically realistic surface tension dominated multiphase
phenomena that can be difficult to represent using other numerical approaches. To
the best of the author’s knowledge the paper reproduced in Chapter 4 is the first
to describe SPH simulation results for multiple different normal modes of a bubble,
the most extensive evaluation of droplet and bubble normal mode oscillations using
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SPH and the most complete description of the linear approximation for small ampli-
tude normal mode oscillations of viscous drops or bubbles surrounded by a viscous
medium in two dimensions. Chapter 5 contains the first application of SPH to bubbles
in nonlinear corrugated channels, and suggests that weakly compressible SPH with a
surface tension implementation could be a powerful tool for modeling the movement
of bubbles through a range of constrained systems, including vasculature and porous
media.
6.2 Future Work
The study and optimization of complicated multiphase flow systems continues to be
a challenge both experimentally and numerically. As concern over global warming
continues and demand for increasingly efficient fuel supplies rises, more powerful,
physically realistic models are needed to facilitate our understanding of natural and
engineering systems. Robust, accurate numerical models open a world of exploratory
possibilities where optimal solutions can be designed before manufacturing and the
future outcomes of present decisions can be predicted. This work focused particularly
on multiphase flows that pertain to fuel injector optimization, namely gas-fluid flows
with significant surface tension. A full scale model of a fuel injector with realistic
pressures, fluids and phases was outside the reach of this study, however, such an
endeavor remains worthwhile, and the numerical improvements and limitations de-
scribed in this work could be used to inform future endeavors both in terms of fuel
injector simulations and also in the extension of SPH models.
The research conducted over the course of this dissertation highlights a number
of topics which should be investigated. While a large number of SPH dependencies
were studied in detail, further study of the following aspects of the SPH model would
be beneficial:
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• The impact of the virial pressure in the PF model and how it limits the usage
of certain equations of state. In this work Tartakovsky & Panchenko (2016)
was followed and an ideal-gas-like equation of state was used for all fluids in
simulations using the PF model. The absolute value of the pressure field gener-
ated by the equation of state must be larger than the virial pressure is negative
(so that the overall pressure field is positive), however how much larger has not
been assessed and what effects the virial pressure has on simulation results has
not been quantified.
• Characterization of numerical viscosity in the PF model in an weakly compress-
ible SPH context. Nair & Poeschel (2018) assess numerical viscosity in the PF
formulation by analyzing the extra intraparticle motion caused by the pairwise
force in an incompressible SPH formulation. Some preliminary work has been
done on this topic, but no conclusions could be drawn.
• It is widely acknowledged that the stability of weakly compressible SPH in the
presence of density ratios requires the use of unphysical sound speeds; in a
simulation with two fluids of different densities, the less dense fluid will require
a high sound speed, contrary to what occurs in reality. In many situations, this
does not prevent the accurate representation of physical phenomena as long as
sound waves are not the subject of interest and because sound speeds are chosen
chiefly to minimize compressibility and mimic incompressible fluids without
imposing incompressibility formally. However, a systematic examination of the
stability criteria related to the relative sound speeds of fluids in multiphase
simulations would be a contribution.
Physically, there remain several fundamental phenomena for whom accurate nu-
merical models are needed, and formalization of an SPH or other particle based model
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would facilitate the incorporation of bubble and droplet submodels into larger scale
simulations of entire systems. These include:
• Normal mode n = 0 oscillations of isolated bubbles that are governed by
the Rayleigh-Plesset equation. Unlike the normal mode oscillations studied
in Chapter 4 in which the bubble or droplet volume is fixed, n = 0 oscillations
have variation only in the radius of the bubble with time and so volume is nec-
essarily varying. This requires accurate simuations of volume changes that are
governed by the restoring force of surface tension. Recently, Joshi et al. (2019)
reported some success modeling a bubble collapse using SPH, however they did
not report repeated cycles of oscillations.
• Modeling the impact and evolution of a fluid, gas and vapor is another important
development that should be pursued for accurate models of bubbles in flows,
especially for bubble cavitation in fuel injectors. This work considered only a
fluid and a gas, but in reality the vapor in systems like fuel injectors also plays
a critical role in determining system evolution.
• The work discussed in Chapter 5 on droplet collisions and bubbles in confined
systems confirmed the inability of this model to capture the effects of hydro-
dynamic lubricating layers of gas or fluid between interfaces due to the length
scales involved. It would be worthwhile to investigate a way to incorporate the
effects of lubricating layers even if they cannot be explicitly resolved.
Finally, as with most numerical methods, the model described and used here would
benefit from optimization to facilitate modeling larger systems faster. Implementation
of an adaptive kernel smoothing length and a smarter adapative timestep as well as
modification for execution on different architectures like GPUs would all go a long
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way towards increasing the number of systems capable of being studied with this
model and code base.
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Appendix A
PySPH
PySPH is an open source SPH code that permits front end development in python
and uses a templating scheme to compile code at runtime. Expensive components
are written in Cython and PyOpenCL. PySPH documentation is updated regularly
and can be found at https://pysph.readthedocs.io/en/latest/|.My repository
is at https://bitbucket.org/earai/pysph_earai/. This repo is private as per lab
requirements, however access can be granted to anyone who wants to clone or fork
it. Everything necessary to reproduce simulations and plots (including configuration
files) are version controlled using git and in the repository.
For all the work described in this dissertation, PySPH was used like a python
library, so PySPH is installed into the environment (I followed the suggestion of
PySPH and used a virtual environment). I developed my own code using the base
classes provided by PySPH.
For the code to run on the BU Shared Computing Cluster, environment variables
have to be properly set. A script that sets the necessary variables for PySPH 1.0a5
is located at
/ad/eng/research/eng_research_ryanlab/erin/scripts.
I also built a configuration and logfile routine so that all the information required
to reproduce a simulation was automatically dumped with the simulation data. Ef-
forts will be made to incorporate this infrastructure along with additional physics
and discretization schemes into the PySPH code base.
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A.1 Example PySPH code and run instructions
This example illustrates the steps for running a simulation using a configuration
file. Configuration files are written in yaml (.yml). The BaseConfiguration and
Configuration classes read the yaml file and instantiate appropriate class meth-
ods. To use the configuration file framework simulations must be a subclass of
ConfigurableApplication which is a subclass of the native PySPH class Application.
For example, consider the following input file, input.yml, with contents:
geometry:
radius: 2.
simulation:
kernel: ’wendland’
This file is consumed as a command line argument by some configurable applica-
tion class:
python ExampleApplication.py --config_file /path/to/input.yml.
ExampleApplication.py has the following structure, which is dictated by the Application
class. The following is pseudo code, don’t try to copy-paste it anywhere:
import various modules from PySPH and elsewhere like numpy
import configuration modules ConfigurableApplication, Configuration
class ExampleApplication(ConfigurableApplication):
@classmethod
def _get_configuration_class(cls):
return Configuration
def create_domain(self):
prescribe periodic boundaries, extent of domain
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using native PySPH class DomainManager
return DomainManager
def create_solver(self):
prescribe type of solver, timestepping scheme, kernel,
timestep etc. to PySPH class Solver
use another input file parameter:
kernel = self.configuration.kernel()
return Solver
def create_equations(self):
specify what equations to solve and when
can use your own equations or ones that come with PySPH
return equations
finally, run the application:
ExampleApplication().run()
Data files will be output as either .npz or .html5. A log file (.log), information
file (.info) and the configuration file (input.yml) will also be written in the output
directory. You can reproduce any run using these information files and if necessary
the commit SHA of the run.
A.2 Post processing
PySPH output is generated in .npz or .html5 data files. All my post processing
works on .npz only. Field parameters can be extracted using PySPH tools; the post
processing scripts in the bitbucket repo are essentially just combinations of those
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commands. Plotting was done separately using the matplotlib library. All post
processing related scripts are part of the pysph_earai repository.
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Appendix B
Miscellaneous observations, warnings and
recommendations
Over the course of this work, many numerical requirements and sensitivities were
noticed and accommodated. Some of these are noted in the SPH literature and
some are not. I was not able to study in detail the cause, limits or extents of these
observations, but I offer them here anecdotally so that future SPH users may avoid
wasting time rediscovering these particular items.
B.1 General remarks
SPH does not formally converge. There is always a balance between two error terms,
the smoothing error which goes like O(h2) and the spatial error which goes like O(∆x
h
).
This is acknowledged in the literature, but it is confusing and not well described - I
found Zhu et al. (2015) helpful.
Secondly, there are several different ways to discretize governing equations in
SPH. It is important to make sure that all the terms are discretized in a consistent
way. I reiterate this point not because it isn’t stated in the literature (see Price
(2012), Violeau (2012)) but because this cost me some time initially. Momentum,
particularly angular momentum, is not always perfectly conserved. This depends on
the formulation. You can check to see if a formulation is perfectly conservative by
looking for symmetry; the force of particle j on particle i needs to be the same as
particle i on particle j.
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B.2 Common causes of instability or poor performance
B.2.1 SPH
• Numerical sound speeds: Check to make sure they are adequately large and
also, if the situation is multiphase, that the sound speeds are chosen such that
the pressures indicated by the equation of state are the same. For example, if
using the Tait equation of state:
P =
ρ0c
2
0
γ
((
ρ
ρ0
)1/γ − 1) (B.1)
make sure that
ρ0,1c20,1
γ1
=
ρ0,2c20,2
γ2
. The general guideline throughout the SPH
literature is that the numerical soundspeed should be at least 10 times the
largest velocity you expect to have in your flow, to limit the Mach number.
I found that this guideline was insufficient for the normal mode oscillations
described in Section. In particular, the mode 4 bubble oscillations exhibited
an odd feature that was only smoothed out by increasing the numerical sound
speeds. The larger your numerical sound speeds are, the smaller the timestep
needs to be, so you will always be trying to get away with a lower numerical
sound speed.
• Kernel function: The shape of the kernel function can affect simulation stability.
In particular, certain kernels are more prone to the clumping/pairing instability
(Dehnen & Aly 2012, Swegle et al. 1995) than others.
B.2.2 Pairwise Force
Because of the virial pressure that is generated by the pairwise forces, the equation of
state must be chosen so that the equation of state pressure field is much larger than
the virial pressure field. I found that the Tait equation of state did not work well with
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the pairwise force method, even with a large background pressure specified, and so
for this approach I used the equation of state specified by Tartakovsky & Panchenko
(2016).
B.2.3 PySPH
• Considerations if using periodic boundary conditions:
1. Is the real flag in the Group object set appropriately? The real flag
indicates whether or not to use only ‘real’ (as in explicitly generated
in the create_particles method of the Application class) particles.
real=False is necessary for periodic boundaries for any Group with sources.
2. Are edge particles that will wrap at the boundary being generated on top
of each other? Typically in the direction of periodicity particles should be
initialized from dx/2 to the domain extent.
• Ensure that all equations have appropriately assigned destination and source
domains. Some calculations do not have a source domain.
• Ensure that all necessary properties have been assigned to the fluids being
considered.
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