Obtaining trajectory-related data through crowdsourcing is a useful approach for acquiring and updating information on road networks because these data are easily accessible and up to date. However, it is challenging to ensure the accuracy of shape-and connectivity-related information on road networks when this is extracted from massive amounts of data. To address this challenge, this paper proposes an inertia mutation energy model (IMEM) to extract and mine information on road networks based on crowdsourced trajectories by using features of images of vehicular trajectories to mine the connectivity between roads. The central assumption of the model is that a road segment may have inertial energy to extend to another road segment that decreases in case of the change in direction. Three critical steps are involved in extracting information concerning roads. First, images of the trajectory and corresponding feature images are constructed, and high-quality trajectories are filtered to split the road into several segments. Second, the IMEM is proposed to measure the potential extension of each road segment with the aim of mining connectivity-related information between the given trajectories. Finally, the centerline of the road is obtained using mathematical morphology and a thinning algorithm. The proposed algorithm was tested by using Global Position System trajectories of the Didi Taxi in Wuhan, China, and the results show that it reduced time cost by over 99% compared with vector algorithms proposed in the literature. Moreover, it enhanced the precision of the results of extraction by 10%-20% compared with traditional kernel density evaluation algorithms.
Road networks are a major vehicle for urban development. They form the basis of municipal construction, routing planning, and emergency management. Mapping surveys and remote sensing images are traditional ways to obtain maps of roads [1] , [2] . Mapping surveys require professional staff and mapping equipment that are too complicated for the quick reconstruction of roads, and remote sensing is limited by image processing technology and struggles to implement automated operations. Both these expensive and timeconsuming processes thus fail to meet the demand for the daily update of road networks [3] , [4] . In recent years, volunteer geographic information (VGI) projects have emerged as a popular and effective way to extract information on The associate editor coordinating the review of this manuscript and approving it for publication was Bilal Alatas . road networks [5] , [6] . OpenStreetMap (OSM) is among the most successful open-source mapping programs. However, because it relies heavily on manual work by volunteers, this introduces uncertainties to the quality of data on road networks [7] , [8] .
With the widespread use of global positioning system (GPS)-based tracking devices in public service vehicles, information on road networks can be extracted from large volumes of crowdsourcing data by using the GPS data of vehicles [9] [10] [11] . There are three advantages of using trajectory-related data obtained from the GPS: 1) cheap and accessible data sources. 2) timely and updated tracking information. 3) abundant information (related to traffic conditions, driving behaviors, and points of interest). A series of studies have been carried out based on crowdsourced trajectory-related data to construct road maps. Traditional algorithms to extract road networks can be classed into two VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ categories-vector space-and image space-based algorithms-and have exhibited excellent performance. They usually apply topological relations of trajectory points obtained from GPS data (in vector space) or gray values of trajectory-related images (in image space) to capture the morphology of the road network. The problems in extracting high-quality trajectories and mining potential connectivity between them have been discussed in recent years [12] [13] [14] [15] . In general, when a large number of GPS tracking points are repeatedly recorded on the same road, its morphology is unclear for discontinuous data. In particular at the turning point of the road, determining high-quality trajectories is a daunting problem in the context of extracting road networks. Moreover, the GPS tracking points of public service vehicles do not completely cover urban roads, and may record only location-related information in a specific period. If roads are extracted based only on the given trajectory without mining the potential connectivity between them, the network is incomplete. Therefore, using trajectory-related features to extract accurate trajectories and mine potential connectivity within the road network is important for its reconstruction and update.
To answer the above challenges, the inertia mutation energy model (IMEM) for the extraction of road networks is proposed here that uses trajectory-related data obtained from the GPS. It is based on the traditional kernel density estimation (KDE) algorithm. The IMEM uses trajectoryrelated features of the GPS to determine the skeleton of the road, rather than a binary image or mathematical morphology. The density and direction of the trajectory are the major features used to select high-quality trajectories and connect road segments. For the former, density and direction are used to determine whether the region in a moving window contains complex roads. Dense pixels with a stable direction along complex roads are regarded as high-quality pixels. Consistency in direction is also key to detecting a road segment, and segments with similar directions are connected in the inertia mutation energy model. The remainder of this paper is organized as follows: Section II introduces a review of related work, and Section III outlines the steps of the proposed method to extract road networks. Section IV describes the experiments on trajectoryrelated GPS datasets to assess the proposed method, and Section V summarizes the conclusions of this study and discusses directions for future research.
II. RELATED WORK
Significant advances have been made in algorithms to construct road networks using a large number of GPS trajectories. The relevant methods can be classed into two types: vector space-and image space-based methods. The former can be further divided into four subcategories: point clustering, incremental track insertion, intersection linking, and the geometric topological model. Kernel density estimation is a density-based image space-based method.
Point clustering assumes a set of GPS tracking points as input data. All tracking points have as attributes distance and direction, and such attributes as the similarity criterion to cluster data in different ways (e.g., DBSCAN or K-means). Edelkamp and Schrodl proposed the K-means algorithm to reconstruct road networks using distance measures [16] . Road segments are obtained by clustering the tracking points and connected to a road network [17] , [18] . Furthermore, researchers have proposed progressive densitybased DBSCAN clustering [19] that extracts the centerlines of roads using the robust locally weighted scatterplot smoothing method from point clusters and establishes a topological relationship based on the Hidden Markov Model (HMM) matching algorithm to group all points. In addition, Worrall et al. emphasized the compression of a large number of tracking points [20] , and applied the least squares method to connect point clusters to ensure the reconstruction of road networks using the minimum amount of data. Several other techniques, such as machine learning and fitted polylines, have been used to extract road segments [21] , [22] .
Incremental track insertion uses map matching as the main idea to construct a road network [23] . Algorithms in this category regard the first track as an initial map and incrementally inserts tracks with more detail to refine it [24] , [25] . Cao and Krumm applied a physical model to preprocess traces and simulated physical attraction between GPS traces to clarify the tracking points. These points were then added to the map based on distance and direction [1] . Moreover, AI algorithms have been used to infer road geometry based on high-quality inputs [26] . Ahmed and Wenk employed the Fréchet distance to match the tracks to the map and introduce a theoretical error in the model to construct it [27] .
Intersection linking focuses on the detection of intersections, and is significantly different from the relevant approaches [28] . The main steps are carried out in two phases. In the first, the intersection of the road is identified by estimating such characteristics of the movement of vehicles as speed and direction or the density of the tracking points. In the second step, the intersections are linked with the edge of the road to build a road network. Fathi and Krumn provided a prototype detector trained on a map to detect intersections [29] . Karagiorgou and Pfoser inferred nodes of the intersection by detecting changes in the direction of trace movement [30] . Xie et al. detected intersections based on a cluster of turning tracking points and ensured the geometry of the road segment by aligning the tracks using dynamic time warping (DTW) [31] .
The geometric topological model emphasizes the application of topological relations between GPS tracking points to extract the centerlines and polygons of roads. Such algorithms as Morse theory, the Delaunay triangle, and Voronoi diagram have been widely used to construct geometric topological relations [2] , [32] , [33] .
All the above categories of automated algorithms to identify road networks are executed in vector space. However, KDE derives road maps by first converting GPS tracks into a raster image [34] [35] [36] . The value of each raster image is then determined by counting the KDE of points of the trajectory. Following this, the geometry of the road network is extracted from the raster image based on image processing techniques, such as the global threshold, skeletonization, and vector tools (e.g., ArcScan) [37] [38] [39] . In general, algorithms in vector space can adequately preserve topological relations between GPS tracks to obtain an accurate digital road network, but involve complicated calculations. On the contrary, the KDE algorithm can preserve the skeleton of the road by the aggregation of features of GPS tracking points in each raster pixel, which is simpler and more reliable than focusing only on each tracking point in vector space.
The traditional KDE algorithm does not include the concept of ''high-quality trajectory,'' which means a reliable trajectory. This is usually included while extracting of the skeleton line of the road after data pre-processing. Davies et al. proposed a histogram of track images [34] and binarizing the metric to a Boolean value (is road or not) by a global threshold. Using this, the positions of the centerlines of roads can be computed. Chen et al. used the dilation and closing operations to merge discrete trajectory points to obtain the location of the road by a thinning algorithm [40] . However, these algorithms do not consider the abundance of features in a large number of GPS tracking points, such as those related to direction and density, that can provide valuable information concerning the trajectories. The precision of the skeleton line of the road network can be improved using higher-quality trajectories. KDE algorithms construct the road network by establishing relationships between GPS trajectories, and do not mine potential connectivity information. Therefore, based on the KDE algorithm, we propose an inertia-mutation energy model (IMEM) to extract a high-quality road network and explore potential relationships between road segments to enhance the connectivity of urban roads.
III. STUDY AREA AND DATASET
Wuhan is a city in Hubei province and one of the largest cities in China. As shown in Fig. 1 , it is divided into 13 subdistricts with a total area of 8494 km 2 . Wuhan has an intricate road network that contains overpasses and intersections. The road shown in Fig. 1 is the ground truth obtained by a mapping survey. Rapid changes in road networks have occurred in the city owing to urban constructions. Didi, a car-hailing mobile app (like Uber in the US), is widely used for transportation in the city. It provides a location-based service that records GPS tracking points in real time as a vehicle transports passenger. A dataset of 10,000,000 GPS traces from Didi extracted on June 20, 2018, was used in this study, with the sampling interval ranging from 3 s to 20 s. Each trajectory was composed of multiple tracking points, where each tracking point contained a Didi ID, longitude and latitude information, speed and direction, time, and the horizontal dilution of precision (HOP). Table 1 shows an example of a recording of GPS tracking points. Note that Didi's GPS trajectory-related data were different from those of a regular the taxicab in three ways, as shown in Table 2 . First, the data field for the taxicab's GPS trajectory included passenger status whereas those for Didi did not. Second, the time resolution of the taxicab's GPS trajectory was larger and most of them were concentrated at 40 s. However, the time resolution of most of Didi's GPS trajectory data was lower than 10 s. Moreover, Didi recorded only GPS data when transporting passengers. OpenStreetMap is a platform that provides information on road networks, and was used as reference for Wuhan. A high-resolution remote sensing image from the GF 2 satellite was also used as reference. The spatial resolution of remote sensing images from the GF2 was 2 m.
IV. METHODOLOGY A. OVERALL FRAMEWORK
The main contributions of this study are the proposals of a rule to assess the quality of trajectories of vehicles and an inertia mutation energy model to mine connectivity-related information based on trajectory-related features. A flowchart is shown in Fig. 2 . The proposed consists of the following major steps: 1) GPS Tracking Points Pre-processing. Raw GPS tracking points are subjected to some minor steps: projection transformation and sorting, segmentation (i.e., merging several trajectory records to a continuous trajectory by Car ID and time), noise filtering, and resampling. 2) A Rule to Evaluate High-quality Trajectory. The tracking points in vector space are converted into a trajectory image and generate images for direction and density. Based on features of these images, low-quality pixels in the trajectory image can be filtered out to ensure adequate representation of the skeleton of the road. 3) An Inertia-mutation Energy Model. Road segments are detected in the high-quality trajectory image according to directional consistency. An inertia mutation energy model is proposed to mine connectivity-related information between road segments to connect segments in three minor steps: judge the extensibility of the road segment; determine the inertia of the road segment; and the road segment extension. 4) Trajectory Image Thinning and Vectorization. This step has been studied in other papers [42] [43] [44] , and is thus it and the methods of vectorization are not presented in detail.
B. PRE-PROCESSING GPS TRACKING POINTS
The raw GPS tracking points were recorded in the geographic coordinate system (GCJ-02) defined by the State Bureau of Surveying and Mapping of China. They needed to be converted into projection coordinates (WGS84 World Mercator) to facilitate the measurement of certain attributes (e.g., distance and speed) [45] [46] . To link the tracking points from the same car over a continuous period, they were sorted by Car ID and time. GPS tracking points belonging to the same vehicle may contain multiple orders (each order corresponding to a ride), and are classified into multiple trajectories based on displacement. After these operations, each GPS trajectory can be expressed by the data structure in (1) and (2).
VT is the vehicle's trajectory in this region, N is the total number of trajectories, and T k is the k th trajectory. T k has m tracking points, and each contains the recorded information (Car ID, X and Y coordinates, speed, direction, time and horizontal dilution of precision), as shown in (3):
Trajectory noise refers to abnormal tracking points in the process of GPS data acquisition, and consists of two abnormal scenarios: drift and stagnation. The former indicates that some inaccurate tracking points are generated due to blockage by high-rise buildings or because the vehicle is traveling too quickly, while the latter implies redundant tracking points due to traffic jams and stagnation-inducing states. Both are marked as abnormal nodes, and can be identified by speed and Hdop. When most tracking nodes t k in T k are abnormal, FIGURE 2. Framework of the IMEM to extract the road network. The orange box represents the major step, the blue box represents the minor step, and the green box is the output.
T k must be filtered out. The SNR of T k is used to measure the rate of abnormality of T k , and is defined as in (4):
Trajectory resampling is designed to add tracking points in some region without enough tracking points. It is necessary in the context of this study to make a preliminary judgment concerning the change in direction of each trajectory. At some intersections or turning junctions, the trajectory varies significantly and resampling introduces substantial errors to it. Therefore, only a smooth trajectory should be used for resampling, and the linear interpolation method is used to add tracking points (5) . Note that the coordinates need to be calculated and other attributes added when interpolating a new tracking node (e.g., speed, direction, and Hdop).
HIGH-QUALITY TRAJECTORY
Following pre-processing, a large number of tracking points compose the trajectories, and are converted into a trajectory image. The transformation from vector space to image space aggregates the original trajectory points to some pixels. The attribute of each pixel is represented by the average attribute of all tracking points in this pixel. In this way, the influence of outliers can be reduced. In this process, the corresponding pixels of the tracking points, which belong to the same trajectory, should also be continuous in the trajectory image. The digital differential analyzer (DDA) is the simplest algorithm to draw straight lines in computer graphics [45] . The main idea for it is derived from the line formula ''y = kx + b''. In general, the traditional DDA algorithm emphasizes the rasterization of two discrete vector points (x 1 , y 1 ) and (x 2 , y 2 ). The DDA is used here to connect two discrete image pixels. Moreover, it is necessary to calculate the attributes of the newly filled pixels generated during the execution of the DDA, where these are defined identically to the starting pixel. Finally, the attributes of the trajectory pixels are used to generate the feature images that are separately marked as a density image (DSI), direction image (DEI), speed image (SI), and an Hdop Image (HI).
In this paper, DEI and DRI are used to assess the quality of each pixel in the trajectory image (TI). The rule for evaluating high-quality trajectories is to set a standard. A dense pixel with a stable direction can be regarded as a high-quality trajectory pixel. A dense pixel indicates that a large number of trajectory records are repeatedly in there to avoid random errors (like illegal driving). A pixel with a stable direction means that it is possible for it to be similar to the surrounding pixels, rather than being isolated from them. A moving window to process the trajectory image. L 1 is the length of the moving window, L 2 is its moving step, and L 3 is the length of overlap between two moving processes.
A moving window is used to process the entire trajectory image ( Fig. 3) . L 1 is the length of the moving window, L 2 is its moving step, and L 3 is the length of overlap between two moving processes. L 1 is determined by the structure of the road, such as whether it contains intersections and overpasses, and the scope of the moving window should be as close as possible to complex features of roads. Based on this, L 2 is smaller than L 1 to ensure areas of overlap between moving processes to avoid discontinuities in the trajectory image.
The trajectory image is denser in some complex regions, like intersections covering dense urban main roads. It is difficult to filter out low-quality pixels by setting a low standard. Moreover, in places far from the city, the trajectories are sparse, and too much trajectory-related information is lost by setting a high standard. Therefore, it is important to determine whether the moving window covers a region of complex road region. If the given region is complex, high-quality trajectory extraction operations should be used; otherwise, all trajectory pixels may be included in the moving window. An elaborate region of the road is identified by two conditions in (6) - (9) . First, it should have more than two pairs direction to indicate if multiple roads cross, such as north-south (N 1 ), northeast-southwest (N 2 ), east-west (N 3 ), and northwest-southeast (N 4 ). Second, the pixel number ratio between theses pairs direction should all be close to one, which means that these different pairs of direction have similar densities in the moving window.0.8 is an appropriate threshold to measure whether the pixel number ratio of these pairs' direction is similar. Algorithm1 in the appendix is the pseudocode to determine if the moving window covers a complicated region.
Three main steps are involved in deriving the rule to evaluate high-quality trajectories for a moving window:
1) The density score (DSS) of each pixel is obtained using (10) . dss i,j represents the density of pixel TI i,j , and is the total number of trajectory points in the pixel. dss min and dss max are the least and the densest densities in the given window, respectively. DSS i,j represents the results of the normalization score of the pixels, which ranges from zero to one.
2) The direction score (DES) of each pixel is obtained using (11) . des i,j represents directional stability. It is the total number of eight-neighborhood pixels with a consistent direction to that of pixel TI i,j · des min and des max are the minimum and maximum directional stabilities, respectively, in this window. DES i,j is also normalized, and ranges from zero to one.
3) The quality score (QS) of each pixel is calculated as in (12) , where w dss is the density score and w des is score in terms of directional stability. Their sum is one.
Based on the above, the median quality score of each moving window is a critical value that determines the number of pixels that need to be filtered. The quality scores of pixels in a moving window are sorted, and pixels above the median scores are retained as high-quality trajectory pixels. The pseudocodes of high-quality trajectory image evaluation are shown in Algorithm2 of the appendix.
D. ROAD SEGEMENT DETECTION
The inertia mutation energy model (IMEM) is an approach to mine the potential connectivity of a given road segment. It is designed to determine whether a road segment has potential inertia to extend and explore another road with which to connect. Unlike for the assessment of high-quality trajectories, the IMEM focuses on a road segment rather than individual pixels. The road segment is a partial road with consistent a direction formed by merging several similar trajectory pixels. This process is called road segment detection and is shown in Fig. 2 . Road segment detection relies on the direction of the image. The main idea of this step is to maintain a consistent direction of each road segment. The eight directions of the road segment are shown in Table 3 : north, northeast, northwest, west, east, southwest, southeast, and south. Note that the road segment detected in this study is different from a real road. In practice, a road is more complex, and may have multiple bends or intersections. It is challenging to use only one direction to describe a road in practice. However, a road segment in the IMEM is preferably shorter and simpler in geometry. Region growing is a pixelbased approach to image segmentation that seeks the boundaries between road segments based on discontinuities in their directions. It involves selecting initial seed pixels and examining them for consistency in direction (Table 3) between eight-neighborhood pixels and seed pixels. It then determines whether the neighborhood pixels should be merged into the segment. Pseudocodes of road segment detection are shown in Algorithm 3 of the appendix.
E. INERTIA MUTATION ENERGY MODEL
The purpose of the IMEM is to connect two road segments with potential connectivity relationships. The potential connectivity relationship refers to two road segments of the same road are connected in the real world. A critical issue in this context is to judge the extensibility of the road segment. An extendible road segment is supposed to have extendible boundary pixels. In other words, there is no need to extend a road segment if there are other road segments in its boundary region. The determination of boundary pixels is related to the direction of extension of the road segment. For example, the boundary pixel of a north-south road segment is in minimum or the maximum rows. The boundary pixel of an eastwest road segment is in minimum or the maximum columns. Fig. 4 shows candidate regions of extensible pixel A for extension. The red arrow refers to the direction of extension of A, and P represents the optimal pixel that can be used to extend all candidate regions. A extends to P when no road exists in its candidate regions.
The next step is to measure the inertia of the road segment. In other word, it aims to determining how long the road segment should extend. Each extendible road segment has an initial energy R 0 that is equal to inertia I before it is extended. Typically, a long and straight road has higher inertia, and is more likely to be extended forward. A short and curved road segment has lower inertia for extension because it is challenging to predict how it will vary. Each pixel of a road segment obtained already has a consistent direction, and thus the initial inertia energy I of the road segment is mainly dependent on its length L I . The length of a road segment relates to the direction (DE) of each road segment (13) . However, it is impractical to set too large an initial value of inertia for a road segment in the process of extension. In this study, the log function is used to quantify the inertial energy in (14) . It indicates that the initial inertia tends to be stable with an increase in length L I · w I is the adjustable inertial coefficient to balance inertia and mutation during the period of extension:
Nevertheless, the inertia gradually decays when the road segment mutates while being extended. There are two types of this mutation. One is an unfilled trajectory pixel and the other the pixel of another road segment with a different direction.
The road segment would stop to search for another road segment when the energy decreases to 0. M is defined as the mutation energy that is proportional to the number of mutated pixels L M , and quickly reduces the value of R 0 of the road segment. The log function is used to measure mutation energy in (15) , and w M is the coefficient of mutation. Note that the logarithmic bases of the inertial energy function and mutation energy function are different: One is in the natural base e and the other is inverse of e:
The road segment is extended indefinitely with too large an initial value of inertia or too small a mutation. However, not enough energy is available to find a connectable road segment owing to too small an initial value of inertia or too large a mutation. Therefore, the key to the IMEM is to balance inertia and mutation to ensure that the extendible road segment has enough inertia before finding connectable road segments. In Fig. 5 , the tendency of an extensible segment in the IMEM is shown. L I is the length of the road segment and L M is the number of mutated pixels. The road segment only has the inertia before to extend, and it would continue to look for other segments until the energy decays to 0. 6 shows the process of extension in the IMEM. The green road segment is the northwest-southeast road segment and BP is its boundary pixel. Pixels marked in yellow are candidate pixels in each step and PP is the optimal pixel among them. The direction value of each pixel in the road segment is marked in this Figure. The green road segment is extended until its energy decreases to zero. Each process is shown in Figs. 6a to 6d . When a segment encounters another marked in blue with a direction consistent with its own, they connect as shown in Fig. 6e . Pseudocodes of the IMEM are shown in Algorithm 7 of the appendix.
F. POST-PRECESSING AND EVALUATIONS
Mathematical morphology is applied to the voided pixels and isolated pixels are remove from the trajectory image before the thinning and vectorization operations. Mathematical morphology is a technique for image processing based on lattice theory and topology, and features the operations of dilation, erosion, opening, and closing [46] , [47] . Opening is a dilation operation of the image that structures its elements with the aim of eliminating noise or holes in the image [48] . The purpose of the thinning algorithm is to use single pixels to represent the road network for vectorization. The image-based thinning algorithm can be classed into two categories: iterative and non-iterative thinning [48] , [49] . Iterative thinning is applied to pixel operations, and has two further types: sequential and parallel [50] . The non-iterative thinning algorithm emphasizes the examination of individual pixels, including medial axis transforms and line following [51] . In this study, the tools for thinning and vectorization in ArcGIS were used to post-process the trajectory image to obtain a centerline of the road.
The road network information updated every day. It is difficult to use a standard to evaluate the performance of the road network extraction algorithm. The buffer matching method proposed by Goodchild and Hunter [52] was used to measure the accuracy of the road network thus extracted. The dataset consisting of the ground truth was provided by the mapping survey, as shown in Fig. 1 . Three indices were applied to evaluate the performance [53] : precision (P), recall (R), and the F-measure (F). They are defined as in (16), (17) , and (18) . matched represents overlapping buffers of the extracted roads as compared with the ground truth, and spurious represent non-overlapping buffers of extracted roads compared with the ground truth. empty refers to missing road buffers in the extracted roads that were present in the ground truth. The extracted roads were considered to be close to the ground truth when all three indices were close to one:
As mentioned in the description of the data pre-processing, stagnation and drift are two kinds of abnormal states that can occur as a trajectory is recorded. In past research, a speed limit of 120 km/h has been used to screen GPS tracking points [2] , [22] . However, the study area here mainly covered urban and suburban regions. According to the speed limit regulations in China, the limit on urban and suburban roads was 80 km/h. Thus, the standard of drift point t k was set for speeds exceeding 80 km/h. However, the stagnation point was recorded in cases of parking or traffic jams, with a displacement nearly equal to 0 km/h. Moreover, the SNR of T k to remove noisy trajectories was 50%. In the process of trajectory resampling, 45 • was used as the threshold of changes in direction to measure the smoothness of the road. On this basis, 10,000,000 GPS trajectory records from Didi Taxi in Wuhan were filtered and merged to 63,000 trajectories in the experiments. The raw GPS tracking points in Wuhan are marked in red in Fig. 7a , and Fig. 7b shows the trajectory image consisting of 6434 × 8359 pixels with a spatial resolution of 5 m after data pre-processing. The feature images of trajectories obtained after data preprocessing included the DSI, DEI, SI, and Hdop images (HI). Four representative road segments are shown in Fig. 8 , which covers several shapes such as crossroads, overpasses, and straight roads. The density and direction were highly correlated with the road skeletons. A dense trajectory pixel was able to better express the shape of the road, and the direction was used to distinguish between upstream and downstream of the road network, where this form the basis of the rule of high-quality trajectory extraction. However, the SI and HI had no apparent relationship with road skeletons.
As shown in Fig. 9 , the moving window was applied to select high-quality pixels in complex regions. L 1 and L 2 were set to 500 m and 250 m in this study, and L 3 was the difference between them. Too small a value of L 1 indicates that some high-quality trajectory pixels might have been mistakenly removed owing to limited regions, and a large L 1 indicates that some low-quality trajectory pixels might have been retained for lower threshold scores. Moreover, the moving step L 2 affects the time cost, where a smaller moving step increases the time cost of the algorithm.
The original trajectory image, scoring image, and highquality image were compared. High-quality pixels in these regions adequately preserved the road skeletons, especially for intricate circular roads. Note that some missing paths persisted in the high-quality trajectory image because of the setting of the median score in each moving window. If the standard score was too high, more trajectory pixels were removed. When it was too low, some low-quality trajectory pixels were retained. The median score was an appropriate threshold to distinguish high-quality from low-quality trajectories, as shown in Fig. 9 . Although some were still paths missing in the high-quality trajectory images, as shown in in Fig. 9 , it was better able to preserve the road skeleton on the whole. However, pixels in a simple road region are not supposed to be filtered out, and all of them should be kept to express the shape of the road. The high-quality trajectory image was split into several short road segments in a consistent direction, and each was randomly filled with different colors, as shown in Fig. 10a . Partial road segments of the high-quality trajectory images are used here as an example. The figure shows that a parallel road network was divided into multiple road segments, and each had only one consistent direction of extension. The extendible pixels of each road segment are marked in red. The IMEM focuses on straight roads because curve roads do not have enough inertial energy to be extended. The green lines in Fig. 10b represent new roads generated by the IMEM that improve connectivity-related information of the road network. Although some shorter road segments could not be connected owing to small inertial energies, it is clear that the overall connectivity of this partial road network improved. Finally, the centerlines of roads were obtained through the post-processing methods.
B. MODEL EVLUATION
The partial results of the polygons of road boundary and centerlines of roads were obtained by the IMEM and are shown in Fig. 11 . The boundary polygons are shown in Figs. 11a-11c , and the centerlines of roads extracted by the thinning operations and vectorization are shown in Figs. 11d-11f . The boundary polygons and centerlines of the roads both retained the basic geometry outlines of the urban roads in complex regions, and coincided with roads obtained through OSM and high-resolution remote sensing images. A and B are two representative urban road regions in Figs. 11a and 11d . A is a circular overpass with a complex topology and B a different hierarchy of road networks. The boundary polygons of the roads in region A maintained the profile of the complex overpass with good connectivity (Fig. 11b) , whereas the centerlines were inevitably distorted to express the geometric features of the road. The accuracy of centerlines of the roads was more dependent on the performance of the thinning algorithm, which is not the focus of this work. In addition, the width of the boundary polygons of the roads was consistent with those obtained in the remote sensing images (Fig. 11c) , thus preserving the relationship between branch roads and the main road. The IMEM is designed to improve connectivity across the entire road network. Quantitative evaluations of the centerlines of roads before and after the application of the IMEM were conducted using a 10m matching distance threshold, as shown in Table 4 . The accuracy of the centerlines of roads extracted after the application of the IMEM improved by 5% compared that before its application. Moreover, the total length of the centerlines of roads following the application of the IMEM increased by 50,000 meters, which means that it added connectivity-related information to the process of road network extraction. Significantly, the connectivityrelated information added by the IMEM was closely related to the adjustable parameters w I and w M , and is used to balance inertia and mutation during the period of extension. In this study, the ratio of these two parameters was adjusted through multiple experiments. If w I was too large, it caused incorrect connections of certain extensible road segments and reduced the overall accuracy of the road networks obtained. A ratio of 100:1 for w I to w M was used. 
C. MODEL COMPARISON
The incremental track insertion method (ITIM) and KDE traditional algorithms used to extract the centerlines of roads based on vehicular trajectories. The ITIM emphasizes matching tracks in a vector space while the KDE carries out road network extraction in image space. According to Ref. [24] , the algorithms designed in Java, Python, and MATLAB are available on http://www.mapconstruction.org/. In Fig. 12 , the centerlines of the roads of three algorithms are compared with the road obtained using the OSM. A complex overpass (region C) and a partial hierarchy of road networks (region D) are used as examples.
The centerlines of roads obtained by the ITIM contained more redundancies than those extracted by the IMEM and KDE in Figs. 12a-12c . In particular at the overpass (region C), it was challenging to accurately represent the actual shape of the road network, as shown in Fig. 12d . The overall results of the centerlines of roads mined by the KDE and IMEM were similar in region D, but the IMEM was more accurate on the road overpass ( Figs. 12f and 12e ), which indicates that high-quality trajectories have a positive influence on the morphological expression of road networks. However, the road network of the IMEM lost more paths due to errors than the KDE, as shown in Fig. 12h . When screening high-quality trajectories, some information on the road network was incorrectly removed because of uncertainty in the detection of complex regions. This problem is discussed in detail in the ''Discussion and Conclusions'' section.
The evaluations of the three methods are shown in Fig. 13 . With a matching distance threshold of 5 m, the precision (p), recall (R), and F-measure (F) of the IMEM were all slightly higher than those of the other algorithms. However, when the threshold was increased to above 5 m, the precision of the IMEM was 10% to 20% higher than those of the other two algorithms, its recall was lower than that of ITIM but slightly higher than that of KDE, and its F-measure was 5% to 10% higher than those of the other two algorithms. Although the R of the ITIM was higher than that of IMEM at smaller matching distance thresholds, this does not show that it outperformed the proposed method. The ITIM generated more redundant roads than the IMEM, as shown in Fig. 13d , and thus, introduced large redundancies to the road network to form several larger buffers in the quantitative evaluation. The R of the ITIM was higher than the ground truth. On the whole, the IMEM outperformed the ITIM and KDE.
Time cost is another important factor to consider for algorithmic application. Some high-performance hardware devices can implement complex algorithms quickly. However, the trajectory-related data are updated every day, and it is a challenge to quickly reconstruct a road network from a massive amount of data. Python was used to implement the IMEM in this study, and it took two hours to process 10,000,000 raw vehicular trajectory recordings. The time cost of the KDE is similar to that of the IMEM. However, the ITIM took 11 days to extract road networks from the same number of trajectory recordings. Thus, the time cost of the IMEM was 99% lower than that of the ITIM. Thus, the IMEM exhibited better performance than the other methods in terms of accuracy and time cost, and thus is more suitable for the mining of massive amounts of trajectory-related data.
The application of machine learning to a high-resolution remote sensing image is a way to extract the road network. The convolutional neural network (CNN) can be used to extract hierarchical contextual image features and determine regions of the road. It is a popular approach in deep learning networks [54] [55] [56] . Mnih proposed a convolutional neural network for aerial images [57] . Open-access aerial images of the Massachusetts Roads Dataset are freely available at http://academictorrents.com/details/3b17f08ed5027ea24db0 4f460b7894d913f86c21, and are organized as a training set, a validation set, and a test set. The available Python code of the U-Net segmentation architecture developed by Mnih et al. is available on GitHub https://github.com/akshaybhatia10/ RoadNetworkExtraction-MoveHack#references. This algorithm achieved a masking accuracy of 95% on the test set. Fig. 14a shows the performance of the CNN used on the Massachusetts Roads Dataset. We used the same algorithm and dataset on roads in Wuhan. Fig. 14b shows the experimental area of GF2 in Wuhan, Fig. 14c shows the region of road detected by the CNN, and Fig. 14d shows the road network extracted using the IMEM. The values of kappa in Fig. 14c was only 0.03 but above 0.5 in Fig. 14d . It is clear that the road network obtained using the proposed algorithm was better than that obtained through the CNN. Although the CNN performed well on the Massachusetts Roads Dataset, it lacked portability and depended on the quality of the dataset and the training parameters.
D. SENSITIVITY ANALYSIS
The IMEM uses a large number of GPS tracking points. The time complexity of the algorithm is analyzed in Table 5 . M is the total number of original GPS tracking points, M is the total number of GPS tracking points after noise filtering. R is the number of rows of the trajectory image, and C is its number of columns. L 1 is the length of the moving window, and S is the total number of road segments after detection. The thinning and vectorization tools in ArcGIS were used to process the trajectory image to obtain a centerline of the road, and thus the time complexity of step 4 is not discussed. It is evident that the algorithm showed a linear relation in terms of time complexity, closely related to the total number of GPS tracking points and spatial resolution of the trajectory image.
The number of GPS tracking points and spatial resolution of the trajectory images were used to assess the sensitivity of the IMEM in terms of time cost and accuracy. As shown in Figs. 15a and 15b , the IMEM was applied using different numbers of GPS tracking points at a 5-m resolution of the trajectory image. The time cost of the model grew linearly with an increase in the number of GPS tracking points. Its accuracy with a 10-m matching distance threshold increased with the number of GPS tracking points increased, as evidenced by its precision, recall, and F-measure. However, the IMEM ensured good performance with different amounts of data. For example, with 50,000,000 GPS tracking points, the IMEM completed the calculation within 10 hours. With the 1,000,000 GPS tracking points, it obtained an accuracy higher than 50%. In Figs. 15c and 15d , the spatial resolution of the trajectory image is shown to have an impact on time cost and accuracy. With 10,000,000 GPS tracking points, both the time cost and accuracy increased at higher spatial resolutions. Five meters is thus the optimal spatial resolution for the IMEM.
VI. DISCUSSION AND CONCLUSION
Mapping surveys, high-spatial-resolution remote sensing images, and crowdsourced trajectories are three main ways to construct road networks. Mapping surveys rely on manual work, and remain the main source of data for constructing high-precision road network. Remote sensing images are conveniently available to extract such networks but have some limitations. First, they are limited in bad weather, such as that featuring fog and clouds. The shadows of buildings and trees also increase the difficult of recognizing roads in these images. Second, remote sensing images cannot be updated regularly enough for this purpose, and a long return period is needed to acquire updated information on such network for the same area. Third, remote sensing images require expensive devices and complex pre-processing, such as geometric calibration and radiometric calibration.
Crowdsourcing trajectory-related data to acquire road networks has many advantages. First, crowdsourced trajectories can be updated every day, and it thus becomes possible to detect daily changes in roads. For example, daily information about roadblocks can be mined from crowdsourced data. Second, crowdsourced trajectories are easily accessible. GPS traces are a low-cost source of data that are widely used in public service vehicles. Each vehicle acts as a sensor to detect changes in the road network. Third, crowdsourced trajectories have a wide source. Vehicles, including taxicabs, buses, private cars, and electric cars, have multi-level information concerning the road network, and even pedestrians can help in this regard.
The IMEM was proposed here to extract road networks from a large number of crowdsourced vehicular trajectoryrelated data. The data used as input to the model were GPS data from Didi Taxi in Wuhan, China. The main contributions of this study are as follows:
First, a complete framework of the IMEM was presented, including the steps of data pre-processing, high-quality trajectory selection, and road segment detection and connection.
The aim was to solve the problem of high-quality trajectory extraction based on density and direction, define the energy of each extensible road segment, and enhance the connectivity of the road network.
Second, the results of the application of the IMEM were evaluated by qualitative and quantitative methods. It exhibited good performance, yielding a more accurate morphology of the road network, and delivering higher precision and lower time cost than two traditional algorithms.
Although the IMEM can extract road networks, some aspects of it can be improved further. First, its detection of complex regions in the trajectory image is imperfect. It can capture most urban intersections, overpasses, and other complex regions by analyzing changes in the directions of the trajectory pixels in each moving window, but still erroneously detected regions and missed a few due to the uncertainty of the threshold. Second, the balance between inertia and mutation energy in the model is a crucial issue, but suitable values for adjustable inertia and coefficients of mutation depend on experience. Therefore, we intend to use an adaptive method to determine the coefficients in the IMEM in future work. Third, the accuracy of the centerlines of roads obtained by the IMEM still relies on the thinning algorithm, and multi-lane road network detection is a weakness of this model. In sum, this model is mainly applicable to the reconstruction of road networks at a coarse scale over a short time, such as for the detection of new roads and updates on obstructed roads, but is not suitable for road network extraction for multiple lanes. Hence, in future work, we will attempt to improve this model and make it more adaptable.
