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Abstract: In neuroscience, there is considerable current interest in investigating the connections between different parts of the brain. 
EEG is one modality for examining brain function, with advantages such as high temporal resolution and low cost. Many measures of 
connectivity have been proposed, but which is the best measure to use? In this paper, we address part of this question: which measure 
is best able to detect connections that do exist, in the challenging situation of non-stationary and noisy data from nonlinear systems, 
like EEG. This requires knowledge of the true relationship between signals, hence we compare 26 measures of functional connectivity 
on simulated data (unidirectionally coupled Hénon maps, and simulated EEG). To determine whether synchrony is detected, surrogate 
data were generated and analysed, and a threshold determined from the surrogate ensemble. No measure performed best in all tested 
situations. The correlation and coherence measures performed best on stationary data with many samples. S-estimator, correntropy, 
mean-phase coherence (Hilbert), mutual information (kernel), nonlinear interdependence (S) and nonlinear interdependence (N) 
performed most reliably on non-stationary data with small to medium window sizes. Of these, correlation and S-estimator have 
execution times that scale slower with the number of channels and the number of samples. 
Keywords— Connectivity, EEG, biomedical signal processing, nonstationarity. 
Highlights: 
• Extensive comparative study of 26 functional connectivity measures for EEG 
• Measures compared on simulated noisy and nonstationary data 
• Surrogates used to determine threshold for significant connectivity 
• 8 measures performed well, choice of best depends on the particular situation 
• Correlation coefficient and S-estimator measures performed best overall 
1 INTRODUCTION 
Synchronisation is a basic phenomenon which occurs in nearly all sciences. This phenomenon was first reported in the 17th 
century by Christiaan Huygens on his observation of the synchronisation of two pendulum clocks [1]. “In the classical sense, 
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synchronisation means adjustment of frequencies of periodic self-sustained oscillators due to weak interaction” [2]. The concept 
of synchronisation has been generalised to the case of chaotic oscillatory systems with irregular behaviour. The study of 
synchronisation between signals from such systems has been a topic of increasing interest, and has found applications in areas 
such as laser dynamics, solid state physics, electronics, biology, medicine, communication and even economics. There has been 
wide-ranging research aimed at detecting underlying relationships (which may be nonlinear and/or nonstationary) in multi-output 
dynamic systems, to give useful insight into their spatio-temporal organisation [3]. 
Synchronisation can manifest itself in different ways, hence a large variety of measures have been proposed to quantify 
synchronisation between signals. Synchronisation can occur due to one source driving another, and in such situations there is a 
direction to the relationship. Functional connectivity measures are symmetric and so cannot detect a direction in a relationship. 
Effective connectivity measures are not symmetric, and do detect a direction. There are several publications that compare many 
measures that include both synchronisation (i.e. functional) measures and connectivity (i.e. effective) measures [4, 5]. Some of 
the measures they include are directed by definition. Others are based on synchronisation (nondirected) measures, but they are 
adapted to provide directional information as well. Comparing these measures is in principle possible, but we argue has 
significant difficulties. For example, we can generate data from a simulated system with directed connections, and compare the 
detected connections from a directed measure to the truth. But for a non-directed measure, we have only a single connection 
between two signals, so we either compare to both the directed connections or to the combination of them. In the first case, the 
non-directed measure can never detect the truth unless the connection is bidirectional, and in the second case the non-directed 
measure has half the comparisons of the directed measure. Hence neither comparison is clearly fair, and so in this paper we 
restrict our comparison to non-directed measures, i.e. functional connectivity measures. Similarly, there are difficulties 
comparing measures in terms of false positives, i.e. identifying connections that are not real. If signal 1 and signal 2 are tightly 
synchronised, and signal 2 and signal 3 are tightly synchronised, then it is reasonable to expect signal 1 and signal 3 to be 
synchronised. In other words, simple functional connectivity measures should be expected to find both direct (1 → 2 and 2 → 3) 
and indirect (1 → 3) connections. More complex partial or conditional measures, on the other hand, are expected to be able to 
discriminate between direct and indirect connections. Hence we also restrict our comparison to the detection of real connections 
using functional connectivity measures that are not partial or conditional. 
An important synchrony application is brain connectivity analysis, using recordings of brain electrical activity 
(electroencephalography or EEG). EEG is fundamentally a nonstationary signal due to the time-varying nature of brain activity. 
The recorded EEG signals are typically examined in the frequency range between 0 and 100 Hz. Most of the signal’s energy is 
distributed between 0.5 and 60 Hz and its amplitude is typically between 2 and 100 V [6]. Therefore, EEG signals overlap in 
one or both of amplitude and frequency with many other biological signals and external noises. Therefore a good synchronisation 
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measure for EEG should be insensitive to noise, including non-brain signals, as well as be able to detect both linear and 
nonlinear relationships and nonstationary relationships between signals. 
In this paper we consider functional connectivity measures based on correlation, event synchronisation, phase synchrony, 
information theory and state space. All measures are normalised by definition to the range 0 to 1. Our goal is to compare many of 
the most widely used or most promising measures for the detection of synchronisation between signals with characteristics 
similar to EEG data. Some publications use real EEG for the comparison of measures [4]. The difficulty with using EEG is that 
we do not know when a measure is giving the “right” answer. We claim that there is merit in comparing measures on simulated 
data where the true connections are known, rather than on real EEG data where our understanding is imperfect. Hence for this 
comparison, we generated synthetic data where we know the true relationship between the signals. First we used a well-
understood nonlinear system (coupled Hénon maps), followed by simulated EEG. The focus here is on reliably detecting 
synchrony, and not on the additional difficulty of avoiding detecting synchrony that is not present, perhaps due to indirect 
linkages between channels. This paper is organised as follows. In section 2, we detail each studied synchronisation measure, 
arranged by family. In section 3, we describe the simulated data and the statistical approach to identifying significant 
connectivity. In section 4 we apply the measures to simulated data, looking for their ability to detect increasing coupling 
strength, nonstationary coupling and addressing the influence of noise. Finally in section 5, we discuss the results and present our 
conclusions. 
2 Synchronisation measures  
In this section, we detail the synchronisation measures used in this study, arranged in groups of measures that are conceptually 
related. 
2.1 Correlation coefficient and related measures 
Correlation, coherence and related measures have been widely used in the literature to estimate synchronisation in both the time 
and frequency domains. 
2.1.1 Correlation coefficient 
The correlation coefficient is one of the most well-known linear synchrony measures. It quantifies the linear correlation between 
two discrete-time signals  and  and is defined as [6]: 
 = 1
 − ̅ − 

  
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where 
 is the length the signals, ̅ and   are the mean and standard deviation of the signal ; and similarly for . If the 
two signals  and  are not linearly correlated (no synchrony),  will be close to zero. When signals are identical 
(maximal synchrony), then	 = 1. 
2.1.2 Coherence  
Linear correlations can also be computed in the frequency domain by means of the cross spectrum: 
 = ∗ 
where .  is the expectation operator,  is the (discrete) Fourier transform of , the asterisk indicates complex 
conjugation, and 	 is frequency. In practice, a finite number of samples will give a noisy estimate of (cross- and auto-) spectra. 
To reduce the noise, signals are segmented into equal length pieces, and the spectra of each segment is averaged [7, 8]. 
The coherence function  	is the square of the cross spectrum, normalised by the (auto-)spectra of the two signals [6]: 
  = !!" 
This measure is particularly useful when the correlation between signals is limited to a particular frequency band [9].  
2.1.3 Correntropy coefficient 
The correntropy coefficient is an extension of the correlation coefficient which is sensitive to a higher-order statistical and/or 
nonlinear relationship between the signals. Just as correlation is a normalisation of covariance, the correntropy coefficient # for 
signals  and  is a normalisation of a generalisation of covariance known as centred cross-correntropy $,   [10]: 
$,  = 1
&'(, () − 1
"&'(, *)

+,,

+  
where 
 is the number of samples,  and &∙ is a symmetric positive-definite kernel function  e.g. Gaussian, sigmoidal, or 
polynomial kernel [11]. The correntropy coefficient is therefore: 
# = $, .$, .$,  
The kernel has a significant effect on the result, and so must be chosen carefully. In this paper we use the Gaussian 
kernel:	&,  = 	 /01023 343⁄√"78 . For this kernel, the choice of kernel width  is critical. The recommended approach is 
Silverman’s rule of thumb [12]:   = 0.9;
< =⁄ , where ; is the smaller value of the standard deviation of the data and the data 
interquartile range scaled by 1.34, and 
 is the number of data samples. 
2.1.4 Coh-entropy coefficient  
The coh-entropy coefficient can be approximately interpreted as an adaption of correntropy to the frequency domain, or as a non-
linear extension of the coherence function. Coh-entropy #  is given by [4]: 
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# = 〈&', )〉&0  
where 〈∙〉 stands for average over the segments,  and  are the Fourier transforms of segments of the signals  and 
 respectively, and &∙ is a kernel function. Following the literature, e.g. [10], in this paper we use a Gaussian kernel with 
Silverman’s rule. As our calculations of coh-entropy coefficient normalises both signals  and  by mean and standard 
deviation before evaluating	#, Silverman’s rule determines the width to be	 = 0.4. 
2.1.5 Wav-entropy coefficient  
It has been demonstrated that the wavelet transform is an effective and handy tool for EEG analysis [13]. Hence correntropy has 
also been extended to the time-frequency domain by substituting the wavelet transforms ABC, D and ABC, D for the signals 
 and  respectively in the definition of correntropy, yielding the wav-entropy coefficient	A#. The (continuous) 
wavelet transform of E is given by [13, 14]: 
ABC, D = ;BFG∗ HE − DC I EJE 
where G∗E indicates the complex conjugation of the mother wavelet GE, D is the wavelet translation parameter, and C is the 
wavelet scaling factor. Values of scale C can be mapped to frequency, viz	 = 1 C⁄ . In this paper, we use the complex Morlet 
wavelet, as given in [14]: 
GE = K<L3 "8M3N K"7+OPL.2RL"  
where L  represents the bandwidth parameter and S the central frequency of the wavelet. Following [14], we set the 
wavenumber TS = 2RSL = 6. 
2.2 Event synchronisation 
Event synchronisation is based on the relative timings of predefined events extracted from signals. These events can be any 
repetitive feature, e.g. spikes in single-neuron recordings, epileptiform spikes in EEG, zero-crossings, local extrema.  To perform 
event synchronisation, one needs to process the input signals  and  to indicator signals K and K, whose values 
are zero everywhere except when an event occurs, where the value of the indicator signal is one. The event could be the 
occurrence of a local maximum (a peak), or local minimum (a trough), or zero crossing (positive-going or negative-going, or 
both).  
Local maxima and minima [15]: The signal  has local maxima and local minima if  >  ± 1 and  <  ±
1 respectively. These can be identified from the signal Y defined as: 
Y 	= 	sgn −  − 1 + sgn −  + 1 
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where sgn∙ denotes the signum function. Y = −2 for local minima, Y = 2 for local maxima, and zero otherwise. We 
can form an indicator signal for a local maximum as: 
K^ _` = 1 + sgnY − 2 
and similarly an indicator signal for a local minimum is: 
K^ ab = 1 − sgnY + 2 
Zero crossings: The signal  has a positive-going zero crossing if  < 0 and  + 1 > 0. These can be identified from 
the signal c defined as: 
c = sgn − sgn − 1 
c = +2 for positive-going zero crossings, c = −2 for negative-going zero crossings, and ±1 or zero otherwise. Hence 
an indicator signal for positive-going zero crossings is: 
Kde = 1 + sgnc − 2 
And similarly for a negative-going zero crossings: 
K<e = 1 − sgnc + 2 
or for any zero-crossing: 
Ke = 2 + sgnc − 2 − sgnc + 2 
Measuring event synchronisation [15, 16]: Given two indicator signals K and K, we measure event synchronisation by 
counting how often an event in one signal is preceded by an event in the other signal within a specified time D. The count can be 
computed as: 
f| = K&K& − Jfh

i  
Event synchronisation is then calculated from this count and it symmetric counterpart 	f|	: 
jY = f| + f|2.  
where  and  are the total number of events in the signals  and , ie 
 = K&i  
In this study, these events used will be local maxima, local minima, and zero crossings. 
2.3 Phase Synchrony 
In some cases, the phase of two signals are related even when their amplitudes are independent. Phase synchrony measures were 
specifically formulated to estimate any phase relationship between signals independent of their amplitude. To calculate phase 
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synchrony, one first needs to extract the instantaneous phase of signals. The two methods commonly used in the literature use the 
Hilbert transform [17] or the wavelet transform [18]. The Hilbert transform can be written as a convolution: 
kE = 1RE ∗ E 
It calculates the imaginary component of the analytic signal lE: 
lE = E + (kE 
Finally, mnE, the instantaneous phase of the signal, is given by: 
mnE = argE + (kE = arctanHkEEI 
For narrowband signals, this formulation using the Hilbert transform can work well. For broadband signals, like EEG, it is 
recommended that a bandpass filter is used to select the frequency band of interest before calculating the Hilbert transform [19]. 
Another well-known phase extraction approach uses the wavelet phase transform of signal. In this case, the phase is extracted 
from the convolution of the signal with a wavelet function GE [20]: 
E = F GDE − DJDs<s  
and the phase calculated as before: mtE = argE. Both of these quantities depend on the chosen wavelet, which is 
traditionally a complex Morlet wavelet, used here with wavenumber TS = 2RSL = 6 as before. Unlike the Hilbert transform, 
the wavelet transform is effectively a bandpass filter, so it works for both narrowband and broadband signals [21]. 
Alternatively, phase can be extracted from a signal using the previously defined events approach. Suppose	Ei are a sequence of 
times where a certain event appears once per cycle, then the phase can be defined as:	m'E,) = 2R* − 1. Effectively, the phase 
is defined at the times of the events’ occurrences and interpolated linearly in between. The phase estimate is then a uniform 
sampling of this waveform, at the same sampling rate as the original signal [15]. 
2.3.1  Mean phase coherence 
Let mE and mE be the extracted phase from signals E and E respectively, via one of the techniques described above. 
Then, the , u phase difference of the signals, where  and u are integers, can be defined as [1, 22]: 
ΔmE = mE − umE 
If the ,u phase difference of the signals remains bounded, then the signals are said to be :u synchronised. In the most 
cases, only u =  = 1 is considered [7]. The mean phase coherence, also known as phase synchronisation index,	x is given by 
[1, 7, 23, 24]: 
x = 〈K<+yzL〉 = .〈cosΔmE〉" + 〈sinΔmE〉" 
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where the angle brackets represents an average over time. The mean phase coherence will be zero if the phases are not 
synchronised and will be one for a constant phase difference. 
2.3.2 Phase coherence value 
It is also possible to define phase synchronisation from the Shannon entropy of the distribution of phase difference. The phase 
coherence value }j is defined as [22, 25, 26]: 
}j	 = 	 Y^_` − YY^_`  
where Y = −∑ ii  and Yl = ln	
 is the maximal entropy, where 
 is the number of bins in the histogram of the 
phase difference, and i is the relative frequency of phase differences in the	&L bin. The standard approach to estimating the 
number of bins is N=…., where M is the number of samples is 
 = K0.626 + 0.4 − 1, where 	is the number of 
samples [27]. }j	ranges from }j = 0, corresponding to a uniform distribution of phase differences (no synchronisation), to 
}j = 1,  corresponding to a Dirac-like distribution of phase differences (constant phase difference or maximal 
synchronisation). 
2.3.3 Conditional probability based phase synchrony 
Suppose that two phases mEi and mEi are extracted from signals E and	E, and the phases are quantised into  bins 
on the ranges 0, 2R and 0,u2R respectively. The phase synchrony index based on conditional probability is defined as [22, 
26]: 
 = 1||


 = 1  K+z1Li∈
 
where   is the set of all time indices such that mE belongs to bin	, and  is the number of indices in the set. In other words, 
 is the average of the unit vectors of the phase of E for those times when the unit vectors of E point in approximately the 
same direction. It will have a magnitude of one when the phase relationship is consistent, and a small magnitude when the phase 
relationship is random.  is the average across the bins, and hence approaches 1 when the phase relationship is consistent, and 
tends to zero when the phase relationship is random. 
2.4 Information-Theoretic Measures 
The information-theoretic measures analyse information flow between two systems or between constituent subsystems of a 
complex system. These methods do not explicitly model the underlying interaction, and hence do not make any assumption about 
the underlying system [28, 29]. 
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In this section, we provide a detailed overview of two groups of information-theoretic approaches for measuring 
interdependencies between signals: similarity measures, based on mutual information; and dissimilarity measures, that quantify 
the information divergence between two signals. As these measures estimate a dissimilarity, their minimum corresponds to 
maximum similarity. Hence, following [30], we have normalised and inverted these measures so that zero corresponds to no 
synchrony and one corresponds to maximum synchrony. 
We first introduce the concept of entropy which measures the uncertainty of a discrete random variable. Let	 and	 be random 
variables with probability density functions  = } =  and	 = } = , then the Shannon entropy	 measures 
the average amount of information gained from and observation of	. It is defined as: 
 = −log  
Similarly, the joint entropy ,  is: 
,  = −, log,   
where ,  = } = ,  =  is the joint probability of these values occurring together. 
Finally, the conditional entropy | of  given  is defined using the conditional probability	| = } = | = 	as: 
| = −, log'|)  
The joint entropy can be expressed in terms of the conditional entropy and the Shannon entropy as	,  = | + . 
Mutual information ;  quantifies the amount of shared information between  and  [31]: 
;  =, log H , I  
Mutual information can be equivalently expressed as 
;  =  − | =  − | =  +  − ,  = ,  − | − | 
Mutual information is not normalised, so to use it as a measure of synchronisation we need to normalise it. Several 
normalisations have been proposed, including 
 by Lancichinetti et al. in [32]: 

 = 1 − 12| + |  
and the normalised mutual information 
 by Fred and Jain in [33]: 

 = 2;  +  
In this paper we use	
. 
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Mutual information is traditionally calculated from estimates of the joint, marginal and/or conditional probability density 
functions of one or more signals. The density estimation can be done simply using a histogram, or with a more advanced 
technique such as kernel density estimation [34]. Maximum likelihood mutual information does not estimate several densities 
individually, but instead estimates the required ratio of densities directly, thereby avoiding the potential for magnifying 
estimation errors when dividing.  We also examine new approaches to estimate mutual information directly from samples using 
k-nearest-neighbour (kNN) based estimators [35]. 
Another alternative is to substitute the probability density function with a time-frequency distribution (TFD). With an 
appropriate choice of kernel function, the TFD can have the desirable properties of preserving energy and the marginal 
distributions. If a spectrogram is used, then the TFD is also non-negative, which is necessary for calculating information 
theoretic measures [29, 36]. 
2.4.1 Mutual information using histograms 
The histogram is the oldest and the most straightforward approach for estimating probability density functions. This method 
involves in partitioning the samples into  bins +  of finite size. Then PDF can be estimated by counting the number of samples 
falling into each bin +, and dividing each by the total number of samples. Assume we have random variable	, and the number 
of samples falling into the (L bin of		 is	+, then the histogram approximation of the density is: 
i
i bx
N
B
x ∈= ,)(ρ
 
where 
 = ∑ ++  is the total number of samples. 
Optimal bin size selection is crucial in achieving sufficient samples in each bin to obtain a reliable estimate of the PDF. There 
are various theoretical rules for determining bin sizes, which can be uniform or non-uniform. In this paper, we use the Freedman-
Diaconis rule [37] to obtain a suitable width for uniformly-sized bins, and adaptive partitioning [38] for optimising the sizes of 
the bins when using non-uniform bins, referred to as mutual information (histograms) and mutual information (adaptive 
histograms) respectively. 
2.4.2 Mutual information using kernels 
Histograms are inherently discontinuous, and if the distribution is known to be smooth it may be beneficial to estimate it using 
kernels, where the smoothness is inherent in the model. Kernel estimators place a scaled kernel function (a non-negative real-
valued integrable symmetric function) at each of 
 data points to smooth out the contribution of each observed data point over a 
local neighbourhood  [12]. If we denote the kernel function as & where	 &J = 1s<s , the estimated density at any point x 
is: 
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 = 1
ℎ&   − +ℎ ¡

+  
where ℎ is the bandwidth, a parameter that determines the smoothness of the estimated pdf. There are many possible kernel 
functions. In this study, we again use the Gaussian kernel function	& = K<¢3 "⁄ √2R⁄ . The choice of the bandwidth is critical 
to good estimation. Again, a common method to choose the optimal bandwidth is Silverman’s rule of thumb[12]. 
2.4.3 Maximum likelihood mutual information (MLMI)   
The methods discussed so far all estimate the probability densities directly. Instead, MLMI directly models the density ratio: 
T,  = ,  
From an estimate of this ratio T£,  and 
 samples of  and , MI can be approximated by [39]: 
;  = logT+ , ++  
2.4.4 Nearest-neighbour mutual information 
The Kraskov, Stögbauer, and Grassberger mutual information estimator [35] is a widely used measure based on entropy 
estimates from & nearest-neighbour distances (kNN). Distances are measured in three ways, distances between samples in , 
distances between samples in , and the maximum of  these two distance for corresponding samples, commonly referred to as a 
distance in c. For a time point indicated by the subscript (, we can determine the distance J¤( in c between the sample c+ and 
ci, its kth nearest neighbour. We then determine ( as the number of points	, whose distance from +  is strictly less than 
J¤(, and similarly for (. Then the nearest neighbour mutual information is given by ;  = G& − 〈G + 1 +
G' + 1)〉 + G
, where 〈∙〉 denotes averaging over all ( ∈ 1,⋯ ,
 and G is the digamma function	G =
J	ln¦ J⁄ , i.e. the logarithmic derivative of the gamma function ¦ [35, 40]. 
2.4.5 Mutual information on the time-frequency plane 
Mutual information can be calculated from TFDs as [36]: 
 ,  = ,, log  , , , ,O  
where ,  and ,  are the normalised auto- and cross- time-frequency distributions respectively, and can be 
calculated from the spectrogram Y,  as: 
,  = |Y, |"∑ |Y, |",O  
,  = !Y, Y∗, !∑ !Y, Y∗, !,O  
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In this paper, we calculate the spectrogram using the short-term Fourier transform with a Hamming window. 
2.4.6 Kullback-Leibler divergence 
For densities } and §, the Kullback-Leibler divergence is given by [41]: 
}|§ =}+log H}+§+I+  
Rather than use pdfs, here we use the TFDs [4, 30]: 
 ,  =, log, , ,O  
The Kullback-Leibler divergence is an asymmetric measure, but it can be symmetrised by taking the average of  ,  and 
 ,  [42]. 
'; ) = ' , ) +  , 2  
2.4.7 Rényi divergence 
The Rényi divergence of order ¨ is defined as [4, 43]: 
©ª ,  = 1¨ − 1 log«, ª¬, ­<ª,O ® 
It is a generalisation of the Kullback–Leibler divergence, and as ¨ → 1 it equals the Kullback-Leibler divergence [44]. This 
measure is an asymmetric measure except for	¨ = 0.5, which is the value used in this paper. 
2.4.8 Jensen-Shannon divergence 
Jensen-Shannon divergence is a way of deriving distance measures from entropy. The Jensen-Shannon divergence of two time-
frequency distributions ,  and ,  is given by [29]: 
±' , ) =  H + 2 I −  + 2  
where  denotes the Shannon entropy given by: 
 =, log, ,O  
2.4.9 Jensen-Rényi divergence 
Jensen-Rényi divergence is modification of the Jensen-Shannon divergence from an arithmetic to a geometric mean [29]: 
±' , ) = ª H²I − ª + ª2  
where ª denotes the Rényi entropy given by: 
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ª = 1¨ − 1 log, ª,O  
2.5 Synchronisation based on state space  
Synchronisation can be measured by calculating the interdependence between the signals in state space. Therefore, the first step 
is to project the signals into state space, a procedure known as state space reconstruction. The method of delays is one of the 
important state space reconstruction techniques.  For a signal	, we reconstruct a state space vector as 
³ = ,  − D,⋯ ,  − u − 1D´ 
where u is the embedding dimension and D denotes the time lag. With N samples of , we can create 
 − u − 1D state 
space vectors. Each state space vector can be considered as a point in an m-dimensional space, and the set of 
 − u − 1D state 
space vectors traces out a trajectory in this space [45, 46]. We used the method of mutual information to choose the time lag D 
and the method of false neighbours to estimate the best embedding dimension u.  
2.5.1 Nonlinear Interdependence 
For each state space vector ³(, we can measure the average squared Euclidean distance to all other state space vectors as: 
x+ = 1
 − u − 1D³( − ³*´³( − ³*,µ+  
Now we can identify the & other state space vectors that are closest, i.e. the & nearest neighbours, and denote the time indices of 
these neighbours by	+,, , * = 1,2,⋯ , &. Then for each state space vector	³(, the average squared Euclidian distance to its k 
nearest neighbours is defined as: 
x+i = 1&'³( − ³+,,)´'³( − ³+,,)
i
,  
We can similarly define x+ and	x+i. In addition, we can identify the & state space vectors ¶* that are closest to the state 
space vector	³(, and denote the time indices of these neighbours by	sa,·, j = 1,2, ⋯ , k. We then measure the average squared 
Euclidean distance from ³( to the k state space vectors	³'C+,,), i.e. the time-partners of the nearest neighbours of the state space 
vectors	¶*. This gives the -conditioned average squared Euclidean distance defined as: 
x+i| = 1&'³( − ³C+,,)´'³( − ³C+,,)
i
,  
The nonlinear interdependency Yi can be defined in terms of these distances [4, 21, 46]: 
Yi| = 1
 − u − 1D  x+
ix+i|

+d<f  
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By definition,	x+i| ≥ x+i, thus  0 < Yi| ≤ 1, i.e. the measure is normalised. Low values of Yi| represent 
independence between the two signals  and	, while Yi| → 1 indicates the two signals are highly synchronised. 
We can also define 
i| = 1
 − u − 1D  log x+x+i|

+d<f  

i| = 1
 − u − 1D  x+ − x+
i|x+

+d<f  
i| is not normalised, as x+| ≥ 0 and x+i| ≥ 0, but we cannot conclude which is larger in general. Arnhold et 
al. note that it is very unlikely for i| to be negative [46]. 
i| is a normalisation of i| [4] 
2.5.2 Omega Complexity and S-estimator 
Omega complexity measures the dissimilarity of correlations in the trajectory of state space vectors. First we calculate the 
covariance matrix of the concatenated state space vectors of the two signals  and	,	i. e.  = ½´½, 
where	½ = ³´, ¶´´ .  Then the normalised eigenvalues ¾+  of the covariance matrix  are calculated 
¾+ = +∑ +"+ = + +
"
+¿  
 
where + are the eigenvalues of C. Then omega complexity Ω	is defined as [47]: 
Ω = expÃ−¾+log	¾+"+ Ä 
The S-estimator is a normalisation of Ω, defined as [48]: 
S/ÆL = 1 + 1log	2u¾+log	¾+
"
+  
When the signals are identical, the spectrum of eigenvalues is degenerate (all eigenvalues except one are equal to zero), giving 
the smallest value of		Ω = 1 and 	Y/ÆL = 1, corresponding to maximum synchrony. The largest value of  Ω = 2u indicates a 
uniform distribution of the spectrum of eigenvalues, and corresponds to independent signals and 	Y/ÆL = 0. 
 
3 Methods 
Here we focus on two simulated systems that mimic EEG in some way, where we have some knowledge or control of the level 
of nonlinearity, nonstationarity and noise, and where we know the true connectivity patterns. First, we choose to study the Hénon 
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map, as it is a well-understood nonlinear system that has been used extensively to examine synchronisation [3, 49]. Second, we 
generate simulated EEG consisting of a burst of alpha activity, to provide a more realistic assessment of the measures. 
3.1 Simulated data – Hénon maps 
Our simulations generate data from a pair of unidirectionally coupled Hénon maps X and Y given by: 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )[ ] ( )kykykxkydky
kxkxbkx
µµ −+−−+=+
−−+=+
114.11
14.11 2
 
We analyse three standard cases, commonly referred to as identical systems IS:	 = J = 0.3 and nonidentical systems 
NS1:	 = 0.3, J = 0.1 and NS2:	 = 0.1, J = 0.3 [49-57]. Data were generated for two situations. In the stationary case, we 
generated time series with a range of fixed coupling strengths, from  = 0 (no coupling) to  = 1 (complete coupling) [50]. 
Simulations generated 10,000 data points but excised the first 1000 samples to avoid transient startup effects. The generation 
process was repeated 150 times with different random initial conditions, with the calculated synchronisation measures averaged 
over the 150 realisations. 
In the non-stationary case, we followed the methodology in [3, 10, 58-60] by changing the coupling strength  with time. In 
particular, we switched the coupling strength of from  = 0 (no coupling) to  = 0.9 (tightly coupling) at & = 50 and back to 
 = 0 at & = 150. 10,400 samples were generated with the first 10,000 samples discarded to avoid transient effects, and the 
remaining 400 samples were analysed with a sliding window of 50 samples to estimate the synchronisation measures. The 
generation process was repeated 100 times with different random initial conditions, with the calculated synchronisation measures 
averaged over the 100 realisations. 
3.2 Simulated data – simulated EEG 
150 realisations of 2 channels of simulated EEG were generated, representing responses to repeated trials. Each trial ran from ‒1 
s to +2 s, sampled at 1 kHz, with the simulated EEG being pink noise (ie its power spectrum is approximately proportional to 
1/). An alpha burst (a Hamming windowed 10.7 Hz sinusoid with added pink noise at 0 dB) ran from 300 ms to 700 ms with 
random timing jitter spread uniformly from ‒5 ms to +5 ms in the first channel. The second channel also included the alpha burst 
but with a different evaluation of the random jitter. The alpha synchrony of the signals were analysed using a sliding window of 
300 ms, after pre-processing with a bandpass filter with corner frequencies of 5 Hz and 15 Hz. 
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Figure 1: Simulated eeg (left), alpha burst (middle) and superposition (right). 
3.3 Statistical analyses 
Note that direct comparisons between raw synchronisation values for different measures is not appropriate. They are not 
measuring on the same scale, and significant variation in the raw values across measures can be seen. Hence to reliably compare 
difference measures we need a statistical approach to identify when a synchronisation value is significantly different from its 
background level. 
To test the statistical significance of a synchronisation value, Iterative Amplitude Adjusted Fourier Transform surrogate data 
were generated to give data with the same statistical properties as the original data but without the dependencies between signals 
[61]. These surrogate data have the same Fourier amplitudes as the original data but with random phases, and also have the same 
distribution of time-domain amplitudes. Since the conventional power spectral density is the modulus squared of the amplitude 
of the Fourier transform, the original data and its surrogate generated by this technique have the same power spectral densities. 
Any underlying interaction within the original data set is destroyed using phase randomisation. Hence any synchrony detected 
with surrogate signals will be due to chance. This type of surrogate, which maintains both the power spectrum and the amplitude 
distribution of the original data, is therefore well suited to analyse the nonlinearity and complexity of signals [62, 63].  The 
synchronisation measures were computed for 100 surrogate realisations, and averaged over the 150 or 100 realisations of the 
original data. This yielded 100 measurements of synchronisation on surrogate data, which we use as an estimate of the 
distribution of the measure in the absence of any synchronisation. The fifth largest surrogate measurement was selected as the 
threshold to give a 5% significance level. If the connectivity measure calculated on the original data exceeded this threshold, 
then it is regarded as statistically significant. 
4 Results 
Figure 2 shows the calculation of the 26 synchronisation measures against increasing coupling strength between two identical 
Hénon maps (IS). The shape of each curve generally increases as the coupling strength increases, with a plateau for  ≳ 0.7 as 
the system enters identical synchronisation, as expected. However, there is significant variation in the absolute value of the 
measures. The threshold for significance also varies, and hence we rely on our surrogate-derived threshold to provide the 
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statistically significant detection of synchrony. Our expectation is that synchrony is not detected at  = 0, i.e. the red line is 
above the blue, and that (ideally) it is detected for  ≥ 0.1, i.e. the blue is above the red. Hence, the lowest level of coupling 
strength at which synchrony is detected is a useful way to compare the sensitivity of different connectivity measures. 
Figure 3 and Figure 4 show similar results for NS1 and NS2. Again, some measures show expected increases in the regions 
0.15 ≳  ≳ 0.4 and 0.4 ≳  ≳ 0.6 respectively, corresponding to the maximum sub-Lyapunov exponent becoming negative 
[52].  
 
Figure 2: Functional connectivity measures calculated from the original data (blue) and the threshold based on surrogate data (red) for IS 
with no added measurement noise, plotted against coupling strength. 
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Figure 3: Functional connectivity measures calculated from the original data (blue) and the threshold based on surrogate data (red) for NS1 
with no added measurement noise, plotted against coupling strength. 
 
Figure 4: Functional connectivity measures calculated from the original data (blue) and the threshold based on surrogate data (red) for NS2 
with no added measurement noise, plotted against coupling strength. 
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A critical point is the lowest value of coupling strength that detects synchrony, i.e. when the blue line exceeds the red line. 
Collating these values, along with the equivalent results when measurement noise is added at 10 dB and 1dB signal-to-noise ratio 
(SNR), yields Figure 5. The three SNRs are shown in different rows, and the three systems (IS, NS1 and NS2) and the ideal 
value shown as different shapes. We can observe that partial coherence (PC) is the closest to the ideal result, so partial coherence 
can be considered as the most robust measure for detecting weak coupling in both noise free and noisy systems. Note that 
coherence and correlation also perform very well. 
 
Figure 5: The lowest value of coupling strength that detects synchrony against SNR (noise-free, SNR of 10 dB, and SNR of 1 dB) for IS (blue 
diamond), NS1 (black triangle), NS2 (red square), and the ideal result (grey asterisk). 
Figure 6 shows the results of synchrony measures applied to IS with nonstationary coupling for three SNRs. Ideally we would 
like to see a measure detect synchrony as early as possible, and continue to detect it for as long as possible. Hence one measure 
of performance is the length of time that a measure detects synchrony. Additionally, a good measure would reliably detect 
synchrony through this period, not have inconsistent detection. We would also like a measure to have low noise on its estimate. 
Overall, we can see that only 12 measures perform satisfactorily, with details collected in Table 1. In particular, we measured the 
length of time from first detection of synchrony to last, for each of the three SNRs, we qualitatively assessed the amount of noise 
on the estimates, and whether the detection of synchrony was consistent over the period of high connectivity. 
Coh-entropy generally detects the synchrony earlier than other measures, though its performance at high noise is not as good. S-
estimator is generally very good in all situations, though its estimates of synchrony become quite noisy as the measurement noise 
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increases. Mutual information (kernel) has clean estimates and reliably detects synchrony at all noise levels, but does not detect 
the changes as quickly as some other measures. Correntropy, mean phase coherence (Hilbert), phase coherence (unwrapped), 
nonlinear interdependence (H), nonlinear interdependence (S), nonlinear interdependence (N) also detect synchrony at all SNRs, 
and perform better than other measures in some limited way. Correlation, coherence and mutual information (adaptive 
histogram) also detect synchrony at all SNRs. 
 
Figure 6: Synchrony measures against time for nonstationary IS. Non-significant results are shown in grey for all SNRs, significant results for Y
x = ∞	J are in red, for Y
x = 10	J are in blue, and for Y
x = 1	J are in magenta. 
measure &h+OO, ∞ J &h+OO, 10	J &h+OO, 1	J Noise Consistency 
Correlation coefficient 163 104 102 High Ok 
Coherence 158 111 103 High Poor 
Correntropy coefficient 181 117 125 High Poor 
Coh-entropy coefficient 194 129 114 Low Poor 
Mean phase coherence (Hilbert) 166 110 121 High Ok 
Phase coherence value wrapped 177 110 117 Low Ok 
Mutual information (adaptive histogram) 176 102 105 Low Ok 
Mutual information (kernel) 174 111 112 Very low Excellent 
Nonlinear Interdependence (H) 173 117 81 High Good 
Nonlinear Interdependence (S) 150 83 114 Low Good 
Nonlinear Interdependence (N) 172 117 109 High Good 
S-estimator 176 116 117 High Good 
Table 1: On IS data, we list the connectivity measures that perform satisfactorily, the length of time that synchrony is detected for no noise, 10 
dB SNR, and 1 dB SNR, plus a qualitative assessment of the amount of noise on the estimates, and whether a measure consistently detects 
synchrony during the high-connectivity period. Good performance outcomes are highlighted by colouring the text blue. 
Figure 7 shows the results of synchrony measures applied to NS1 with nonstationary coupling for three SNRs. Again, we seek 
low noise estimates that give early and continued detection of synchrony, and so use the same indicators of performance as use 
for the IS system, detailed in Table 2. 
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Overall we can see that only 12 measures perform satisfactorily. S-estimator and mutual information (kernel) perform the best of 
all the measures, with S-estimator generally detecting synchrony for longer while mutual information (kernel) has less noise on 
its estimates of synchrony. Mean phase coherence (Hilbert), phase coherence (unwrapped), mutual information (adaptive 
histogram), nonlinear interdependence (H), nonlinear interdependence (S), nonlinear interdependence (N) also detect synchrony 
at all SNRs, and perform better than other measures in some limited way. Correlation, coherence, correntropy and coh-entropy 
also detect synchrony at all SNRs. 
 
Figure 7: Synchrony measures against time for nonstationary NS1. Non-significant results are shown in grey for all SNRs, significant results 
for Y
x = ∞	J are in red, for Y
x = 10	J are in blue, and for Y
x = 1	J are in magenta. 
Measure &h+OO, ∞ J &h+OO, 10	J &h+OO, 1	J Noise Consistency 
Correlation coefficient 104 66 65 High Good 
Coherence 111 69 69 High Poor 
Correntropy coefficient 117 70 71 High Poor 
Coh-entropy coefficient 129 77 77 Medium Poor 
Mean phase coherence (Hilbert) 110 87 87 High Good 
Phase coherence value wrapped 110 56 56 Low Good 
Mutual information (adaptive histogram) 102 45 45 Low Good 
Mutual information (kernel) 111 109 86 Low Excellent 
Nonlinear Interdependence (H) 117 75 75 High Good 
Nonlinear Interdependence (S) 83 68 68 Low Good 
Nonlinear Interdependence (N) 117 75 75 High Good 
S-estimator 116 94 94 High Good 
Table 2: On NS1 data, we list the connectivity measures that perform satisfactorily, the length of time that synchrony is detected for no noise, 
10 dB SNR, and 1 dB SNR, plus a qualitative assessment of the amount of noise on the estimates, and whether a measure consistently detects 
synchrony during the high-connectivity period. Good performance outcomes are highlighted by colouring the text blue. 
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Figure 8 shows the results of synchrony measures applied to NS2 with nonstationary coupling for three SNRs. Again, we seek 
low noise estimates that give early and continued detection of synchrony, and so use the same indicators of performance use 
previously, here detailed in Table 3. 
Here, no measure can satisfactorily detect synchrony at 1 dB, though 8 measures can inconsistently detect it. Correntropy 
coefficient, mean phase coherence (Hilbert) and nonlinear interdependence (S) detect synchrony sooner and longer at the higher 
SNRs, with nonlinear interdependence (N) and S-estimator also doing well. Correlation, mutual information (kernel) and 
nonlinear interdependence (H) also detected synchrony at 1 dB, but were not outstanding at higher SNRs. 
 
 
Figure 8: Synchrony measures against time for nonstationary NS2. Non-significant results are shown in grey for all SNRs, significant results 
for Y
x = ∞	J are in red, for Y
x = 10	J are in blue, and for Y
x = 1	J are in magenta. 
measure &h+OO &h+OO &h+OO Noise Consistency 
Correlation coefficient 102 87 42 High Poor 
Correntropy coefficient 125 115 55 High Poor 
Mean phase coherence (Hilbert) 121 114 68 High Poor 
Mutual information (kernels) 112 99 34 High Poor 
Nonlinear Interdependence (H) 81 89 27 High Poor 
Nonlinear Interdependence (S) 114 107 25 High Poor 
Nonlinear Interdependence (N) 109 103 25 High Poor 
S-estimator 117 98 49 High Poor 
Table 3: On NS2 data, we list the connectivity measures that perform satisfactorily, the length of time that synchrony is detected for no noise, 
10 dB SNR, and 1 dB SNR, plus a qualitative assessment of the amount of noise on the estimates, and whether a measure consistently detects 
synchrony during the high-connectivity period. Good performance outcomes are highlighted by colouring the text blue. 
Figure 9 shows the results of applying the connectivity measures to the simulated EEG. The alpha burst envelope is shown in 
grey, the connectivity measure in blue, and the threshold from the surrogates in red. Ideally, ignoring the smearing effect of the 
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pre-processing alpha filter, a measure could first detect the alpha burst at 300 ms, as the burst data first enters the sliding 
window, and last detect the burst at 1 s, as the last of the burst exits the sliding window. Nine measures showed good 
performance, with coherence, correntropy coefficient, mutual information (kernel), nearest-neighbour mutual information, 
nonlinear interdependence (S), nonlinear interdependence (N) and S-estimator slightly outperforming mutual information 
(histogram) and mutual information (adaptive histogram). Details of their performance are provided in Table 4. Two measures 
fail to detect synchrony: mean phase coherence (wavelet) and conditional probability based phase synchrony. Two other 
measures also produce very noisy estimates: wave-entropy and maximum likelihood mutual information. 
 
Figure 9: Connectivity measures (blue) and threshold for significance based on surrogates (red) against time for a simulated two-channel EEG 
system. The data contains an alpha burst who envelope is shown in grey. The connectivity measures use a 300 ms sliding window, with the 
result time-locked to the last sample used in the window. 
 
measure E+(s) El (s) Eh+OO (s) 
Coherence 0.314 0.989 0.675 
Correntropy coefficient 0.305 1.000 0.695 
Mutual information (histogram) 0.375 0.975 0.600 
Mutual information (adaptive histogram) 0.313 0.980 0.667 
Mutual information (kernel) 0.300 0.970 0.670 
Nearest-neighbour mutual information 0.308 0.997 0.689 
Nonlinear Interdependence (S) 0.300 1.002 0.702 
Nonlinear Interdependence (N) 0.302 0.999 0.697 
S-estimator 0.301 0.997 0.696 
Table 4: For simulated EEG data, we list the connectivity measures that perform satisfactorily, the time that synchrony is first detected, the 
time that it is last detected, and the period for which it is detected. Good performance outcomes are highlighted by colouring the text blue. 
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It is important to note that different measures require different calculations that take different amounts of time. Table 5 lists the 
execution times for 26 measures under three conditions: few data and few channels, many data and few channels, and many data 
and many channels. Computations for this table were performed in Matlab R2017b using 128 channels of real EEG on a 
Windows10 PC with 16 GB of RAM and an i7-7700 CPU running at 3.6 GHz. For most measures, matlab code was made 
available by previous researchers, though some measures were coded by the authors. All parameters were fixed using standard, 
accepted procedures from the literature. No optimisation of performance was undertaken for any measure. It is preferable, in 
general, for a measure to scale slowly with the number of samples and the number of channels, though in some situations this 
may not be necessary. Seven measures scale slowly: correlation coefficient, coh-entropy coefficient, event synchronisation, mean 
phase coherence (Hilbert), mean phase coherence (wavelet), mean phase coherence (event), and S-estimator. 
 Time (s) 
measure 
ÆlÎ/Æ = 30 
Ïl/Æ = 2 
ÆlÎ/Æ = 9000 
Ïl/Æ = 2 
ÆlÎ/Æ = 30 
Ïl/Æ = 128 
Correlation coefficient 0.002 0.010 0.909 
Coherence 0.020 0.035 66.424 
Correntropy coefficient 0.003 0.327 24.626 
Coh-entropy coefficient 0.008 0.015 1.665 
Wave-entropy 0.011 0.856 7.666 
Event synchronisation 0.003 0.013 1.665 
Mean phase coherence (Hilbert) 0.002 0.016 1.260 
Mean phase coherence (wavelet) 0.002 0.009 1.453 
Mean phase coherence (event) 0.002 0.005 0.508 
Phase coherence value unwrapped 0.003 0.138 1.724 
Phase coherence value wrapped 0.003 0.138 2.058 
Conditional probability based phase synchrony 0.003 0.071 2.255 
Mutual information (histogram) 0.007 0.381 80.770 
Mutual information (adaptive histogram) 0.008 0.534 33.953 
Mutual information (kernel) 0.010 5.255 2223.419 
Maximum likelihood mutual information 0.307 38.203 15.786 
Nearest-neighbour mutual information 0.011 194.222 12.678 
Mutual information (time-frequency plane) 0.010 0.324 23.576 
Kullback Leibler divergence (histogram) 0.012 0.099 11.646 
Rényi Divergence  0.008 0.060 11.873 
Jensen-Shannon divergence 0.008 0.059 12.512 
Jensen-Rényi divergence 0.009 0.064 2.058 
Nonlinear Interdependence (H) 0.005 173.386 17.276 
Nonlinear Interdependence (S) 0.005 173.386 17.276 
Nonlinear Interdependence (N) 0.005 173.386 17.276 
S_estimator 0.008 0.073 1.200 
Table 5: The time (seconds) required to estimate each measure for three sizes of data: few data (
ÆlÎ/Æ = 30) and few channels 
(
Ïl/Æ = 2), many data (
ÆlÎ/Æ = 9000) and few channels (
Ïl/Æ = 2), and few data (
ÆlÎ/Æ = 30) and many channels 
(
Ïl/Æ = 128). 
5 Discussion and Conclusion 
We compared 28 functional connectivity measures from five families using three different simulated data sets to identify suitable 
measures for detecting true connections between nonstationary, nonlinear and noisy signals similar to EEG. Our study differs 
from prima facie similar studies in one or more ways: 
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• Real (EEG) data does not have known connections, making comparisons between measures complex; 
• Comparisons of only a few measures are of limited value; 
• Comparisons of non-directional and directional measures have conceptual difficulties; 
• Without a statistical basis, direct comparison of measures is inappropriate; and 
• Use of measures as features into classifiers does not require hard decisions. 
With these differences noted, we compare our conclusions with published papers that admit useful comparison. 
Xu et al. takes a simplistic view that linear measures, e.g. cross correlation and coherence, can only detect linear relationships 
between time series [64]. They concluded that correntropy coefficient performed better than cross correlation on two 
unidirectionally coupled Hénon maps, but only provided results for correntropy to support their claim. A more recent study by 
Silfverhuth et al. [5] compared seven connectivity measures including cross correlation and nonlinear measures using simulated 
EEG signals, and found that cross correlation is one of the most reliable measures for detecting direct links between signals. 
Ansari-Asl et al. compared eleven functional connectivity measures including linear and nonlinear measures, and also found that 
cross correlation performs well in all situations [65]. They concluded that it is reasonable to apply cross correlation as “a first 
attempt to characterize the functional coupling in studied systems in the absence of a priori information about its nature”. Our 
results support the view that cross correlation is a reliable estimator of nonlinear connectivity. 
Lachaux et al. asserts that phase synchronisation should be preferred to coherence on theoretical grounds, namely the lack of a 
stationarity assumption and the relative importance of phase over amplitude in identifying synchrony [66]. In contrast, [20] 
found that phase synchronisation was not superior to coherence in human sleep EEG. Sakkalis et al. assessed two linear and three 
nonlinear synchronisation measures in inter-ictal EEG in humans with epilepsy, concluding both linear and nonlinear measures 
were effective [67]. In particular, coherence was best at identifying synchronization at low frequencies, and nonlinear measures 
were better at higher frequencies. The review in [68] similarly concludes that both linear and nonlinear measures are valuable. 
Hence we have chosen to test all measures on all datasets and let the results speak. We found for the tests with stationary and 
nonlinear data, where data are plenty, coherence and correlation performed the best, and that these measures also generally 
perform well on non-stationary data. These results are consistent with the findings in [5, 65]. 
Dauwels et al. applied many functional and effective connectivity measures to the EEG of patients with mild cognitive 
impairment (MCI) that later developed into Alzheimer’s disease [4]. Along with [69], they claim known reductions in 
connectivity with MCI and Alzheimer’s disease, but [52] suggests some increases are also present, and [70] reviews 8 papers 
using 11 measures that identify a range of “best indicators” of differences in connectivity. Given these caveats, we note that [4] 
concludes that using multiple measures drawn from a variety of families is advised, consistent with our findings. They also found 
several measures yielded significant results: cross correlation, coherence, correntropy, wave-entropy, nonlinear interdependence 
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(N), nonlinear interdependence (H), nonlinear interdependence (S), S-estimator and mean phase coherence. Our results also 
suggest that all these measures, except wave entropy, performed well in most situations. 
Kreuz et al. compared two methods for calculating phase synchronisation, based on the Hilbert or wavelet transforms [69]. Their 
results show that for broad-band systems like the Hénon system, the Hilbert phase based synchronisation measure is superior, 
consistent with our findings. 
Quiroga et al. applied nonlinear interdependence (H) and (S) to both identical and non-identical Hénon map systems to learn 
driver-response relationship from synchronisation patterns [52]. They found that nonlinear interdependence (H) is more robust 
than nonlinear interdependence (S), consistent with our findings.  
In summary, it is not always straightforward to compare the results in this paper with previous studies due to significant 
differences in methodology. However, the conclusions as to which measures are better than others are broadly in agreement with 
our conclusions. Additionally, our results provide a much more comprehensive comparison of many measures. 
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Figure 10: Flow chart to assist in choosing an appropriate measure for functional connectivity analysis. 
Before our final conclusions, we note again that our study has focussed on correctly detecting synchrony, and not on the issue of 
indirect connections. A thorough study of this issue is beyond the scope of this paper, but would be of significant benefit. No 
measure consistently performs better than other measures. The choice of measure clearly depends on several factors: noise level, 
stationarity of data, number of channels, number of samples and available time. Figure 10 shows a flow chart, synthesizing all 
results and conclusions in this paper, to assist the choice of which measures are best in any particular situation. If these factors 
are not known or poorly known, selecting on the basis of “worst case” (i.e. nonstationary, many channels, many samples) would 
be recommended.  
For situations such as using EEG in a brain-computer interface, where it is not possible to repeat measurements to reduce noise 
and decisions must be made in real-time, measures that are effective in high noise and fast to calculate are required. Our results 
M
AN
US
CR
IP
T
 
AC
CE
PT
ED
ACCEPTED MANUSCRIPT
 28 
would recommend correlation coefficient and S-estimator, preferring correlation coefficient if weak coupling is expected, and 
preferring S-estimator if the noise is particularly strong. If event-related activity is being calculated, then it is likely there will be 
many repetitions, therefore reducing the noise. If there is no particular limit on calculation time and we are interested in 
estimating the strength of synchrony accurately, then mutual information (kernel) is recommended. 
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