In this paper, we study the following class of nonlinear equations:
Introduction
This paper is concerned with the existence of solutions for nonlinear equations of the form − ∆u + V (|x|)u = |x| −µ * (Q(|x|)F (u)) Q(|x|)f (u), x ∈ R 2 , (1.1)
at the origin or decaying to zero at infinity and 0 < µ < 2. Here, |x| −µ * (Q(|x|)F (u)) denotes the convolution between the Riesz potential |x| −µ and Q(| · |)F (u(·)). The study of Eq. (1.1) is in part motivated by works concerning the equation − ∆u + V (x)u = |x| −µ * |u| p |u| p−2 u, x ∈ R N , (1.2) where N ≥ 3, 0 < µ < N , V : R N → R is a continuous potential and p ≥ 2. Eq. (1.2) is generally named as Choquard equation or Hartree type equation and appears in various physical contexts. For example, in the case N = 3, V (x) = 1, p = 2 and µ = 2, Eq. (1.2) first appeared in the seminal work by S. I. Pekar [34] describing the quantum mechanics of a polaron at rest. As mentioned by Lieb in [23] and under the same case, Ph. Choquard used Eq. (1.2) to model an electron trapped in its own hole, as a certain approximation to Hartree-Fock theory of one-component plasma (see also [24] for more physical background of (1.2)). We point out that Eq. (1.2) is also known as the Schrödinger-Newton equation, see [10, 14, 28, 35, 41] . In [23] , Lieb proved that the ground state solution of Eq.
(1.2) is radial and unique up to translations with µ = 1, p = 2 and V is a positive constant. Later, in [25] , Lions showed the existence of a sequence of radially symmetric solutions. In [15, 27, 29] , the authors showed regularity, positivity, radial symmetry and decay estimates at infinity of ground states solutions as well.
In the past two decades, Eq. (1.2) has attracted a lot of interest due to the appearance of convolution type nonlinearities. Many authors have used the variational methods to investigate the nonlinear Choquard equation like (1.2) and involving general classes of nonlinearities, we refer the readers to [1, 6, 11, 16, 21, 22, 26, 30, 38] for the study of existence and multiplicity of different types of solutions and [7, 8, 31] for the study of existence and concentration behavior of solutions. For the convenience of the reader, we suggest [32] for a good review of the Choquard equation.
In dimension two, the case is very special and quite delicate, because as we know for bounded domains Ω ⊂ R 2 , the Sobolev embedding theorem assures that H 1 0 (Ω) ֒→ L q (Ω) for any q ∈ [1, +∞), but H 1 0 (Ω) ֒→ L ∞ (Ω). Therefore, to fill this gap, the Trudinger-Moser inequality (which is stated in (1.3) below) cames as a replacement of the Sobolev inequality in the limiting case.
In order to address problems with exponential critical growth, one of the most important tools is the Trudinger-Moser inequality (see [33, 42] ), which says that if Ω is a bounded domain in R 2 , then for all α > 0 and u ∈ H 1 0 (Ω), it holds e αu 2 ∈ L 1 (Ω). Moreover sup ∇u L 2 (Ω) ≤1 Ω e αu 2 dx < ∞, when α ≤ 4π = ∞, when α > 4π. (1.3) In the whole space R 2 , the following version of Trudinger-Moser inequality was proved in [19] (see also [12] for an equivalent version):
e α|u| 2 − 1 ∈ L 1 (R 2 ) for all u ∈ H 1 (R 2 ) and α > 0.
Moreover, if α < 4π and |u| L 2 (R 2 ) ≤ M , there exists a constant C = C(M, α) such that sup ∇u L 2 (R 2 ) ≤1 R 2 e α|u| 2 − 1 dx ≤ C.
We point out that, in recent years, many generalizations, extensions and applications of these results have been made. We refer to [18] for a general discussion on problems involving critical growth of Trudinger-Moser type.
As far as we know, the nonlocal Choquard type equation involving critical exponential growth in R 2 was first studied in [5, 9] , where the authors considered the existence of ground state solution for the following critical nonlocal equation with periodic potential:
( 1.4) Under the set of assumptions on the functions W and f below:
(W 1) W (x) ≥ W 0 for all x ∈ R 2 and for some W 0 > 0;
(W 2) W (x) is a 1-periodic continuous function; they obtained the existence of ground state solution in H 1 (R 2 ) for Eq. (1.4) . The goal of the present paper is to continue the study of nonlocal equations in R 2 as in (1.4), by considering potentials W (x) which can be singular at the origin and vanishing at infinity. Moreover, we deal with nonlinearities of the form [|x| −µ * (Q(x)F (u))]Q(x)f (u), where Q(x) is a weight function and f behaves at infinity like e αs 2 for some α > 0.
Here, due to the presence of the weight function Q in the nonlocal term, which can be singular at the origin, we need to derive a new version of the Trudinger-Moser inequality for our context (see Proposition 2.9 in Section 2).
In this work, we impose the following hypotheses on the potential V and the weight Q: Hereafter, we say that (V, Q) ∈ K if (V 0) and (Q0) hold. According to the features of the functions V and Q, our approach becomes more delicate when compared with the works [5, 9] . In this direction, we complement and improve the results in [5, 9] , in the sense that we are leading with potentials can be singular at the origin and vanishing at infinity. In this work, we are also interested in the case where the nonlinear term f (s) has maximal growth on s which allows us to treat problem (1.1) variationally. Explicitly, in view of the classical Trudinger-Moser inequality (1.3) and following [3, 17] , we say that a function f (s) has α 0 -exponential critical growth at +∞ if lim s→+∞ f (s) e αs 2 = 0, ∀α > α 0 , and lim s→+∞ f (s) e αs 2 = +∞, ∀α < α 0 .
(1.5)
Similarly we define exponential critical growth at −∞. Throughout this paper, the following hypotheses on f (s) will be imposed:
In order to state our main results, we need to introduce some notations. L s (R 2 ), for 1 ≤ s < ∞, denotes the Lebesgue space with the norms |u| s = R 2 |u| s dx 1/s and we shall use the notation u L s (Ω) for the norm in the Lebesgue space L s (Ω), for 1 ≤ s < ∞ and any Ω ⊂ R 2 . If 1 ≤ q < ∞ we define the weighted Lebesgue spaces
endowed, respectively, with the norms
We also define the functional space
endowed with the norm u := u, u induced by the scalar product
The proof that (Y, · ) is a Hilbert space is not direct. Thus, in the next section, we present its proof. Furthermore, the subspace Y rad := {u ∈ Y : u is radial} is closed in Y and thus it is a Hilbert space itself. Let C ∞ 0 (R 2 ) be the set of smooth functions with compact support. We say that u : R 2 → R is a weak solution for (1.1) if u ∈ Y and it holds the equality
for all φ ∈ C ∞ 0 (R 2 ). Now, our main results read as follow.
Then, Eq. (1.1) has a nontrivial weak solution in Y rad .
Under the conditions of Theorem 1.1 and supposing that f (s)/s is increasing for s > 0, then the solution obtained in Theorem 1.1 is a ground state.
For our second existence result, we replace condition (f 3 ) by the following conditions:
If we also assume that lim inf r→0 + Q(r)/r b 0 > 0, then Eq. (1.1) has a nontrivial weak solution in Y rad .
We emphasize that conditions (f 3 ) and (f 5 ) are usually used to estimate the minimax level of the energy functional associated to the problem and, therefore, we study two situations. The second one, by using (f 5 ), is more delicate and we do not require a constraint on the positive constant β 0 .
To conclude this introduction, we would like to say that compared with the local equation
our main difficulty is that there exists the nonlocal term |x| −µ * (Q(x)F (u)) in (1.1), which leads to more complex computations, causes some mathematical difficulties and makes the problem rough and particularly interesting. The outline of the paper is as follows: in Section 2, we show some useful preliminary results which will be used later on. In Section 3, we establish our variational setting. In Section 4, we check the geometric conditions and we prove some properties on the Palais-Smale sequences of the associated functional. Moreover, we get a more precise information about the minimax level obtained by the mountain-pass theorem. In Section 5, we prove Theorems 1.1 and 1.2. The final section offers the proof of Theorem 1.3.
Some useful preliminaries
In this section, we introduce some useful results that will be used in our proofs. We start by proving that Y is a Hilbert space. Hereafter, positive constants (possibly different) will be denoted by C, C 0 , C 1 , C 2 , · · · and to indicate that a constant depends on other quantities we list them in parentheses: C(. . .). Furthermore, we denote the open ball centered at the origin with radius R > 0 by B R .
Proof. Let (u n ) ⊂ Y be a Cauchy sequence. Hence, ( ∂un ∂x i ), i = 1, 2, and (V 1/2 u n ) are both Cauchy sequences in L 2 (R 2 ). Thus,
as n → +∞. So, up to subsequence, ∂u n ∂x i → u i (i = 1, 2) and u n → V −1/2 v =: w a.e. in R 2 ,
as n → +∞. Notice that
On the other hand, for each R > 0, let ϕ be in C ∞ 0 (R 2 ) satisfying supp(ϕ) ⊂ B R+1 and ϕ ≡ 1 in B R . Thus, by the Poincaré inequality we reach
3) where M R = min x∈B R+1 \B R V (|x|) > 0, and so (u n ) is also a Cauchy sequence in L 2 (B R ). Hence, for each R > 0, there exists u R ∈ L 2 (B R ) such that
as n → +∞. Due to (2.2) and (2.4), we conclude that u R = w in B R . Now, let ϕ ∈ C ∞ 0 (R 2 ) and R > 0 such that supp(ϕ) ⊂ B R . For each n ∈ N, we have
From (2.1) and (2.4) and since u R = w in B R , we infer that
Hence, w has weak derivative and ∂w/∂x i = u i ∈ L 2 (R 2 ), i = 1, 2, which implies that |∇w| ∈ L 2 (R 2 ). Furthermore, from (2.1), ∇w − ∇u n 2 2 → 0 as n → +∞. Now, since u R = w in B R , we deduce that w ∈ L 2 loc (R 2 ) and, again from (2.1),
concluding that w ∈ Y and u n → w in Y . This finishes the proof of the proposition. 
Next, we recall a variant of the well-known Radial Lemma (see [40] ) due to W. A. Strauss [39] . Hereafter, B R \ B r denotes the annulus with interior radius r and exterior radius R. For any set A ⊂ R 2 , A c denotes the complement of A. Lemma 2.4. Suppose that condition (V 0) holds. Then, there exist R 0 > 0 and C > 0 such that for all u ∈ Y rad |u(x)| ≤ C u |x| − a+2 4 , for all |x| ≥ R 0 .
We need the following embedding result:
5)
for all u ∈ Y rad and for some C > 0 and σ > 1 be such that b 0 σ > − 4−µ 2 .
Proof. Let R ≥ R 0 > 1. By the hypotheses (V 0) and (Q0), there exists C 0 > 0 such that
Next, we estimate the integral on the complement of the ball B R . From Lemma 2.4 and (2.6) we have
On the other hand, again by hypothesis (Q0), there exists C 0 > 0 such that
Now we shall estimate the integral on the ball B r . For that aim, consider
By (2.8), Hölder's inequality and the continuous embedding
where
Hence, joining the estimates (2.7), (2.9) and (2.10) the result readily follows considering an appropriate positive constant C.
Proof. Given any ε > 0, fix R > R 0 large enough and 0 < r ≤ 1/2 small enough such that
Since u n ⇀ u weakly in Y rad , we have that u n − u ≤ C 1 for all n ∈ N and, by Lemma 2.3,
as n → +∞. Hence, by estimate (2.5)
and so lim sup
which shows the result.
Another consequence of Lemma 2.6 and (2.10) is the following:
Under the conditions of Lemma 2.6, there exists C > 0 such that, for each q ≥ 4−µ 2 , we have
Inspired by the papers [2, 12, 13, 33, 37, 42] and in order to study equation (1.1), we establish a new version of the Trudinger-Moser inequality for functions in Y rad which will plays an important role in our arguments. In [2] , the authors have obtained a singular version of the Trudinger-Moser inequality. More precisely, they proved that if Ω is a bounded domain in R 2 containing the origin, u ∈ H 1 0 (Ω) and β ∈ [0, 2), then there exists a positive constant C = C(α, β, Ω) such that
if and only if 0 < α ≤ 4π(1 − β/2). On the other hand, in [13, Proposition 1.1], the authors have proved that if u ∈ H 1 0,rad (B 1 ) and β > 0, then there exists a positive constant C = C(p, β) such that
if and only if 0 < p ≤ 4π(1 + β/2). Proposition 2.9. Suppose that (V, Q) ∈ K. Then, for any u ∈ Y rad and α > 0, we have that Q(|x|)
Proof. Let R 1 > 0 such that Lemma 2.4 be valid for |x| = R 1 . Fixing R > R 1 , we recall that by the hypothesis (Q0) there exists C 1 > 0 such that
and we set
Now, we are going to estimate I 1 (α, u) and I 2 (α, u). First, using (2.13) and Corollary 2.8 (or (2.7)) with q = 4−µ 2 , for u ∈ Y rad , one has
On the other hand, by virtue of Lemma 2.4 and using the fact that a > −2 and 4b 4−µ − j a+2
and consequently
With this we have that v ∈ H 1 0,rad (B R ) and ∇v 2 = ∇u 2 . Now, we can take ε > 0 such that
Using Young's inequality and Lemma 2.4, for x ∈ B R , we have
Furthermore, we can choose R > 0 large enough such that e (1+ε)C 2 R − a+2 2 ≤ 1. In order to estimate the integral I 1 (α, u), we have two cases to analyze:
In view of (2.13), there exists a positive constant C 4 depending on R such that
where w(x) = v(Rx), x ∈ B 1 , and we also have used a suitable change of variables, the Poincaré inequality and w L 2 (B 1 ) = v L 2 (B R ) . Hence, we can apply the Trudinger-Moser inequality (2.12) to deduce that 
Thereby, from (2.14) and (2.16) we conclude that
and this ends the proof of the theorem.
The variational setting
Using assumption (f 1 ) we have f (0) = 0 and we may assume, without loss of generality, that f (s) = 0 for all s ≤ 0. In what follows, we establish the necessary functional framework where solutions are naturally studied by variational methods. From (f 1 ) and given ε > 0, if f (s) satisfies (1.5), then for α > α 0 and p ≥ 1 there exists
The Euler-Lagrange functional associated to equation (1.1) is given by
In order to control the nonlocal term R 2 [|x| −µ * (Q(|x|)F (u))] Q(|x|)F (u) dx, we need the well known Hardy-Littlewood-Sobolev inequality.
, then there exists a positive sharp constant C(t, N, µ, r), independent of g and h, such that
If N = 2 and t = r = 4 4−µ , then
where Γ(·) is the usual Gamma function.
Remark 3.2. We can observe that the Hardy-Littlewood-Sobolev inequality still holds for N = 2. so, motivated by this fact, it seems to be interesting, at least from the mathematical point of view, to ask if the existence of nontrivial solution for (1.1) still holds for nonlinearities f with exponential subcritical (or critical) growth in R 2 .
Next, we shall verify that J is well defined on the space Y rad . Notice that by the Hardy-Littlewood-Sobolev inequality with t = r = 4 4−µ , we have 
since Lemma 2.6 and Proposition 2.9 hold. Consequently, Q(|x|)F (u) ∈ L 4 4−µ (R 2 ). Thus, J is well defined on Y rad and using standard arguments we can show that J ∈ C 1 (Y rad , R) with derivative given by
In the following, we will need the next lemma.
Proof. From Hölder's inequality, Corollary 2.8 and Proposition 2.9, we have
. Next, we shall justify that a critical point of the functional J is exactly a weak solution of the problem (1.1). For this we will need the following result: Proposition 3.4. Assume that (V, Q) ∈ K, (1.5) and (f 1 ) hold. Then, for each u ∈ Y rad , there exists
Proof. Let w ∈ Y . By the Hardy-Littlewood-Sobolev inequality with t = r = 4 4−µ , we have .
Let us to analyze the integrals I 1 and I 2 . Fixing R > 0, we have
Using the assumptions (V 0), (Q0) and Hölder's inequality, one has
Now, let p > 1 sufficiently close to 1 such that pb 0 > − 4−µ 2 . Thus, using again Hölder's inequality, Corollary 2.8 with q = 4−µ 2 and the hypothesis (Q0), we get the following estimate to I 1 1 .
Hence, ϕw ∈ H 1 0 (B 2R ). Denoting by m R := min x∈B 2R \B R V (|x|) > 0, it follows from the last inequality and the embedding
(3.4) Thereby, from (3.4) and (3.3), we get the following estimate for the integral I 1 :
(3.5)
Similar to the estimate of I 1 1 , there exists C 9 > 0 such that
On the other hand, by assumptions (V 0) and (Q0) we reach
Consequently, we obtain the following estimate to I 2 : The next proposition shows that Y rad actually is, in some sense, a natural constraint for finding weak solutions of problem (1.1). Now, taking into account that u ∈ Y rad is a critical point of J, we infer that T u (w) = 0, for all w ∈ Y rad . So, by the Riesz Representation Theorem in the space Y with the inner product (1.6), there exists a uniqueû ∈ Y such that T u (û) = û 2 = T u Y ′ , where Y ′ denotes the dual space of Y . Let O(2) denote the group of orthogonal transformations in R 2 . Then, by using change of variables, one has for each w ∈ Y T u (gw) = T u (w) and gw = w , for all g ∈ O(2), whence, applying with w =û, one deduces, by uniqueness, gû =û, for all g ∈ O(2), which means thatû ∈ Y rad . Hence, since T u (w) = 0 for all w ∈ Y rad , one has T u (û) = 0, that is, T u Y ′ = 0 ⇔ T u (w) = 0, for all w ∈ Y, and therefore (1.7) ensues. This concludes the proof of the proposition.
The mountain pass structure
In a standard way, one can check in the next lemma that the functional J has the geometric structure required by the Mountain-Pass Theorem. ii) there exists e ⋆ ∈ Y rad , with e ⋆ > ρ, such that J(e ⋆ ) < 0.
Proof. i) Again by the Hardy-Littlewood-Sobolev inequality with t = r = 4 4−µ and (3.2), we have
. Now, using Corollary 2.8 with q = 4−µ 2 and Lemma 3.3 with p > 4 4−µ , we get
. Now, taking 0 < ε < 1 2C 3 and ρ > 0 small enough, we deduce
because p(4−µ) 2 > 2 and the item is proved. In order to verify ii), fix u 0 ∈ Y rad \ {0} with u 0 ≥ 0 in R 2 . For each t > 0, we set
Integrating (4.1) over [1, t u 0 ], with t > 1/ u 0 , we get
Since θ > 1, we conclude that I(tu 0 ) → −∞ as t → +∞. Therefore, setting e ⋆ := tu 0 with t large enough, the proof of the lemma is finished. Now, we recall that (u n ) ⊂ Y rad is a Palais-Smale sequence at level c ∈ R for the functional J, (PS) c shortly, if J(u n ) → c and J ′ (u n ) → 0, as n → +∞.
We say that J satisfies the (PS) c compactness condition if any (PS) c sequence has a convergent subsequence. The next lemma is an important tool in our analysis.
Proof. Let (u n ) ⊂ Y rad be a (PS) c for the functional J. Thus,
as n → +∞. From the above convergences, assumption (f 2 ) and taking into account that θ > 1, we deduce that
which implies that (u n ) is bounded in Y rad . For the second part, by the last inequality, the boundedness of (u n ) in Y rad and since J ′ (u n ) → 0 as n → +∞, it follows that
which achieves the desired estimate and we conclude the proof.
Proof of Theorems 1.1 and 1.2
To prove Theorems 1.1 and 1.2, we need to establish the following compactness result:
Proposition 5.1. The energy functional J satisfies the (PS) c condition for all c ∈ R satisfying
Proof. Let c < c 0 and (u n ) ⊂ Y rad be a (PS) c sequence for J. From Lemma 4.2, (u n ) is bounded in Y rad . Without loss of generality, we may assume that u n ⇀ u weakly in Y rad . We will prove that, going if necessary to a subsequence, u n → u strongly in Y rad . By the convexity of the functional Ψ(u) := 1 2 u 2 , we obtain
Now, we claim that
Assuming (5.1) as true, we get u n 2 ≤ u 2 + o n (1) and therefore lim sup
On the other hand, by the weak convergence
which together with (5.2) yields that u n 2 → u 2 . So u n → u in Y rad and this concludes the proof. Now, let us to prove (5.1). By the Hardy-Littlewood-Sobolev inequality with t = r = 4 4−µ , we have
Writing
, we shall prove that A 1 n ≤ C, for all n ∈ N and for some positive constant C, and A 2 n → 0 as n → +∞. From (3.2), Hölder's inequality and Lemma 4.2, we get
where q > 1 is close to 1 and q ′ =−1 . From (4.2) and since c < 4−µ
2θ , there exist n 0 ∈ N and δ > 0 such that
For q > 1 close to 1 and α > α 0 close to α 0 we will still have for someδ > 0 that
Hence, from our version of the Trudinger-Moser inequality in Proposition 2.9, we obtain
In what follows, we will show that A 2 n → 0, as n → +∞. From (3.1), Hölder's inequality, Lemma 4.2 and (5.3), we have Therefore, A 2 n → 0 as n → +∞, and the proof is completed.
We have checked in Lemma 4.1 that the functional J satisfies the mountain-pass geometry. Thus, the minimax level can be characterized by
where the set of paths Γ is defined as
Next, we obtain an estimate for the minimax level c ⋆ which will be crucial in our arguments.
Then, c ⋆ < c 0 .
Proof. First, we are going to consider a function ϕ 0 ∈ C ∞ 0,rad (R 2 ) given by ϕ 0
In particular,
According to the definition of ϕ 0 , (5.4) and the hypothesis on ξ, a simple computation shows that
Calculating the above maximum, we obtain
.
then c ⋆ < c 0 and proof of the proposition is done.
Proof of Theorem 1.1. By using Mountain-Pass Theorem without the Palais-Smale condition (see [4] ), there exists a (PS) c ⋆ sequence (u n ) ⊂ Y rad for J. From Lemma 4.2, (u n ) is bounded in Y rad , then, up to a subsequence, there exists u ⋆ ∈ Y rad such that u n ⇀ u ⋆ weakly in Y rad . Since, by Proposition 5.1, the energy functional J satisfies the (PS) c ⋆ condition, then u n → u ⋆ strongly in Y rad . Therefore, J ′ (u ⋆ ) = 0 and J(u ⋆ ) = c ⋆ > 0. This ends the proof of Theorem 1.1.
Now, we proceed to prove Theorem 1.2.
Proof of Theorem 1.2. By a ground state solution of equation (1.1) we mean a nontrivial solutioñ u ∈ Y rad of (1.1) such that
where N is the Nehari manifold
For this aim, it is sufficient to prove that c ⋆ ≤ M ⋆ . The Nehari manifold N is closely linked to the behavior of the function h u : t → J(tu) for t > 0. Such map is known as fibering map that dates back to the fundamental works [20, 36] . If u ∈ N then
Since J ′ (u)u = 0, as a direct consequence, we deduce
for t > 0. Taking into account that f (s)/s is increasing for s > 0 and f (s) ≥ 0 for all s ∈ R, we infer that F (s)f (s) s is also increasing for s > 0. Hence, h ′ u (t) > 0 for t ∈ (0, 1) and h ′ u (t) < 0 for t ∈ (1, ∞). Hence, observing h ′ u (1) = 0, we conclude that J(u) = max t≥0 J(tu). Setting γ(t) := (t 0 u)t, for t ∈ [0, 1], where t 0 > 1 is sufficiently large such that J(t 0 u) < 0, we have γ ∈ Γ (Γ was given in the definition of c ⋆ ), and so
Therefore, since u ∈ N is arbitrary, c ⋆ ≤ M ⋆ .
Proof of Theorem 1.3
In this section, we present the proof of our second existence result. We recall that, in this case, condition (f 3 ) is replaced by conditions (f 4 ) and (f 5 ). In this context, we need to prove a new estimate for the minimax level c ⋆ . For this aim, we consider the Moser sequence
Next, we prove some useful properties of the Moser's sequence ( ω n ) ⊂ Y rad , which will be important in the sequel.
Proof. First, since |∇[log(1/|x|)]| 2 = 1/|x| 2 and by using polar coordinates we have
Now, let us to estimate the integral I n := R 2 V (|x|) ω 2 n dx. According to condition (V 0), we have 0 < M 1 < ∞. Thus, Making the change of variable t = log 1 r and integrating by parts twice, we get
log n n a 0 +2 − 1 a 0 + 2 log 2 n n a 0 +2 and therefore
and δ n log n → 2M 1 (a 0 + 2) 3 .
Moreover,
|∇ ω n | 2 dx + I n ≤ 1 + δ n and this completes the proof. Proposition 6.2. If we also assume that lim inf r→0 + Q(r)/r b 0 > 0, then mountain pass level c ⋆ satisfies the estimate
Proof. If we define ω n = ω n / 1 + δ n , (6.3) then, by Lemma 6.1, ω n ≤ 1. To prove (6.2), it suffices to show that there exists some n 0 ∈ N such that
where the functional I was defined in Lemma 4.1 and w n 0 is the normalized Moser's sequence term given by (6.3) . In fact, taking e ⋆ = t 0 ω n 0 , with t 0 > 0 sufficiently large such that J(e ⋆ ) < 0, and defining γ 0 (t) := (t 0 ω n 0 )t, then we have γ 0 ∈ Γ and
Arguing by contradiction, suppose that for each n ∈ N there is t n > 0 such that
Since F (s) ≥ 0 for all s ∈ R, we have
One can easily check that at t = t n , d dt
or equivalently
By the condition added concerning the behavior of Q near 0, there exists a positive constant C 2 such that
Thus, for n large such that B 1/n ⊂ B r 0 , we obtain
Thus, we deduce 8) which yields that (t n ) is bounded. Indeed, it follows from (6.8) that
Thus, if t n → +∞ as n → +∞, the right hand side of (6.9) goes to infinity when n → +∞, which leads a contradiction. Thereby, (t n ) is bounded. Hence, passing to a subsequence if necessary, we infer that
Furthermore, as a by-product of (6.8), there exists C 4 > 0 such that
which can be rewritten as
and by using (6.4) we conclude − (4 + 2b 0 − µ) 1 + δ n δ n log n + ϑ + 1 2 log (log n) ≤ C 4 .
Since, by Lemma 6.1, δ n log n → 2M 1 /(a 0 + 2) 3 and log(log n) → +∞, we obtain a contradiction and this concludes the proof.
Next we prove Theorem 1.3. For this aim, we will check that the limit of a Palais-Smale sequence for J yields a weak solution to (1.1).
Proof of Theorem 1.3. From the mountain-pass theorem without Palais-Smale condition [4] there exists a (PS) c ⋆ sequence (v n ) ⊂ Y rad for J, i.e.,
as n → +∞. From Lemma 4.2, (v n ) is bounded in Y rad , then, up to a subsequence, there exists v ⋆ ∈ Y rad such that v n ⇀ v ⋆ weakly in Y rad . Moreover, from the boundedness of (v n ) and the above convergences, we have
10) with the positive constant C independent of n. Next, we split the proof in some claims. Claim 6.3.
as n → +∞.
Verification:
We have seen soon after Remark 3.2 that if v ⋆ ∈ Y rad , then
Let C > 0 and ϑ ∈ (0, 1], M 0 , s 0 > 0 be the constants given by (6.10) and (f 4 ) respectively. From the above limit, for any δ > 0 given, we can choose M > max{(CM 0 /δ)
By using (6.10), (f 4 ) and the choice on M , we derive
This way, for any Ω ⊂⊂ R 2 , we have
where Ω M,v := Ω ∩ {|v| ≤ M }, v ∈ Y rad . At this point, the proof reduces to establishing that (6.11) as n → ∞, for any fixed M > max{(CM 0 /δ) 1 ϑ+1 , s 0 }. For this, we begin noticing that as K → ∞,
where χ Ω is the characteristic function corresponding to the set Ω.
Considering (6.10), (f 4 ) and the choice on K, it follows that |vn|≤M |vn|>K
Therefore, we obtain
So, (6.11) will be proved if |vn|≤M |vn|≤K as n → ∞, where we have used the Hardy-Littlewood-Sobolev inequality. Thus, by Lebesgue's Dominated Convergence Theorem, this finally yields (6.12).
Claim 6.4. v ⋆ is a weak solution to (1.1).
Verification: Let us now prove that the weak limit v ⋆ yields actually a weak solution to (1.1), namely that
for all φ ∈ C ∞ 0 (R 2 ). Since (v n ) is a (PS) c ⋆ sequence, for all φ ∈ C ∞ 0 (R 2 ) we know that Since v n ⇀ v ⋆ , as n → ∞, in Y rad , it is therefore enough to show that Let Ω be any compact subset of R 2 . We claim that there exists a constant C(Ω) such that Ω |x| −µ * (Q(|x|)F (v n )) Q(|x|) f (v n ) 1 + v n dx ≤ C(Ω). (6.13)
Indeed, let
where ϕ is a smooth function compactly supported in Ω ′ ⊃ Ω, Ω ′ compact, such that 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in Ω. Straightforward computations show that
which establishes w n ∈ Y rad . Since J ′ (v n ) → 0, as n → ∞, we get
where τ n → 0, as n → ∞, that is, (∇v n · ∇w n + V (|x|)v n w n ) dx + τ n w n .
Then,
where B R is a ball in R 2 that contains Ω ′ and (V 0) jointly with Hölder's inequality were used in the last step above. Since (v n ) bounded in Y rad , no further work is required for reach which was claimed. Now, setting ξ n = |x| −µ * (Q(|x|)F (v n )) Q(|x|)f (v n ), n ≥ 1, we can notice that
Combining (6.13) and (6.10), we obtain Ω ξ n dx ≤ 2C(Ω) + C, ∀ n ≥ 1.
Now, consider the sequence of measures µ n given by µ n (E) = E ξ n dx, n ≥ 1, for each measurable set E. Since ξ n 1 ≤ C 1 (Ω), for all n ≥ 1 and Ω is bounded, the measures µ n have uniformly bounded total variation. Then, by weak * -compactness, passing to a subsequence, there exists a measure µ such that µ n ⇀ * µ, that is, Ω ξ n φ dx → Ω φ dµ, n → ∞, ∀φ ∈ C ∞ 0 (Ω).
But then, since (v n ) is a (PS) c ⋆ sequence, it follows that R 2 (∇v n · ∇φ + V (|x|)v n φ) dx → Ω φ dµ, n → ∞, ∀φ ∈ C ∞ 0 (Ω), which implies µ is absolutely continuous with respect to the Lebesgue measure. So, by using the Radon-Nikodým Theorem, we get ξ ∈ L 1 (Ω) such that Ω φ dµ = Ω φξ dx, ∀φ ∈ C ∞ 0 (Ω).
Since this holds for any compact set Ω ⊂ R 2 , we have that there exists a function ξ ∈ L 1 loc (R 2 ) such that
Moreover, due to v n → v ⋆ a.e. in R 2 , ξ = |x| −µ * (Q(|x|)F (v ⋆ )) Q(|x|)f (v ⋆ ) and the proof is just finished. Claim 6.5. v ⋆ is nontrivial.
