Abstract. The minimal blow-ups of simplicial Coxeter complexes are natural generalizations of the real moduli space of Riemann spheres. They inherit a tiling by the graph-associahedra convex polytopes. We obtain explicit configuration space models for the classical infinite families of finite and affine Weyl groups using particles on lines and circles. A Fulton-MacPherson compactification of these spaces is described and this is used to define a Coxeter operad. A complete classification of the building sets of these complexes is also given with a computation of their Euler characteristics.
. The classification of simplicial Coxeter groups and their Coxeter graphs are wellknown [3, Chapter 6] .
We restrict our attention to infinite families of simplicial Coxeter groups which generalize to arbitrary number of generators. This will mimic configuration spaces of an arbitrary number of particles since our motivation comes from M 0,n (R). There are only seven such types of Coxeter groups: three spherical ones and four Euclidean ones. Figure 1 shows the Coxeter graphs associated to the Coxeter groups of interest; we label the edge with its order for m ij > 3. The number of nodes of a graph is given by the subscript n for the spherical groups, whereas the number of nodes is n + 1 for the Euclidean case. 
Every spherical
Coxeter group has an associated finite reflection group realized by reflections across linear hyperplanes on a sphere. Every conjugate of a generator s i acts on the sphere as a reflection in some hyperplane, dividing the sphere into simplicial chambers. The sphere, along with its cellulation is the Coxeter complex corresponding to W , denoted CW . The hyperplanes associated to each group given in Table 1 lie on the (n − 1) sphere. The W -action on the chambers of CW is simply transitive, and thus we may associate an element of W to each chamber; generally, the identity is associated to the fundamental chamber. Thus the number of chambers of CW comes from the order of the group.
W

Hyperplanes # Chambers
A n x i = x j (n + 1)!
B n x i = ±x j , x i = 0 2 n n! D n x i = ±x j 2 n−1 n! Note that both of them are tiled by 2-simplices.
( a ) ( b ) Figure 2 . Coxeter complexes (a) CA 3 and (b) CB 3 .
2.3. We move from spherical geometry coming from linear hyperplanes to Euclidean geometry arising from affine hyperplanes. Just as with the spherical case, each Euclidean Coxeter group has an associated Euclidean reflection group realized as reflections across affine hyperplanes in
Euclidean space. Again, we focus on the infinite families of such Euclidean Coxeter groups which are A n , B n , C n , and D n . The hyperplanes 1 associated to each group, given in Table 2 , lie in R n .
W
Hyperplanes (k ∈ 2Z) # Chambers
A n x i = x j + k n! B n x i = ±x j + k, x i = 1 + k 2 n−1 n! C n x i = ±x j + k, x i = 1 + k, x i = 0 + k 2 n n! D n x i = ±x j + k 2 n−2 n! Table 2 . The toroidal complexes.
We look at the quotient of the Euclidean space R n by a group of translations, resulting in the n-torus T n . This is done for three reasons: First, the configuration space model is a more natural object after the quotient, resulting in particles on circles. Second, it is the correct generalization of the affine type A complex, as discussed in [11] . Third, and most importantly, it presents us with a valid operad structure. The translations for A n are covered in [11, Section 2.3] . For the remaining cases, we choose coordinate translations of magnitude 2. This has the benefit of identifying the most ubiquitous set of hyperplanes {x i = ±x j + k}, producing an arrangement that is familiar from the spherical cases. We refer to the quotient of the Coxeter complex CW of Euclidean type as the toroidal Coxeter complex, denoted as TCW . Figure 3 (a) shows the hyperplanes of C 2 in R 2 , whereas (b) shows the hyperplanes for A 2 . Figure 3 (c) is the cellulation of the toroidal complex TC A 2 .
1 We choose a slightly non-standard collection of hyperplanes in order for the associated configuration spaces to be more canonical.
( a ) ( b ) ( c ) Figure 3 . Coxeter complexes (a) C C 2 , (b) C A 2 and (c) TC A 2 .
3. Configuration Spaces 3.1. We now give an explicit configuration space analog to each Coxeter complex above. These appear as (quotients of) configuration spaces of particles on the line R and the circle S. The arguments used for the constructions below are elementary, immediately following from the hyperplane arrangements of the reflection groups. However, as shown in Section 5, the configuration space model we provide will enable us to elegantly capture the blow-ups of these Coxeter complexes.
which we notate (without labels) as .
be the space of n pairs of symmetric labeled particles (denotedn) across the origin. A point in C3(R • ) is −x 3 < −x 2 < −x 1 < 0 < x 1 < x 2 < x 3 , which is depicted without labels as , where the black particle is fixed at the origin.
pairs of symmetric labeled particles across the origin, where the particle x i and its symmetric pair −x i are both allowed to occupy the origin. A point in C3(R • ) is
drawn without labels. Notice the mark at the origin where there is no fixed particle: The point −x 3 < −x 2 < x 1 , −x 1 < x 2 < x 3 drawn as lies in the same chamber of C3(R • ) as Eq.(3.1).
Let Aff(R) be the group of affine transformations of R generated by translating and positive scaling. The action of Aff(R) on C n (R) translates the leftmost of the n particles in R to −1 and the rightmost is scaled to 1. Taking the closure of this configuration space allows particles to collide (coincide with each other) on the line.
Proposition 3.4. Let C n R denote the closure of C n (R)/Aff(R). Then C n R has the same cellulation as CA n−1 .
A detailed proof of this is given in [12, Section 4] . Roughly, quotienting by translations of Aff(R) removes the inessential component of the arrangement and scaling results in restricting to the sphere CA n−1 .
The proposition above can be extended to the other spherical Coxeter complexes. Let Aff(R) be the transformations of R generated simply by positive scalings: The action of Aff(R) scales the (symmetric) particles farthest from the origin to unit distance. Let Cn R • and Cn R • denote the closures of Cn(R • )/Aff(R) and Cn(R • )/Aff(R) respectively. Proposition 3.5. Cn R • and Cn R • have the same cellulation as CB n and CD n respectively.
Proof. From the above definition above, it is clear Cn(R • ) and Cn(R • ) are complements of the hyperplanes given in Table 1 . The closure of the spaces simply include the hyperplanes back into R n . Thus any collision in the closed configuration space maps to a point on the hyperplanes defined by the associated finite reflection group. Quotienting by Aff(R) allows choosing a particular representative for each fiber. Specifically, for the fiber containing (x 1 , x 2 , ..., x n ), choose
n , giving a map onto the unit sphere in R n . The cellulation of the sphere by these hyperplanes yields the desired Coxeter complex.
3.2. We move from the spherical to the affine (toroidal) complexes. However, the interest now is on configurations of particles on the circle S. The group of rotations acts freely on C n (S), and its quotient is denoted by C n (S ′ ); Figure 4 (a) shows a point in C 9 (S ′ ) drawn without labels.
Proposition 3.6. The closure C n S ′ of C n (S ′ ) has the same cellulation as TC A n−1 .
A proof of this is given in [11, Section 3] . A similar construction is produced below for the other three toroidal Coxeter complexes. Our focus is on the circle S with the vertical line through its center as its axis of symmetry, where the two diametrically opposite points on the axis are labeled 0 and 1. The space of interest is the configuration space of pairs of symmetric labeled particles (again denotedn) across this symmetric axis of the circle.
space of n pairs of symmetric labeled particles on S with a fixed particle at 1. Figure 4 (b) shows
the space of n pairs of symmetric labeled particles on S with a fixed particle at 0 and 1. Figure 4 (c)
shows a point in C5(S Proof. This is a direct consequence of the definitions of the configuration spaces, of the toroidal complexes, and their corresponding hyperplane arrangements given in Table 2 .
3.3. The group of reflections W across the respective hyperplanes acts on the configuration space by permuting particles. Let σ(W ) denote the group acting simply transitively on the configuration spaces above. As mentioned above, for the spherical complexes, σ(W ) is isomorphic to W . The (symmetric) group σ(A n ) is generated by transpositions s ij which interchange the i-th and j-th particle. The Coxeter group B n of signed permutations is generated by s ij along with reflections r 1 , . . . , r n , where r i changes the sign of the i-th particle. Note that B n is isomorphic to Z n 2 ⋊ S n . The Coxeter group D n is classically represented as the group of even signed permutations.
Alternatively, D n is isomorphic to the group Z n−1 2 ⋊ S n , generated by transpositions s ij along with reflections r 2 , . . . , r n . From the configuration space model Cn(R • ), the missing reflection r 1 corresponds to the reflection of the particle and its inverse closest to the origin.
Although the spherical groups W act simply transitively on their configuration spaces, the action of the affine groups is only transitive on the toroidal complexes. The simplest way to compute σ(W ) for the toroidal cases is from observing the diagrams given in Figure 4 . Cutting the circle along a fixed point and "laying it flat" gives us the appropriate groups. Since a point of
is fixed by the group of rotations, then σ( A n ) is isomorphic to A n−1 . Similarly, σ( B n ) is isomorphic to D n and σ( C n ) is isomorphic to B n . The group σ( D n ) is generated by transpositions s ij along with reflections r 2 , . . . , r n−1 . Similar to the D n case above, the missing elements r 1 and r n correspond to the reflections along the centrally symmetric axis. The group σ( D n ) is isomorphic
Bracketings and Hyperplanes
4.1. We introduce the bracket notation in order to visualize collisions in the closed configuration spaces. This notation will lead to a transparent understanding and to straight-forward proofs of our results below. In particular, Proposition 4.7 produces a complete classification of the minimal building sets for the Coxeter complexes, along with their enumeration, as given in Tables 3 and 4. A bracket is drawn around adjacent particles on a configuration space diagram representing the collision of the included particles. A k-bracketing of a diagram is a set of k brackets representing multiple independent particle collisions. For example, the configuration
in C5 R • corresponds to the bracketing . Each bracket on a configuration space diagram with symmetric particles will actually consist of two symmetric brackets, one on each side of the origin, with this symmetric pair counting as only one bracket. If this set includes the origin, we draw one symmetric bracket around the origin, which again counts as one bracket. Thus Eq.(4.1) is a 2-bracketing of its diagram.
We define the support of a bracketing to be the configuration space associated to the bracketing diagram; it is the subspace (of the configuration space) in which particles that share a bracket have collided. However, a set of collisions in a configuration space defines an intersection of hyperplanes. So, alternatively, the support of a bracketing is the smallest intersection of hyperplanes associated to the bracketing.
Example 4.1. Figure 5 shows part of the two-dimensional complexes CB 3 and CD 3 , one with a fixed particle at the axis of symmetry C3 R • and one without C3 R • . As we move through the chambers, going from (a) through (g), a representative of each configuration is shown. Notice that since there is no fixed particle at the axis of symmetry for type D, there is no meaningful bracketing of the symmetric particles closest to the axis; they may pass each other freely without 3   2  2  1  3  1  3   2  2  1  1  3  3   2  2  1  1  3  3   2  2  1  1  3  3   2  2  1  1  3  3   2  2  1  1  3  3   2  2  1  3  1  3   2  2  1  3  1  3   2  2  1  1  3  3   2  2  1  1  3  3   2  2  1  1  3  3   2  2  1  1 3 3 Figure 5 . Local regions of CB 3 and CD 3 .
4.2. Given a set of hyperplanes of either a sphere or affine space V , let α be an intersection of hyperplanes in V . We say that hyperplanes h i cellulate α to mean the intersections h i ∩ α cellulate α. Denote by H s α the set of all hyperplanes that contain α. If reflections in these hyperplanes generate a finite reflection group, it is called the stabilizer of α. Note that in a simplicial Coxeter complex, the stabilizer exists for all intersections of hyperplanes.
2
Let G be a k-bracketing diagram and let α be the support of G. One can determine the stabilizing hyperplanes of α using the following lemma, which comes straight from the definition. Proof. The cellulation of α is determined by the hyperplanes of α, which are simply the intersections of hyperplanes of W with α. If the particles x i and x j share a bracket in α, then x k cannot collide with x j in α without also colliding with x i . Geometrically, this property implies that the two hyperplanes x i = x k and x j = x k have the same intersection with α. Similarly, since x i and x j collide in all of α, the hyperplane x i = x j plays no role in the cellulation of α. These two facts allow us to treat x i and x j as a single particle in G without changing the hyperplane arrangement.
Repeating this process for all particles that share a bracket gives the desired result. . The hyperplanes that cellulate α are all of the hyperplanes of CB 5 ; however, collisions between x 1 and x 2 are irrelevant to the cellulation (since they are part of the defining hyperplanes of α). Furthermore no particle can collide with x 1 or x 2 without also colliding with the fixed particle 0. Thus the remaining hyperplanes, after the redundant ones are removed, are x i = x j , x i = −x j , and x i = 0 for all i, j > 2. Thus α is cellulated by the B 3 hyperplane arrangement.
4.3.
It is easy to check that in most cases the cellulations of hyperplane intersection subspaces α in Coxeter complexes are indeed other (smaller dimensional) Coxeter complexes. There are, however, three instances where subspaces (intersections of hyperplanes) of the Coxeter complexes CD n , TC B n and TC D n are not Coxeter complexes themselves. In particular, these subspaces have cellulations combinatorially equivalent to Coxeter complexes with additional hyperplanes. We define these three atypical complexes below: Definition 4.5. The complexes of interest are: 1. Let CD n,m be CD n with m additional hyperplanes
The configuration space model provides intuition into how these cases arise naturally. Note how these are all complexes with associated configuration spaces on R • , S • , where not all points along the axis of symmetry have fixed particles. The subspaces of these configuration spaces are those where some particles have collided. In these subspaces, sets of collided particles may be considered in aggregate as a new type of particle, called a thick particle. Figure 6 (a) shows a bracketing and (b) its representation with thick particles. In general, thick particles allow us to represent any number of coincident particles by a single particle. Recall that particles were defined such that they could occupy the same point as their inverse; that is, they do not form a collision with their inverse. Unlike (standard) particles, a thick particle and its inverse may not occupy the same point without collision. The reason comes from the hyperplane equations: In the subspace where x i and x j have collided, the hyperplane x i = −x j represents the same configurations as x i = −x i (= 0). Note that the number m of additional hyperplanes added to the complex corresponds to the number m of thick particles in their configuration spaces. Then the diagram of Figure 6 (b) is an element of CD 4,2 , sitting as a subspace of CD 7 in Figure 6 (a).
Remark. In the case of non-paired particles, the distinction between standard and thick particles is irrelevant, since no particle has an inverse to collide with. They are also inconsequential in configuration spaces that include a fixed particle at every point where particles may meet their inverses. Indeed any k-bracketing G can be represented as
where the base H and the G i 's are diagrams without brackets and each i j is a particle in H. Remark. Table 3 itemizes the collection of 1-bracketings for the spherical cases and Table 4 for the Euclidean ones. In the tables, m represents the total number of thick particles and r the number of thick particles in the bracket (stabilizer) of the atypical complexes.
Each valid ordering of particles on the configuration space diagram corresponds to a chamber. We define the symmetric action σ(G) on a diagram G as follows: For a diagram G with no brackets, σ is the set of all valid permutations of the particles of G, with those permutations that result in the same chamber identified. Indeed, when G is a configuration space diagram associated to the spherical or toroidal complex, then σ(G) is simply σ(W ). However if both thick and standard particles are present in the diagram, the group structure breaks down and we are left with just a subset of the symmetric group.
In the case of bracketings, define σ(G) to be the set of permutations of particles which preserve the bracketing; that is, only those reorderings in which the sets of particles sharing a bracket remain unchanged. Thus σ(G) acts independently on each bracket and on the base diagram H and
This allows us to state a gluing rule for chambers of a closed configuration space.
Theorem 4.8. Let G be a k-bracketing as defined in Eq.(4.2). Two faces of different chambers in a closed configuration space, with associated diagrams G and G ′ , are identified if and only if there is an element of σ(G
Proof. Geometrically, particles sharing a bracket have already collided. Reordering particles within a bracket has no impact on the configurations represented by G. Thus all bracketings in the image of σ(G 1 ) × · · · × σ(G k ) correspond to the same cell in the support of G. Conversely, two faces of different chambers are identified if they contain the same set of configurations, and thus the same sets of collided particles. Thus G and G ′ have the same diagram, up to reordering of the collided particles. Since σ(G i ) is transitive on each bracket G i , the permutation taking G to G ′ is a composition of elements in the σ(G i )'s.
Compactifications and Operads
Compactifying a configuration space C n (V ) enables the points on V to collide and a system
is introduced to record the directions points arrive at the collision. In the work of Fulton and Recall that Kapranov showed the minimal blow-ups of CA n to be isomorphic to the moduli space M 0,n+2 (R) [18, Proposition 4.8] . Thus, the Fulton-MacPherson compactification of our configuration spaces yield generalizations of this moduli space. In order to describe these compactified configuration spaces, we begin with definitions.
The collection of hyperplanes {x i = 0 | i = 1, . . . , n} of R n generates the coordinate arrangement.
A crossing of hyperplanes is normal if it is locally isomorphic to a coordinate arrangement. A construction which transforms any crossing into a normal crossing involves the algebro-geometric concept of a blow-up; a standard reference is [17] .
Definition 5.1. The blow-up of a space V along a codimension k intersection α of hyperplanes is the closure of
That is, we replace α with the projective sphere bundle associated to the normal bundle of α.
A general collection of blow-ups is usually noncommutative in nature; in other words, the order in which spaces are blown up is important. For a given arrangement, De Concini and Procesi [9, Section 3] establish the existence and uniqueness of a minimal building set, a collection of subspaces for which blow-ups commute for a given dimension, and for which every crossing in the resulting space is normal. For a Coxeter complex CW , we denote the minimal building set by Min(CW ). Proof. If α is the support of a 1-bracketing G, then H s a is determined again by Lemma 4.2. As a result:
1. If G contains a fixed particle, then H s α ∼ = HB k . 2. If G contains a particle and its inverse but no fixed particle, then H s α ∼ = HD k .
3. If G does not contain a particle and its inverse, then H s α ∼ = HA k . All three of these hyperplane arrangements are irreducible, so a ∈ Min(CW ).
Conversely, let α be the support of a k-bracketing 
where each i j is a particle in H and where G i is a nested m i -bracketing. The composition maps are those in Definition 4.6. Figure 9 shows an example. Figure 10 shows the permutations that preserve the cell represented by a particular configuration space diagram. Note that reflections commute with each other, and thus they generate a group which is isomorphic to (Z/2Z) 3 .
5.5. Classically, the notion of an operad was created for the study of iterated loop spaces [27] .
Since then, operads have been used as universal objects representing a wide range of algebraic concepts. We give a brief definition; see [20, Section 1] for details.
Definition 5.10. An operad O consists of a collection of objects {O(n) | n ∈ N} in a monoidal category endowed with certain extra structures. Notably,
(1) O(n) carries an action by the symmetric group of n letters.
(2) There are composition maps
which must be associative, unital, and equivariant.
One can view O(n) as objects of n-ary operations, which yield an output given n inputs. We will be concerned mostly with operads in the context of topological spaces, where the objects O(n) will be equivalence classes of geometric objects. Classically, these objects can be pictured as in There are several variants to the operad definition above. One classic example is the nonsymmetric version, which removes all references to the symmetric group in the definition above.
Our version, whose naming is credited to J. Stasheff, is as follows: (1) The group σ(W ) acts on O W (n, k) by permuting the labels. (2) There are composition maps
where n * = n H − m + n i and k * = k H + m + k i .
This defines the Coxeter operad
Note that the composition maps are those described in Eq.(5.1). The group σ(W ) is defined in Figure 12 . The affine Coxeter operads are analogous to the spherical ones shown, but an unrooted tree, rather than a rooted one, is used. Remark. There exists a generalization of the classical operad to the braid operad, defined by Fiedorowicz, with the braid group playing the role of the symmetric group [13, Section 3] . Since the braid group is the Artin group of type A n , it seems plausible that the Coxeter operads above can be extended to their corresponding Artin groups, yielding analogs to the braid operads.
6. Tiling by graph-associahedra 6.1. This section uses the theory of graph-associahedra developed in [5] . It is applied to the blownup Coxeter complexes of interest, yielding enumerative results. Notably, the Euler characteristic of these spaces are given.
It is a classic result of geometric group theory that each chamber of a simplicial Coxeter complex is a simplex [4, Section 1]. However, we are interested in the minimal blow-ups of these manifolds.
Definition 6.1. Let Γ be a graph. A tube is a proper nonempty set of nodes of Γ whose induced graph is a proper, connected subgraph of Γ. There are three ways that two tubes t 1 and t 2 may interact on the graph.
(1) Tubes are nested if t 1 ⊂ t 2 .
(2) Tubes intersect if t 1 ∩ t 2 = ∅ and t 1 ⊂ t 2 and t 2 ⊂ t 1 . (3) Tubes are adjacent if t 1 ∩ t 2 = ∅ and t 1 t 2 is a tube in Γ.
Tubes are compatible if they do not intersect and they are not adjacent. A tubing T of Γ is a set of tubes of Γ such that every pair of tubes in T is compatible. A k-tubing is a tubing with k tubes. Figure 13 shows two examples of graph-associahedra, having underlying graphs as paths and cycles, respectively, with three nodes. These turn out to be the two-dimensional associahedron [27] and cyclohedron [2] polytopes.
( a ) ( b ) Figure 13 . Graph-associahedra with a (a) path and (b) cycle as underlying graphs. (1) PA n (the associahedron) tiles C(A n ) # , C(B n ) # and TC( C n−1 ) # .
Proof. For a given graph Γ, the polytope PΓ n depends only on the adjacency of nodes, not the label on the edges. 6.2. We analyze the structure of these tiling polyhedra PW . For a given tube t and a graph Γ, let Γ t denote the induced subgraph on the graph Γ. By abuse of notation, we sometimes refer to Γ t as a tube. Definition 6.5. Given a graph Γ and a tube t, construct a new graph Γ * t called the reconnected complement : If V is the set of nodes of Γ, then V − t is the set of nodes of Γ * t . There is an edge between nodes a and b in Γ * t if either {a, b} or {a, b} ∪ t is connected in Γ. Before moving on to the other tiling polytopes, we need to look at some special graphs which appear as reconnected complements. They are displayed in the Figure 15 below, the subscript n denoting the number of vertices. Note that the polytope PX 4 is the 3-dimensional permutohedron. 
Proof. Since all the crossings in C(W ) # are normal, each codimension k face of PW is identified with 2 k copies.
Remark. The number of vertices in PA is the well-known Catalan number [26, Section 6.5]. The faces f k (W ) of PW provide natural generalizations.
Proposition 6.4 shows only four types of graph-associahedra which tile the blown-up Coxeter complexes: PA n (the associahedron), P A n (the cyclohedron), PD n and P D n . The enumeration of the faces of the associahedra PA n is a classic result of A. Cayley [6] , obtained by just counting the number of n-gons with k non-intersecting diagonals:
The enumeration of face poset of the cylohedron P A n comes from the work of R. Simion [25, Section 3.1]:
In a recent paper, A. Postnikov provides a recursive formula for the generating function of the numbers f k [24, Theorem 7.11] . Using this, he has found closed formulas for the graph-associahedra of types D n and D n . We thank A. Postnikov for sharing the following result:
Proposition 6.13. The face poset enumerations of types D n and D n are (6.1) f k (PD n ) = 2f k (PA n ) − 2f k (PA n−1 ) − f k (PA n−2 ) − f k−1 (PA n−1 ) − f k−1 (PA n−2 ) and f k (P D n ) = 4f k (PA n+1 ) − 8f k (PA n ) − 4f k−1 (PA n ) + f k−2 (PA n−1 ) + 4f k (PA n−2 ) + 6f k−1 (PA n−2 ) + 2f k−2 (PA n−2 ) + f k (PA n−3 ) + 2f k−1 (PA n−3 ) + f k−2 (PA n−3 ). Table 4 . Minimal building sets of dimension k for Euclidean complexes.
