Let A be a real symmetric matrix of size N such that the number of non-zero entries in each row is polylogarithmic in N and the positions and values of these entries are specified by an efficiently computable function. We consider the problem of estimating an arbitrary diagonal entry (A m ) jj of the matrix A m up to an error of ǫ b m , where b is an a priori given upper bound on the norm of A and m, ǫ are polylogarithmic and inverse polylogarithmic in N , respectively.
Introduction
It is believed that a quantum computer is more powerful than a classical computer in the sense that it allows more efficient algorithms for some computational problems than any classical computer. Nevertheless, it is not yet well understood which problems are tractable for quantum computers. It would therefore be desirable to better understand the class of problems which can be solved efficiently on a quantum computer. In quantum complexity theory, this class is refered to as BQP. Meanwhile, some characterizations of BQP are known [1, 2, 3, 4] . Here we present a new characterization of BQP which is related to the computation of powers of large matrices.
It should not be too surprising that computational problems can be formulated in terms of "large" matrices. For example, the transformations of a quantum computer can be represented by multiplication of matrices of a certain type. However, the matrix problems directly derived from this representation, would usually not be very natural in classical terms. They are, of course, natural, as physical questions about the behavior of quantum systems. For instance, the problem of estimating the entries of products of unitary matrices which are given by a tensor embedding of low-dimensional unitaries, is BQP-complete, but it is not obvious where problems of this nature could arise in real-life applications referring to the macroscopic world.
It is known that Hamiltonians with finite range interactions can generate sufficiently complex dynamics that can serve as autonomous programmable quantum computers [5] . Therefore, it is not unexpected that problems related to spectra and eigenvectors of self-adjoint operators lead to computationally hard problems. One could think that many of such problems could be solved efficiently on a quantum computer. However, results proving that questions pertaining to the minimal eigenvalue of Hamiltonians are QMA-complete demonstrate that it is unlikely to find efficient algorithms for this problem.
The situation changes dramatically when we do not aim at deciding whether some Hamiltonian H has an eigenvalue below a certain bound but only whether a given state |ψ has a considerable component in the eigenspace corresponding to a particular eigenvalue of H. Such a problem can be answered by repeatedly applying H-measurements to |ψ and subsequent statistical evaluation of the obtained samples. It has been shown in [4] that measurements of so-called k-local operators 1 , applied to a basis state, solve all problems in BQP. This proves that some class of problems concerning the spectral measure of k-local self-adjoint operators associated with a given state, characterize the class of problems that can be solved efficiently on a quantum computer. Unfortunately, the requirement of k-locality restricts the applicability of these results since it is not clear where k-local matrices occur apart from in the study of quantum systems. We have therefore constructed a problem with sparse matrices that does not require such a k-local structure and show that a very natural problem, namely the computation of diagonal entries of their powers, characterizes the complexity class BQP.
The paper is organized as follows. In Section 2 we define formally the problem of estimating diagonal entries. In Section 3 we prove that this problem can be solved efficiently on a quantum computer. To this end, we use the quantum phase estimation algorithm to implement a measurement of the observable defined by the sparse matrix. This can be done whenever the corresponding unitary can be simulated efficiently. Since the diagonal entries of the mth powers are the mth statistical moments of the spectral measure, we can estimate them after polynomially many measurements provided that the accuracy is sufficiently high. In Section 4 we show that diagonal entry estimation encompasses BQP. The proof relies on an encoding of the quantum circuit which solves the considered computational problem into a sparse selfadjoint matrix such that the spectral measure (and hence an appropriately chosen statistical moment) corresponding to the initial state depends on the solution. In Section 5 we generalize this result to matrices with entries −1, 0, and 1. The idea is that the gates, which are encoded into the constructed Hamiltonian are not required to be unitary, even though the circuit that then realizes the corresponding measurement is certainly unitary. This fact could be interesting in its own right. For example, it could be possible that there are even more general ways of simulating non-unitary circuits by encoding them into self-adjoint operators. In this context, it would be interesting to clarify the relation to other measurement based schemes of computation [7, 8, 9] .
Definition of diagonal entry estimation
Before we define the decision problem "diagonal entry estimation" we have to introduce the notion of sparse matrices and spectral measures. Here we call n qubits [6]) an N × N matrix A sparse if it has no more than s = polylog(N) non-zero entries in each row and there is an efficiently computable function f that specifies for a given row the non-zero entries and their positions (compare [10, 11, 12] ).
Let A be a self-adjoint matrix of size N × N and
be the spectral decomposition of A. Let |ψ be some normalized vector of size N. The spectral measure induced by A and |ψ is a probability distribution on the spectrum of A such that the eigenvalue λ occurs with probability Q λ |ψ 2 . In the sequel we will repeatedly make use of the following observation. The expectation value of A m in the state |ψ is given by
i.e., by the mth statistical moment of the spectral measure.
In [4] , eigenvalue sampling is defined to be a quantum process that allows to sample from a probability distribution that coincides with the spectral measure induced by A and |ψ . Throughout the paper we refer to such a procedure as measuring the observable A in the state |ψ . We will now state the considered problem in a formal way.
Definition 1 (Diagonal Entry Estimation)
Given a sparse real symmetric matrix A of size N, an integer j ∈ {1, . . . , N}, and a positive integer m = polylog(N), estimate the diagonal entry (A m ) jj in the following sense:
is an a priori known upper bound on the operator norm of A.
Problems of this kind arise, for example, in graph theory. Let A be the adjacency matrix of a graph with bounded degree s. Then the diagonal entry (A m ) jj of the mth power of A is equal to the number of paths of length m that start and end at the vertex j.
It is important to note that the scale on which the estimation has reasonable precision is given by b m . If the a priori known bound on the norm is, for instance, b ′ := 2b instead of b, then the accuracy is changed by the exponential factor 2 m . Our results show that quantum computation outperform classical computation in estimating the diagonal entries (provided that BQP = BPP). But one has to be very careful on which scale this result remains true.
Diagonal entry estimation is in BQP
To show that diagonal density estimation is in BQP we briefly recall the formal definition of this complexity class [6] .
Definition 2 (The class BQP)
A language L is in BQP if for every input length r there is a uniformly generated family of quantum circuits Y r acting on poly(r) qubits that decide if a string x of length r is contained in L in the following sense:
such that
Equation (1) has to be read as follows. The input string x determines the first r bits. Furthermore, l additional ancilla bits are initialized to 0. After Y r has been applied we interpret the first qubit as the relevant output and the remaining r + l − 1 output values are irrelevant. The size of the ancilla register is polynomial in r.
We now describe how to construct a circuit that solves diagonal entry estimation. Without loss of generality we may assume b = 1 and rescale the measurement results later. The main idea is as follows. We measure the observable A in the state |j and raise the outcome value to the mth power. The average value of the obtained numbers over large sampling converges to the desired entry. The measurement is done by (1) considering A as a Hamiltonian of a quantum system and simulating the corresponding dynamics U t = exp(−iAt) and (2) applying the phase estimation algorithm to U t . We embed A into the Hilbert space of n qubits, where n = ⌈log 2 N⌉. It is known that such a simulation of the dynamics generated by A can be implemented efficiently if A is sparse [10, 11, 12] . More precisely, for each t one can construct a circuit V that is δ-close to U t = exp(−iAt) with respect to the operator norm such that the required number of gates increases only polynomially in the parameters n, t, and 1/δ.
Let us first assume that we could precisely implement the unitary U := exp(iA). We add a control register consisting of p qubits for the phase estimation procedure [13] . The idea is to control the implementation of the 2 l th power of U by the lth control qubit. More precisely, we have
where the superscript (l) indicates that the projectors |0 0| and |1 1| act on the lth control qubit, respectively. Note that the decomposition of W 1 into elementary gates is obtained by replacing each elementary gate in the circuit implementing U with a corresponding controlled gate. The unitaries W l are implemented by 2 l fold application of W 1 .
Let |ψ be an eigenvector of A with eigenvalue λ. If we run the quantum phase estimation [13] for U and the state |ψ , we obtain on the ancilla register (after rescaling with 2π) a measurement resultλ which is close to λ with high probability. More precisely, the difference between λ andλ is smaller than η with probability at least 1 − θ/2 provided that p is appropriately large. It is possible [13] to achieve this accuracy and success probability already for some p that satisfies
Now we take into account the inaccuracy of the simulation, i.e., we have actually implemented a gate V instead of U with V − U ≤ δ. Assume that the phase estimation procedure yields an outcome valueλ which is η-close to λ with probability at least 1 − θ/2 when applied to the desired unitary U and the eigenvector |ψ of U. If we knew that the whole phase estimation circuit based on controlled-V gates is θ/2 close (with respect to the operator norm) to the corresponding circuit constructed with U gates we can guarantee that the probability to be η-close is at least 1 − θ. To ensure this bound we chose the simulation accuracy δ := θ/2 p+1 since the phase estimation procedure contains the controlled-V gates 2 p − 1 times. Note that now δ is only polynomial in 1/η and 1/θ since p increases only logarithmically with the demanded accuracy.
We have then for every eigenstates |ψ i of A with eigenvalue λ i the statement
The first term on the right hand side corresponds to the case that the measurement outcome deviates by more than η from the true value. Since A ≤ 1 we do not accept measurement outcomesλ smaller than −1 or greater than 1, i.e., the maximal error is at most 2. The second term corresponds to the case |λ
Now we choose θ and η such that the right hand side of inequality (2) is smaller or equal to ǫ/2. Then we decompose |j into U-eigenstates
by linearity arguments and
Using the triangle inequality we have therefore
Now we sample the measurement k times in order to estimate the expectation value E |j (Z m ). To obtain (A m ) jj up to an error of ǫ we have to estimate E |j (Z m ) up to an an error of ǫ/2. Let Z m denote the average value of the random variable Z m after sampling k times. Since the values of Z m are between −1 and 1 we can give an upper bound for the probability to obtain an average being not ǫ/2-close to the expectation value. By Hoeffding's inequality [14] we get
Therefore, we have shown for b = 1 that we can distinguish between the two cases in Definition 1 with exponentially small error probability. For b = 1 we have to rescale the inaccuracy of the estimation by b m . The whole procedure including repeated measurements and averaging can certainly be performed by a single quantum circuit Y r in the sense of Definition 2.
To recall the amount of required time and space resources we observe that η and θ were inverse polynomial in n, m, and 1/ǫ, hence δ is inverse polynomial, too. This ensures that the running time of the circuit, including simulation and phase estimation procedures, is polynomial. The space resources are polynomial, anyway, since only a logarithmic number of ancillas is needed in addition to the n qubits where A acts on. Since we have furthermore shown that the number of required runs for the sampling procedure is only logarithmic with the inverse of ǫ we have shown that the problem is in BQP.
It should be mentioned that also off-diagonal entries (A m ) ij can efficiently be estimated on the same scale using superpositions |i ± |j since the values i|A m |j can be expressed in terms of differences of the statistical moments of the spectral measure induced by those states. The scale on which the estimation can be done efficiently is then also given by ǫ b m with an appropriately modified ǫ that is still inverse polynomial in n. However, since BQP hardness requires only diagonal entries we have focused our attention on the latter.
Diagonal entry estimation is BPQ-hard
Now we assume that we are given a quantum circuit Y r that is able to decide whether a string x is in the given language L in the sense of Definition 2. Using Y r we construct a self-adjoint operator A such that the corresponding spectral measure induced by an appropriate initial state depends on whether x is in L or not. The idea for this construction is based on Ref. [4] which shows the BQP hardness of approximate k-local measurements which, in turn, is obtained from modifying the ideas in [15] . The latter article proved PSPACE-hardness of so-called exact k-local measurements.
However, our description below will only at one point refer to these results since the observable we construct here is only required to be sparse, whereas the constructions in [4, 15] use the subclass of k-local Hamiltonians. In analogy to [16, 4] we construct a circuit U that is obtained from Y r as follows: First apply the circuit Y r . Implement a CNOT gates having the output of Y r as control qubit and an additional ancilla qubit as target. Implement then Y † r . The whole circuit U obtained is shown in Fig. 1 . We denote the dimension of the Hilbert space U acts on byÑ.
In the following we use the definition
where the leftmost qubit is the output qubit where the result is copied to, i.e., the target of the CNOT (see Fig. 1 ). It is easy to check that the circuit satisfies
and that U|s x = |s X if |α 1 | = 0 (4)
where α 1 is given by Definition 2. Certainly, U|s x is close to |s x if |α 1 | is close to zero. We use this property below. Assume that U is generated by a concatenation of the M elementary gates U 0 , . . . , U M −1 . We assume furthermore that M is odd, which is automatically satisfied if we decompose Y † r in analogy to Y r and implement the CNOT gate inbetween Y r and Y † r . We define the unitary
acting on C M ⊗ CÑ . Here the + sign in the index has always to be read modulo M. We obtain
Using eq. (3) we have
where the vector |0 refers to the 0th basis vector in C M . Whenever |α 1 | = 0 equation (6) holds even when replacing the power 2M with M (see eq. (4)).
In other words, the orbit
is always 2M-periodic and it is M-periodic whenever |α 1 | = 0. It is certainly "almost" M-periodic when |α 1 | is close to zero. This makes intuitively clear, that the spectrum of the restriction of W to the subspace generated by the orbit (7) contains the information on the solution of the BQP problem and that the two extreme cases |α 1 | = 0 and |α 1 | = 1 induce spectral measures that coincide with the spectral measure of the cyclic shift in M, respective 2M, dimensions.
Rephrasing the results of [4] , the corresponding spectral measure induced by |0 ⊗ |s x is in general the convex sum
where R (0) is the uniform distribution over the Mth roots of unity, i.e., the values exp(−i2πl/M) for l = 0, . . . , M − 1, and R (1) is the uniform distribution over the values exp(−iπ(2l + 1)/M). We observe that R (0) and R (1) are obtained from each other by a reflection of the real axis since M is odd. The two extreme cases |α 1 | = 1 and |α 1 | = 0 lead to uniform distributions over the 2Mth or the Mth roots of unity, respectively. We define the self-adjoint operator
The support of the spectral measure corresponding to A is directly given by the real part of the support of the corresponding measure of W . To obtain the corresponding probabilities one has to take into account that in many cases two different eigenvalues of W lead to the same eigenvalue of A.
To calculate the distribution of outcomes for A-measurements we observe that R (0) leads therfore to a distribution P (0) on the (M − 1)/2 eigenvalues (1) l = 2/M for l ≤ (M − 1)/2. As it was true for R (0) and R (1) , the measures P (0) and P (1) coincide up to a reflection.
We now set |j := |0 ⊗ |s x , i.e., the input state is considered as the jth basis vector of C M ⊗ CÑ . Then the diagonal entry (A m ) jj coincides with the mth moment of the spectral measure:
where λ runs over all eigenvalues of the restriction of A to the smallest Ainvariant subspace containing |j , and P (λ) denotes its probability according to the spectral measure corresponding to A. Since the latter is a convex sum of P (0) and P (1) we may write (A m ) jj as the convex sum
The values E 0 and E 1 can be considered as mth statistical moments of random variables on [−1, 1] whose distributions are given by P (0) and P (1) , respectively.
In order to see how the value (A m ) jj changes with |α 1 | we observe if the answer is no and (A m ) jj < 1 3M otherwise. Setting g := 1/(6 M) (see Definition 1) we may define ǫ := 1/(12 M). Then the diagonal entry is greater than g + ǫ if x ∈ L and smaller than g − ǫ otherwise. The construction of A as the real part of a unitary ensures that A ≤ 1 =: b. This shows that we can find an inverse polynomial accuracy ǫ such that an estimation of the diagonal entry up to an error ǫ b m allows to check whether x is in L.
Generalization to matrices with entries 0, ±1
So far we have allowed general real-valued matrix entries. We may strengthen the result of the preceding section in the sense that diagonal entry estimation remains BQP-hard if we only allow matrix entries 0, ±1. It is known that Toffoli gates and Hadamard gates form together a universal set for quantum computation [17] . We may thus replace the whole sequence U 1 , . . . , U N of gates used in the definition of W (see eq. (5)) by a set of gates that consist only of Toffoli and Hadamard gates. Let T and H, denote the set of Toffoli gates and the set of Hadamard gates on C n , respectively. We modify then the universal set and consider T lef t ∪ T right ∪ H, where we have defined T lef t := T H and T right := HT . In words, T lef t is, for instance, the set of gates that are obtained by applying an arbitrary Toffoli-gate followed by a Hadamard gate on an arbitrary qubit. The Toffoli gate has only matrix entries 0 and 1, whereas the Hadarmard matrix has only entries ±1/ √ 2. The gates in T right and T lef t can only have multiples of ±1/ √ 2 as entries. But since they are unitary, the absolute values of their matrix entries cannot be greater than 1. Therefore, all gates in T lef t ∪ T right ∪ H have only entries ±1/ √ 2. Hence, the matrix A would only consist of such entries when using only gates that are taken from our modified set of gates. By rescaling with √ 2 we obtain a matrix A with entries 0, ±1. The rescaling is clearly irrelevant for the diagonal entry estimation problem since we have now spectral values within the interval [− √ 2, √ 2] and the accuracy required by Definition 1 changes by the factor ( √ 2) m accordingly.
Conclusions
We have shown that the estimation of diagonal entries of powers of symmetric sparse matrices is BQP complete when the demanded accuracy scales appropriately with the powers of the operator norm. The quantum algorithm proposed here for solving this problem uses the fact that measurements of the corresponding observable allow to obtain enough information on the probability measure defined by the eigenvector decomposition of the considered basis state. Given the assumption that BQP = BP P , i.e., that a quantum computer is more powerful than a classical computer, the required information on the spectral measure cannot be obtained by an efficient classical algorithm. This is remarkable since the determination of spectral measures is a problem whose relevance is not restricted to quantum theory applications.
