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1 Úvod 
Bakalářská práce je zaměřena na statistické metody v managementu jakosti. Statistické 
metody se v řízení jakosti používají ke sběru, analýze a interpretaci dat. Tyto informace pak 
využíváme při zlepšování kvality procesů a produktů. 
K využívání statistických metod při řízení jakosti nás dovedl poznatek, že nejsme 
schopni zajistit, při velkosériových výrobách, kontrolu kvality každého výrobku. Poprvé se 
statistické metody začaly využívat ve 20. letech Haroldem F. Dodgem, který navrhl a použil 
statistické přejímací plány. Historie statistických metod se vyvíjela ruku v ruce se změnou 
pojetí jakosti. Od detekce vadných produktů se došlo k prevenci, čili k předcházení vzniku 
vadných produktů. 
V bakalářské práci uvedu přehled statistických metod, které lze využít v praxi pro 
zlepšení jakosti procesů i produktů. Metody budou vybrány podle normy ČSN ISO/TR 10017 
a podle odborných publikací zabývající se tímto tématem. Cílem práce bude prezentace 
jednotlivých metod používaných v praxi a popis metodiky jejich fungování. 
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2 Management kvality 
Přesnou definici pojmu management kvality uvádí norma ČSN ISO 9000 ve znění: 
„koordinované činnosti pro vedení a řízení organizace pokud se týče kvality. Pojem kvalita 
norma vysvětluje jako stupeň splnění požadavků souborem inherentních charakteristik a 
pojem požadavek je definován jako potřeba nebo očekávání, které jsou stanoveny, obecně se 
předpokládají nebo jsou závazné.“ Od organizace se očekává, že bude plnit požadavky dané 
závaznými předpisy, tak i požadavky svých zákazníků. 
Management kvality se stará o to aby se splnily požadavky zákazníka, pokud možno, 
s co nejvyšší efektivitou. Není dostačující aby se jenom něco vyrobilo. Na výrobek je nutno 
dohlížet během celého výrobního procesu tak, aby v konečném důsledku v co nejvyšší míře 
splnil požadavek zákazníka. Po odevzdání výrobku zákazníkovi, se organizace musí zajímat o 
zpětnou vazbu (feedback) aby tak mohla, v případě jakýkoliv neshod, tyto neshody odstranit 
pomocí neustálého zlepšování ke spokojenosti zákazníka. 
Při správném fungování managementu kvality můžeme sledovat, že: 
• Kvalita je rozhodujícím faktorem stabilního růstu a rozvoje organizace. Zde 
moderní management, pro dosažení minimálních nákladů a splnění kvalitativních požadavků 
zákazníka, využívá působení vnějších a vnitřních faktorů (budou vysvětleny později) 
• Management kvality je nejdůležitějším ochranným faktorem před ztrátami trhů. 
Je známo,že s distribucí levného avšak nedostatečně kvalitního zboží, roste nespokojenost 
zákazníka. 
• Kvalita je významným zdrojem úspor energií a materiálů. Nabízí se otázka k řešení 
zda je výhodné nakupovat levné výrobní zařízení s vyšší poruchovostí nebo je výhodnější 
zakoupit dražší zařízení s lepšími pracovními parametry. 
• Kvalita je limitujícím faktorem tzv. trvale udržitelného rozvoje, tj. takového 
rozvoje, který slaďuje ekonomický a společenský rozvoj se zachováním životního prostředí.  
• Kvalita úzce souvisí s ochranou spotřebitele. Názorným příkladem je pád společnosti 
McDonnell-Douglas, která po první havárii svého cestovního letadla ignorovala nezbytné 
konstrukční opravy doporučené komisí vyšetřující nehodu. Po pádu druhého letadla, ze 
stejného důvodu, se společnost stala pro trh nedůvěryhodnou a došlo k jejímu zániku. 
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3 Zásady managementu kvality 
I když organizace zavádí management kvality, nemusí však správně fungovat nebo 
může být zcela nefunkční. Aby se tak nestalo, existuje několik základních principů (podle 
Total Quality  Management) vedoucích k správnému fungování managementu kvality: 
• Orientace na zákazníka: organizace by měla neustále komunikovat se zákazníkem, 
snažit se splnit jeho požadavky co nejefektivněji a pružně reagovat na změny jeho požadavků. 
• Vedení a řízení lidí: organizace by měla motivovat své zaměstnance tak, aby cíle 
organizace se staly cílem zaměstnanců. Zároveň je třeba vytvořit program, který by 
pracovníky motivoval k neustálému zlepšování. 
• Zapojení lidí: schopnosti vyškolených a zaučených zaměstnanců by měla organizace 
využívat s maximální výtěžností. 
• Procesní přístup: pokud jsou související činnosti řízeny jako jeden celek, je možno 
dosáhnout kvalitního výsledku. 
• Neustálé zlepšování: společnost by se měla neustále snažit o zlepšování kvality svých 
výrobků a zároveň o zvýšení efektivity ve výrobě. 
• Přístup k rozhodování zakládající se na faktech: rozhodnutí učiněná společností by 
se měla zakládat na důkladné analýze problému s použitím všech dostupných dat a popřípadě 
dalších ovlivňujících faktorů. 
• Vzájemně prospěšné dodavatelské vztahy: vzájemná důvěra mezi dodavatelem a 
odběratelem znamená lepší kvalitu pro koncového zákazníka. V tomto vztahu je důležité 
sjednotit požadavky na kvalitu obou zainteresovaných objektů. 
Z vlastní zkušenosti mohu potvrdit, že sledování těchto zásad může vést 
k efektivnějšímu průběhu výroby. Jde o to, nalézt vhodný způsob jak implementovat tyto 
zásady do výrobního procesu. Jako příklad bych uvedl Siemens Automotive, kde služebně 
starší a vyškolení zaměstnanci dávali hodinová interní školení (jak správně vyplňovat 
změnové formuláře, 8D- reporty apod.) svým novým spolupracovníkům. Dále firma zavedla 
3i program, který zapojoval všechny zaměstnance do neustálého zlepšování efektivnosti 
výrobního procesu. Motivací bylo finanční ohodnocení. 
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4 Řízení kvality 
Obecně lze říci, že řízení jakosti je plánování a realizace nejhospodárnějších 
prostředků zhotovení výrobku, který je maximálně užitečný a bude vyhovovat požadavkům 
zákazníka. 
Podle normy ČSN EN ISO 9000 je pojem řízení kvality definován jako „část 
managementu kvality zaměřená na plnění požadavků na kvalitu.“ Další zajímavou definici 
uvádí japonské normy JISZ 8101: „Řízení jakosti je systém prostředků, kterými je hospodárně 
dosahováno produkování jakosti výrobků nebo služeb tak, aby se vyhovělo požadavkům 
kupujícího.“ Protože moderní řízení jakosti si osvojuje statistické techniky je někdy nazýváno 
statistické řízení jakosti (SQC). 
Použití statistiky v řízení kvality už v roce 1950 předpověděl W. Edwards Deming, 
který řekl: „Statistické řízení jakosti je aplikací statistických zásad a technik ve všech fázích 
výroby se zaměřením na co nejhospodárnějším zhotovení výrobku, který je maximálně 
užitečný a má odbyt.“ 
Na výslednou kvalitu výrobku působí celá řada nejrůznějších faktorů. Podle Armanda 
V. Feigenbauma jsou faktory bezprostředně ovlivňující kvalitu výrobku následující: 
• Men – lidé a jejich práce 
• Machines – výrobní a jiné zařízení 
• Materials – suroviny a materiály 
• Methods – pracovní metody 
• Money – peníze (v širším slova smyslu zdroje, které jsou k dispozici) 
Již zmíněné faktory označujeme jako faktory vnitřní. Za faktory vnější , které mají pro 
zajištění odpovídající kvality zásadní vliv, považujeme: Marketing, Management. 
Hlavním cílem je dosažení maximální spokojenosti zákazníka při minimálních 
nákladech. Takto fungující organizace se stává konkurenceschopnější, efektivnější a 
v neposlední řadě také zaznamenává ekonomický úspěch, prosperitu. 
Pokud chce organizace dosáhnout jisté kvality svého výrobku, musí řídit tuto kvalitu 
komplexně. Tzn. uplatňovat komplexní řízení nákladů, cen, zisku, potřebného množství, 
termínů dodávek. 
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5 Statistické metody v managementu kvality 
Každá organizace, která chce dosáhnout lepší konkurenceschopnosti a prosperity 
zavádí kontrolu kvality – QC neboli řízení jakosti. Pracovníci řízení jakosti shromažďují data, 
zpracovávají je a interpretují. Na základě těchto interpretací pak management kvality provádí 
nutné změny nebo realizuje doporučená vylepšení procesu. Je proto důležité, aby získaná data 
co nejvíce odpovídala realitě a odpovědný pracovník z těchto dat dokázal vyčíst co nejvíce 
informací popisujících daný stav. 
Následně budou uvedeny statistické metody podle normy ČSN ISO/TR 10017. Jedná 
se o metody, které by mohly pomoci organizaci ke splnění jejich potřeb: 
• Popisná statistika 
• Navrhování experimentů 
• Testování hypotéz 
• Analýza měření 
• Analýza způsobilosti procesu 
• Regresní analýza 
• Analýza bezporuchovosti 
• Výběrové metody 
• Simulace 
• Statistické tolerance 
• Analýza časových řad 
• Regulační diagramy 
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6 Popisná statistika 
Při využívání statistiky se zabýváme jevy a procesy vyskytující se u rozsáhlého 
souboru objektů, nazývaného základní soubor. Tyto objekty základního souboru nazveme 
statistické jednotky a budeme u nich sledovat zvolené vlastnosti nebo-li statistické znaky.  
Statistické znaky dělíme na kvantitativní, nabývající číselných hodnot (délka, 
hmotnost, cena…), a kvalitativní nemající číselný charakter. Kvalitativní znaky popisují 
různé vlastnosti jednotlivých statistických jednotek, např.: tvar, barva, provozní podmínky, 
atd.. 
Statistické metody nepracují s celým základním souborem, ale s tzv. výběrem 
statistických jednotek z daného souboru. Výběr by měl obsahovat tolik statistických jednotek, 
aby byl reprezentativní a homogenní (bez vlivu dalších různých faktorů). Takový výběr 
však nejsme často schopni zajistit a proto jsou statistické jednotky vybírány náhodně. Takový 
náhodný výběr nám však zřejmě poskytne nepřesné informace o základním souboru. Podle 
způsobu provedení rozlišujeme výběry: 
• bez opakování (každá jednotka mlže být vybrána pouze jednou) 
• s opakováním ( každá jednotka může být vybrána vícekrát) 
• záměrný (vybíráme typické jednotky) 
• oblastní (výběr provádíme z podmnožin základního souboru) 
• systematický nebo mechanický 
6.1 Analýza jednorozměrného výběru 
V následujícím textu se budeme zabývat nejčastěji používanými výběrovými 
charakteristikami (numerické hodnoty vypočtené ze získaných dat). Jde zejména o 
charakteristiky polohy, proměnlivosti a souměrnosti. Rozsah výběru označíme n a 
napozorované hodnoty nxxx ,..., 21 . 
Charakteristiky polohy: 
• Aritmetický průměr  
∑
=
=
n
i
ix
n
x
1
1
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• Medián – pro lichý počet dat je definován jako prostřední hodnota ze setříděných dat. U 
sudého počtu dat je to střední hodnota mezi dvěma prostředními daty. Oproti aritmetickému 
průměru je medián málo citlivý na extrémně odchýlené hodnoty. 
• Modus – nejčetnější hodnota v základním souboru 
 
Charakteristiky proměnlivosti: 
• Rozptyl 
( ) 2
1
2
2
1
11
xx
n
xx
n
n
i
i
n
i
i −
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• Směrodatná odchylka 
2ss =  
• Variační koeficient – jde o míru variability znaku x, uvádí se v procentech 
x
s
=ν  
• Rozpětí 
1)( xx n −  
Charakteristika souměrnosti: 
• Koeficient šikmosti 
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1
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−
=  
• Dle potřeby se také někdy počítá koeficient špičatosti 
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6.2 Exploratorní analýza 
Možnost vidět a pochopit data názorně ukazují takzvané exploratorní („průzkumové“) 
grafy. Tyto grafické prezentace dat umožňují rychle a citlivě posoudit povahu dat a určit směr 
další analýzy. K zobrazení dat můžeme využít několik druhů grafů: 
• Krabicový graf 
 
Obr. 1 [7] 
„krabicový graf – obr. 1, kde tučně vyznačený obdélník obsahuje střední část 
uspořádaného souboru (cca polovinu všech jeho hodnot) tak, že nalevo a napravo od 
obdélníku leží vždy cca čtvrtina hodnot uspořádaného souboru. Levá (pravá) svislá strana 
obdélníku odpovídá tzv. dolnímu (hornímu) kvartilu statistického souboru a svislá čára 
uvnitř je v místě mediánu. Výška obdélníku je úměrná rozsahu souboru a úsečky („vousy“) 
vlevo a vpravo zakončené krátkými svislými čarami vyjadřují přijatelné obory pro zbývající 
dolní a horní čtvrtinu souboru. Hodnoty mimo tyto úsečky jsou považovány za podezřelé, 
případně extrémně odchýlené.“ [7] 
 
• Histogram 
Při zobrazování tvaru rozdělení dat, se jako jednoduchý nástroj používá histogram. 
Hlavním parametrem je šířka třídy, tedy šířka jednotlivých obdélníků histogramu. Je tedy 
jasné, že nesprávné určení šířky třídy může způsobit snížení informační hodnoty histogramu. 
Na správné volbě šířky třídy velmi záleží. 
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Obr. 2 Příliš malý a), optimální b) a příliš velký c) počet tříd histogramu. [7] 
Nejčastějším způsobem konstrukce je histogram s konstantní šířkou třídy. Pro určení 
optimálního počtu tříd l  se doporučuje užití jednoho ze vzorců: 
• )ln2int( Nl =  
• )2int( Nl =  
kde N označuje celkový počet dat. Tvar histogramu můžeme také kombinovat 
s Gaussovou křivkou, nebo jádrovým odhadem hustoty pravděpodobnosti viz Obr. 3. 
 
Obr. 3 Histogram s Gaussovou křivkou (přerušovaná) a jádrovým odhadem hustoty pravděpodobnosti 
(plná křivka) [6] 
Pokud chceme získat vyšší informační obsah, je pro nás výhodnější volit histogram 
s proměnlivou šířkou tříd. U konstrukce takového histogramu se vychází z konstantního počtu 
dat v každé třídě. Výška sloupce je pak dána podmínkou konstantní plochy jednotlivých 
sloupců. Histogram nám pak ukazuje místa, kde je více dat. 
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Obr. 4 Histogram s nekonstantní šířkou třídy [6] 
Pro zobrazení dat se dále používají například tyto grafy: 
 
 
 
Grafické metody, díky svojí přehlednosti, dokážou ukázat neobvyklé vlastnosti údajů, 
které nemusíme zjistit při kvantitativní analýze. Zvláště pokud výsledky prezentujeme 
neodborné veřejnosti, je názornost jejich nespornou výhodou. Popisná statistika se využívá 
v mnoha statistických metodách a je to základní složka statistické analýzy. Často tato analýza 
začíná právě použitím některé grafické metody. 
Obr. 5  Sloupcový graf [7] Obr. 6  Výsečový graf [7] 
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7 Navrhování experimentů (DOE) 
V péči o jakost se identifikují slabá místa  a nedostatky a hledají se činitele, které mají 
na výsledné vlastnosti výrobku vliv. Účinný způsob, jak potvrdit nebo naopak vyloučit 
existenci vytipovaného vlivu na výslednou vlastnost výrobku, spočívá v provedení vhodně 
naplánovaných experimentů. Různé návrhy uspořádání pokusů a metody vyhodnocení 
výsledků se souhrnně označují jako navrhování experimentů (Design of Experiments – DOE). 
Předpokladem použití metod DOE je popis jakosti pomocí vhodné charakteristiky, 
nejlépe pomocí hodnoty nějakého kvantitativního znaku. Cílem zlepšování jakosti je potom 
nejen dosažení optimální úrovně sledovaného znaku, ale i redukce variability jeho hodnot na 
minimum. Navržený experiment ukončíme rozhodnutím o existenci či neexistenci vlivu 
zkoumaných faktorů na sledované veličiny. 
Soubor pokusů nebo měření uspořádaných podle určitého schématu nazýváme 
experiment, kde právě uspořádání schématu je určujícím rysem. Pojem pokus definuje jednu 
zkoušku nebo měření provedené při působení jednotlivých faktorů, jejichž vliv sledujeme. 
Provádění experimentu lze rozdělit na následující fáze: 
7.1 Analýza procesu 
Před začátkem experimentu je důležitá důkladná analýza procesu na jejíž základě 
rozhodneme, které faktory nás zajímají a zahrneme je tedy do experimentu. Důkladná analýza 
procesu by měla obsahovat informace o vlivech působících na jakost. Pomocí těchto 
informací pak rozhodneme, které vlivy jsou pro nás určující a stanou se tak faktory v našem 
experimentu. U faktorů je třeba stanovit jednotlivé verze kvalitativních faktorů a obor hodnot 
kvantitativních faktorů. Počet a verze faktorů závisí na cíli experimentu. 
7.2 Návrh experimentu 
V normách lze nalézt několik typů návrhů: faktoriální experiment, hierarchický návrh, 
zkrácený faktoriální experiment, kompozitní návrh aj. . 
Při opakování zkoušek, kdy působí vlivy stejných faktorů, vykazují získané data jistou 
variabilitu. Takové kolísání hodnot nazýváme experimentální chybou. Kromě stanovených a 
sledovaných faktorů ovlivňují experiment další vlivy, o jejichž existenci ani nevíme nebo je 
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neumíme sledovat. Experimentální chybu lze vyjádřit např. rozptylem, vypočteným 
z výsledků zkoušek provedených za působení stejných faktorů. Abychom dosáhli co 
nejpřesnějšího odhadu experimentální chyby, pokusy opakujeme, nebo-li provádíme 
replikace pokusů. Čím více replikací provedeme, tím přesnější odhad rozptylu získáme. 
Experiment obvykle plánujeme tak, aby byl počet replikací stejný při určité kombinaci 
faktorů (např. vstupy výrobního procesu jako je materiál, teplota….nebo činitelé ovlivňující 
výsledek výrobního procesu jako je opotřebení nástroje, nepozornost operátora atd.). 
Při navrhování experimentu je třeba zamezit směšování zkoumaných faktorů a dalších 
neidentifikovaných vlivů. Pokud budeme provádět experiment, kde provedeme 10 zkoušek za 
působení jednoho katalyzátoru a pak 10 zkoušek za působení druhého katalyzátoru, může se 
při provádění druhé sady zkoušek změnit např. várka vstupní suroviny a naše data tak budou 
ovlivněna, kromě zkoumaného faktoru, dalším vlivem, který tak zkreslí výsledek působení 
zkoumaného faktoru. Abychom se podobným vyvarovali, zavedeme znáhodnění pořadí 
jednotlivých zkoušek. Budeme tedy střídat zkoušky s působením prvního nebo druhého 
katalyzátoru. 
Velikost experimentální chyby můžeme také ovlivnit uspořádáním experimentálních 
jednotek do bloků. Experimentální jednotky v jednotlivých blocích vykazují větší 
homogenitu a nižší úroveň variability, než jednotky z různých bloků. Např. se rozhodneme, že 
experiment budeme provádět po dobu 5 dnů. Přitom každý den přichází do výroby nová várka 
surovin, nebo se mění další vlivy o kterých nevíme. Lze očekávat, že kvalita surovin bude 
každý den kolísat. Takto nám vznikne velká experimentální chyba a celkový výsledek nebude 
dostatečně vypovídat o vlivu námi zkoumaného faktoru. Pokud ale provedeme zkoušky při 
působení různé kombinaci faktorů každý den, budou zkoušky probíhat v mnohem 
stejnorodějším prostředí. 
Provedení zkoušek ve stanoveném pořadí: 
Zkoušky se provádí podle předem stanoveného pořadí a jejich výsledky se zapíší do 
připravených formulářů. 
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7.3 Analýza výsledků 
Z vyhodnocení experimentu by mělo být jasné, které faktory a jakým způsobem 
ovlivňují výslednou jakost výrobku. Podle výsledků analýzy dělíme získané hodnoty 
ovlivňující jakost na složky způsobené zkoumanými faktory, blokovými faktory a náhodnými 
vlivy. Rozdělení hodnot se provádí pomocí různých statistických metod. Nejjednodušší 
využívají grafické znázornění, dále se používá testování statistických hypotéz. 
7.4 Závěry 
Na závěr bychom měli prezentovat výsledky ukazující, které faktory mají rozhodující 
vliv na jakost a budou tedy předmětem dalšího šetření, které faktory pozitivně ovlivňují 
jakost, a které jsou málo určující, tudíž lze slevit z nároků na takové faktory kladené, tzn. 
zvětšit tolerance a dosáhnout tak snížení nákladů. 
Navrhování experimentů je obzvlášť užitečné při vyšetřování složitých systémů, jejichž 
výstup může být ovlivňován velkým počtem faktorů. 
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8 Statistická regulace procesu  SPC (Statistical process control) 
„SPC je efektivní metoda tam, kde význam sledovaného znaku, resp. Procesu vyžaduje 
dohled nad vývojem procesu v čase. Efektivní proto, že umožňuje nejen kontrolovat, ale i 
ovlivňovat v tom smyslu, že proces je podroben operativnímu řízení (control) do takové míry, 
že jsou dostatečně včas odhaleny změny v chování procesu, aby mohla být učiněna náprava 
dříve, než bude ohrožen zájem zákazníka. Uplatňuje se především při hromadné a 
velkosériové strojní výrobě, kde jinými metodami stěží dokážeme nastolit a udržet výrobní 
proces na požadované stabilní úrovni variability sledovaného znaku tak, aby byla zajištěna 
shoda výrobků se specifikovanými požadavky.“ [3] 
Pomocí statistické regulace se snažíme přizpůsobit výstupy procesu tak, aby co nejvíce 
odpovídaly požadavkům zákazníka a zároveň snížili ztráty vzniklé během procesu. Abychom 
mohli proces účinně regulovat je třeba správně vyhodnotit získané data. U těchto dat pak 
budeme zjišťovat příčiny jejich kolísání. Příčiny mohou být: 
• Náhodné příčiny 
Zdrojů náhodných příčin působících na daný proces může být velké množství. Tyto 
příčiny však celkově mají na proces malý vliv a vedou k normálnímu kolísání procesu tzv. 
inherentní kolísání. Kolísání dat daného procesu je tedy způsobeno řadou drobných 
neidentifikovatelných příčin. Součet efektů náhodných příčin však můžeme vypočítat a 
popsat. Pokud je proces ovlivňován pouze náhodnými příčinami, má charakter „statisticky 
zvládnutého procesu“ a je predikovatelný. 
• Vymezitelné příčiny 
Tyto příčiny nepůsobí v procesu trvale a vyvolávají neočekávané změny. Vymezitelné 
příčiny je možné (žádoucí) identifikovat a odstranit. Pokud však příčiny nejsou nalezeny a 
odstraněny, ovlivňují výstup procesu nepředvídatelným způsobem a takový proces nelze 
považovat za statisticky zvládnutý. 
Vymezitelné příčiny mohou být škodlivé, je nutno je identifikovat a odstranit, nebo 
prospěšné, takové využijeme ke zlepšení procesu. Identifikace přítomnosti vymezitelných 
příčin je úlohou SPC (regulačních diagramů). 
Potenciální zdroje vymezitelných příčin: 
• Obsluha – nedostatečná kvalifikace, dovednost, práce pod časovým tlakem 
• Materiál – nedostatečná homogenita, tvrdost, mohou se lišit vlastnosti od různých 
dodavatelů 
• Stroj a zařízení – použití nesprávných nástrojů, správnost seřízení a údržby 
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• Metody – porušování pracovního návodu 
• Měření – používání nevhodného měřidla, nezajištění stanovených podmínek měření, 
nedodržení technologického postupu měření 
 
 
Obr. 7  Zpětnovazební regulační okruh SPC [4] 
 
Kolísání náhodné a vymezitelné (zvláštní) příčiny: 
 
 
Obr. 8 [4] 
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Obr. 9 [4] 
Různé tvary variability procesu: 
 
Obr. 10  Stabilizovaný proces [4] 
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Obr. 11  Proces se stabilizovanou střední hodnotou [4] 
 
Obr. 12  Proces pod vlivem periodicky působících příčin [4] 
 
Obr. 13  Proces vykazující trend [4] 
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8.1 Fáze statistické regulace 
8.1.1 Analýza procesu 
Nejdříve musíme rozhodnout, zda je či není proces schopen regulace. Následuje sběr 
dat a vyhodnocení, které nám určí jestli se proces nachází ve stabilním stavu či nikoliv. 
Stabilním stavem rozumíme, že charakteristiky kolísají pouze v rozsahu vyvolaném 
náhodnými příčinami. 
Nástroje analýzy: 
• Histogram 
Histogram se používá jako základní nástroj při analýze procesu. Podává nám 
informace o charakteru proměnlivosti procesu. 
• Diagram stability 
Na rozdíl od histogramu podává diagram stability informaci o zásadní tendenci růstu 
nebo poklesu střední hodnoty nebo přesnosti. 
 
Obr. 14  Diagram stability [3] 
• Regulační diagram 
Pojem regulační diagram poprvé použil Shewhart pracující v Bellových laboratořích 
v letech 1924-1931. Základ diagramu tvoří data, která jsou vybírána v daných časových 
úsecích. Regulační diagram obecně slouží k posouzení, zda se zkoumaný proces chová tak, 
jak očekáváme. Pokud tomu tak je, pohybují se hodnoty vybraných charakteristik 
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v regulačních mezích.Regulační diagramy jsou účinnými nástroji pro poznání kolísání 
procesu a přítomnosti vymezitelných příčin. V případě sledování spojité veličiny (pevnost, 
koncentrace, rozměr) musí Shwehartův diagram obsahovat, kromě samotné hodnoty, i 
informace o její variabilitě. Postup při konstrukci Shewhartova diagramu: 
• připravíme data ze sledovaného procesu 
• z těchto dat stanovíme odhad střední hodnoty (aritmetický průměr) a směrodatnou 
odchylku 
• na základě těchto parametrů zkonstruujeme diagram, který má podobu centrální přímky 
CL (central line), přímky charakterizující polohu průměru, a regulačních mezí 
představovaných přímkami UCL (upper control level) a LCL (lower control level). Přímky 
ohraničují prostor přípustného kolísání hodnot. 
• Do takto připraveného diagramu se zapisují hodnoty z procesu a sledují se nečekané 
změny procesu, kdy dojde k překročení regulačních mezí. 
• Ke každé nečekané změně se snažíme přiřadit příčinu, která ji způsobila. 
 
Obr. 15  Náčrt regulačního diagramu [4] 
8.1.2 Fáze udržování 
Sledováním procesu pomocí regulačního diagramu se snažíme detekovat vymezitelné 
příčiny, abychom mohli včas zasáhnout a odstranit je. Je důležité si uvědomit, že zákazník 
očekává, že hodnoty výrobku se budou pohybovat uvnitř regulačních mezí. Naším cílem je 
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dosáhnout procesu, který se nachází ve stabilním stavu a jeho výstupy jsou tedy 
predikovatelné.  
V této fázi jako nástroj využíváme složitějších regulačních diagramů např. diagramy 
používající kumulovaná data (CUSUM, EWMA). 
 
 
Obr. 16  Diagram CUSUM [6] 
 
Obr. 17  Diagram EWMA [6] 
8.1.3 Fáze zlepšování procesu 
Cílem je identifikovat kritické místa procesu, která je nutné zlepšovat, a snižovat 
variabilitu vybraných charakteristik abychom tak dosáhli lepší jakosti. Získané informace 
nám také popisují alokaci zdrojů uvnitř procesu. 
8.1.3.1 Regulace měřením 
Tato metoda regulace pracuje s regulovanou veličinou mající kvantitativní charakter. 
Ačkoliv je regulace měřením nákladnější a časově náročnější, má mnohem větší vypovídající 
schopnost než metoda srovnáváním. 
Pro regulační diagramy používané pro regulaci měřením se používá sestavování do 
dvojic. V jednom diagramu analyzujeme výběrové charakteristiky popisující  polohu procesu, 
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v druhém pak analyzujeme variabilitu procesu. Nejčastěji se v praxi používají regulační 
diagramy pro výběrový průměr a rozpětí. 
8.1.3.2 Regulace srovnáváním 
V případě, že je obtížné v procesu nalézt kvantitativní charakteristiku, která by 
poskytovala dostatečnou informaci o chování procesu, pak je třeba použít regulačních 
diagramů pracujících s kvalitativní regulovanou veličinou. Tato metoda je rychlejší a levnější 
než metoda regulace měřením, avšak neumožňuje předcházet výskytu neshod (sledovaná 
jednotka nemá kontrolovaný kvalitativní znak). 
U této metody jsou diagramy založeny na binomickém nebo Poissonově rozdělení, 
která jsou popsána jedinou charakteristikou (střední hodnotou), proto se konstruuje jeden 
diagram. Pro regulaci srovnáváním můžeme použít např. ucpnp ,,,  regulační diagramy. 
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9 Testování hypotéz 
Ačkoliv je testování hypotéz popsáno v samostatné kapitole, je tento postup 
uplatňován v mnoha dalších statistických metodách, probíraných v jiných kapitolách, např. u 
statistické přejímky, regulačních diagramech, navrhování experimentů nebo u analýzy měření. 
Test statistické hypotézy je postup, jímž ověřujeme zda určitá množina údajů (obvykle 
získaná výběrem) je souhlasná s danou hypotézou. Danou hypotézu, také nazývanou nulová 
hypotéza 0H , testujeme proti tzv. alternativní hypotéze 1H , která je sestavena na základě 
požadovaných výstupů. 
Abychom mohli testovat danou hypotézu 0H  proti zvolené hypotéze 1H  je třeba 
vytvořit vhodnou statistiku ),...,( 1 nxxT = , tzv. testové kritérium. Jak vidíme na obrázku 
Obr. 18, obor hodnot testového kritéria rozdělíme na kritický obor αW  a jeho doplněk αW . 
Oblast α  na  obrázku se nazývá hladina významnosti testu a udává nám s jakou 
pravděpodobností testové kritérium  nabude hodnoty z kritického oboru αW . Hladinu 
významnosti obvykle volíme blízkou nule obvykle 0,05 nebo 0,01. Někdy uvádíme údaje 
v procentech (5% nebo 1%). 
Z obrázku je patrné, že pokud pozorovaná hodnota testového kritéria padne do 
kritického oboru αW , zamítáme hypotézu 0H  a zároveň nezamítáme hypotézu 1H  na hladině 
významnosti α . Jestliže naopak pozorovaná hodnota testového kritéria nepadne do kritického 
oboru αW , hypotézu 0H  nezamítáme zatímco hypotézu 1H  zamítáme na hladině 
významnosti α . 
Při provádění testu se můžeme dopustit těchto chyb: 
• Chyba prvního druhu nastane, pokud zamítneme hypotézu 0H , přestože je pravdivá. 
Pravděpodobnost této chyby se rovná hladině významnosti α . 
• Chyba druhého druhu nastane, pokud nezamítneme hypotézu 0H , přestože není 
pravdivá. Pravděpodobnost této je β . Hodnota β−1  se nazývá síla testu. Sílu testu 
ovlivňuje volba hladiny významnosti. Při snížení hladiny významnosti α  se při nezměněném 
rozsahu základního souboru zvýší β  a naopak. Můžeme tedy říct, že čím rozsáhlejší soubor 
máme, tím je síla testu vyšší. V praxi se chyb prvního i druhého nezbavíme, jsme však 
schopni je snížit. 
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Při testování hypotéz pomocí statistického softwaru se místo kritického oboru αW  
používá P-hodnota. 
 
Obr. 18 [7]  
9.1 Testy hypotéz normálního rozdělení 
Máme-li stanovenou hypotézu, která vyjadřuje předpoklad normálního rozdělení 
pravděpodobnosti, můžeme ji testovat těmito testy: 
• t-test (nebo studentův test pro jeden výběr), kde pozorovaná hodnota testového kritéria 
je 10 −
−
= n
s
x
t
µ
 a 2/12/1 ; ααα −−−= ttW , kde 2/1 α−t  je 




 −
2
1
α
 kvantil studentova 
rozdělení s 1−= nk  stupni volnosti. 
• Pearsonův test, kde pozorovaná hodnota testového kritéria je 
2
0
2
σ
ns
t =  a 
2/1
2
2/1
2 ; ααα χχ −−=W , kde 2/1
2
αχ −  je P-kvantil Pearsonova rozdělení s 1−= nk  stupni 
volnosti. 
• Fischerův test, pomocí kterého můžeme porovnat rozptyly dvou výběrů. 
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9.2 Testy hypotéz o binomickém rozdělení 
Při tomto testu sledujeme zda podíl prvků výběrového souboru má sledovanou 
vlastnost na základě zjištění, že x  prvků z n  náhodně vybraných prvků z výběrového 
souboru má sledovanou vlastnost. Tyto testy se v jakosti využívají často, stejně tak je 
používáme např. při průzkumu zájmu o výrobek, služby, atd. 
9.3 Testy hypotéz o rozdělení 
Dosud jsme testovali hypotézy při normálním nebo binomickém rozdělení. Je však 
nasnadě otestovat zda pozorovaná veličina má předpokládané rozdělení. Nejčastěji se užívá 
grafická metoda nebo test chí-kvadrát (Pearsonův test). 
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10 Analýza způsobilosti procesu 
Analýza způsobilosti procesu nám říká, nakolik je proces schopen produkovat výstup 
nacházející se pouze ve vymezeném intervalu. Inherentní variabilita procesuje stanovena jako 
funkce rozmezí procesu a je obvykle měřena jako šest směrodatných odchylek (6σ) rozdělení 
procesu. Při normálním rozdělení sledované veličiny (zvonovitý tvar), leží v tomto rozmezí 
99,73% všech hodnot procesu.  
Způsobilost procesu je dána indexem způsobilosti (Process Capability Index), který 
definuje vztah skutečné variability procesu a tolerance dovolené specifikací. Jedná se o 
bezrozměrné číslo, obecně popisující , míru dodržování předepsané jakosti procesu nebo 
produktu. Je vhodný pro první posouzení dodavatele. 
 Někdy se index způsobilosti považuje za jakousi známku jakosti. Je však důležité si 
uvědomit, že jedno číslo není schopné vypovědět o průběhu, trendu a vlastnostech celého 
procesu. K tomuto účelu nám mnohem lépe poslouží regulační diagram. Také je třeba 
pamatovat na fakt, že různí výrobci uvádějí různé druhy indexu způsobilosti, které vzájemně 
svou vypovídající hodnotou nekorespondují. Můžeme porovnávat indexy pouze stejného 
druhu. Je třeba vždy vyžadovat intervaly spolehlivosti indexů, protože se jedná o náhodnou 
veličinu. Pokud se intervaly indexu dvou procesů překrývají, není možné říci, který proces je 
z hlediska jakosti lepší. Takový případ posoudíme podle spodní meze intervalu spolehlivosti, 
který lze označit za nejhorší možnou hodnotu indexu. 
Indexy způsobilosti jsou založené na porovnání variability skutečného procesu 
s ideální představou. Skutečný proces je popsán střední hodnotou a směrodatnou odchylkou. 
Pokud je index poměrem skutečné variability a dosažené, je zřejmé, že větší hodnota indexu 
značí příznivější stav. Rozdíl mezi jednotlivými indexy je v rozdílném vyjádření této 
variability. Indexy mohou být nereálné pokud stanovíme regulační meze na základě dat, která 
neodpovídají reálným hodnotám nebo se na nich nezakládají. 
10.1 Index pc  
Index způsobilosti cp je nejjednodušším vyjádřením míry dodržování regulačních mezí 
procesu. Obvykle se vyjadřuje ve tvaru 
σ6
LCLUCL
c p
−
=  , za předpokladu, že regulační meze 
UCL a LCL byly stanoveny na základě stabilního procesu jako sx průrům 3± . Je-li dosaženo 
hodnoty 1≥pc , můžeme říci, že z hlediska variability proces vyhovuje předepsaným mezím. 
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Pokud je 1<pc , považujeme proces za nezpůsobilý. Někdy se používá rozdělení na 
nezpůsobilost  1<pc , střední způsobilost 33,11 ≤≤ pc  a vysokou způsobilost pokud je pc  
větší než 1,33. 
Nevýhodou indexu pc  je, že se zabývá pouze variabilitou procesu vzhledem 
k předepsaným mezím, nevyjadřuje však posunutí střední hodnoty vůči předepsané úrovni. 
 
Obr. 19  Tři procesy se stejným 1=pc  [6] 
10.2 Index pkc  
Index popisuje neshodu se střední hodnotou, což je výhoda oproti indexu cp. Je zřejmé, 
že indexy poskytují různé informace: index pc  referuje o schopnosti procesu pracovat 
s určitou přesností a index pkc  informuje o okamžité způsobilosti. Je-li střední hodnota 
procesu mimo regulační meze, může být cpk záporný. Tento index lze také použít pokud 
regulační meze UCL a LCL jsou asymetrické. 
Pokud budeme porovnávat oba indexy, tak v případě jejich rovnosti zjišťujeme, že je 
proces vycentrován, nejsou-li stejné, je skutečný střed procesu posunut. Při ideálním 
vycentrování procesu  dosáhneme nejvýše hodnoty pc . 
σ3
);min( LCLxxUCL
c pk
−−
=  
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Obr. 20  Tři procesy se stejným pkc  [6] 
10.3 Index pmc  
Odchylka střední hodnoty procesu od předepsané hodnoty je součástí tohoto indexu. 
Byl prezentován Taguchim v roce 1985 a používá se od roku 1988. Základní myšlenka je, že 
odchylka od předepsané hodnoty T má za následek stejnou ztrátu jako stejné zvýšení 
směrodatné odchylky. Index se používá v případech, kdy se předepsaná cílová hodnota 
nenachází ve středu tolerančního pole. 
22 )(6 Tx
LCLUCL
c pm
−+⋅
−
=
σ
 
10.4 Index pmkc  
Jedná se o kombinaci indexů cpk a cpm. Je vhodný pro případy, kdy se střední hodnota 
procesu může lišit od předepsané hodnoty. 
p
pmpk
pmk c
cc
c =  
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10.5 Výkonnost procesu 
Indexy způsobilosti se zabývají variabilitou procesu, která se vyskytuje 
v podskupinách, nezabývají se však variabilitou mezi podskupinami procesu, tedy v delších 
časových úsecích. Proto byly zavedeny indexy výkonnosti vycházející z variability za delší 
časové období. 
• Index pp  
tot
p
LCLUCL
p
σ6
−
= , kde ∑
=
−
−
=≈
N
i
totitottot xxN
s
1
2)(
1
1
σ , 
∑
=
=
N
i
itot x
N
x
1
1
  
• Index pkp  
tot
tottot
pk
LCLxxUCL
p
σ3
);min( −−
=  
• Index pmp  
tot
pm
LCLUCL
p
σ6
−
=  
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11 Výběrové metody  
Výběrové metody jsou statistickou metodou, kterou používáme abychom získali 
informace o určité charakteristice souboru výběrem reprezentativních vzorků. Známe různé 
výběrové metody, které lze použít, avšak obecně lze výběrové metody volně rozdělit do dvou 
oblastí: statistická přejímka a výběrová šetření. V této práci se budu hlavně věnovat 
statistické přejímce. 
11.1 Výběrová šetření 
„Výběrové šetření se používá v enumerativních nebo analytických studiích pro 
odhadování hodnot jednoho nebo několika charakteristik v souboru nebo pro odhadování, 
jaké mají tyto charakteristiky rozdělení v průřezu celého souboru. Výběrové šetření se často 
spojuje s průzkumem veřejného mínění, kde informace představuje názor lidí na určitý 
problém. Může se také použít na údaje shromážděné pro jiné účely, jako jsou např. 
audity.“[2] 
11.2 Statistická přejímka 
„Hlavním cílem statistických přejímek je co nejhospodárněji a zároveň  - aplikací 
výběrového postupu objektivně zjistit, zda výrobce (dodavatel) předkládá dávky, jejichž jakost 
má alespoň dohodnutou úroveň, tzn. úroveň, kterou odběratel považuje za přijatelnou. Je tedy 
statistická přejímka obranným nástrojem, který chrání odběratele proti hrozbě zhoršení 
jakosti dávek předkládaných ke kontrole dodavatelem (ten může být jak externí, tak interní, 
například při aplikace v mezioperační kontrole).“[4] 
Zatímco v minulých kapitolách byl prováděn výběr vzorků pro jednotlivé operace 
nebo podskupiny, statistická přejímka provádí náhodný výběr z celé kontrolované dávky. 
Protože provádíme kontrolu dávky pouze na vybraných vzorcích, vystavujeme se nebezpečí 
výskytu dvou typu chyb: 
Riziko chyby zamítnutí dodávky, která splňuje zadaný požadavek a měla být přijata. 
Tuto chybu označujeme α  a nazývá se riziko dodavatele. 
Riziko chyby převzetí dodávky, která nesplňuje zadaný požadavek a měla být 
zamítnuta. Tuto chybu označujeme β  a nazývá se riziko odběratele. 
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V ideálním případě jsou α  i β  nulové, tato situace však nastane pouze teoreticky. Je 
tedy žádoucí vyvinout takové úsilí aby pravděpodobnost vzniku chyby byla co nejmenší. 
Riziko dodavatele α  má požadovanou jakost definovanou pomocí AQL. AQL (angl. 
Acceptable quality level) udává podíl zmetků, který je pro odběratele přijatelný. Úroveň 
kvality rizika odběratele β  se nazývá LQ. AQL a LQ se standardně vyjadřují v procentech. 
V některých firmách se prosazuje uvádění velmi malých podílů zmetků v jednotkách ppm 
(kusů na milion).  
Správný postup provádění statistické přejímky popisuje přejímací plán. V přejímacím 
plánu je popsán rozsah výběru a přejímací kritérium. 
 
Obr. 21 udává podíl neshodných kusů v dávce, osa y udává pravděpodobnost přijetí dávky s podílem 
neshodných p. 
Budeme-li provádět statistickou přejímku je třeba zvolit vhodný typ přejímky. 
Rozeznáváme dva typy statistických přejímek. Toto rozdělení je založeno na charakteru 
kontrolovaného znaku. Kontrolujeme-li kvantitativní znak, provádíme přejímku měřením. U 
přejímky srovnáváním kontrolujeme zda vzorek odpovídá danému předpisu. 
11.2.1 Statistická přejímka srovnáváním 
Pokud známe hodnotu rizika vzniku chyb, můžeme určit parametry pro provedení 
přejímky. V současné době bylo popsáno mnoho modifikací postupů přejímky srovnáváním, 
nejpoužívanější z nich jsou jednorázová přejímka a postupná přejímka. 
11.2.1.1 Jednorázová přejímka 
U této přejímky kontrolujeme zda počet náhodně vybraných vzorků o rozsahu 
n (vzorky vybíráme z celkové dodávky o rozsahu N  jednotek), neobsahuje více zmetků d  
než povoluje přejímací číslo c . Pokud je zmetků více než povoluje přejímací číslo, celá 
dodávka se zamítne jako nevyhovující, v opačném případě se přijme. Přejímací plán je tvořen 
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dvojicí hodnot n  a c  a určí se na základě známých hodnot AQL, α , LQ, β  za pomoci 
tabulek nebo výpočtem. 
11.2.1.2 Postupná přejímka 
Při této přejímce se po kontrole každé jednotky činí rozhodnutí zda přijmeme, 
zamítneme dodávku nebo budeme pokračovat ve výběru. Z hlediska počtu kontrolovaných 
vzorků je tato přejímka nejhospodárnější. 
11.2.2 Statistická přejímka měřením 
U přejímky měřením kontrolujeme zda sledovaná kvantitativní vlastnost dodávky 
splňuje dohodnutou specifikaci. Nejdříve stanovíme vyhovující hodnotu 1X , nevyhovující 
hodnotu 2X  a k nim odpovídající rizika α  a β . Přejímacím plánem je hodnota aX  a počet 
měření n  nutný k uspokojení stanovených rizik při zadaných 1X  a 2X . Dodávka se přijme 
v případě bude-li vypočítaný průměr z n  lepší než aX , v opačném případě dodávku 
zamítneme. 
 
Obr. 22 Vztah mezi přejímací hodnotou a mezními hodnotami u přejímky měřením. [6] 
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12 Analýza bezporuchovosti 
Analýza bezporuchovosti slouží k predikci a zajišťování bezproblémového chodu 
daného objektu nebo systému v průběhu času. Analýza bezporuchovosti se těsně váže na širší 
oblast „spolehlivost“. Spolehlivost je definována jako souhrnný termín pro popis pohotovosti 
a činitelů, které ji ovlivňují: bezporuchovosti, udržovatelnosti a zajištění údržby. 
Pojem pohotovost definuje schopnost objektu být ve stavu schopném plnit 
požadovanou funkci v daných podmínkách, v daném časovém okamžiku nebo intervalu za 
předpokladu, že jsou zajištěny všechny vnější prostředky. 
Pojem bezporuchovost nám udává schopnost objektu plnit požadovanou funkci za 
daných podmínek a v daném časovém intervalu. Přičemž předpokládáme, že objekt splňuje 
definici pohotovosti. 
Schopnost objektu plnit požadovanou funkci po určitý časový interval, za daných 
podmínek jestliže se údržba provádí v daných podmínkách, při použití stanovených postupů a 
prostředků se nazývá udržovatelnost. 
Zajištění údržby je schopnost organizace zajistit údržbářské služby v daných 
podmínkách v daném časovém okamžiku. 
12.1 Bezporuchovost 
Nyní se budeme zabývat hodnocením bezporuchovosti objektů, u kterých 
předpokládáme konstantní intenzitu poruch. Na základě tohoto předpokladu stanovíme odhad 
střední doby mezi poruchami (MTBF – Mean Time Between Failures). Pro určení 
oprávněnosti předpokladu pak provedeme test. Jestliže hypotéza předpokladu konstantní 
intenzity poruch nebude zamítnuta, použijí se pro popis bezporuchovosti ukazatele 
bezporuchovosti: 
• Pravděpodobnost bezporuchového stavu během doby t  
teP λ−=1  
• Pravděpodobnost poruchového stavu během doby t  
teP λ−−= 12  
λ…intenzita poruch 
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12.1.1 Zajištění růstu bezporuchovosti výrobcem 
„Definitivním řešením by mělo být zajištění bezporuchovosti na nejvyšších stupních 
jakosti produktu výrobcem. Výrobce by měl být průběžně informován o všech příčinách 
týkajících se poruchovosti produktu provozu a na základě těchto údajů a výsledků vlastních 
laboratorních zkoušek, by měl postupně dojít k nejvyšším stupňům bezporuchovosti svého 
produktu podle přání svých zákazníků.“[4] 
12.2 Spolehlivost systému 
V praxi ovšem většinou nestačí popsat jeden prvek. Často jsou tyto prvky spojovány 
do složitějších systémů a naskýtá se otázka jak se bude z hlediska spolehlivosti systém 
chovat. Při hodnocení spolehlivosti systémů bude pravděpodobnost poruchy záviset na tom, 
zda porucha nastane při selhání jednoho prvku nebo obou (mějme dvouprvkový systém 
s prvky A,B). Pokud porucha nastane při selhání jednoho prvku, jedná se o sériové zapojení, 
pokud chyba nastane až při selhání obou prvků, jedná se o zapojení paralelní. 
 
Obr. 23 [6] 
• Pravděpodobnost poruchy sériově zapojeného systémů se vypočítá ze vztahu: 
( ) ( )BAser PPP −⋅−−= 111 . 
• Pravděpodobnost poruchy paralelně zapojeného systému se vypočítá ze vztahu: 
BApar PPP ⋅= . 
Tento postup můžeme aplikovat i u složitějších systémů jako jsou např. na Obr. 24. 
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Obr. 24 [6] 
12.3 Životnost 
Životnost je doba, po kterou je objekt schopen plnit požadovanou funkci, v daných 
podmínkách užívání a údržby do dosažení mezního stavu. Po dosažení mezního stavu není 
objekt schopen efektivně plnit požadovanou funkci, ať už z hlediska technologického nebo 
ekonomického či z důvodu jiných faktorů. 
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13 Analýza měření 
 
Máme-li ve výrobě měřící přístroj, jehož výsledky rozhodují o jakosti výrobku, bude 
nás zajímat, zda je tento přístroj v daných podmínkách schopen výrobek změřit a s jakou 
přesností. Zajímá nás kvantifikace kolísání  způsobené pracovníkem nebo kolísání způsobené 
procesem měření nebo samotným měřícím přístrojem. 
 
 
Obr. 25 Obecné schéma procesu měření [4] 
Na základě analýzy měření jsme schopni vybrat vhodný měřící přístroj nebo 
rozhodnout zda je přístroj schopen posuzovat zkoušený parametr produktu nebo procesu.  
Je třeba dbát na to, aby byla analýza prováděna specialisty s odborným výcvikem. 
Pokud při provádění analýzy chybí odborné znalosti, mohou výsledky analýzy měření vést 
k falešnému cenovému optimismu. Naopak přehnaná přísnost může vést k zbytečným, cenově 
nákladným opatřením. 
Pomocí kvantifikace nejistot měření můžeme zákazníka ujistit, že procesy jsou 
způsobilé měřit danou úroveň jakosti. Pomocí analýzy měření jsme schopni odhalit variabilitu 
v kritických oblastech pro jakost produktu. Organizace tak bude znát oblasti, do kterých by 
měla vložit své zdroje aby došlo k zlepšení úrovně jakosti nebo k její udržení. 
Při měření v praxi nejsme schopni přesně změřit hodnotu nějakého parametru, aby se 
shodovala s hodnotou, kterou má reprezentovat. Při měření vznikají tyto chyby: 
• Hrubé 
• Vymezitelné 
• Náhodné 
Hrubé chyby můžou být způsobeny pracovníkem provádějícím měření (chybné 
odečtení hodnoty, nepozornost, nekvalifikovanost), vlivem okolí (otřesy, změna teploty) nebo 
samotným měřícím přístrojem (vůle, nečistoty). Pro správné nastavení měřidla se používá 
etalon, který je ztělesněním měřené hodnoty, a je výsledkem opakovaných měření za dodržení 
určitých podmínek. 
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Jednotlivé druhy chyb posuzujeme jako odchylky charakterizující: 
• Strannost 
• Opakovatelnost 
• Reprodukovatelnost 
• Stabilitu 
• Linearitu 
• Reverzibilitu 
13.1 Strannost (vychýlení) 
Při špatném seřízení přístroje nebo vlivem operátora vzniká rozdíl mezi pozorovaným 
průměrem měření a referenční hodnotou měření provedeném na jednom znaku. Tento jev se 
nazývá vychýlení a způsobuje celkovou systematickou chybu. Vychýlení můžeme eliminovat 
kalibrací. 
 
Obr. 26 Vychýlení [4] 
13.2 Opakovatelnost 
Pojem opakovatelnost vyjadřuje variabilitu výsledků měření v po sobě jdoucích 
zkouškách v krátkém časovém intervalu, stejným měřidlem a operátorem, na stejném dílu za 
působení daných podmínek. 
Opakovatelnost nelze eliminovat neboť je vyvolána náhodnými příčinami. Náhodné 
příčiny však můžeme zčásti potlačit např. vibrace. 
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Obr. 27 Opakovatelnost [4] 
13.3 Reprodukovatelnost 
Při provádění měření několika operátory stejným měřidlem, jednoho znaku u stejného 
dílu, za daných předem definovaných podmínek, vzniká variabilita průměrů měření. Je tedy 
zřejmé, že reprodukovatelnost je ovlivňována individuálními vlivy, které nelze eliminovat. 
 
Obr. 28 Reprodukovatelnost [4] 
13.4 Stabilita 
Stabilita je schopnost měřidla udržet nastavenou hodnotu na pevné úrovni. Měřidlo 
s dobrou stabilitou nám snižuje počet měření, čím vyšší stabilita, tím menší počet měření. U 
měřidel s nižší stabilitou musíme častěji provádět kalibraci. 
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13.5 Linearita 
Zvýšíme-li u měřidel zvyšovat rozlišovací schopnost, naopak snížíme rozsah měřidla. 
Tento jev může, ale nemusí mít lineární průběh. 
13.6 Reverzibilita 
Reverzibilita je schopnost měřidla navrácení se do původního stavu a vyjadřuje změnu 
výchylky v závislosti na smyslu měření. 
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14 Závěr 
Využití statistických metod v managementu kvality přináší nejen ekonomické úspory, 
ale hlavně zlepšuje kvalitu výrobních procesů a produktů. Firma je tak schopna, zvýšením 
kvality produktů a snížením nákladů na výrobu, se stát mnohem lepším konkurentem. 
Bakalářská práce splnila následující cíle: 
• uvedení přehledu jednotlivých statistických metod 
• popis metodiky statistických metod 
Ačkoliv je použití statistických metod pro firmu přínosné, v praxi mnoho firem tento 
nástroj kvality opomíjí, buď z finančních důvodů nebo z důvodu nedostatku kvalifikovaného 
personálu. Podle mého názoru však takové chování snižuje konkurence schopnost podniku. 
Podnik, který využívá statistické metody, může své obchodní partnery přesvědčit o kvalitě 
výroby a produktů na základě faktů, získaných pomocí normalizovaných a celosvětově 
uznávaných metod. 
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