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Introduzione
La spettroscopia è lo studio dell'interazione luce-materia e delle informazioni
che da tale interazione è possibile ricavare. Lo sviluppo continuo di tecniche
spettroscopiche diﬀerenti negli anni è legato al progredire della tecnologia, che
permette di impostare nuovi esperimenti, e alla nascita di nuove tecniche dovute
ad una possibilità di prevedere e descrivere in modo sempre più accurato eﬀetti
quantistici dell'interazione della materia con la radiazione che comporta la pro-
gettazione di nuovi tipi di esperimento.
In particolare, lo sviluppo della spettroscopia Raman, e della sua variante riso-
nante, ha subito negli ultimi decenni una notevole crescita, sia in seguito al-
l'avvento commerciale dei laser che ha permesso di ottenere strumenti con carat-
teristiche migliori, sia in seguito alla spinta della ricerca di un diverso tipo di
informazioni da integrare insieme a quanto noto dalle altre tecniche spettro-
scopiche.
Rispetto ad una tecnica come la spettroscopia infrarossa, infatti, la tecnica
Raman ci permette di avere due tipi di informazioni:
• Nel Raman normale, descrizione delle vibrazioni molecolari non attive
all'infrarosso (sempre se permesse sulla base delle regole di selezione nel
Raman).
• Nel Raman risonante, descrizione vibrazionale dello stato elettronico ecc-
itato risonante.
L'importanza dello studio degli stati elettronici eccitati coinvolge sia aspetti
teorici che sperimentali.
Da un punto di vista teorico, misure correlate allo studio degli stati elettronici
eccitati e degli stati vibrazionali ad esso appartenenti permettono un confronto
tra teoria e dato sperimentale che costituisce un banco di prova per i metodi
della meccanica quantistica molecolare.
Da un punto di vista sperimentale, l'uso della tecnica Raman risonante trova di-
verse applicazioni in campo diagnostico ed analitico ( ad esempio nel campo dei
beni culturali, in cui sono necessarie misure non invasive sui campioni, o nella
rilevazione di quantità inﬁnitesime di campione tramite enhancement dovuto
a particelle metalliche), nell'astroﬁsica ed astrochimica od ancora nel campo
della scienza dei materiali, sopratutto per ciò che concerne materiali polimerici
per l'ottica non lineare.
Questa tesi si preﬁgge di presentare ed applicare due metodi quantomeccanici
approssimati per la simulazione degli spettri Raman risonanti, accoppiandoli con
una descrizione continua del solvente e le recenti implementazioni del modello
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PCM (Polarizable Continuum Model) per il calcolo degli stati eccitati, e rela-
tivi gradienti, di molecole in soluzione. Poiché in genere tutte le applicazioni di
calcolo dei due metodi approssimati maggiormente usati per la descrizione dello
scattering Raman risonante sono in vuoto, questo aspetto costituisce un punto
cruciale se si tiene conto del fatto che sperimentalmente quasi tutte le misure
avvengono per campioni in soluzione.
Il testo è organizzato in 6 capitoli:
• Il primo capitolo introduce classicamente lo scattering Raman risonante,
onde presentare una prima versione sempliﬁcata e di immediata compren-
sione del fenomeno.
• Il secondo capitolo costituisce una review dei metodi quantistici applicati
al calcolo molecolare che verranno utilizzati nella simulazione dei dati
• Il terzo capitolo presenta gli aspetti generali del modello PCM usato nella
descrizione del solvente
• Il quarto capitolo presenta una trattazione quantistica dello scattering
Raman risonante e dei metodi approssimati per il calcolo delle frequenze
e delle intensità relative della luce diﬀusa.
• Il quinto capitolo presenta i dati simulati e li analizza confrontandoli con
i dati sperimentali.
• Il sesto capitolo presenta le conclusioni a cui si è giunti con il presente
lavoro.
Ogni capitolo contiene le note bibliograﬁche a piè di pagina, onde rendere più
fruibile la lettura dei riferimenti citati nel testo.
In appendice vengono riportate le costanti ed i relativi fattori di passaggio
delle grandezze calcolate, una sezione contenente dati suppletivi non riportati
nel testo ed una breve descrizione del calcolo dei modi normali di vibrazione
armonica.
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Capitolo 1
Introduzione ai fenomeni di
scattering
1.1 Processi d'urto e deﬁnizione di scattering
Una delle procedure più utili per ottenere informazioni sulla struttura e sulla
dinamica di un sistema ﬁsico è quella di sollecitarlo con una sonda esterna, ad
esempio un fascio di particelle (o onde) che incidono sul bersaglio costituito
dal sistema in esame. La rivelazione delle particelle (o onde), diﬀuse nelle di-
verse direzioni dopo aver interagito con il sistema sotto studio, ne deﬁnisce la
risposta. Nel caso particolare dell'interazione radiazione-materia, la prima può
essere trattata in modo semiclassico; tuttavia, in generale, anche la descrizione
del proiettile dovrebbe essere quantistica: questa è un'esigenza che deve essere
soddisfatta proprio da quelle particelle che denunciano un aspetto ondulatorio,
come gli elettroni e le altre particelle del mondo atomico-molecolare e subatomi-
co. La descrizione dell'interazione tra proiettile e bersaglio deve dunque ricor-
rere all'equazione di Schrödinger e deve essere in grado di riprodurre sia l'urto
elastico, per il quale la distribuzione angolare delle particelle diﬀuse fornisce in
prima approssimazione una mappa del potenziale di interazione tra proiettile e
bersaglio, sia l'urto anelastico che provoca una variazione dello stato di entrambi
i soggetti.
Per inciso, il trattare classicamente la radiazione elettromagnetica ben si accorda
con la deﬁnizione di misura in Meccanica Quantistica: seguendo la trattazione
operata da Landau sul suo famoso testo1, deﬁniamo misura l'interazione di
un sistema quantistico con un oggetto classico. In tal senso, la deﬁnizione di
misura non implica la presenza di un'osservatore e non richiede neanche che lo
strumento classico sia necessariamente macroscopico. Potremo pertanto con-
siderare classicamente un'onda elettromagnetica piana, che in questo caso funge
da strumento per la misura del sistema quantistico d'interesse, nel nostro caso
molecole in soluzione.
Prima di passare però alla descrizione quantistica del problema aﬀrontato in
questa tesi, diamo alcune deﬁnizioni generali riguardanti i processi di scattering
e introduciamo lo studio dei fenomeni d'urto da un punto di vista classico. Ciò
1E.Lifshitz e Lev Landau, Collana di Fisica Teorica, vol.3: Meccanica quantistica. Teoria
non relativistica. Ed Riuniti, MIR
6
ci permetterà di avere un'impostazione di partenza del problema e di operare le
prime interpretazioni di esso , per quanto, come vedremo l'impostazione classica
riesce a fornire solo poche e pressoché qualitative risposte.
Deﬁniamo urto un'interazione tra particelle di breve durata attraverso la quale
è possibile variare lo stato di moto delle particelle stesse. Ci riferiamo, in questo
contesto, al termine particelle in maniera più generale possibile (siano esse masse
puntiformi, corpi rigidi, o particelle atomiche e subatomiche) intendendo gener-
ici sottoinsiemi interagenti durante l'urto.
Generalmente, gli urti si dividono in elastici ed anelastici:
- in un urto elastico non si ha variazione di energia cinetica del sistema totale
(somma dei sottosistemi particellari)
- in un urto anelastico parte o tutta l'energia cinetica si trasforma in energia
potenziale di uno od entrambe le particelle.
Nelle precedenti deﬁnizioni abbiamo sottinteso che il sistema totale sia chiuso e
non soggetto ad alcuna forza esterna ad esso; in realtà, proprio a causa di in-
terazioni dovute alla non perfetta indipendenza del sistema, nessun urto è mai
totalmente elastico od anelastico.
Nel linguaggio comune nel parlare di urti tra corpi si è soliti sottintendere un
contatto tra di essi, che a rigore, già nella meccanica classica non è necessario:
i fenomeni d'urto sono causati da un potenziale di interazione, generalmente
a corto raggio, che di solito è conﬁnato in una regione di spazio in prossimità
del bersaglio stesso; classicamente tuttavia accade che il raggio di azione del
potenziale è talmente corto che esso implica quasi necessariamente un contatto.
In ﬁsica lo scattering (o diﬀusione) si riferisce ad un'ampia classe di fenomeni
dove una o più particelle vengono deviate (ovvero cambiano traiettoria) per via
della collisione con altre particelle.
In ottica ed in astroﬁsica di solito il fenomeno dello scattering è riferito alla
dispersione della luce da parte di oggetti macroscopici (come gli asteroidi) o mi-
croscopici come il pulviscolo o gli atomi che formano un gas. Un esempio molto
comune di scattering della luce è dato dal colore blu del cielo: la luce (bianca)
del sole incide sull'atmosfera terrestre la quale diﬀonde con più facilità le fre-
quenze più alte (ovvero più vicine all'ultravioletto); di conseguenza, mentre la
luce bianca ci arriva direttamente se guardiamo dritti nel sole, la luce blu dif-
fusa ci sembra provenire da tutte le direzioni. Un altro esempio tipico è il colore
bianco del latte o delle nuvole: in questo caso tutte le frequenze vengono diﬀuse
uniformemente e, siccome il processo si ripete moltissime volte all'interno del
mezzo, non è più riconoscibile la direzione di provenienza della luce ed il mezzo
assume un colore bianco opaco.
Lo scattering fotonico, adottando una visione particellare della luce e volen-
do entrare più in dettaglio, può essere anch'esso elastico od anelastico; general-
mente però, quando la radiazione viene trattata classicamente si tende a parlare
maggiormente di fenomeni coerenti e fenomeni incoerenti:
- si deﬁnisce fenomeno coerente di diﬀusione, una diﬀusione dell'onda per la
quale la riemissione avviene alla stessa frequenza della radiazione incidente.
- si deﬁnisce fenomeno incoerente, allorquando la radiazione scambia ener-
gia con il bersaglio pertanto la sua frequenza di diﬀusione diﬀerisce da quella
incidente.
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Lo scattering Raman (dal nome del suo scopritore C.V. Raman che nel 1928
lo osservò per primo), costituisce un processo di diﬀusione incoerente ( o anelas-
tica) della radiazione incidente su un sistema molecolare.
L'analogo fenomeno coerente prende il nome di Scattering Rayleigh.
Va sottolineato che il processo di scattering Raman coinvolge due fotoni: uno
incidente e l'altro diﬀuso, ed inoltre che il fotone non viene realmente assorbito
in senso spettroscopico: il ruolo della radiazione incidente è piuttosto quello di
perturbare la molecola e permettere transizioni spettroscopiche diverse dall'as-
sorbimento diretto del fotone.
Possiamo a questo punto schematizzare quanto sopra illustrato considerando
una radiazione laser incidente, propagantesi essenzialmente come raggio non di-
vergente:
l'onda elettromagnetica, essenzialmente piana, è caratterizzata classicamente
dalla sua frequenza angolare ωl, dal suo stato di polarizzazione pi, dal suo
vettore di propagazione ni0 e dalla sua irradianza J (intensità dell'onda inci-
dente); a seguito dell'interazione tra la luce incidente ed il sistema materiale
viene prodotta della luce diﬀusa, costituita da un certo numero di componen-
ti in frequenza che, generalmente, si propagano in tutte le possibili direzioni
dello spazio.Ognuna di esse, di frequenza ωs, è analogamente caratterizzata da
parametri analoghi a quelli della radiazione incidente (che indicheremo con gli
stessi simboli ma con pedice s, fuorché per l'intensità indicata con I).
L'obiettivo della trattazione teorica degli scattering Rayleigh e Raman è di sta-
bilire quantitativamente la natura delle relazioni tra irradianza ed intensità della
luce diﬀusa, tra le frequenze angolari ωl e ωs e stabilire come queste dipendano
dalle proprietà molecolari del sistema materiale.
Quando tali relazioni sono note, gli esperimenti di scattering della luce pos-
sono fornire grandi quantità di informazioni sulle proprietà delle molecole che
costituiscono il sistema materiale.
1.2 Approccio classico allo scattering Raman
In entrambe le trattazioni, sia classica che quantomeccanica, l'origine della radi-
azione diﬀusa sarà considerata essere dovuta a momenti oscillanti di multipolo
elettrici e magnetici indotti in una molecola dal campo elettromagnetico della
luce incidente. Di solito, la principale sorgente multipolare è il dipolo elettrico
oscillante.
L'intensità I, cioè la potenza mediata nel tempo per unità di angolo solido,
irradiata da un dipolo elettrico oscillante indotto in una molecola dal campo
elettrico della radiazione incidente di frequenza ωl , ha, lungo la direzione che
formi un angolo θ con l'asse del dipolo, l'espressione:
I = k′ωω
4
sp
2sin2θ (1.1)
in cui
k′ω =
1
32pi20c30
(1.2)
p è l'ampiezza del dipolo elettrico indotto oscillante alla frequenza angolare ωs,
generalmente diversa da ωl, 0 è la costante dielettrica statica in vuoto e c0 è la
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velocità della luce nel vuoto.
Da quanto sopra, appare chiaro come sia fondamentale ricavare un'espressione
per il momento di dipolo molecolare per poter ricavare l'intensità della luce dif-
fusa.
Pertanto espandiamo il momento di dipolo indotto oscillante in serie di potenze
rispetto al campo elettrico E:
p = p(1) + p(2) + ... = α ·E+ β : EE (1.3)
In cui α e β sono tensori che dipendono dal tempo.
Limitandoci al primo termine, lineare in E, α è il tensore di polarizzabilità,
di rango 2, che è funzione a sua volta delle coordinate nucleari della molecola.
Considerando il sistema materiale come un'unica molecola libera di vibrare ma
non di ruotare, la variazione della polarizzabilità della molecola con le vibrazioni
si può esprimere espandendo ogni componente αρσ del tensore di polarizzabilità
in serie di Taylor rispetto alle coordinate normali di vibrazione:
αρσ = (αρσ)0 +
∑
k
(
∂αρσ
∂Qk
)
0
Qk +
1
2
∑
k,l
(
∂2αρσ
∂Qk∂Ql
)
0
QkQl (1.4)
in cui (αρσ)0 è il valore di αρσ alla conﬁgurazione di equilibrio, Qk, Ql.... sono
coordinate normali di vibrazione associate alla frequenze angolari di vibrazione
molecolari ωk, ωl.... e la sommatoria è estesa a tutte le coordinate normali. Il
pedice 0 alle derivate parziali indica che queste sono calcolate alla conﬁgu-
razione di equilibrio.
Consideriamo solo termini lineari in Qk (approssimazione elettrica armonica)
e focalizziamo la nostra attenzione su un unico modo normale, riscriviamo
l'espansione 1.4 come:
αρσ = (αρσ)0 +
(
∂αρσ
∂Qk
)
0
Qk (1.5)
Assumendo armonicità meccanica nelle vibrazioni molecolari, la dipendenza dal
tempo delle coordinate normali è data da:
Qk = Q0kcos(ωkt+ δk) (1.6)
Pertanto in doppia approssimazione armonica, meccanica ed elettrica, possiamo
scrivere:
αk = α0 +α′0Q
0
kcos(ωkt+ δk) (1.7)
la dipendenza dal campo elettrico E dal tempo è data da:
E = E0cos(ωlt) (1.8)
Introducendo la 1.7 e la 1.8 nell'espressione 1.3 per il dipolo:
p(1) = α0E0cosωlt+α′kE0Q
0
kcos(ωkt+ δk)cosωlt (1.9)
utilizzando l'identità trigonometrica
cosγcosθ =
1
2
[cos(γ + θ) + cos(γ − θ)] (1.10)
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sviluppiamo quindi la 1.9
p(1) = p(1)(ωl) + p(1)(ωl − ωk) + p(1)(ωl + ωk) (1.11)
in cui
p(1)(ωl) = p
Ray
0 cosωlt (1.12)
p(1)(ωl ± ωk) = pRam0 cos(ωl ± ωk ± δk) (1.13)
avendo indicato:
pRay0 = α
RayE0 (1.14)
pRam0 = α
Ram ·E0 (1.15)
αRay = α0 (1.16)
αRam =
1
2
(
∂boldsymbolα
∂Qk
)
0
Qk (1.17)
Dall'equazione 1.11 vediamo che il dipolo elettrico indotto, sotto l'ipotesi di
doppia armonicità, ha tre distinte componenti in frequenza:
- p(1)(ωl) dà origine alla radiazione diﬀusa Rayleigh a frequenza angolare ωl;
- p(1)(ωl − ωk) dà origine alla radiazione diﬀusa Raman Stokes a frequenza
angolare ωs = ωl − ωk
- p(1)(ωl + ωk) dà origine alla radiazione diﬀusa Raman anti-Stokes a fre-
quenza angolare ωs = ωl + ωk
Le dipendenze dal tempo del campo elettrico che possono produrre la radiazione
incidente di frequenza angolare ωl e del dipolo lineare elettrico indotto p(1)sono
illustrate in ﬁgura 1. In ﬁgura 1(a) la molecola non sta vibrando (ωk = 0) e
il dipolo elettrico indotto totale ha solo una componente in frequenza p(1)(ωl)
. In ﬁgura 1(b) la molecola sta vibrando alla frequenza ωk e il momento elet-
trico indotto totale si può suddividere in 3 componenti in frequenza: p(1)(ωl),
p(1)(ωl − ωk), p(1)(ωl + ωk).
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Figura 1: Dipendenza dal tempo dei dipoli indotti lineari p(1) prodotti da una
radiazione elettromagnetica di frequenza ωl
Questa trattazione classica, sebbene molto semplice, ci fornisce un'utile quadro
qualitativo dei meccanismi con cui avvengono le diﬀusioni Rayleigh e Raman.
La diﬀusione Rayleigh ha origine da dipoli elettrici, oscillanti alla frequenza an-
golare ωl, indotti nella molecola dal campo elettrico della luce incidente, che
a sua volta oscilla alla frequenza angolare ωl. La diﬀusione Raman ha origine
da dipoli elettrici oscillanti alle frequenze angolari ωl ± ωk , che si originano
a loro volta quando un dipolo elettrico oscillante alla frequenza angolare ωl è
modulato dall'oscillazione della molecola a frequenza ωk. L'accoppiamento tra
moti nucleari e campo elettrico è fornito dagli elettroni che si riarrangiano col
moto nucleare, imponendo una variazione armonica della polarizzabilità.
1.3 Regole di selezione in approssimazione clas-
sica
E' evidente che la condizione necessaria per avere attività Rayleigh è:
αRay = α0 6= 0 (1.18)
Dato che tutte le molecole sono polarizzabili in minore o maggiore misura, il
tensore classico di polarizzabilità α0 ha sempre qualche componente non nulla,
perciò tutte le molecole sono attive alla diﬀusione Rayleigh.
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La corrispondente condizione necessaria per avere attività Raman, associata alla
frequenza di vibrazione ωk è:
α′k =
(
∂α
∂Qk
)
0
6= 0 (1.19)
1.4 Limiti dell'approccio classico
La teoria classica prevede con esattezza le frequenze di diﬀusione Rayleigh e
Raman. Mostra anche la dipendenza del tensore di Rayleigh rispetto al ten-
sore di polarizzabilità d'equilibrio α0, la stima della dipendenza del tensore di
diﬀusione Raman rispetto al tensore derivata della polarizzabilità è corretta in
alcuni casi. Ad ogni modo presenta diverse limitazioni. Non può essere applica-
ta a rotazioni molecolari, in quanto classicamente non possono essere descritte
frequenze rotazionali discrete. L'equazione 1.17 che dà l'espressione classica
del tensore di diﬀusione Raman è solo parzialmente corretta. Utilizzando la
meccanica quantistica nel trattare le vibrazioni molecolari, l'ampiezza classica
Qk viene sostituita da un'ampiezza quantomeccanica. Inoltre la teoria classica
non ci dà informazioni su come il tensore derivata della polarizzabilità α′k è in
relazione con le proprietà delle molecole che costituiscono il sistema materiale,
e con la frequenza della radiazione incidente. La teoria classica quindi è suﬃ-
ciente se ci limitiamo ad un'analisi qualitativa, etichettando le molecole con le
frequenze di diﬀusione Rayleigh e Raman.
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Capitolo 2
Metodi della Meccanica
Quantistica molecolare
La seguente trattazione costituisce una review dei principali metodi di calco-
lo della meccanica quantistica molecolare utilizzati nel presente lavoro di tesi.
Scopo di tale trattazione è quella di fornire i principi generali dei metodi utiliz-
zati onde rendere maggiormente chiaro l'utilizzo adottato nella trattazione dello
scattering Raman risonante, nella risoluzione del problema elettronico moleco-
lare per la determinazione di ottimizzazione di strutture, calcolo di frequenze
vibrazionali, determinazione di proprietà di risposta. Pertanto, presupponen-
do una conoscenza di base della meccanica quantistica, svilupperemo i metodi
riguardanti il problema a molti corpi, con particolare riguardo alla teoria del
funzionale densità (DFT) e la sua implementazione dipendente dal tempo (TD-
DFT), oltre che alla teoria della risposta lineare e alla sua correzione con un
termine dipendente dalla somma sugli stati (SOS), necessaria per una migliore
descrizione dell'eﬀetto del solvente durante le eccitazioni elettroniche.
2.1 I metodi di approssimazione
In meccanica quantistica, la struttura elettronica e le proprietà di qualsiasi
sistema, non soggetto a perturbazioni esterne dipendenti dal tempo, possono
essere determinate, in linea di principio, risolvendo l'equazione di Schrödinger
indipendente dal tempo associata:
HˆΨ(x1, ...xN ) = EΨ(x1, ...xN ) (2.1)
in cui N è il numero di elettroni del sistema ed Hˆ è l'operatore hamiltoni-
ano molecolare (in approssimazione di Born - Oppenheimer) espresso in unità
atomiche :
Hˆ =
∑
i
h(i) +
1
2
∑
ij
g(ij) =
∑
i
[
−1
2
∇2(i)−
∑
n
Zn
rni
]
+
1
2
∑
ij
1
rij
(2.2)
viceversa, qualora fossimo interessati ad interazioni del sistema con campi o per-
turbazioni dinamiche, dovremo risolvere l'equazione di Schrödinger dipendente
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dal tempo:
HˆΨ(x1, ...xN , t) = i~
∂Ψ(x1, ...xN , t)
∂t
(2.3)
Tuttavia una risoluzione esatta (nel senso analitico del termine) è impossibile
per una serie di motivi: necessità di uso limitato di funzioni di base su cui espan-
dere le soluzioni, non linearità dell'hamiltoniana dovuta ai termini coulombiani
che rende il sistema sempre più complesso all'aumentare del numero dei gradi
di libertà, etc. Si tenga presente inoltre che la meccanica quantistica è intrinse-
camente una teoria probabilistica.
Tutto ciò ha dato quindi ampio spazio alla nascita di metodi di calcolo ap-
prossimati. Fin dalle prime applicazioni della meccanica quantistica, ed anche
durante il lungo periodo della sua gestazione, risultarono spesso utili i metodi
di approssimazione già utilizzati per risolvere le equazioni del moto classiche.
Perciò molti dei metodi ancor oggi in voga nella meccanica quantistica hanno
le loro radici nella ﬁsica classica. Due sono i principali, che stanno alla base
dello sviluppo di tutti i metodi di calcolo quantistico molecolare. Il primo é
il cosiddetto metodo variazionale di Rayleigh-Ritz 1 , che per esempio in ﬁsi-
ca classica era usato per trovare il modo di vibrazione di una membrana con
frequenza più bassa. Esso é adatto principalmente nella ricerca della soluzione
approssimata che descrive lo stato fondamentale: il metodo fornisce una buona
approssimazione all'autovalore di energia più basso, anche se si usano funzioni
relativamente buone. Dato che la principale richiesta d'informazione su un sis-
tema ﬁsico riguarda il suo stato fondamentale, il metodo variazionale è un utile
punto di partenza per ogni metodo approssimato che si sviluppi nello studio dei
sistemi quantistici. L'altro metodo qui illustrato è quello delle perturbazioni
indipendenti dal tempo e trae origine dallo studio delle perturbazioni secolari
prodotte da un altro corpo celeste sul moto di un pianeta intorno al sole. In
meccanica quantistica esso si basa sulla possibilità di separare la hamiltoniana in
due contributi, per il primo dei quali si sa risolvere esattamente l'equazione agli
autovalori, mentre il secondo viene trattato come una perturbazione alla situ-
azione descritta dal primo. Il metodo risulta eﬃcace se questa perturbazione
può considerarsi piccola, in modo che sia possibile eﬀettuare un calcolo approssi-
mato dello spettro della hamiltoniana originale valutando le alterazioni che il
secondo contributo introduce nello spettro del primo.
2.1.1 Il teorema variazionale
Il metodo variazionale, noto anche come metodo di Rayleigh-Ritz, è basato sul
seguente teorema:
Dato uno stato arbitrario |Φ〉 ∈ H 2 , il valore di aspettazione dell'energia cal-
colato su tale stato è sempre maggiore o uguale all'energia esatta del sistema:
〈Φ|Hˆ|Φ〉
〈Φ|Φ〉 ≥ E0 (2.4)
1Il metodo è esposto sostanzialmente in un libro di Lord Rayleigh: The Theory of Sound,
MacMillan, Londra, vol. I, 1877, vol. II, 1878; ed. americana, Dover Publ., New York, 1945.
Fu ripreso da Walter Ritz : [Un nuovo metodo per la risoluzione di certi problemi variazionali
della ﬁsica matematica], Journal fu¨r reine und angewandte Mathematik (Crelle Journal) 135
(1911) 1-61.
2in cui H è lo spazio di Hilbert
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Pertanto l'energia per la funzione d'onda esatta è un limite inferiore all'energia
calcolata come valore di aspettazione di una qualsiasi funzione d'onda antisim-
metrica appartenente allo spazio di Hilbert dell'operatore. Si può dimostrare
che il metodo è equivalente a risolvere l'equazione di Schrödinger ( imponendo la
condizione di stazionarietà, attraverso il metodo dei moltiplicatori di Lagrange,
si arriva inﬁne nuovamente ad un'equazione ad autovalori).
Il teorema si riferisce a funzioni d'onda di stato fondamentale, ma può essere
esteso a stati eccitati nel caso particolare che la funzione d'onda approssimata
sia ortogonale alla funzione d'onda esatta dello stato fondamentale: Data una
funzione d'onda |Φ〉 ∈ H : 〈Φ|Ψ0〉 = 0 (in cui |Ψ0〉 è l'autostato a più bassa
energia per l'hamiltoniana del sistema) allora il valore d'aspettazione
W1 =
〈Φ|Hˆ|Φ〉
〈Φ|Φ〉 ≥ E1 (2.5)
è un limite superiore all'autovalore del primo stato eccitato.
Il metodo è di per se valido quasi esclusivamente per lo stato stazionario fonda-
mentale, in quanto in genere non conosciamo la funzione d'onda fondamentale
onde costruirne una ortogonale ad essa per lo stato eccitato; Il corollario ha
utilizzazione pratica quando vi siano condizioni ﬁsiche che rendano lo stato in
considerazione automaticamente ortogonale a tutti quelli sottogiacenti. Per es-
empio molte molecole hanno lo stato elettronico più basso descrivibile come uno
stato di singoletto (stato S0 ). Esisteranno molti altri stati di singoletto ( S1
S2 ...) per i quali l'applicazione di questa formulazione del teorema variazionale
non è possibile. Esistono però stati a diversa molteplicità di spin, per esempio
tripletti (stati T1 T2...) che sono automaticamente ortogonali ai singoletti. Il
principio variazionale si applica bene al più basso stato di tripletto: T1.
L'importanza del principio variazionale risiede nel fatto che esso ci permette di
descrivere la funzione d'onda che stiamo cercando in termini di parametri che an-
dranno ottimizzati, e di trovare inﬁne la migliore approssimazione alla funzione
d'onda. Esso inoltre costituisce la base dei metodi di campo autoconsistente
(self consistent ﬁeld , SCF) in quanto in tali metodi si descrive il campo sen-
tito dagli elettroni come un campo medio o eﬃcace, in cui le soluzioni vengono
determinate tramite procedura iterativa ﬁn quando non si riesce a trovare una
soluzione stazionaria di minimo per il problema, proprio in senso variazionale,
rispetto ai parametri di espansione della funzione d'onda di prova su un set di
base ﬁnito di funzioni; due dei metodi oggi più usati in chimica teorica, quali
la teoria Hartree-Fock (HF) e la teoria del funzionale densità (DFT) basano
la risoluzione delle equazioni a pseudo autovalori proprio sull'applicazione del
principio variazionale lineare.
2.1.2 Teoria perturbativa
Come già accennato precedentemente, la teoria perturbativa si basa sulla possi-
bilità di separare la hamiltoniana in due contributi, per il primo dei quali si sa
risolvere esattamente l'equazione agli autovalori, mentre il secondo viene trat-
tato come una piccola perturbazione alla situazione descritta dal primo termine:
Pertanto esprimiamo
Hˆ = Hˆ0 + λVˆ (2.6)
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Hˆ0 è l'hamiltoniano imperturbato di cui si suppone conoscere lo spettro com-
pleto
{
Φ0i
}
. Vogliamo esprimere gli autovalori e gli autovettori del sistema ( di
hamiltoniana Hˆ ) in serie di potenze rispetto ad un parametro λ :
Ei = E
(0)
i + λE
(1)
i + λ
2E
(2)
i + ...λ
nE
(n)
i (2.7)
Φi = Φ0i + λΦ
1
i + λ
2Φ2i + ...λ
nΦni (2.8)
A questo punto, posto λ = 1, sostituendo le espressioni precedenti nell'equazione
di Schrödinger per l'hamiltoniana totale e separando ordine per ordine si ar-
rivano ad ottenere le espressioni per le correzioni ai vari ordini all'energia e alla
funzione d'onda i-esimi 3:
E
(1)
i = 〈Φ0i |Vˆ |Φ0i 〉 (2.9)
|Φ1i 〉 =
∑
m6=i
〈Φ0m|Vˆ |Φ0i 〉
E
(0)
i − E(0)m
|Φ0m〉 (2.10)
E
(2)
i =
∑
m6=i
|〈Φ0m|Vˆ |Φ0i 〉|2
E
(0)
i − E(0)m
(2.11)
|Φ2i 〉 =
∑
m6=i
∑
l 6=i,m
〈Φ0m|Vˆ |Φ0l 〉〈Φ0l |Vˆ |Φ0i 〉(
E
(0)
i − E(0)m
)(
E
(0)
i − E(0)l
)+ 〈Φ0m|Vˆ |Φ0i 〉
[
〈Φ0m|Vˆ |Φ0m〉 − 〈Φ0i |Vˆ |Φ0i 〉
]
(
E
(0)
i − E(0)m
)2 |Φ0m〉
(2.12)
2.2 Il metodo Hartree - Fock (HF)
L'approssimazione di Hartree-Fock consiste nel cercare il set di spinorbitali
che fornisca la migliore descrizione variazionale dello stato fondamentale del-
la funziona d'onda elettronica in termini di un singolo determinante di Slater:
si tratta, in pratica, di cercare quell'insieme di funzioni monoelettroniche ed
ortonormali tali da rendere minimo il funzionale energia:
E0 =
〈Φ0|Hˆ|Φ0〉
〈Φ0|Φ0〉 (2.13)
in cui
|Φ0〉 = 1√
N !
∑
i
(−1)PiPi
∏
i
χi(x) (2.14)
Pi è l'operatore di permutazione delle particelle nella loro occupazione degli
spinorbitali e {χ(x)} è il set di spin orbitali su cui viene eseguita l'espansione.
Proprio sulla base del principio variazionale, imponendo le condizioni di ortonor-
malità sugli spin orbitali con l'uso del metodo dei moltiplicatori di Lagrange,
si dimostra che il miglior determinante di Slater per la descrizione dello stato
3non viene sviluppata qui tutta la trattazione - peraltro ricavabile in maniera molto
semplice - poichè il nostro scopo è solo introduttivo onde focalizzare l'attenzione su meto-
di ben più complessi. I risultati qui riportati si riferiscono al metodo perturbativo di
Rayleigh-Schrödinger (RS) .
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fondamentale viene determinato risolvendo il set di equazioni dette di Hartree-
Fock:
f(1)χa(1) =
[
h(1) +
∑
b
Jb(1)−
∑
b
Kb(1)
]
χa(1) = aχa(1) (2.15)
Nell'equazione precedente, l'operatore di Fock f(1) è un operatore ad un corpo
composto da 3 parti:
•
hˆ(1) = −1
2
∇2(i)−
∑
n
Zn
rni
(2.16)
somma dell'energia cinetica dell'elettrone e del potenziale di interazione
con i nuclei (considerati ﬁssi).
•
Jˆb(1) =
∫
dx2|χb(2)|2r−112 (2.17)
operatore coulombiano, il cui risultato è quello di moltiplicare una funzione
per il potenziale coulombiano generato da un'altro spinorbitale.
•
Kˆb(1)χa(1) =
∫
dx2χ
∗
b(2)χa(1)r
−1
12 χb(2) (2.18)
operatore di scambio, che scambia la funzione su cui agisce con la fun-
zione a cui si riferisce, moltiplicandola per un potenziale pseudocoulom-
biano tra due funzioni d'onda diﬀerenti. Esso non ha corrispettivo classico.
Gli operatori di Coulomb e Scambio insieme costituiscono un potenziale medio o
eﬃcace di cui risente ciascun elettrone a cui viene associata una funzione d'onda
spinorbitalica.
Il problema del sistema 2.15 è che adesso si tratta di un sistema di equazioni
integro-diﬀerenziali non lineari; ciò nonostante si può almeno in parte aggirare
il problema trasformandolo in un problema algebrico tramite lo sviluppo degli
spinorbitali su un set di funzioni di base di singola particella {uµ} noto:
χi =
∑
µ
Ciµuµ (2.19)
Si passa quindi alla risoluzione di un problema algebrico che consiste nel de-
terminare i coeﬃcienti dello sviluppo sulla base: ovviamente, la base su cui
sviluppare gli spin orbitali non può essere inﬁnita, pertanto la risoluzione alge-
brica costituisce un'ulteriore approssimazione 4 : Considerando che gli spinor-
bitali con diﬀerenti spin abbiano stessa parte spaziale (RHF), se limitiamo lo
4Tale procedura fu determinata nel 1951 da Hall e Roothaan:
Hall,G.G. Proc. R.Soc.Lond. A205,541 (1951)
Roothaan,C.C.J. Rev. Mod. Phys. 23, 69 (1951)
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sviluppo 2.19 a K funzioni di base note non necessariamente ortonormali, dovre-
mo trovare i ( N/2 x K ) coeﬃcienti della matrice C (matrice dei coeﬃcienti)
risolvendo l'equazione ∑
µ
FµνCνi = i
∑
ν
SµνCνi (2.20)
che in forma matriciale corrisponde a
FC = SC (2.21)
.
Data la non linearità del problema algebrico (l'operatore di Fock F dipende
dalle soluzioni al problema stesso), la risoluzione delle equazioni avviene tramite
procedura Self Consisten Field (SCF):
- Si fornisce un guess iniziale per gli spinorbitali di HF e si ricava una prima
espressione per l'operatore di Fock,
- A questo punto, si sostituisce l'operatore di Fock nelle equazioni di Roothaan
e si ricavano i nuovi spinorbitali
- Tali spinorbitali vengono utilizzati per un nuovo ciclo uguale al precedente,
ottenendone un nuovo insieme
La procedura termina quando i coeﬃcienti orbitalici ricavati al passo n-simo
diﬀeriscono da quelli al passo (n-1)-esimo per una quantità minore o uguale ad
una predeterminata dall'operatore.
In genere non si opera direttamente sugli spinorbitali o sui coeﬃcienti dello
sviluppo ma sulla matrice densità
Pµν = 2
N/2∑
α
CµαCνα
da cui dipende la matrice di Fock
F(P) = h+G(P)
.
La brevissima overview sul metodo HF qui presentata non riesce a mettere in
risalto alcuni aspetti fondamentali del metodo, soprattutto i suoi limiti, che
costituiscono il motivo principale della nascita di altre teorie per il calcolo e la
descrizione quantistica atomica e molecolare.
Il metodo Hartree-Fock fornisce la più semplice approssimazione variazionale
alla funzione d'onda ed energia di uno stato stazionario (fondamentale) che si
possa costruire rigorosamente (ab-initio) dai principi teorici (cioè dall'hamil-
toniano elettronico non-relativistico esatto) senza intervento di parametri ag-
giustabili empiricamente. Esso corrisponde al minimo sviluppo della funzione
d'onda dotato di senso ﬁsico: un singolo determinante o una combinazione lin-
eare di pochi determinanti dettata dai requisiti di simmetria spaziale e di spin.
Nonostante ciò, oltre a costituire un modello ﬁsico di particolarmente facile in-
terpretazione, esso fornisce risultati per alcuni aspetti soddisfacenti e perﬁno
di validità semiquantitativa. Ad esempio, l'energia totale HF rappresenta tipi-
camente oltre il 90% dell'energia totale vera (non-relativistica) di una sistema
elettronico. Questo naturalmente riﬂette il fatto che i termini di accoppiamento
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coulombiano nell'hamiltoniano sono termini piccoli rispetto all'energia cinet-
ica e a quella di attrazione verso i nuclei. Questo è vero in particolare per gli
elettroni di core, per i quali questi ultimi termini sono molto grandi visto che
essi orbitano ad altissima velocità vicino ai nuclei, ed il cui moto è in pratica
trascurabilmente correlato a quello degli elettroni di valenza.
Tuttavia, per la gran parte degli scopi di interesse chimico e spettroscopico, il
modello HF è insuﬃciente e, al più, solo qualitativo. Le osservabili di inter-
esse più comune sono infatti in generale diﬀerenze di energia fra stati elettronici
diversi (spettroscopie) o fra diverse conﬁgurazioni nucleari di uno stesso stato
(energetica delle reazioni chimiche). Queste diﬀerenze di energia, che originano
essenzialmente da diﬀerenze nelle distribuzioni elettroniche degli elettroni di
valenza, sono tipicamente proprio dello stesso ordine di grandezza degli errori
nelle energie totali HF e spesso inferiori. Per alcune osservabili che coinvolgano
signiﬁcativamente rotture o formazioni di legami chimici (un esempio evidente
è quello dei processi di dissociazione) il modello HF è in generale già a priori
qualitativamente sbagliato. Così pure, si veriﬁca spesso una fondamentale in-
adeguatezza della funzione d'onda HF per la riproduzione di osservabili diverse
dall'energia. La diﬀerenza (teorica) fra l'energia esatta non-relativistica di un
sistema elettronico e quella (esatta) HF viene deﬁnita energia di correlazione
elettronica, e tutti i fenomeni e le alterazioni del valore di osservabili che pos-
sono essere riprodotti solo da funzioni d'onda più accurate di quella HF vengono
detti eﬀetti di correlazione.
Ciò ha portato alla nascita di diversi metodi atti a recuperare la correlazione
elettronica, quali i metodi CI (interazione di conﬁgurazione), Coupled Cluster
e in generale metodi MRSCF (multi-referee self consistent ﬁeld). Essi tengono
conto della limitata descrizione della funzione d'onda esatta basata su un singolo
determinante, e tentano di descrivere le funzioni d'onda tramite combinazioni
lineari di singoli determinanti di HF riferiti alle varie conﬁgurazioni. I metodi
MR, quale il CI permette di descrivere anche stati eccitati fornendo migliori
risultati rispetto all'HF nel determinare valori di energia di eccitazione, rotture
di legami, ottimizzazioni di geometrie, etc.
2.3 Teoria del funzionale densità (DFT)
La teoria del funzionale della densità (Density Functional Theory, DFT) è una
teoria quantistica microscopica per lo studio di sistemi a molti elettroni (ato-
mi, molecole, solidi, ecc.) che si basa su un approccio completamente diverso
rispetto ai classici metodi di ﬁsica della materia condensata e chimica quantisti-
ca, come il metodo di Hartree-Fock: Infatti la grandezza fondamentale di questi
ultimi metodi è la funzione d'onda totale del sistema Ψ(r1, r2, ..., rN ) che per un
sistema di N elettroni dipende quindi da 3N variabilidi posizione e N variabili
di spin (per speciﬁcare la coordinata di ciascun elettrone si deve ovviamente
fornire una terna ri = (xi, yi, zi) oltre alla coordinata di spin). Calcolare la
funzione d'onda totale ad esempio di un solido dove N è dell'ordine del numero
di Avogadro, 1023 risulta evidentemente un problema formidabile. Nella DFT,
sviluppata inizialmente da Pierre Hohenberg e Walter Kohn (HK) nei primi anni
sessanta5 , la grandezza fondamentale è la densità di carica elettronica, cioè il
quadrato della funzione d'onda, integrata su N - 1 coordinate elettroniche, che
5P.Hohenberg, W.Kohn, Phys. Rev. 136 , 3B (1964)
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dipende da 3 coordinate, indipendentemente dal numero di elettroni del sistema
6 :
ρ(r) =
∫
dr2...drN |Ψ(r1...rN )|2 (2.22)
La sempliﬁcazione del problema è evidente.
La teoria prende spunto dal modello di Thomas-Fermi, sviluppato nel 1927 7.
Sfruttando questo modello è possibile calcolare l'energia di un sistema multielet-
tronico rappresentando la sua energia cinetica come un funzionale della densità
elettronica, combinando tale energia con le classiche espressioni che rendono
conto delle interazioni nucleo-elettrone ed elettrone-elettrone (che possono es-
sere entrambe rappresentate in termini di densità elettronica).
Sebbene questo rappresenti un passo fondamentale, l'accuratezza dell'equazione
di Thomas-Fermi è limitata in relazione al fatto che essa non considera l'energia
di scambio, ovvero l'energia dovuta all'interazione delle funzioni d'onda con loro
sovrapposizione, che invece viene predetta dalla teoria di Hartree-Fock. Fu Paul
Dirac ad aggiungere, nel 1928, un funzionale di energia di scambio .
Comunque, la teoria Thomas-Fermi-Dirac restò piuttosto inaccurata per molte
applicazioni. La maggiore fonte di errore derivava dalla rappresentazione del-
l'energia cinetica, seguita dagli errori dovuti all'energia di scambio in quanto
non veniva considerato l'eﬀetto legato alle repulsioni interelettroniche.
La teoria DFT si sviluppa negli anni sessanta a partire dai due teoremi di Ho-
henberg e Kohn :
- 1◦ Teorema: Tutte le proprietà dello stato fondamentale di un sistema mul-
tielettronico non degenere sono descritte da funzionali della sola densità mo-
noelettronica.
- 2◦ Teorema: L'energia allo stato fondamentale corrisponde al valore mini-
mo di E [ρ] rispetto a tutte le densità elettroniche per cui è deﬁnito.
Questi due teoremi ci permettono rispettivamente di associare ad una densità
di carica un potenziale esterno (nucleare) e quindi di tenere conto della speci-
ﬁcità del sistema 8 e di fondare la DFT come una teoria in grado di predire
variazionalmente le energie dello stato fondamentale.9
6Per una completa trattazione della densità elettronica, delle matrici densità ad uno o a più
corpi e tutte le problematiche e gli sviluppi ad essa connessi, il lettore può trovare un'ottima
guida al cap 5 di McWeeny R., Methods of Molecular Quantum Mechanics, 2 Ed. , Academic
Press, London (1992)
7L. H. Thomas, The calculation of atomic ﬁelds, Proc. Camb. Phil. Soc, 23 542-548
8in realtà il problema è ben più complesso, ne è dimostrazione la nascita di un intenso studio
sulla v-rappresentabilità delle densità elettroniche che qui non tratteremo. Il lettore interessato
può trovare un'ottima review sul DFT e i problemi della v-rappresentabilità associati in:
A Chemist's Guide to Density Functional Theory. Second Edition Wolfram Koch, Max C.
Holthausen, Wiley (2001)
9Si tenga presente questo aspetto della teoria DFT in quanto costituisce uno dei problemi
da aﬀrontare nello sviluppo time dependent per il calcolo degli stati eccitati in un framework
DFT.
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2.3.1 Il metodo di Kohn e Sham
La base per costruire metodi DFT in chimica computazionale fu data da Kohn
e Sham10 . Il problema principale del modello di Thomas e Fermi è che l'energia
cinetica viene rappresentata in maniera insuﬃciente. L'idea del metodo di Kohn
e Sham (KS) fu quella di suddividere il funzionale in due parti, una che potesse
essere calcolata esattamente, ed un piccolo termine di correzione.
Assumiamo per il momento un'Hamiltoniana del tipo:
Hλ = T+Wext(λ) + λVee (2.23)
con 0 ≤ λ ≤ 1
Per λ = 1 l'operatoreWext è uguale a Vne, per valori intermedi di λ si assume
che il potenziale esterno Wext(λ) sia modiﬁcato in maniera che si ottenga la
stessa densità elettronica sia per λ = 1 (sistema reale) sia per λ = 0 (sistema
ipotetico con elettroni non interagenti).
Nel caso in cui λ = 0 la soluzione esatta all'equazione di Schrödinger è data
da un determinante di Slater composto dagli orbitali (molecolari) φi, per cui il
funzionale energia cinetica esatto è dato da
Ts =
N∑
i
〈
φ
∣∣∣∣−12∇2
∣∣∣∣φ〉 (2.24)
Il pedice S indica che l'energia cinetica è calcolata da un determinante di Slater.
Per λ = 1 l'equazione 2.24 è solo un'approssimazione della vera energia cinetica,
la diﬀerenza tra l'energia cinetica esatta e quella calcolata assumendo orbitali
non interagenti è piccola. La rimanente energia cinetica è inclusa nel termine
di scambio e correlazione Exc[ρ]. Possiamo quindi riscrivere il funzionale energia
elettronica DFT come:
EDFT [ρ] = TS [ρ] + Ene[ρ] + J [ρ] + Exc[ρ] (2.25)
Uguagliando EDFT [ρ] all'energia esatta, questa espressione può essere presa
come la deﬁnizione del termine di scambio e correlazione Exc[ρ]:
Exc[ρ] = (T [ρ]− TS [ρ]) + (Eee[ρ]− J [ρ]) (2.26)
La prima parentesi nell'equazione si può considerare come energia cinetica di
correlazione, la seconda parentesi contiene sia i termini potenziali di scambio
che di correlazione. Il maggior contributo per Exc[ρ] proviene dall'energia di
scambio. Assumendo di conoscere il funzionale di scambio e correlazione, il
problema da risolvere è simile a quello incontrato nella teoria HF: determinare
un set di orbitali ortonormali che minimizzi l'energia. Dato che J [ρ] (ed anche
Exc[ρ]) dipendono dalla densità elettronica totale che viene calcolata a sua vol-
ta dal set di orbitali, la determinazione del set deve essere fatta iterativamente.
10W. Kohn, L.J. Sham Phys.Rev. 140, A1133 (1965)
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L'ortonormalità è un vincolo che viene reso matematicamente nella minimiz-
zazione dell'energia dal metodo dei moltiplicatori di Lagrange in analogia con il
metodo di HF quindi, dovremo risolvere il problema di minimo :
L[ρ] = EDFT [ρ]−
N∑
ij
λij [〈φi|φj〉 − δij ] (2.27)
Risolvendolo otteniamo un set di equazioni che coinvolgono un operatore mo-
noelettronico eﬃcace hˆKS , simile all'operatore di Fock f(1) deﬁnito nell'e-
quazione 2.15:
hˆKS = −12∇
2
i +Veff (2.28)
hˆKSφi =
N∑
j
λijφj (2.29)
Veff (r) = VNe(r) +
∫
ρ(r′)
|r− r′|dr
′ +Vxc (2.30)
Inﬁne, sempre in analogia con il metodo di HF, possiamo operare una trasfor-
mazione unitaria che rende la matrice dei moltiplicatori di Lagrange diagonale,
ottenendo un set di orbitali canonici di Kohn e Sham (KS):
hˆKSφi = iφi (2.31)
I moltiplicatori di Lagrange non possono essere associati a grandezze ﬁsiche
come energie orbitaliche, contariamente a quanto accade nel metodo di HF, in
quanto non conosciamo l'esatto funzionale di scambio e correlazione. Se questo
fosse noto il metodo DFT fornirebbe, a diﬀerenza del metodo HF, l'energia elet-
tronica totale esatta, includendo anche la correlazione elettronica.
Ciò che diﬀerenzia tra loro i vari approcci al metodo DFT è la scelta della for-
ma del funzionale dell'energia di scambio e correlazione. La teoria non fornisce
restrizioni sulla scelta, pertanto sono state proposte diverse approssimazioni:
• Local Density Approssimation (LDA): in tale approssimazione si fa uso
di un funzionale locale 11, si assume un modello di gas omogeneo di elet-
troni. L'energia di scambio è quella ricavata da Dirac, mentre l'energia
di correlazione è stata simulata da metodi Monte Carlo ed interpolata da
Vosko, Wilk e Nuisar nel funzionale di correlazione VWN 12 ;
• Generalized Gradient Approximation (GGA): a questa categoria apparten-
gono funzionali non locali, ottenuti a partire dal funzionale LDA ed ag-
giungendo la dipendenza dal gradiente della densità elettronica. I fun-
zionali più noti ed utilizzati sono P8613 (Perdew), B9514 (Becke), PW9115
(Perdew e Wang), LYP16 (Lee, Yang e Parr).
11Ovvero non dipende dal gradiente della densità elettronica
12Vosko,Wilk and Nuisar, Can. J. Phys., 58, 1200 (1980)
13J.P.Perdew, Phys. Rev. B, 33, 8822 (1986)
14A.D. Becke, J.Chem. Phys., 104, 1040 (1996)
15K. Burke, J.P. Perdew, Y. Wang, Electronic Density Functional Theory: Recent progress
and new directions, Ed. J.F. Dobson, G. Vignale and M.P. Das, Plenum (1998)
16C. Lee, W. Yang, R.G. Parr, Phys. Rev. B, 37, 785 (1988)
22
Metodi ibridi: Dall'hamiltoniana 2.23 e dalla deﬁnizione di energia di corre-
lazione e scambio 2.26, può essere stabilita un'esatta connessione tra l'energia
di correlazione e scambio e il corrispondente potenziale che connette il sistema
ipotetico non interagente con il sistema reale. L'equazione che ne deriva prende
il nome di 'Formula di Connessione Adiabatica' (ACF), ed implica l'integrazione
sul parametro λ che 'attiva' l'interazione elettrone-elettrone:
Exc =
∫ 1
0
〈Ψλ|Vxc(λ)|Ψλ〉dλ
Questo integrale può essere approssimato, assumendo Vxc lineare in λ, come
media dei valori di aspettazione calcolati ai due estremi:
Exc ' 12 〈Ψ0|Vxc(0)|Ψ0〉+
1
2
〈Ψ1|Vxc(1)|Ψ1〉
.
Nel primo termine, con λ = 0, gli elettroni non interagiscono ed è non nulla
solo l'energia di scambio, che è fornita esattamente dalla teoria HF applicata al
determinante di Slater composto da orbitali naturali di Kohn-Sham (KS).
Il secondo termine può essere approssimato, secondo il metodo 'Half-and-Half'
(H+H), dall'approssimazione LDA:
EH+Hxc =
1
2
EHFx +
1
2
(ELDAx + E
LDA
c )
.
Il metodo 'Half-and-Half' può essere generalizzato scrivendo l'energia di scambio
come combinazione lineare dei termini LDA, di scambio HF e GGA. L'energia
di correlazione può essere scritta, in maniera simile, come combinazione lineare
dei termini LDA e GGA. I parametri della combinazione linere sono determinati
attraverso ﬁtting di dati sperimentali. Modelli simili che includono l'energia di
scambio HF, sfruttando la formula di connessione adiabatica, sono detti 'metodi
ibridi '.
Quale di questi sia migliore si può stabilire solo comparando i risultati con valori
sperimentali o calcoli quantomeccanici ad alto livello.
Uno dei funzionali più usati è il funzionale ibrido B3LYP 17, che useremo es-
tensivamente nel calcolo delle geometrie e frequenze di stati fondamentali ed
eccitati
EB3LY Pxc = E
LDA
x +c0(E
HF
x −ELDAx )+cx∆EB88x +EVWN3c +cc(ELY Pc −EVWN3c )
(2.32)
I parametri della combinazione lineare ottimali, secondo Becke, risultano essere
c0 = 0.20,cx = 0.72 e cc = 0.81 .
2.4 Teoria perturbativa dipendente dal tempo
Abbiamo mostrato come la teoria HF non riesca a descrivere bene gli stati ec-
citati: in eﬀetti, tramite il Teorema di Koopmans riesce a dare una descrizione
17A.D. Becke, J. Chem. Phys. 98, 5648 (1993)
23
qualitativamente scarsa delle energie di ionizzazione.
Il superamento di tale limite è costituito classicamente, dal calcolo delle fun-
zioni d'onda CI, in cui si ottiene una descrizione degli stati eccitati del sistema
tramite l'uso di determinanti di Slater con conﬁgurazioni di stato eccitato.
Pur tuttavia, la descrizione dell'interazione luce-materia richiede necessaria-
mente la risoluzione dell'equazione di Schröedinger dipendente dal tempo, data
la dipendenza temporale del campo elettrico. Costituendo questa impresa ancor
più ardua della risoluzione nel caso stazionario, si ricorre anche in questo caso
a metodi approssimati.
Il metodo principale nel calcolo degli stati eccitati e nella transione tra di essi
- di importanza centrale nella descrizione delle spettroscopie - è costituito dalla
teoria perturbativa dipendente dal tempo.
L'approccio iniziale alla teoria è del tutto analogo a quello indipendente dal tem-
po: supponiamo che il termine dell'Hamiltoniana dipendente dal tempo rappre-
senti una piccola perturbazione di un operatore Hˆ0 di cui conosciamo lo spettro
completo degli stati stazionari. L'Hamiltoniana totale del sistema sarà allora
esprimibile come
Hˆ(t) = Hˆ0 + Vˆ (t) (2.33)
e l'equazione da risolvere sarà ovviamente
HˆΨ(x, t) = i~
∂Ψ(x, t)
∂t
(2.34)
Ciò a cui siamo interessati è ovviamente riuscire a descrivere gli autostati del-
l'operatore Hˆ(t) tramite combinazione lineare di autostati stazionari noti della
parte di hamiltoniana non dipendente dal tempo:
Ψ(x, t) =
∑
k
ak(t)Ψ
(o)
k (x) (2.35)
Per poter avere uno sviluppo che sia quanto più simile al caso stazionario,
scegliamo una forma dei coeﬃcienti ak(t) del tipo 18 :
ak(t) = ck(t)e−iEkt (2.36)
A questo punto, sostituendo la forma 2.35 (avendo premura di sostituire i
coeﬃcienti ak(t)) nella 2.34 e moltiplicando a sinistra per il bra 〈Ψ(0)K | otteniamo:
i~c˙ke−iEkt =
∑
n
cn(t)e−iEnt〈Ψ(0)k |Vˆ (t)|Ψ(0)n 〉 (2.37)
Si tratta di un sistema di equazioni diﬀerenziali accoppiate di diﬃcile soluzione,
che è totalmente equivalente all'equazione di Schröedinger dipendente dal tem-
po.
18tale scelta dipende dal fatto che la risoluzione dell'equazione dipendente dal tempo nel
caso di Hamiltoniana totalmente indipendente dal tempo porta a determinare delle funzioni
d'onda del tipo Ψ(x) =
∑
k cke
−iEktφk(x)
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Per poter risolvere in maniera perturbativa il sistema, tentiamo di disaccop-
piare le equazioni diﬀerenziali espandendo in serie di potenze rispetto ad un
parametro λ ciascun coeﬃciente e la sua derivata:
ck(t) = c
(0)
k + λc
(1)
k + λ
2c
(2)
k + ..... (2.38)
c˙k(t) = c˙
(0)
k + λc˙
(1)
k + λ
2c˙
(2)
k + .... (2.39)
e separariamo ordine per ordine rispetto al parametro.
Nell'ipotesi che la perturbazione sia molto piccola possiamo fermarci al primo
ordine e considerare che
c0 ' 1 ad ogni tempo
cn ' 0 per tutti gli altri stati (n > 0)
L'equazione al primo ordine diviene quindi:19
i~c˙n = eiωn0tVn0(t) (2.40)
in tal modo si trascura l'accoppiamento tra gli stati eccitati, ovvero si consid-
era che uno stato possa popolarsi solo attraverso una transizione dallo stato 0,
escludendo che lo stato di partenza possa essere un altro stato eccitato.
Nonostante ciò, adesso le equazioni sono disaccoppiate e risolubili per qualsiasi
n > 0 :
cn(t) =
1
i~
∫ t
−∞
eiωn0t
′
Vn0(t′)dt′ + δn0 (2.41)
c0(t) = 1 (2.42)
2.5 Teoria della risposta lineare
Dal risultato ricavato al paragrafo precedente, in cui abbiamo ottenuto un'e-
spressione al primo ordine per la correzione perturbativa dipendente dal tempo,
e quindi dovuta al termine lineare nel parametro λ, possiamo ricavare un'espres-
sione per la descrizione della risposta lineare (dinamica) del sistema rispetto ad
una perturbazione esterna dipendente dal tempo, quale ad esempio un campo
elettrico applicato, contenuta nel cambiamento temporale dei coeﬃcienti.
Per la descrizione della risposta lineare, si suppone che la perturbazione Vˆ (t)
sia esprimibile come20 :
Vˆ (t) = F (t)A (2.43)
in cui l'operatore hermitiano ﬁssato A determina la forma della perturbazione
mentre il termine dipendente dal tempo determina la forza della perturbazione.
Sostituendo l'espressione 2.43 nella 2.41 possiamo calcolare la variazione del
19abbiamo qui posto ωn0 =
En−E0
~ e Vn0 = 〈Ψ0n|Vˆ |Ψ00〉
20cfr. McWeeny R.,Methods of Molecular Quantum Mechanics, 2 Ed. , Academic Press,
London (1992)
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valore di aspettazione di un generico operatore Bˆ(t), che esprime una qualsiasi
proprietà del sistema:
δ〈Bˆ(t)〉 = 〈Ψ(x, t)|Bˆ(t)|Ψ(x, t)〉 − 〈Ψ(x, t = 0)|Bˆ(t)|Ψ(x, t = 0)〉 =
=
∫ t
−∞
dt′F (t′)
1
i~
∑
n
[
〈Ψ0n|Bˆ|Ψ00〉〈Ψ00|Aˆ|Ψ0n〉e−iωn0(t−t
′) − 〈Ψ00|Bˆ|Ψ0n〉〈Ψ0n|Aˆ|Ψ00〉eiωn0(t−t
′)
]
(2.44)
In genere la 2.44 viene scritta usando un formalismo meno pesante, in cui sono
facilmente intuibili le variazioni adoperate, ed assume la forma
δ〈B〉 =
∫ t
−∞
K(BˆAˆ|t− t′)dt′F (t′) (2.45)
dove
K(BˆAˆ|t− t′) = 1
i~
∑
n 6=0
[
〈n|Bˆ|0〉〈0|Aˆ|n〉e−iωn0(t−t′) − 〈0|Bˆ|n〉〈n|Aˆ|0〉eiωn0(t−t′)
]
(2.46)
è la cosidetta funzione di correlazione temporale che collega la ﬂuttuazione
di 〈B〉 al tempo t sotto la perturbazione dovuta al perturbatore A al tempo
t'. Essa è deﬁnita per t > t' , in accordo con il principio di causalità21, ed è
funzione della sola diﬀerenza τ = t− t′22.
Spesso è più conveniente ragionare in termini di frequenze, anzichè di tempi,
e cercare di ricavare in questo dominio una funzione analoga alla funzione di
correlazione temporale: sfruttando le trasformate di Fourier, scriviamo
F (t) =
1
2pi
∫ +∞
−∞
dωf(ω)e−iωteΓt (2.47)
L'equazione 2.47 contiene un fattore di convergenza Γ→ 0+; esso assicura che:
• la perturbazione abbia un valore iniziale nullo per t = −∞
• agisca in maniera graduale sul sistema, evitando perturbazioni impulsate.
Sostituendo tale espressione nella funzione di risposta lineare δ〈B(t)〉, ricaviamo
nel dominio delle frequenze l'espressione
δ〈B(ω)〉 = 1
2pi
∫ +∞
−∞
dωf(ω)e−i(ω+iΓ)t
′ 1
~
∑
n 6=0
[
B0nAn0
ω − ωn0 + iΓ −
Bn0A0n
ω + ωn0 + iΓ
]
(2.48)
Analogamente a quanto fatto nel dominio dipendente dal tempo, deﬁniamo la
21la risposta al tempo t dipende solo dagli eﬀetti della perturbazione ai tempi precedenti
22la speciﬁcità di t e t' su 〈B〉 può essere contenuta nella funzione F(t') che comunque non
fa parte della funzione di correlazione temporale.
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funzioneΠ(BˆAˆω|ω) detta polarizzabilità dipendente dalla frequenza (Frequency-
Dependent Polarizability, o FDP) come:
Π(BˆAˆω|ω) = lim
Γ→0
1
~
∑
n 6=0
{
〈0|Bˆ|n〉〈n|Aˆ|0〉
ω − ωon + iΓ −
〈n|Bˆ|0〉〈0|Aˆ|n〉
ω + ωon + iΓ
}
(2.49)
La funzione risposta lineare 2.45 nel dominio delle frequenze prenderà la forma:
δ〈B〉 = 1
2pi
∫ +∞
−∞
[
Π(BˆAˆω|ω)f(ω)e−iωt +Π(BˆAˆ−ω| − ω)f(ω)eiωt
]
dω (2.50)
Confrontando le equazioni 2.45 e 2.50 si ricava :
Π(BˆAˆω|ω) =
∫ +∞
−∞
θ(t− t′)K(BˆAˆω|t− t′)eiωtd(t− t′) (2.51)
in cui
θ(τ) =
 0 (τ < 0)1 (τ > 0) (2.52)
è la funzione gradino di Heaviside. Pertanto la FDP è la trasformata di Fourier
della funzione di correlazione temporale K(BˆAˆ|t− t′) e viceversa.
2.6 Principio variazionale dipendente dal tempo
Lo sviluppo perturbativo dipendente dal tempo ha tra le sue assunzioni di base
la conoscenza degli autostati stazionari dell'operatore Hˆ0 che costituisce l'hamil-
toniano molecolare. Purtroppo sappiamo già come in realtà non si disponga di
autostati esatti per l'hamiltoniano molecolare, ma solo di sue approssimazioni
in senso variazionale.
Per superare tali diﬃcoltà, si ricorre ad un approccio misto, variazionale in uno
schema perturbativo dipendente dal tempo, tramite il principio di Frenkel23:〈
δΨ
∣∣∣∣Hˆ − i~ ∂∂t
∣∣∣∣Ψ〉 = 0 (2.53)
Tale principio vale non solo per funzioni d'onda esatte, ma anche approssimate.
Per permettere la presenza di un fattore di fase rapidamente oscillante, la
funzione d'onda normalizzata (di seguito indicata con Ψt) può essere scritta
come
Ψt =
g(t)Ψ
〈Ψ|Ψ〉1/2 (2.54)
in cui g(t) è un numero complesso unimodulare, funzione del tempo ma non delle
coordinate elettroniche. Utilizzando le tecniche standard del calcolo delle vari-
azioni24 - con un'appropriata densità lagrangiana e una condizione al contorno
23J. Frenkel, Wave Mechanics-Advanced General Theory, Oxford University Press, Oxford
(1934)
24Margenau H. and Murphy G., The Mathematics of Physics and Chemistry, Van Nostrand,
New York 1956
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per t = t0 - il fattore g(t) è unicamente determinato come
g(t) = e−
i
~
∫ t
t0
α(t′)dt′ (2.55)
dove
α(t) = 〈Ψ|Ψ〉−1
[
〈Ψ|H|Ψ〉 − 1
2
i~
(
〈Ψ|Ψ˙〉 − 〈Ψ˙|Ψ〉
)]
(2.56)
Il principio variazionale su Ψ stessa prende quindi la forma〈
δΨ
∣∣∣∣Qˆ(H − i~ ∂∂t
)∣∣∣∣Ψ〉+ c.c. = 0 (2.57)
In cui è stato introdotto un operatore di proiezione sul complemento ortogonale
di |Ψ〉 :
Qˆ = 〈Ψ|Ψ〉−1 (1− |Ψ〉〈Ψ|Ψ〉−1〈Ψ|) (2.58)
Riconsideriamo il formalismo della trattazione variazionale già esposta: par-
tendo da una funzione d'onda Ψ, funzione di un certo numero di parametri
numerici Ψ(p1, p2, ...) =Ψ(p), consideriamo per la funzione d'onda variazionale
uno sviluppo in serie rispetto ai parametri numerici:
Ψ = Ψ0 +
∑
j
(
∂Ψ
∂pj
)
0
dj(t) + ... (2.59)
in cui il vettore d(t) = (d1(t), d2(t), ...) contiene la variazione dei parametri
rispetto al caso imperturbato ed introduce, così, la dipendenza temporale nella
funzione d'onda, cioè ad un dato istante il parametro p(t) potrà essere espresso
come p(t) = p0 + d(t).
La variazione della funzione d'onda 2.59 rispetto ad una variazione dei parametri
diventa quindi
δΨ =
∑
j
∂Ψ
∂pj
δpj =
∑
j
[(
∂Ψ
∂pj
)
0
+
∑
k
(
∂2Ψ
∂pj∂pk
)
0
dk(t)
]
δpj(t) + ... (2.60)
Riscriviamo tutto in forma matriciale come
|Ψ〉 = |Ψ0〉+ | (∇Ψ)0〉d+ ... (2.61)
|δΨ〉 = [| (∇Ψ)0〉+ | (∇∇Ψ)0〉d+ ...] δp (2.62)
A questo punto sostituiamo 2.61 e la 2.62 nella 2.57 ottenendo:
δp∗
[
〈(Ψ∇)0 |QˆHˆ|Ψ0〉+ d∗〈(Ψ∇∇)0 |QˆHˆ|Ψ0〉
]
+
+δp∗
[
〈(Ψ∇)0 |QˆHˆ| (∇Ψ)0〉d− i~〈(Ψ∇)0 |Qˆ| (∇Ψ)0〉d˙
]
= 0 (2.63)
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Data la forma di Qˆ, è immediato ricondurre i termini di questa equazione ai
tensori 25: 〈Ψ∇|QˆHˆ|Ψ〉 =∇H 〈Ψ∇|QˆHˆ|∇Ψ〉 =∇H∇〈Ψ∇∇|QˆHˆ|Ψ0〉 =∇∇H 〈Ψ∇|Qˆ|∇Ψ〉 =∇Q∇ (2.64)
in cui le componenti sono:
(∇H)mi =
〈
∂Ψ
∂pmi
∣∣∣Hˆ∣∣∣Ψ0〉 (2.65)
(∇∇H)mi,nj =
〈
∂2Ψ
∂pmi∂pnj
∣∣∣Hˆ∣∣∣Ψ0〉 =Mmi,nj (2.66)
(∇H∇)mi,nj =
〈
∂Ψ
∂pmi
∣∣∣Hˆ∣∣∣ ∂Ψ
∂pnj
〉
= Nmi,nj (2.67)
(∇Q∇)jk =
〈
∂Ψ
∂pj
∣∣∣Hˆ∣∣∣ ∂Ψ
∂pk
〉
= Vjk (2.68)
Con questa notazione l'equazione 2.63 può essere scritta come:
δp∗{∇H+ d∗(∇∇H) + (∇H∇)d− i~(∇Q∇)d˙} = 0 (2.69)
Poichè 2.69 deve valere per variazioni arbitrarie dei parametri, la quantità tra
parentesi deve essere identicamente nulla, ovvero
∇H+Nd+Md∗ = i~Vd˙ (2.70)
in cuiM, N e V sono stati deﬁniti tramite le componenti tensoriali poco sopra
speciﬁcate. Quest'equazione lineare, nei parametri di spostamento dall'equilib-
rio d(t) e nelle loro derivate, rappresenta qualcosa di analogo alle equazioni del
moto classiche. Se l'Hamiltoniana contiene una perturbazione oscillante allora
le soluzioni descriveranno oscillazioni forzate; Alcune oscillazioni potrebbero
persistere anche quando la perturbazione cessa di agire, per certe frequenze
caratteristiche. Tali oscillazioni libere descriveranno possibili variazioni tem-
porali di Ψ attorno a Ψ0, che corrisponde a valori dei parametri totalmente
ottimizzati in senso variazionale p = p0
Nel caso di oscillazioni forzate, considerando per d un'espressione del tipo
d = Xe−iωt +Yeiωt (2.71)
25Per una più chiara comprensione di tutta la trattazione e del formalismo adoperato,
potrebbe essere d'aiuto una lettura preventiva del paragrafo 2.4 di McWeeny R, Methods of
Molecular Quantum Mechanics, 2 Ed. , Academic Press, London (1992); in cui viene trattata
la teoria variazionale indipendente dal tempo con formalismo analogo. Il paragrafo 12.2 tratta
la teoria dipendente dal tempo facendo riferimento al par. 2.4
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il sistema complessivo da risolvere, scritto in forma matriciale, risulta essere:
( ∇A
A∇
)
+
(
N M
M∗ N∗
)(
X
Y
)
= ω
(
V 0
0 −V
)(
X
Y
)
(2.72)
dove ∇A e A∇ sono deﬁnite analogamente a ∇H e H∇, in termini del valore di
aspettazione di Aˆ, l'operatore di perturbazione precedentemente introdotto. Se
si manipola questa equazione in modo da esprimere a primo membro il vettore
(X,Y) delle ampiezze di spostamento in funzione del vettore ( ∇A,A∇), si
ottiene: (
X
Y
)
=
(
ΠXX(ω) ΠXY(ω)
ΠYX(ω) ΠYY(ω)
)( ∇A
A∇
)
(2.73)
La matrice Π(ω) descrive completamente la risposta lineare del sistema, a qual-
siasi frequenza, per la perturbazione associata all'operatore Aˆ. Essa prende il
nome di matrice risposta e rappresenta una proprietà caratteristica del sistema,
indipendente dalla perturbazione; la sua determinazione, attraverso opportune
funzioni d'onda approssimate, permette lo studio di tutte le proprietà di risposta
lineare di un dato sistema. La matrice risposta permette di determinare la vari-
azione temporale del valore di aspettazione di una qualsiasi quantità B. Infatti,
essa è intimamente legata alla FDP (polarizzabilità dipendente dalla frequenza)
(equazione 2.49) tramite la relazione
Π(BA|ω) =
( ∇B
B∇
)†
Π(ω)
( ∇A
A∇
)
(2.74)
Quest'ultima relazione rappresenta di fatto l'approssimazione variazionale alla
FDP che cercavamo.
2.7 Teoria Hartree-Fock Dipendente dal Tempo
(TDHF)
Per calcolare le proprietà di risposta dinamiche generalizziamo il metodo Hartree-
Fock nel caso dipendente dal tempo, Time Dependent Hartree- Fock(TD-HF),
o Random Phase Approximation(RPA): applichiamo la trattazione descritta
nel paragrafo precedente al caso particolare di una funzione d'onda monode-
terminantale ottimizzata in assenza della perturbazione secondo il metodo HF.
Possiamo scrivere per la funzione d'onda perturbata la seguente espressione26:
Ψ = Ψ0 +
∑
i,m
pmiΨ(i→ m) +
∑
i 6=jm 6=n
pmipnjΨ(i→ m, j → n) + ... (2.75)
in cui i parametri pmi, che contengono anche la dipendenza temporale della
funzione, vanno ottimizzati attraverso il metodo variazionale.
26in cui Ψ(i → m) indica la sostituzione di un orbitale occupato nello stato fondamentale,
con uno virtuale; analogamente per le altre sostituzioni.
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Per poter ricavare delle espressioni che ci permettano il calcolo di proprietà di
risposta, cominciamo con il notare che dall'espressione 2.75 possiamo scrivere:
∂Ψ
∂pmi
= Ψ(i→ m) (2.76)
∂2Ψ
∂pmi∂pnj
= Ψ(i→ m, j → n) (2.77)
Le componenti dei tensori gradiente, analogamente a quanto ricavato al para-
grafo precedente, risultano pertanto essere:
(∇H)mi = 〈Ψ(i→ m)|H|Ψ0〉 = 〈m|h|i〉+
∑
k
〈mk||ik〉 = 〈m|F |i〉 (2.78)
(∇∇H)mi,nj =Mmi,nj = 〈Ψ(i→ m, j → n)|H|Ψ0〉 = 〈mn||ij〉 (2.79)
(∇H∇)mi,nj = Nmi,nj = 〈Ψ(i→ m)|H|Ψ(j → n)〉 = δmi, nj(m − i)〈mi||nj〉
(2.80)
in cui i termini di energia orbitalica, m = 〈m|Fˆ |m〉, derivano dal valore di
aspettazione dell'energia associato alla funzione Ψ(i → m). In assenza della
perturbazione, H = H0, i parametri pmi saranno scelti in modo da rendere il
funzionale energia stazionario: da qui, richiedendo che Ψ = Ψ0 e che p0mi = 0,
deriva l'usuale condizione di Brillouin27 〈m|F |i〉 = ∇Hmi = 0.
Le equazioni del metodo possono quindi essere scritte come :
∑
nj
[δmi,nj(m − i) + 〈mj||in〉]Xnj +
∑
nj
〈mn||ij〉Ynj = ωXmi (2.81)
∑
nj
[δmi,nj(m − i) + 〈in||mj〉]Ynj +
∑
nj
〈ij||mn〉Ynj = ωYmi (2.82)
Nel limite di considerare solo singole eccitazioni nell'espansione della funzione
d'onda 2.75 l'intera metodologia si sempliﬁca in quanto la matrice N è nulla e
l'equazione ﬁnale si riduce ad un più semplice problema Hermitiano del tipo:
MX = ωX (2.83)
Questa è l'equazione fondamentale del metodo CIS, anche noto come Tamm -
Dancoﬀ approximation (TDA).
27si confronti: A. Szabo, N.Ostlund, Modern Quantum Chemistry, Dover, New York (1996)
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2.8 Time - Dependent DFT
L'implementazione del metodo DFT in un dominio dipendente dal tempo rapp-
resenta, dal punto di vista teorico per un fondamento formale della teoria, una
sﬁda che ha impegnato diversi chimici e ﬁsici teorici.
Al contrario del time dipendent Hartree-Fock (TD-HF) infatti, si richiede che di-
versi concetti del formalismo time independent vengano generalizzati per trattare
problemi coinvolgenti potenziali esterni locali e dipendenti dal tempo. In eﬀet-
ti, uno sviluppo formale della teoria28 29 30 è successivo all'implementazione
dei primi metodi di risposta lineare in DFT, che furono introdotti in realtà
tramite un'impostazione ad hoc, giocando sulle analogie tra il metodo iterativo
di Kohn-Sham con quello Hartree-Fock31. Eﬀettivamente, superati i limiti di
un'impostazione formale completa della teoria, lo sviluppo delle equazioni pro-
cede in maniera parallela al TDHF. Non intendiamo qui trattare l'intero prob-
lema dello sviluppo formale in quanto esula dai nostri scopi, pur costituendo
un capitolo aﬀascinante della Chimica Teorica; il lettore interessato può trovare
una trattazione abbastanza completa in una review di Casida del 199632.
Nella pagine precedenti abbiamo visto qual è la quantità che caratterizza la
risposta lineare di un sistema ad una perturbazione esterna dipendente dal tem-
po. Questa quantità è espressa da una funzione deﬁnita nel dominio delle fre-
quenze che è la FDP. La caratteristica fondamentale della FDP, come si può
notare facilmente osservando la deﬁnizione 2.49, sta nel fatto che essa presenta
dei poli reali in corrispondenza delle frequenze naturali del sistema, cioè in cor-
rispondenza delle energie dei suoi singoli autostati. L'individuazione di questi
poli, quindi, permetterebbe l'immediata assegnazione delle energie degli stati
eccitati del sistema; per una molecola, sarebbe cioè possibile ricavarne l'intero
spettro elettronico.
Non è però possibile ottenere l'espressione esatta della FDP, poichè questo im-
plicherebbe la conoscenza esatta di tutti gli autostati del sistema, e quindi avere
già risolto il problema. In aiuto ci viene la relazione 2.74 . Essa ci permette di
stabilire che la risposta di un sistema, almeno nella sua parte lineare, è descrit-
ta da una quantità più accessibile, cioè la matrice risposta. A questo punto, è
facile formulare l'ipotesi tacita che anche i poli della matrice risposta possano
rappresentare delle approssimazioni ragionevoli dei poli della FDP. In deﬁnitiva,
quindi, le energie degli stati eccitati di una molecola possono essere calcolate
valutando i poli della sua matrice risposta, costruita attraverso un opportuno
set di funzioni d'onda che ne approssimano gli autostati.
Nel caso particolare del TDDFT, gli autostati scelti per descrivere il sistema
sono quelli ottenuti operando delle singole eccitazioni da un orbitale occupato
(nello stato fondamentale) ad uno virtuale. Le funzioni d'onda, quindi, sono dei
28E.Runge,E.K.U.Gross, Phys. Rev. Lett. 52, 997 (1984)
29E.K.U. Gross, W. Kohn, Phys. Rev. Lett. 55, 2850 (1985); Erratum, ibid 57, 923 (1985)
30E.K.U. Gross, W. Kohn, Adv. Quant. Chem. 21, 255 (1990)
31La prima applicazione della TD-DFRT è probabilmente quella di Zangwill e Soven che
la utilizzarono per il calcolo della cross-section di fotoassorbimento di gas rari. [A. Zangwill,
P.Soven, Phys. Rev. A, 21,1561 (1980)]
32M.E. Casida, Time Dependent Density Functional Response Theory for molecules, in
Recent developments and application of Modern Density Functional Theory, J.M. Seminario,
ed. Elsevier, Amsterdam, 1996.
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singoli determinanti di Slater in cui di volta in volta, un orbitale occupato di
Kohn-Sham viene sostituito da uno che prima era vuoto. Stabilito questo, si
tratta solo di scrivere gli elementi della matrice risposta per poter accedere, sia
alle energie di eccitazione, che alle quantità utili per il calcolo delle proprietà di
risposta lineare delle molecole.
Per eﬀetto dell'interazione con il campo elettromagnetico, possiamo immag-
inare che la densità dello stato elettronico fondamentale vari in relazione alla
variazione δv(t) del potenziale esterno. Infatti, il primo teorema HK stabilisce
proprio una relazione biunivoca tra potenziale esterno e densità elettronica. In
termini di orbitali di KS, la densità elettronica può essere espressa in maniera
del tutto generale secondo la relazione
ρel(r) =
∑
i
ni|ϕi(r)|2 (2.84)
dove ni rappresenta il numero di occupazione dell'orbitale i-esimo. La variazione
al primo ordine della densità elettronica (espressa nel dominio delle frequenze)
può essere scritta come una opportuna "rotazione" degli orbitali, cioè:
δρel(r, ω) =
∑
st
δPst(r, ω)ϕs(r)ϕt(r) (2.85)
dove con i pedici s e t si indicano sia orbitali occupati che virtuali. Del resto, è
possibile dimostrare che gli elementi della matrice di rotazione sono sviluppabili
al primo ordine nel potenziale esterno ed il risultato è dato da
δPst(r, ω) =
ns − nt
(s − t)− ω [δvst(r, ω)− δv
SCF
st (r, ω)] (2.86)
dove s, t sono gli autovalori dell'operatore di KS relativi agli autovettori ϕs, ϕt
ed ns, ntsono i corrispondenti numeri di occupazione.
Con δvSCFst (r, ω) si intende la variazione al primo ordine di tutti i termini
dell'operatore di KS che dipendono dalla densità elettronica, cioè
δvSCFst (r, ω) =
∫
δρel(r, ω)
|r− r′| dr
′ + vxc[δρel](r) (2.87)
con ovvio signiﬁcato dei simboli utilizzati.
Con queste posizioni, è possibile (non senza fatica) riscrivere l'equazione generale
per le oscillazioni forzate nel modo in cui usualmente vengono presentate in
TDDFT, cioè[(
A K
K∗ A∗
)
− ω
(
1 0
0 −1
)](
δP
δP∗
)
=
(
δv
δv∗
)
(2.88)
dove
Aai,bj = δabδij(a − i) +Kai,bj =
= δabδij(a − i)
∫ ∫
ϕ∗a(r)ϕi(r)
1
|r− r′|ϕ
∗
b(r
′)ϕj(r′)drdr′+
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+
∫ ∫
ϕ∗a(r)ϕi(r)
δ2Exc
δρel(r)δρel(r′)
ϕ∗b(r
′)ϕj(r′)drdr′ (2.89)
in cui Kai,jb è la matrice di accoppiamento.
I pedici i, j si riferiscono agli orbitali di KS occupati, mentre a, b si riferiscono
ad orbitali virtuali. L'equazione matriciale appena ricavata permette di calco-
lare le energie di eccitazione elettroniche: esse sono date dai valori di ω a cui
corrispondono autovalori nulli per la matrice racchiusa tra parentesi quadre.
Nella formulazione del TDDFT che è stata esposta, ad un certo punto è stata
introdotta, in maniera tacita, un'approssimazione. Si è supposto valido il con-
siderare che il funzionale di scambio e correlazione Exc della teoria del funzionale
della densità sia utilizzabile tal quale anche nel caso di situazioni non statiche
(approssimazione adiabatica). In realtà, la teoria di Hohenberg-Kohn, e quindi
l'intero DFT, a rigore sono validi solo nel caso di potenziali derivanti da campi
elettrici statici. Già in presenza di campi magnetici statici, è necessario rifor-
mulare la teoria con l'inclusione della densità di corrente j(r), come variabile da
aﬃancare alla densità elettronica per descrivere compiutamente il sistema. Nel
caso di campi elettromagnetici, inﬁne, bisogna introdurre la dipendenza esplici-
ta anche dalla ω. Un funzionale di scambio e correlazione che sia ﬁsicamente
giustiﬁcabile in TDDFT, quindi, deve includere la dipendenza da j(r) e da ω.
Tuttavia, l'approssimazione adiabatica è il modo di gran lunga più diﬀuso di
operare in TDDFT. La natura della dipendenza di Exc da j(r) e ω, infatti, non
è nota e per questo è diﬃcile anche sviluppare dei funzionali di questo tipo.
Attualmente, tra l'altro, quelli esistenti sono tutti di tipo LDA.
34
Capitolo 3
Il modello PCM
3.1 Polarizable Continuum Model, deﬁnizioni
Il modello di continuo polarizzabile appartiene alla famiglia dei modelli di sol-
vatazione in cui il solvente viene descritto come un continuo privo di struttura,
caratterizzato dalla propria costante dielettrica ε .
Più in generale, nei modelli continui il numero dei gradi di libertà delle parti-
celle costituenti viene descritto tramite funzioni di distribuzione. Il concetto di
distribuzione continua é del tutto generale in Meccanica Quantistica, si pensi
ad esempio alle funzioni densità.
Se, formalmente, scriviamo l'Hamiltoniano del sistema soluto - solvente come :
HˆFR(~f, ~r) = HˆF (~f) + HˆR(~r) + Hˆint(~f, ~r) (3.1)
in cui
HˆF (~f) è l'Hamiltoniano del sottosistema di interesse principale (F = focused),
nel nostro caso la molecola di soluto
HˆR(~r) è l'Hamiltoniano della parte restante, in questo contesto il solvente
Hˆint(~f, ~r) è l'Hamiltoniano di interazione tra i due sottosistemi, ed {f} ed {r} i
gradi di libertà dei sistemi focalizzato e restante rispettivamente
allora possiamo descrivere l'Hamiltoniano di un modello continuo come un Hamil-
toniano eﬃcace:
Hˆeff = HˆF (~f) + Hˆint(~f, ~r) (3.2)
o meglio
HˆFReff (~f) = Hˆ
F (~f) + Hˆint[f,Q(~r, ~r′)] (3.3)
in cui Q(~r, ~r′) è una funzione di risposta appropriata che viene mediata sull'in-
tero sistema di coordinate del solvente; essa è, nella sua versione più completa,
espressa come sommatoria di termini separati, ognuno correlato a diﬀerenti com-
ponenti dell'interazione soluto - solvente.
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L'interazione che viene studiata è quella elettrostatica presente tra le cariche
del sistema soluto in esame (la cui densità di carica indicheremo con ρM (~r)) e
la polarizzazione prodotta da tali cariche nel solvente:
WMS =
∫
V
ρM (~r)Φσ(~r)dV (3.4)
in cui Φσ(~r) è il potenziale elettrostatico generato dal dielettrico polarizzato.
Il problema complessivo risulta intrinsecamente non lineare poiché la polariz-
zazione del solvente modiﬁca a sua volta l'assetto delle cariche del sistema,
portando così ad una mutua polarizzazione.
La polarizzazione del solvente viene modellizzata tramite l'introduzione del con-
cetto di cavità molecolare, cioè una cavità vuota atta ad ospitare la molecola
di soluto, posta nel mezzo solvente che costituisce il dielettrico. Il potenziale
elettrostatico generato dalla distribuzione di carica molecolare induce la for-
mazione di cariche apparenti nel dielettrico, che vengono trattate tramite una
distribuzione di densità di carica superﬁciale σ(~s)1.
In tal modo si può proiettare sulla superﬁcie della cavità l'interazione tra com-
posto e mezzo circostante, trasformando un problema tridimensionale, deﬁnito
su tutto lo spazio, in uno bidimensionale, più semplice da trattare numerica-
mente. Per tale motivo, ci si riferisce di solito al PCM e a metodi analoghi col
nome di approcci ASC (Apparent Surface Charge).
Il campo ottenuto dal potenziale di interazione in modelli continui prende spesso
il nome di campo di reazione del solvente.
3.2 Impostazione del problema elettrostatico
Da quanto ﬁn qui discusso, siamo ora in grado di scrivere le equazioni di Poisson
e Laplace che impostano il problema generale dell'elettrostatica.
- All'interno della cavità: campo dovuto alla carica molecolare ρM (~r).
Dalla prima equazione di Maxwell:
~∇ · ~Ein = 4pi
ε0
ρM (~r) (3.5)
in cui
~Ein = −~∇Φ(~r) (3.6)
ricaviamo quindi l'equazione di Poisson:
−~∇[ε0~∇Φ(~r)] = 4piρM (~r) (3.7)
- Al di fuori della cavità: considerando la densità di carica molecolare tut-
ta interna alla cavità e in assenza di cariche esterne, scriviamo l'equazione di
Laplace :
1Per mezzi isotropi, la densità di carica indotta all'interno del volume del dielettrico, pari
al gradiente del vettore di polarizzazione, è nulla.
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−~∇[εr ~∇Φ(~r)] = 0 (3.8)
con
Φ(~r) = ΦM [(ρM (~r)] + ΦR(~r) (3.9)
Poiché la componente del campo elettrico perpendicolare alla superﬁcie di sep-
arazione tra due mezzi (conduttori o meno) si conserva, cioè
ε0E⊥,in = εrE⊥,out (3.10)
in cui
E⊥ = ~∇Φ(~r) · nˆ = dΦ
dn
(derivata direzionale lungo la normale alla superﬁcie)
(3.11)
sulla superﬁcie varrà la condizione
ε0
(
∂Φ
∂n
)
in
− εr
(
∂Φ
∂n
)
out
= 0 (3.12)
Inoltre, essendo le due superﬁci a contatto, dovranno essere equipotenziali :
Φin − Φout = 0 (3.13)
Nel seguito porremo ε0 = 1 e εr = ε assegnando quindi costante unitaria al
vuoto.
Deﬁnito il problema elettrostatico e le sue condizioni al contorno −
~∇2Φ(~r) = 4piρM (~r) ~r ∈ Vin
− ~∇2Φ(~r) = 0 ~r ∈ Vout
(3.14)

Φin = Φout(
∂Φ
∂n
)
in
= ε
(
∂Φ
∂n
)
out
su Γ
(3.15)
Ricaviamo le equazioni che legano la carica apparente sulla superﬁcie della cavità
con il potenziale al suo interno.
Pertanto, detta Γ la superﬁcie di cavità, scriveremo
ΦR = Φσ(~r) =
∫
Γ
σ(~s)
|~r − ~s| · d
2~s (3.16)
dove, in generale
σ(~s) = −(~P2 − ~P1) · nˆ (3.17)
e
~Pi = −εi − 14pi ·
~∇Φ (3.18)
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che nel caso qui in esame, e ricordando le condizioni al contorno (eq.3.15) ci
portano a :
σ(~s) = −~P · nˆ = ε− 1
4pi
(
∂Φ
∂n
)
out
=
ε− 1
4piε
(
∂Φ
∂n
)
in
(3.19)
e quindi in deﬁnitiva a
σ(~s) =
ε− 1
4piε
∂(ΦM +Φσ)in
∂n
(3.20)
Ciò dimostra come l'interazione soluto - solvente (eq.3.4) sia non lineare:
WMS =
∫
Vint
ρM (~r)Φσ(~r)dV
Φσ(~r) =
∫
Γ
σ(~s)
|~r−~s| · d2~s
σ(~s) = ε−14piε
∂(ΦM+Φσ)in
∂n
(3.21)
Per risolvere il sistema (3.21) il PCM fa uso di un approccio numerico detto
BEM (Boundary Elements Method) in cui la superﬁcie della cavità viene sud-
divisa in piccole porzioni, dette tessere, di dimensione ∆S, tali da avere densità
di carica superﬁciale costante :
qk = ∆Skσ(~sk) (3.22)
k = 1... n-sima tessera ; ~sk = vettore perpendicolare alla k-sima tessera
Per ogni tessera potremo quindi scrivere un'equazione del tipo la (3.20) :
σ(~sk) =
qk
∆Sk
=
ε− 1
4piε
∂[ΦM (~sk) + Φσ(~sk)]in
∂n
=⇒  qk = ∆Sk
ε−1
4piε
∂[ΦM (~sk)+Φσ(~sk)]in
∂n
Φσk(~sk) =
∑
k
qk
|~r−~sk|
(3.23)
Il sistema 3.23 andrà risolto iterativamente assegnando un guess iniziale al
potenziale (Φ0σk(~sk) = 0) ﬁno ad autoconsistenza.
Al passo n-simo, iterando il ciclo e inserendo il valore di Φσk,in ricavato al
passo precedente, avremo
qnk = q
0
k
[
1 +
n∑
i=0
Aik
]
−
n−1∑
i=0
Aik
∑
l 6=k
qn−i−ll Bkl (3.24)
in cui
Ak = ε−12ε
(
1−
√
∆Sk
4piR2k
)
Bkl = ε−14piε
∆Sk(~sk−~sl)·nˆk
|~sk−~sl|3
(3.25)
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Si noti come il termine Ak contiene il fattore ηk =
√
∆Sk
4piR2k
, che tiene conto
della curvatura ﬁnita della tessera e il termine Bkl tiene conto delle interazioni
elettrostatiche tra tessere [si confronti con (3.23)].
3.3 IEFPCM
Nel modello ﬁnora presentato, il solo limitarsi a considerare la densità di carica
superﬁciale ci permette di descrivere propriamente solo mezzi isotropi. Per ciò
che concerne mezzi intrinsecamente anisotropi, quali ad esempio cristalli liquidi
o soluzioni ioniche, dovranno anche essere considerate cariche apparenti interne
al mezzo solvente e diﬀuse sull'intero volume. La procedura adottata in questi
casi è una procedura mista BEM/FEM (Finite Elements Method), in cui si
considerano delle cariche puntiformi date dal FEM che si aﬃancano nella de-
scrizione del potenziale di reazione alle cariche superﬁciali del BEM.
Per poter descrivere al meglio i sistemi e aggirare i problemi numerici della
procedura BEM/FEM, che risulta laboriosa e con lunghi tempi di calcolo, nel
1997 Cancés e Mennucci misero a punto una metodologia alternativa, che sfrutta
il formalismo delle equazioni integrali (IEF). Questa procedura permette, dalla
conoscenza della funzione di Green per lo spazio esterno alla molecola , sia esso
isotropo o meno, di deﬁnire ancora una volta un unico set di cariche di polariz-
zazione diﬀuse sulla sola superﬁcie della cavità molecolare. In questo modo, non
solo si è in grado di trattare in maniera semplice ed elegante i mezzi anisotropi
accennati prima, ma anche tutti quei sistemi di cui si conosca la funzione di
Green opportuna e tra questi, anche quelli accessibili al PCM.
Il metodo IEFPCM, pertanto, non è una semplice estensione del PCM, bensì
una sua generalizzazione, che lo comprende come caso particolare e anche in
modo più accurato.
La trattazione matematica del problema elettrostatico IEFPCM esula dai nostri
scopi, pertanto ci limiteremo, dopo aver trattato la parte quantomeccanica del
problema PCM generale, a presentare le equazioni ﬁnali relative alle cariche ap-
parenti nel formalismo IEFPCM, onde operare un confronto con quanto ricavato
a livello PCM.
3.4 Formulazione quantomeccanica
Le assunzioni di base che qui opereremo per un approccio quantomeccanico al
problema sono le seguenti:
- Soluto descritto ad un livello quantomeccanico omogeneo;
- Interazioni soluto - solvente di tipo elettrostatico
- Soluzione fortemente diluita;
- Solvente isotropo, a T e P di equilibrio;
- Nessun eﬀetto dinamico.
In base a quanto già trattato al paragrafo 3.1, l'equazione di Schrödinger per il
problema in questione diviene:
39
Hˆeff |Ψ〉 = E|Ψ〉
Hˆeff = Hˆ0M + Vˆ
int
(3.26)
Dove Vˆ int viene deﬁnito in funzione del metodo utilizzato per descrivere l'in-
terazione elettrostatica e gli autostati del sistema vengono descritti tramite
determinanti di Slater di orbitali molecolari {φ} espressi su un set di base
ﬁnito {χ}
|φ〉 =
∑
i
ciχi
Come usualmente fatto nel calcolo delle strutture elettroniche, la prima ap-
prossimazione operata è quella di Born-Oppenheimer (nuclei ﬁssi).
Dividiamo la carica molecolare in due contributi :
ρM (~r) = ρeM (~q) + ρ
N
M ( ~Q) (3.27)
in cui i due sets {~q } e { ~Q} indicano rispettivamente coordinate elettroniche e
nucleari.
Nello spazio di funzioni sopra deﬁnito, le densità di carica prenderanno la forma
ρeM =
∑
µ
∑
ν
χ∗µχν e ρ
N
M =
Nuclei∑
α
Zαδ(~q − ~Q)
in cui la densità di carica nucleare è stata interamente localizzata sui nuclei.
La procedura quantomeccanica non modiﬁca ρNM ( ~Q) ma solo ρ
e
M (~q) attraverso
Vˆ int in maniera iterativa.
Studiamo pertanto la struttura di Vˆ int .
L'energia di interazione tra soluto e solvente è esprimibile come (vedi eq.3.4)
U int =
∫
ρMΦdr3 (3.28)
e pertanto decomponibile formalmente come
U int = Uee + UeN + UNe + UNN (3.29)
in cui Uxy = energia di interazione tra componente del potenziale di interazione
Φxint (la cui sorgente è ρ
x
M (~r) ) e distribuzione di carica ρ
y
M (~r) .
Alcune considerazioni:
- UeN è formalmente identico a UNe ed entrambi corrispondono ad
operatori monoelettronici.2
- UNN non apportando alcun contributo elettronico a Hˆeff , ed avendo
adottato l'approssimazione a nuclei ﬁssi, costituisce un termine costante.
- Uee descrive l'interazione tra distribuzioni di carica elettronica e pertanto
2Banalmente: UeN =
∫
Φeint[ρ
e
M (~q)] ρ
N
M (
~Q)d3Q e UNe =
∫
ΦNint[ρ
N
M (
~Q)] ρeM (~q)d
3q
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corrisponderà ad un termine bi-elettronico.
Gli operatori di interazione elettrostatica vengono determinati facendo uso della
superﬁcie di carica apparente tramite la procedura autoconsistente già descritta
al paragrafo 3.2.
Ottenuto il potenziale di interazione classico agente sul sistema Φσ, si può
impostare il problema quantomeccanico in modo più rigoroso (adottando la
convenzione sugli indici ripetuti) come:
Hˆeff |Ψ〉 =
(
Hˆ0M + Vˆ
int
)
|Ψ〉 = E|Ψ〉 (3.30)
Vˆ int = Vˆ Ne + Vˆ ee = ρerVˆ
R
r + ρ
e
rVˆ
R
rr′〈Ψ|ρer′ |Ψ〉 (3.31)
in cui l'apice R indica che l'operatore corrispondente è legato al potenziale
di reazione del solvente e i pedici r ed rr' ne indicano la natura mono e bi
particellare. 3
L'operatore ρerVˆ
R
r descrive le due componenti dell'energia di interazione tra
densità di carica nucleare ed elettronica; Vˆ Rr è detto potenziale permanente del
solvente e rimane invariato nel calcolo (supposta valida l'approssimazione Born-
Oppenheimer).
L'operatore ρerVˆ
R
rr′〈Ψ|ρer′ |Ψ〉 corrisponde al termine bi-elettronico di interazione
tra densità di carica elettronica; Vˆ Rrr′ è detto funzione di risposta al potenziale
di reazione.4
3.5 Risoluzione SCF al problema quantomecca-
nico PCM
La soluzione dell'equazione di Schrödinger 3.30 può essere ricavata seguendo uno
schema variazionale, attraverso la minimizzazione di un opportuno funzionale,
che nei modelli di solvatazione è il funzionale energia libera del sistema espresso
come:
G =
〈Ψ|Hˆ0M + 12 Vˆσ(Ψ)|Ψ〉
〈Ψ|Ψ〉 (3.32)
Esso equivale all'energia libera elettrostatica del sistema in esame; da un punto
di vista basato su considerazioni solo di tipo elettrostatico metà di tutto il la-
voro speso per inserire la molecola all'interno di una cavità ricavata nel mezzo
dielettrico corrisponde alla polarizzazione del dielettrico stesso (si tratta quindi
del lavoro speso per formare la cavità all'interno del solvente). Tale lavoro non
potrà essere riconvertito in energia togliendo la molecola dalla cavità, pertanto
3Si è preferito mettere in risalto le funzioni densità poiché il sistema solvente trattato come
un continuo non possiede funzioni d'onda che soddisfano a tutte le regole della formulazione
canonica della meccanica quantistica.
4In realtà nel passaggio dal problema elettrostatico a quello quantomeccanico vengono
anche aggiunti altri termini qui non citati perché non strettamente necessari ad illustrare
quanto trattato in questa tesi.
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metà del lavoro speso è irreversibile e per ottenere un'energia libera sarà nec-
essario depurare i contributi reversibili da quelli che invece non lo sono 5.
Un approccio di tipo Hartree - Fock (che porta ad una risoluzione di tipo vari-
azionale di un problema non lineare attraverso un' approssimazione di campo
autoconsistente) ci può aiutare ad illustrare al meglio la procedura. Tale scelta
è dettata dal fatto che un'estensione al DFT non richiede alcuna modiﬁca par-
ticolare, a parte l'introduzione di un termine speciﬁco di correlazione e scambio
rispetto a quello di tipo HF.6
L'equazione di Fock, seguendo uno schema di tipo Roothan, può essere scritta
in forma matriciale come :
F′C = SC (3.33)
Deﬁniamo l'operatore di Fock, usando come in precedenza un'espansione su un
basis set ﬁnito {χ} e quindi scriviamo tutti gli operatori in termini delle loro
matrici su tale base:
F = h0 +G0(P) + hR +XR(P) (3.34)
avendo operato le seguenti corrispondenze:
h0 +G0(P) −→ Hˆ0M (3.35)
hR −→ ρerVˆ Rr (3.36)
XR(P) −→ ρerVˆ Rrr′〈Ψ|ρer′ |Ψ〉 (3.37)
L'uso di un approccio HF (o di altri metodi della meccanica quantistica moleco-
lare) per il calcolo del funzionale energia libera, appare chiaro osservando la
forma matriciale con cui può essere espressa l'equazione 3.32 in questo contesto:
G = trPh′ +
1
2
trPG′(P) + V ′NN (3.38)
in cui :
h′ = h0 + hR
G′ = G0(P) +XR(P)
V ′NN = V
0
NN +
1
2U
NN
(3.39)
( indicando V 0NN l'energia di repulsione nucleare in vuoto)
5Per deﬁnizione, l'energia libera di un sistema corrisponde al massimo lavoro reversibile
che lo stesso è in grado di compiere.
6Ciò appare ovvio se si tiene presente che anche la Teoria del Funzionale Densità ha un
approccio variazionale al problema quantomeccanico di sistemi a molti corpi, la cui risoluzione
fa uso di un metodo SCF.
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Poiché le quantità da minimizzare variazionalmente coinvolgono gli stessi ter-
mini dell'operatore di Fock, la nostra scelta appare chiara.7
Riprendiamo la descrizione dell'operatore di Fock.
Nelle prime formulazioni PCM , per descrivere l'interazione nucleo - elettronica,
venivano utilizzate due matrici, corrispondenti ai due termini UNe e UeN :
jRµν =
tessere∑
k
Vµν(~sk)qN (~sk) (3.40)
yRµν =
tessere∑
k
V N (~sk)qeµν(~sk) (3.41)
in cui :
Vµν(~sk) è il potenziale della distribuzione di carica elementare χ∗µχν
calcolata nel punto rappresentativo della tessera.
V N (~sk) è il potenziale - dato dalle cariche nucleari - calcolato sempre nello
stesso punto;
qN (~sk) è la carica apparente nella posizione ~sk derivata dalla distribuzione
di carica nucleare del soluto.
qeµν(~sk) è la carica apparente in ~sk derivata da χ
∗
µχν .
Poiché jRµν e y
R
µν sono formalmente identiche (vedi nota 2), si possono sostituire
con un unico operatore:
hR =
1
2
(jR + yR) (3.42)
Inﬁne, l'ultimo termine della matrice di Fock (eq. 3.37) porta un contributo
aggiuntivo non lineare all'equazione HF, come si può facilmente notare dai suoi
elementi componenti:
XRµν =
tessere∑
k
Vµν(~sk)qe(~sk) (3.43)
in cui
qe(~sk) =
∑
µν
Pµνq
e
µν(~sk) (3.44)
I potenziali elettrostatici Vµν(~sk) e V N (~sk) sono facilmente calcolabili conoscen-
do la distribuzione di carica nucleare e le funzioni elettroniche di base. Inoltre
abbiamo riscritto tutti gli elementi della matrice di Fock eﬃcace in termini di
due cariche apparenti sconosciute dovute rispettivamente a nuclei ed elettroni,
di cui la prima può essere calcolata separatamente in quanto non rientra diret-
tamente nel ciclo SCF.
Per il loro calcolo si ricorre ad una più compatta forma matriciale equivalente
alla forma iterativa 3.24 (e con le stesse deﬁnizioni per i vari termini), sostituen-
do il campo calcolato per le cariche ﬁsse con quello generato dalla distribuzione
di carica opportuna :
Σ−1Dqel = −Eel (3.45)
7il termine V ′NN apporta solo un contributo costante e non va minimizzato, e in eﬀetti non
compare nemmeno nell'equazione HF.
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Σ−1Dqnucl = −Enucl (3.46)
Nelle equazioni precedenti Σ è una matrice diagonale delle aree delle tessere
∆Sk, e D è una matrice quadrata non simmetrica e non singolare di dimensione
pari al numero delle tessere :
Dkk = 4piεε−1 (1−Ak) = 2pi ε+1ε−1 − ηk2
Dkl = 4piεε−1Bkl = ∆Sk
(~sk−~sl)·nˆk
|~sk−~sl|3
(3.47)
Si noti come la matrice D dipende solo da caratteristiche geometriche della cav-
ità e dalla costante dielettrica del solvente, pertanto può essere calcolata al di
fuori dei cicli autoconsistenti.
L'eﬀetto di feedback sulle cariche del soluto, assente nella trattazione classica,
viene tenuto in conto implicitamente nelle equazioni precedenti, poiché l'ot-
timizzazione della funzione d'onda mediante cicli SCF avviene in presenza del
potenziale di reazione del solvente.
Inﬁne, riportiamo di seguito le equazioni implementate a livello IEFPCM:
qx = −KVx x = el,nucl
K =
{[
2pi
(
ε+1
ε−1
)
Σ−1 −D
]
S
}−1
[2piΣ−1 −D]
DIEFij =
(~si−~sj)·nˆj
|~si−~sj |3
Sij = 1|~si−~sj |
(3.48)
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Capitolo 4
Teoria quantistica dello
Scattering Raman
Scopo di questo capitolo è delineare l'approccio quantistico allo Scattering Ra-
man1 e la trattazione, necessariamente, approssimata del fenomeno risonante,
introducendo da ultimo gli eﬀetti del solvente.
Nell'approccio quantomeccanico al fenomeno di diﬀusione della luce, trattiamo
la molecola interagente con le leggi della meccanica quantistica, ma continuiamo
a trattare la radiazione elettromagnetica classicamente. I campi elettrico e mag-
netico associati alla radiazione incidente inducono delle perturbazioni sugli stati
della molecola, che tratteremo seguendo quanto delineato al capitolo 2. In par-
ticolare saranno di interesse le transizioni permesse tra gli stati della molecola
quando è sotto l'eﬀetto perturbativo della radiazione incidente, ed i corrispon-
denti momenti di dipolo elettrico di transizione, dipendenti dalla frequenza.
Le proprietà della radiazione diﬀusa possono essere determinate considerando
questi momenti di dipolo elettrico di transizione come momenti di dipolo elet-
trico classici che, come già descritto al capitolo 1, sono sorgenti di radiazione
elettromagnetica. Nella trattazione quantomeccanica il momento di dipolo elet-
trico indotto della teoria classica viene sostituito dal momento di dipolo elettrico
di transizione, associato ad una transizione della molecola da uno stato iniziale,
i, ad uno stato ﬁnale, f. La transizione è indotta dal campo elettrico incidente
di frequenza ωl. Scriviamo il momento di dipolo elettrico di transizione indotto
totale, analogamente all'equazione introdotta nell'approccio classico, come:
(p)fi = (p(1))fi + (p(2))fi + ... (4.1)
in cui (p(1))fi è lineare in E, (p(2))fi è quadratico in E e così via. Il dipolo
elettrico di transizione totale (p)fi è deﬁnito in meccanica quantistica come:
(p)fi = 〈Ψ′f |pˆ|Ψ′i〉 (4.2)
in cui 〈Ψ′f | e |Ψ′i〉 sono rispettivamente le funzioni d'onda perturbate, dipen-
denti dal tempo, degli stati ﬁnale ed iniziale della molecola, e pˆ è l'operatore di
1La trattazione qui esposta è basata sul testo:
Derek A. Long, The Raman Eﬀect: A Uniﬁed Treatment of the Theory of Raman Scattering
by Molecules, Wiley, Baﬃns Lane, Chichester, West Sussex (England) 2002.
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momento di dipolo elettrico.
Applicando la teoria perturbativa dipendente dal tempo, esprimiamo gli stati
molecolari perturbati ai vari ordini tramite espansione in serie rispetto agli stati
imperturbati stazionari, con coeﬃcenti dipendenti dal tempo ( eq. 2.35 ) e
ciascuno stato molecolare al tempo t come sommatoria delle correzioni ai vari
ordini; pertanto scriviamo:
Ψ′m = Ψ
(0)
m +Ψ
(1)
m +Ψ
(2)
m + ... (4.3)
e
Ψ(1)m =
stati∑
k
a(1)pmkΨ
(0)
k (4.4)
Ψ(2)m =
stati∑
k
a(2)pmkΨ
(0)
k (4.5)
...
Ψ(n)m =
stati∑
k
a(n)pmkΨ
(0)
k (4.6)
Ciò ci permette di esprimere i vari termini dei momenti dipolari come :
(p(1))fi = 〈Ψ(0)f |pˆ|Ψ(1)i 〉+ 〈Ψ(1)f |pˆ|Ψ(0)i 〉 (4.7)
(p(2))fi = 〈Ψ(0)f |pˆ|Ψ(2)i 〉+ 〈Ψ(1)f |pˆ|Ψ(1)i 〉+ 〈Ψ(2)f |pˆ|Ψ(0)i 〉 (4.8)
Limitandoci a considerare l'espressione al primo ordine del momento di dipo-
lo elettrico di transizione indotto, sarà proprio questo termine a costituire la
risposta lineare del momento di dipolo:
δ〈(p)fi〉 = (p)fi − (p(0))fi = (p(1))fi (4.9)
A questo punto, sulla base della 2.50, ponendo
V (ω) = pˆE(ω) (4.10)
e
B = (p)fi (4.11)
otteniamo:
(p(1)ρ )fi =
1
2~
∑
r 6=i
{ 〈ψf |pˆρ|ψr〉〈ψr|pˆσ|ψi〉
ωri − ωl − iΓr E˜σ0e
−i(ωl−ωfi)t+
+
〈ψf |pˆρ|ψr〉〈ψr|pˆσ|ψi〉
ωri + ωl + iΓr
E˜∗σ0e
i(ωl+ωfi)t
}
+
+
1
2~
∑
r 6=f
{ 〈ψf |pˆσ|ψr〉〈ψr|pˆρ|ψi〉
ωrf − ωl − iΓr E˜
∗
σ0e
i(ωl+ωfi)t+
46
+
〈ψf |pˆσ|ψr〉〈ψr|pˆρ|ψi〉
ωri + ωl + iΓr
E˜σ0e
−i(ωl−ωfi)t
}
+ c.c. (4.12)
in cui c.c. indica il complesso coniugato di ciò che lo precede.
Abbiamo qui indicato con ψr le funzioni d'onda imperturbate degli stati stazionari
r, per cui vale :
Ψr = ψre−i(ωr−iΓr)t (4.13)
Abbiamo già mostrato l'origine matematica del fattore Γr, che costituisce un
fattore di convergenza che assicura che l'interazione sia accesa adiabaticamente
e che permette la convergenza ai poli della FDP (cfr. Cap 2). Il principio di
indeterminazione di Heisenberg, ci permette inoltre di collegarlo al tempo di
vita τr dello stato r e quindi alla larghezza dello stato: 2Γr è la larghezza dello
stato r 2, e τr = 1Γr se la larghezza viene espressa come frequenza angolare (in
rad/sec). Per gli stati iniziale e ﬁnale i ed f assumiamo che i tempi di vita siano
inﬁniti, ovvero che le larghezze degli stati siano nulle. Un doppio pedice su ω
indica una diﬀerenza di frequenze angolare, per esempio:
ωri = ωr − ωi
Gli operatori pˆρ e pˆσ costituiscono rispettivamente le componenti ρ e σ dell'op-
eratore di momento di dipolo elettrico. E˜σ0 è la componente σ dell'ampiezza
complessa dell'onda piana elettromagnetica di frequenza ωl associata alla radi-
azione incidente.
Secondo Placzek3, i termini dell'equazione 4.12 con esponenziale (ωl − ωfi) de-
scrivono le diﬀusioni Rayleigh e Raman posto che (ωl − ωfi) > 0. Se ωfi < 0,
ovvero se lo stato ﬁnale ha energia minore dello stato iniziale, come nella dif-
fusione Raman anti-Stokes, questa condizione è sempre soddisfatta. Analoga-
mente, se ωfi = 0, ovvero se stato iniziale e ﬁnale hanno la stessa energia, come
nella diﬀusione Rayleigh, la condizione è sempre soddisfatta. Inﬁne se ωfi > 0,
ovvero se lo stato ﬁnale ha energia maggiore dello stato iniziale, come nella dif-
fusione Raman Stokes, allora la condizione ~(ωl−ωfi) > 0 richiede che l'energia
del quanto di luce incidente deve essere suﬃciente per raggiungere lo stato ﬁnale
f dallo stato iniziale i. Per transizioni rotazionali e vibrazionali nello stesso stato
elettronico la condizione è sempre soddisfatta per frequenze di eccitazione nella
regione visibile e ultravioletta dello spettro. I termini dell'equazione 4.12 con
esponenziale (ωl + ωfi) descrivono l'emissione indotta di due fotoni a frequenze
(ωl + ωfi) e ωl, da uno stato iniziale eccitato. Questi termini, non saranno dis-
cussi ulteriormente.
Con queste considerazioni la parte che interessa lo scattering Raman Stokes ed
anti-Stokes della componente ρ del momento di dipolo elettrico di transizione
2Si pone 2Γr per indicare la larghezza totale dello stato, in quanto in molte formule verrà
utilizzata la semilarghezza
3G. Placzek, Handbuch der Radiologie, ed. E. Marx, vol. VI, Leipzig (1934)
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indotto è:
(p(1)ρ )fi =
1
2~
∑
r 6=i,f
{ 〈f |pˆρ|r〉〈i|pˆσ|r〉
ωri − ωl − iΓr +
〈f |pˆσ|r〉〈i|pˆρ|r〉
ωri + ωl + iΓr
}
E˜σ0e
−iωst + c.c.
(4.14)
La notazione nell'ultima equazione è stata sempliﬁcata. Per gli stati è sta-
to scritto |r〉 al posto della notazione più estesa |ψr〉 ed è stata introdotta la
frequenza assoluta di radiazione diﬀusa ωs, deﬁnita come:
ωs = ωl − ωfi
Operando un confronto con la deﬁnizione classica, deﬁniamo il tensore di polar-
izzabilità di transizione (α)fi di componenti:
(αρσ)fi =
1
~
∑
r 6=i,f
{ 〈f |pˆρ|r〉〈i|pˆσ|r〉
ωri − ωl − iΓr +
〈f |pˆσ|r〉〈i|pˆρ|r〉
ωri + ωl + iΓr
}
(4.15)
Sebbene le funzioni d'onda considerate siano reali, la polarizzabilità di tran-
sizione appena deﬁnita è di fatto complessa per la presenza del termine iΓ nei
denominatori.
Il segno dei termini iΓr nei denominatori è stato discusso a lungo, in quanto
apparentemente arbitrario, trattandosi di una teoria perturbativa fenomenolog-
ica. In molti lavori infatti i segni dei termini sono concordi, mentre nel lavoro
originale di Placzek4 i termini iΓ hanno segni discordi e in recenti pubblicazioni5
è stato dimostrato che principi ﬁsici fondamentali richiedono segni discordi.
Come vedremo, il secondo termine dell'equazione 4.15 è spesso trascurabile,
pertanto il segno relativo del termine immaginario iΓ non ha conseguenze. Uti-
lizzando la polarizzabilità di transizione 4.15 possiamo riscrivere l'equazione 4.14
come:
(p(1)ρ )fi =
1
2
(αρσ)fiEσ0(ωl)cosωst (4.16)
in cui si è assunta l'ampiezza del campo elettrico E˜σ0(ωl) = E˜∗σ0(ωl) = Eσ0(ωl)
reale.
I risultati dell'approccio quantomeccanico hanno una forma simile a quelli ot-
tenuti dall'approccio classico discusso nel paragrafo 1.2. Il campo elettrico ha la
stessa forma classica in entrambi gli approcci. A diﬀerenza della polarizzabilità
classica, la polarizzabilità di transizione è deﬁnita nell'equazione 4.15 in termini
di funzioni d'onda e livelli energetici del sistema, pertanto diviene possibile sta-
bilire come le caratteristiche della radiazione diﬀusa sono correlate alle proprietà
delle molecole che compongono il sistema materiale.
4.1 Analisi qualitativa di (αρσ)fi
Secondo la deﬁnizione di polarizzabilità di transizione data nell'equazione 4.15,
è necessario conoscere funzioni d'onda, energie e tempi di vita di tutti gli stati
4G. Placzek, Handbuch der Radiologie, ed. E. Marx, vol. VI, Leipzig (1934)
5A.D. Buckingam, P. Fischer, Phys. Rev. A 61, 035801 (2000)
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di un sistema per determinare (αρσ)fi. Un'analisi qualitativa dei termini che
compongono l'equazione 4.15 ci permette di introdurre certe sempliﬁcazioni ren-
dendo il problema trattabile. Le assunzioni necessarie per adottare queste sem-
pliﬁcazioni sono ragionevoli per le condizioni in cui vengono registrati spettri di
diﬀusione reali.
Denominatori
Consideriamo i denominatori (ωri − ωl − iΓr) nel primo termine dell'equazione
4.15. Assumiamo per il momento che lo stato |r〉 abbia energia maggiore sia
dello stato iniziale |i〉, sia dello stato ﬁnale |f〉, l'estensione del ragionamento
agli altri casi è diretta.
Consideriamo due casi limite:
• ωl << ωri per ogni r. Allora (ωri − ωl − iΓr) ≈ ωri per tutti gli stati
|r〉; la larghezza Γr può essere trascurata in quanto è piccola rispetto
a ωri. Tale situazione prende il nome di diﬀusione Raman normale o
non-risonante ed è illustrata in ﬁgura 4.1(a). Nella ﬁgura la molecola
interagisce con una radiazione incidente di frequenza angolare ωl subendo
una transizione da uno stato iniziale stazionario |i〈 ad uno stato virtuale,
indicato con una linea spezzata, da cui decade ad uno stato stazionario
ﬁnale |f〉. Lo stato virtuale non è uno stato stazionario del sistema, ovvero
non è soluzione dell'equazione di Schrödinger indipendente dal tempo. Il
processo di assorbimento senza conservazione di energia che dà luogo a
questo stato non stazionario è chiamato assorbimento virtuale.
• ωri ≈ ωl per un particolare r. In questo caso (ωri − ωl − iΓr) ≈ iΓr
per un particolare stato eccitato |r〉. I termini con un denominatore di
questo tipo, molto piccolo, domineranno la somma su r. Tale situazione
prende il nome di diﬀusione Raman risonante ed è illustrata in ﬁgura
4.1(c). L'intensità della diﬀusione Raman risonante può essere diversi or-
dini di grandezza maggiore della diﬀusione Raman normale in quanto i
denominatori del primo termine nell'espressione, per ωri ≈ ωl, diventano
molto piccoli.
In ﬁgura 4.1(b) è raﬃgurata una situazione di diﬀusione Raman pre-
risonante che, come vedremo in seguito alla luce della formulazione dipen-
dente dal tempo di Lee ed Heller6, viene trattato essenzialmente come una
diﬀusione Raman risonante caratterizzata da una dinamica molto veloce.
6S.Y. Lee, E.J. Heller, J. Chem. Phys. 71, 4777 (1979)
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Figura 4.1: Tipologie di Scattering Raman
Considerando ora i denominatori (ωri+ωl+ iΓr) nel secondo termine dell'e-
quazione 4.15 notiamo che, trattandosi di una somma, non può veriﬁcarsi alcuna
delle situazioni precedenti e quindi non possono portare a termini dominanti la
somma su r. Pertanto quando il primo termine dell'espressione di (αρσ)fi ha
uno o più termini dominanti, il secondo termine diventa relativamente trascur-
abile, soprattutto in condizione di risonanza.
Numeratori
Consideriamo in ﬁgura 4.2 un numeratore del primo termine dell'equazione 4.15,
〈f |pˆρ|r〉〈r|pˆσ|i〉. Questo è il prodotto di due termini di dipolo elettrico di tran-
sizione, uno relativo alla transizione dallo stato iniziale |i〉 ad uno stato |r〉, ed
uno relativo alla transizione da uno stato |r〉 allo stato ﬁnale |f〉. Supponendo
che lo stato |r〉 abbia energia maggiore sia dello stato iniziale, sia dello stato
ﬁnale, la prima transizione è un assorbimento, la seconda è un'emissione. Per il
Raman non-risonante, in cui ωl << ωri, possiamo interpretare - secondo la teo-
ria perturbativa che (αρσ)fi è determinato dalla somma pesata sugli stati |r〉 dei
prodotti 〈f |pˆρ|r〉〈r|pˆσ|i〉, il peso per ogni stato |r〉 è inversamente proporzionale
a (ωri − ωl − iΓr). Dunque la diﬀusione Raman non-risonante coinvolge tutti i
possibili percorsi attraverso gli stati |r〉 che connettono lo stato iniziale |i〉 allo
stato ﬁnale |f〉, un percorso è deﬁnito possibile in questo senso se i momenti di
dipolo elettrico di transizione tra lo stato |r〉 ed entrambi gli stati |i〉 ed |f〉 è
non nullo. Da quanto detto per la diﬀusione Raman normale, sebbene il modu-
lo di (αρσ)fi sia determinato dagli stati |r〉, informazioni dirette su questi stati
non possono essere ottenute. Lo scattering Raman normale è essenzialmente
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una proprietà dello stato elettronico fondamentale e sono gli stati iniziale |i〉 e
ﬁnale |f〉 che assumono il ruolo determinante. Diversamente, per la diﬀusione
Raman risonante, gli stati |r〉 per cui ωl ≈ ωfi domineranno la somma sugli
stati e (αρσ)fi è determinato dalle proprietà di un numero limitato di stati |r〉,
nella maggior parte dei casi da un unico stato eccitato. Dunque per lo scat-
tering Raman risonante possiamo ottenere informazioni dettagliate sugli stati
|r〉 coinvolti, facendo del Raman risonante un ottimo strumento per studiare
stati vibronici eccitati. Focalizzando la nostra discussione sul secondo termine,
non risonante, questo può essere interpretato come un processo virtuale in cui
l'emissione di un fotone diﬀuso precede l'assorbimento del fotone incidente. I
due diﬀerenti ordini temporali dei processi di assorbimento virtuale ed emissione
sono rappresentati in ﬁgura 4.3 utilizzando un diagramma di Feynman7. Data
la natura dell'assorbimento virtuale potrebbe essere discutibile parlare di ordini
temporali, quando sarebbe preferibile pensare che i diversi processi avvengono
in tempi indistinti. Questi problemi formali svaniscono trattando la diﬀusione
Raman risonante, in quanto il secondo termine è trascurabile.
Figura 4.2: Dipoli elettrici di transizione correlati
7- R. Feynman, Quantum Electrodynamics, W.A. Benjamin, New York (1962)
Una buona introduzione ai diagrammi di Feynman si trova in:
- A. Szabo, N.Ostlund, Modern Quantum Chemistry, Dover, New York (1996)
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Figura 4.3: Diagrammi di Feynman della diﬀusione Raman
Regole di selezione
Risulta evidente dalla deﬁnizione del tensore di polarizzabilità di transizione che
la componente (αxy)fi si trasformerà sotto l'azione delle operazioni di simmetria
molecolari come
〈f |xy|i〉 (4.17)
Dunque la condizione generale perchè (αxy)fi sia non nullo, è che il prodot-
to ψf xy ψi sottenda una rappresentazione che contiene la rappresentazione
irriducibile (irrep) totalsimmetrica.
4.2 Approssimazione di Born-Oppenheimer
Come già accenato precedentemente, è necessario introdurre delle approssi-
mazioni per rendere la formula generale che deﬁnisce la polarizzabilità di tran-
sizione più trattabile. In questo paragrafo e nel successivo considereremo nel
dettaglio queste sempliﬁcazioni, facendo uso delle conclusioni qualitative a cui
siamo giunti nel corso del paragrafo precedente. Il primo passo è l'introduzione
dell'approssimazione di Born-Oppenheimer8 che ci permette di separare i moti
degli elettroni dai moti nucleari. Espandiamo la notazione di un generico j-esimo
stato molecolare (elettroniconucleare), così che le parti elettronica, vibrazionale
e rotazionale siano rappresentate rispettivamente dai numeri quantici ej , vj ed
Rj scriviamo: |
|j〉 = |ejvjRj〉 (4.18)
analogamente per le frequenze angolari abbiamo
ωj = ωejvjRj (4.19)
L'approssimazione di Born-Oppenheimer ci permette di scrivere
|j〉 = |ej〉|vj〉|Rj〉 (4.20)
8M. Born, J.R. Oppenheimer, Ann. Phys. 84, 457 (1927)
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ωj = ωej + ωvj + ωRj (4.21)
La funzione di stato è ora un prodotto delle parti elettronica, vibrazionale e
rotazionale, mentre l'energia è una somma di contributi. Applicando l'approssi-
mazione all'equazione 4.15 sarebbe conveniente, per sempliﬁcarne l'espressione,
operare una chiusura sul set completo di stati rotazionali associati ad ogni
livello elettronico-vibrazionale. Ciò non è possibile in quanto i denominatori,
(ωerei +ωvrvi +ωRrRi −ωl− iΓervrRr ) per il primo termine, includono i termini
ωRrRi , ωRrRf e ΓervrRr , sensibili ai numeri quantici rotazionali. Alcune assun-
zioni ci permetteranno però di eliminare questa diﬃcoltà ed operare la chiusura
sugli stati rotazionali.
Per quanto riguarda i tempi di vita, la dipendenza dai numeri quantici rotazion-
ali è in genere piccola e possiamo sostituire a ΓervrRr la larghezza di stato Γervr .
Se lo stato elettronico iniziale è lo stato fondamentale, non degenere, |ei〉 = |eg〉,
allora per ogni stato elettronico |er〉 eccitato ~ωRrRi è trascurabile rispetto alle
energie vibroniche se:
ωereg + ωvrvi − ωl >> 0 (4.22)
La condizione è soddisfatta se ωl << ωereg + ωvrvi , ovvero se la radiazione
incidente ha energia minore di ogni possibile assorbimento9. Se invece lo stato
elettronico |er〉 considerato è lo stato fondamentale, ωereg = 0, allora i termini
ωRrRi possono essere trascurati se ωl >> ωvrvi +ωRrRi , ovvero se la radiazione
incidente ha energia maggiore di qualsiasi transizione rotovibrazionale nel livello
elettronico fondamentale. Queste due condizioni sono sempre soddisfatte negli
esperimenti Raman non risonanti, ma non nel caso risonante. In generale però
la struttura rotazionale è poco risolta, pertanto mediando in tutte le possibili
orientazioni molecolari otteniamo un risultato analogo alla chiusura sugli stati
rotazionali. Il risultato a cui si arriva in entrambi i casi è:
(αρσ)efvf ,egvi =
1
~
∑
r=i,f
{ 〈vf |(pρ)efer |vr〉〈vr|(pσ)ereg |vi〉
ωereg + ωvrvi − ωl − iΓervr
+
〈vf |(pσ)efer |vr〉〈vr|(pρ)ereg |vi〉
ωereg + ωvrvi + ωl + iΓervr
}
(4.23)
In cui abbiamo introdotto la notazione più compatta:
(pσ)efer = 〈ef |pˆσ|er〉 (4.24)
4.3 Accoppiamenti vibronici di Herzberg-Teller
L'approssimazione di Born-Oppenheimer utilizzata nel ricavare l'equazione 4.23
nega l'accoppiamento tra moti nucleari e moti elettronici. Il momento di dipo-
lo elettrico di transizione ha, come visto classicamente al capitolo 1, una certa
dipendenza dalle coordinate normali di vibrazione Qk.
Questa dipendenza, negata dall'approssimazione di Born-Oppenheimer, può
essere reintrodotta utilizzando l'approccio proposto da Herzberg e Teller10.
L'Hamiltoniana elettronica Hˆe dipende dalle coordinate normali di vibrazione;
9tale condizione è di non - risonanza
10G. Herzberg, E. Teller, Z. Phys. Chem. B21, 410 (1933)
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tale dipendenza può essere espressa come espansione in serie di Taylor attorno
alla conﬁgurazione Q0 di equilibrio:
Hˆe(Q) = (Hˆe)0 +
∑
k
(
∂Hˆe
∂Qk
)
0
Qk +
1
2
∑
k,l
(
∂2Hˆe
∂Qk∂Ql
)
0
QkQl + ... (4.25)
in cui Qk, Ql . . . sono le coordinate normali di vibrazione. Il pedice zero indi-
ca che il valore è preso alla conﬁgurazione di equilibrio. Il secondo termine, ed
i successivi, dell'equazione 4.25 rappresentano delle perturbazioni che possono
mescolare11 gli stati elettronici.
Prendendo come base elettronica il set di funzioni ψe(ξ,Q0) alla conﬁgurazione
nucleare di equilibrio, la dipendenza dalle coordinate normali delle funzioni elet-
troniche può essere vista come il risultato della perturbazione vibrazionale che
combina linearmente le funzioni ψe(ξ,Q0).
Quando gli spostamenti Qk sono piccoli possiamo limitarci a considerare solo
il secondo termine perturbativo nell'equazione 4.25. Con questa ipotesi, utiliz-
zando la teoria perturbativa non dipendente dal tempo, si ricava per lo stato
perturbato |er′(Q0)〉
|er′(Q0)〉 = |er(Q0)〉+ 1~
∑
es 6=er
∑
k
hkeser
ωer − ωesQk|e
s(Q0)〉 (4.26)
in cui le frequenze angolari ωre e ω
s
e sono relative agli stati non perturbati, mentre
i termini hkeser sono gli integrali di accoppiamento deﬁniti come
hkeser = 〈ψes(Q0)|(∂Hˆe/∂Qk)0|ψer (Q0) (4.27)
Per funzioni d'onda reali hkeser = h
k
eres . Per sempliﬁcare la notazione non verrà
più speciﬁcata la coordinata normale Q0 a cui ci si riferisce, verrà scritto ad
esempio |er〉 al posto di |er(Q0)〉.
Vediamo come si trasforma l'equazione 4.23 con l'introduzione di queste pertur-
bazioni al primo ordine. Il primo prodotto diventa 〈ef ′ |pˆρ|er′〉〈er′ |pˆσ|eg′〉. Sos-
tituendo a bra e ket perturbati l'equazione per lo stato perturbato, otteniamo
al primo ordine:
(pσ)er′eg′ = (pσ)
0
ereg +
1
~
∑
es 6=er
∑
k
hkeres
ωer − ωesQk(pσ)
0
eseg+
+
1
~
∑
es 6=er
∑
k
(pσ)0eret
hketeg
ωeg − ωetQk (4.28)
in cui l'apice 0 nei dipoli elettrici di transizione, indica che sono stati utilizzati
stati elettronici non perturbati.
11In seguito alla perturbazione il nuovo stato non sarà più un autostato puro
dell'Hamiltoniana elettronica, ma una combinazione lineare di autostati
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Figura 4.4 Contributi a (pσ)er′eg′ dovuti agli accoppiamenti di Herzberg-
Teller
Dall'equazione 4.28 notiamo che con la perturbazione il dipolo elettrico di tran-
sizione (pσ)er′eg′ coinvolge non solo (pσ)
0
ereg , ma anche altri dipoli elettrici non
perturbati del tipo (pσ)0eseg e (pσ)
0
eret . I dipoli di tipo(pσ)
0
eseg , che si originano
dal bra perturbato 〈er′ |, coinvolgono stati |es〉 che devono essere accessibili da
una transizione a partire da |eg〉. I dipoli di tipo (pσ)0eret , che si originano dal
ket perturbato |eg′〉 , coinvolgono stati |et〉 che non devono soddisfare questo
prerequisito. I tre termini che contribuiscono a (pσ)er′eg′ , deﬁniti nell'equazione
4.28, sono illustrati in ﬁgura 4.4: da sinistra verso destra vengono evidenziati il
contributo di ordine zero, il contributo al primo ordine dal bra e il contributo
al primo ordine dal ket.
Analogamente per la componente (pρ)er′eg′ del dipolo elettrico di transizione
nel numeratore del primo termine dell'equazione 4.23 troviamo:
(pρ)ef′er′ = (pρ)
0
efer +
1
~
∑
ef 6=er
∑
k
(pρ)0eseg
hkeser
ωer − ωesQk+
+
1
~
∑
et 6=ef
∑
k
hkefet
ωef − ωet
Qk(pρ)0eter (4.29)
I tre termini che contribuiscono a (pρ)ef′er′ , deﬁniti nell'equazione 4.29, sono
illustrati in ﬁgura 4.5 da sinistra verso destra vengono evidenziati il contributo
di ordine zero, il contributo al primo ordine dal bra e il contributo al primo
ordine dal ket.
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Figura 4.5: Contributi a (pρ)ef′er′ dovuti agli accoppiamenti di Herzberg-
Teller
Per il k-esimo modo di vibrazione il contributo attraverso l'accoppiamento di
Herzberg-Teller è direttamente proporzionale all'integrale di accoppiamento hk
e allo spostamento dalla posizione di equilibrio Qk, mentre è inversamente pro-
porzionale alla diﬀerenza di energia tra i due stati coinvolti. L'ultima condizione
signiﬁca che per avere un accoppiamento signiﬁcativo tra gli stati elettronici,
questi devono essere relativamente vicini in energia. Per questa ragione termini
con denominatore (ωer −ωes) hanno maggior peso di termini con denominatore
(ωeg − ωet) o (ωef − ωet).
4.4 Termini di Albrecht
Sostituendo le relazioni 4.28 e 4.29 nell'equazione 4.23, dopo l'introduzione degli
accoppiamenti di Herzberg-Teller, otteniamo una espressione complicata che
può essere espressa secondo una notazione dovuta ad Albrecht12, suddividendo i
contributi perturbativi, e separando i termini vibrazionali dai termini elettronici,
nella forma:
(αρσ)IIefvf :egvi = A
II +BII + CII +DII (4.30)
in cui
AII =
1
~
∑
ervr 6=egvi,efvf
{
(pρ)0efer (pσ)
0
ereg
ωervr:egvi − ωl − iΓervr
+
(pσ)0efer (pρ)
0
ereg
ωervr:efvf + ωl + iΓervr
}
〈vf |vr〉〈vr|vi〉
(4.31)
BII =
1
~2
∑
ervr 6=egvi,efvf
∑
es 6=er
∑
k
{
(pρ)0efesh
k
eser (pσ)
0
ereg
(ωs − ωr)(ωervr:egvi − ωl − iΓervr )
+
+
(pσ)0efesh
k
eser (pρ)
0
ereg
(ωs − ωr)(ωervr:egvi + ωl + iΓervr )
}
〈vf |Qk|vr〉〈vr|vi〉+
12A.C. Albrecht, J. Chem. Phys. 34, 1476 (1961)
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+
1
~2
∑
ervr 6=egvi,efvf
∑
es 6=er
∑
k
{
(pρ)0eferh
k
eres(pσ)
0
eseg
(ωs − ωr)(ωervr:egvi − ωl − iΓervr )
+
+
(pσ)0eferh
k
eres(pρ)
0
eseg
(ωs − ωr)(ωervr:egvi + ωl + iΓervr )
}
〈vf |vr〉〈vr|Qk|vi〉 (4.32)
CII =
1
~2
∑
ervr 6=egvi,efvf
∑
et 6=es,eg
∑
k
{
hkefet(pρ)
0
eterpσ)
0
ereg
(ωef − ωet)(ωervr:egvi − ωl − iΓervr )
+
+
hkefet(pσ)
0
eterpρ)
0
ereg
(ωf − ωt)(ωervr:egvi + ωl + iΓervr )
}
〈vf |Qk|vr〉〈vr|vi〉+
+
1
~2
∑
ervr 6=egvi,efvf
∑
et 6=es,eg
∑
k
{
(pρ)0efetpσ)
0
ereth
k
eteg
(ωeg − ωet)(ωervr:egvi − ωl − iΓervr )
+
+
(pσ)0efetpρ)
0
ereth
k
eteg
(ωeg − ωet)(ωervr:egvi + ωl + iΓervr )
}
〈vf |vr〉〈vr|Qk|vi〉 (4.33)
DII =
1
~3
∑
ervr 6=egvi,efvf
∑
es,es′ 6=er
∑
k
{
(pρ)0efesh
k
eserh
k′
eres′pσ)
0
es′eg 〈vf |Qk|vr〉〈vr|Qk′ |vi〉
(ωer − ωes)(ωer − ωes′ )(ωervr:egvi − ωl − iΓervr )
+
+
(pσ)0efes′h
k′
es′erh
k
erespρ)
0
eseg 〈vf |Qk′ |vr〉〈vr|Qk|vi〉
(ωer − ωes)(ωer − ωes′ )(ωervr:egvi + ωl + iΓervr )
}
(4.34)
I quattro termini appena deﬁniti, detti di Albrecht, sono stati suddivisi come
contributi additivi alla polarizzabilità di transizione in base all'entità degli ac-
coppiamenti di Herzberg-Teller. L'apice nei termini, con un numero romano
indica la tipologia di scattering Raman a cui si riferisce la formula. In questo
caso i termini si riferiscono ad un esperimento Raman generico. Nel caso di
diﬀusione Raman risonante vibrazionale, come vedremo, l'apice sarà il numero
romano (VI).
Il termine di Albrecht A è costituito da prodotti di due dipoli elettrici di tran-
sizione non perturbati, quindi non include eﬀetti di accoppiamento di Herzberg-
Teller.
Il termine di Albrecht B è costituito da prodotti di un dipolo elettrico di tran-
sizione non perturbato, con un dipolo elettrico di transizione corretto al primo
ordine dall'accoppiamento di Herzberg-Teller di due stati elettronici eccitati.
Il termine di Albrecht C è costituito da prodotti di un dipolo elettrico ditran-
sizione non perturbato, con un dipolo elettrico di transizione corretto al primo
ordine dall'accoppiamento di Herzberg-Teller di uno stato elettronico eccitato
con lo stato iniziale o ﬁnale.
Il termine di Albrecht D è costituito da prodotti di due dipoli elettrici di tran-
sizione corretti al primo ordine dall'accoppiamento di Herzberg-Teller.
In ﬁgura 4.6 sono riportati i diagrammi che illustrano gli accoppiamenti di
Herzberg-Teller coinvolti nei numeratori dei termini di Albrecht.
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Figura 4.6: Accoppiamenti di Herzberg-Teller nei termini di Albrecht
4.5 Diﬀusione Raman normale e risonante
Sempliﬁcazioni delle equazioni da 4.30 a 4.34 sono possibili solo facendo as-
sunzioni speciﬁche riguardo la relazione tra frequenze angolari di assorbimento
ωervr:egvi e la frequenza angolare della radiazione incidente. Se la frequenza della
radiazione incidente è ben separata da ogni frequenza di assorbimento elettron-
ico, ovvero se ωereg + ωvrvi >> ωl per ogni er e vr, siamo in condizioni di
Diﬀusione Raman normale o non risonante (ﬁgura 4.1a). Se la frequenza della
radiazione incidente ricade nell'intervallo di una banda di assorbimento elettron-
ico abbiamo una situazione totalmente diversa (ﬁgura 4.1c). Se ωl si avvicina
ad una particolare frequenza di assorbimente vibronico, ωereg + ωvrvi , lo stato
elettronico eccitato coinvolto dominerà la somma sugli stati nell'espressione per
il calcolo della polarizzabilità di transizione, come discusso qualitativamente al
paragrafo 4.1. Lo scattering in queste condizioni è chiamato Diﬀusione Raman
risonante.
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4.6 Scattering Raman risonante vibrazionale
Dalle considerazioni emerse nei paragraﬁ precedenti di questo capitolo, in situ-
azione di risonanza possiamo sempliﬁcare l'espressione della polarizzabilità di
transizione. In particolare se ωl è vicino ad una particolare frequenza di assor-
bimente vibronico, ωereg + ωvrvi :
• Lo stato elettronico eccitato coinvolto dominerà la somma sugli stati. Di-
venta quindi lecito considerare unicamente questo stato elettronico ecci-
tato;
• Solo i termini con denominatore (ωervr:egvi−ωl−iΓervr ) sono signiﬁcativi,
gli altri termini possono essere trascurati;
• Possiamo ridurre la somma sugli stati vibrazionali alla somma sugli stati
|vr〉 in un unico stato elettronico eccitato |er〉;
• Dove l'accoppiamento di Herzberg-Teller è signiﬁcativo, possiamo consid-
erare un ulteriore stato elettronico eccitato |es〉 nei termini di Albrecht
BV I e CV I e ulteriormente un altro stato elettronico |es′13 nel termine di
Albrecht DV I ;
• Possiamo ridurre la somma ad un'unica coordinata normale Qk nei termini
di Albrecht BV I e CV I , ed a due coordinate normali Qk e Qk′14 nel
termine di Albrecht DV I .
Se inoltre assumiamo che lo stato elettronico ﬁnale del processo di scattering
sia uguale a quello iniziale15, ef ≡ eg, otteniamo:
(αρσ)V Iefvf :egvi = A
V I +BV I + CV I +DV I (4.35)
in cui
AV I =
1
~
(pρ)0eger (pσ)
0
ereg
∑
vrk
〈vf(g)k |vr(r)k 〉〈vr(r)k |vi(g)k 〉
ωervrk:egvik − ωl − iΓervrk
(4.36)
BV I =
1
~2
(pρ)0eges
hkeser
ωer − ωes (pσ)
0
ereg
∑
vrk
〈vf(g)k |Qk|vr(r)k 〉〈vr(r)k |vi(g)k 〉
ωervrk:egvik − ωl − iΓervrk
+
+
1
~2
(pρ)0eger
hkeres
ωer − ωes (pσ)
0
eseg
∑
vrk
〈vf(g)k |vr(r)k 〉〈vr(r)k |Qk|vi(g)k 〉
ωervrk:egvik − ωl − iΓervrk
(4.37)
CV I =
1
~2
hkeget
ωeg − ωet (pρ)
0
eter (pσ)
0
ereg
∑
vrk
〈vf(g)k |Qk|vr(r)k 〉〈vr(r)k |vi(g)k 〉
ωervrk:egvik − ωl − iΓervrk
+
+
1
~2
(pρ)0eger (pσ)
0
eret
hketeg
ωeg − ωet
∑
vrk
〈vf(g)k |vr(r)k 〉〈vr(r)k |Qk|vi(g)k 〉
ωervrk:egvik − ωl − iΓervrk
(4.38)
13che può essere uguale ad |es〉
14che possono essere identiche
15Diﬀusione Raman risonante vibrazionale
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DV I =
1
~3
(pρ)0eges
hkeserh
k
eres′
(ωer − ωes)(ωer − ωes′ )
(pσ)0es′eg
∑
vrk,v
r′
k
〈vf(g)k |vr(r)k 〉〈vr(r)k |Qk|vi(g)k 〉
ωervrk:egvik − ωl − iΓervrk
(4.39)
Il trattamento teorico coinvolge necessariamente considerazioni sui livelli vi-
brazionali, non solo dello stato elettronico fondamentale, a cui ci si riduce trat-
tando il Raman non risonante, ma anche di uno stato16 elettronico eccitato con
cui la radiazione incidente entra in risonanza. Consideriamo ora nel dettaglio i
termini di Albrecht relativi alla diﬀusione Raman risonante vibrazionale.
4.6.1 Termine di Albrecht AV I
Il termine AV I è deﬁnito nell'equazione 4.36. Sono richieste due condizioni
perchè questo termine sia non nullo:
1. Entrambi i momenti di dipolo elettrico di transizione, (pρ)0eger e (pρ)
0
ereg ,
devono essere non nulli;
2. Il prodotto degli integrali di sovrapposizione vibrazionali, 〈vf(g)k |vr(r)k 〉〈vr(r)k |vi(g)k 〉
, deve essere non nullo per almeno un valore vr(r)k .
La prima condizione richiede semplicemente che la transizione elettronica |er〉
← |eg〉 sia permessa dal dipolo elettrico. Quindi eccitazioni all'interno di una
intensa banda di assorbimento, come ad esempio bande relative a transizioni
pi∗ ← pi o a trasferimento di carica, sono favorite, e produrranno termini AV I
con elevato modulo.
Per la seconda condizione ci limitiamo a considerare il caso in cui il poten-
ziale sia armonico. Se le funzioni d'onda vibrazionali sono tutte ortogonali17,
gli integrali di sovrapposizione 〈vf(g)k |vr(r)k 〉 e 〈vr(r)k |vi(g)k 〉sono nulli a meno che
v
f(g)
k = v
r(r)
k = v
i(g)
k , ovvero il termine A
V I contribuisce solo alla diﬀusione
Rayleigh.
Perchè il termine AV I sia non nullo nel caso di scattering Raman Risonante,
quindi, le funzioni d'onda vibrazionali devono essere non ortogonali. Per un mo-
do normale di vibrazione k condizioni di non ortogonalità si possono originare
in due casi:
• Per il modo normale k-esimo la frequenza classica di vibrazione è diversa
negli stati elettronici fondamentale, |eg〉, e risonante, |er〉. Questo caso
si veriﬁca se le superﬁci di potenziale hanno forma diversa nei due stati
elettronici.
• Per il modo normale k-esimo il minimo di energia potenziale è spostato
di una quantità ∆Qk 6= 0 nei due stati elettronici fondamentale e riso-
nante. Lo spostamento, o displacement, ∆Qk per questioni di simmetria
è non nullo solo per i modi normali di vibrazione che sottendono una irrep
totalsimmetrica rispetto al gruppo puntuale di simmetria della molecola.
16O più stati nel caso in cui siano signiﬁcativi gli accoppiamenti di Herzberg Teller
17Una situazione simile si ha se i potenziali armonici dello stato elettronico fondamentale
|eg〉 e dello stato elettronico risonante |er〉 hanno identica forza dell'oscillatore ed identiche
conﬁgurazioni di minimo
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Le due sorgenti di non ortogonalità possono operare separatamente o congiun-
tamente. Possiamo distinguere quattro situazioni diﬀerenti per le Superﬁci di
Energia Potenziale (PES) dello stato elettronico fondamentale |eg〉 e dello sta-
to elettronico eccitato |er〉, illustrate in ﬁgura 4.7. Nel caso (a) l'ortogonalità
delle funzioni d'onda vibrazionali non è rimossa e il termine AV I sarà nullo per
tutti i modi vibrazionali. Nel caso (b) in cui ∆Qk = 0 vi saranno integrali
di sovrapposizione vibrazionali non nulli indipendentemente dalla simmetria dei
modi normali di vibrazione, mentre nei casi (c) e (d) in cui ∆Qk 6= 0 gli integrali
di sovrapposizione vibrazionali saranno non nulli solo per modi totalsimmetrici
e per transizioni in cui vf(g) = vi(g) + 1, relative a bande fondamentali. Se
∆Qk >> 0 la sovrapposizione è non nulla anche per transizioni a stati vibronici
con numero quantico maggiore, relative a bande di sovratono (overtone), che in
questi casi avranno intensità paragonabili alle bande fondamentali. Nella pratica
la frequenza di vibrazione classica cambia soltanto se è associata ad uno sposta-
mento del minimo di energia potenziale, pertanto il caso (d) è il più importante.
Il termine di Albrecht AV I coinvolge solo modi di vibrazione totalsimmetrici,
pertanto solo le componenti del tensore αA
V I
con irrep totalsimmetrica saranno
non nulle, il tensore sarà diagonale.
Figura 4.7: Diagrammi di energia potenziale V associati al k-esimo modo
normale di vibrazione
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4.6.2 Termine di Albrecht BV I
Il termine BV I , deﬁnito nell'equazione 4.37, include l'accoppiamento Herzberg-
Teller dello stato elettronico eccitato risonante |er〉 con un altro stato eccitato
|es〉, potremmo in teoria includere l'accoppiamento con altri stati eccitati, ma
non è quasi mai necessario. Il modulo del termine BV I dipende da diversi fattori:
1. Integrali di accoppiamento vibronico: hkeser/∆ωeres . Questo integrale
misura l'entità con cui sono accoppiati i due stati elettronici tramite la co-
ordinata normale Qk. Per essere non nullo la rappresentazione irriducibile
della transizione vibrazionale fondamentale del modo normale Qk deve es-
sere contenuta nel prodotto diretto delle rappresentazioni irriducibili degli
stati eccitati |er〉 ed |es〉. Per modi totalsimmetrici quindi gli stati |er〉
ed |es〉 devono avere la stessa simmetria18, ma stati elettronici a stessa
simmetria sono raramente vicini in energia, l'integrale di accoppiamento
sarà pertanto trascurabile avendo un denominatore ∆ωeres >> 0;
2. Momenti di dipolo di transizione: (pρ)0eges , (pρ)
0
eger , (pσ)
0
ereg , (pσ)
0
eseg .
Questi termini sono non nulli se le transizioni |er〉 ← |eg〉 ed |es〉 ← |eg〉
sono permesse dal dipolo elettrico;
3. Integrali di transizione e sovrapposizione:〈vf(g)k |Qk|vr(r)k 〉〈vr(r)k |vi(g)k 〉 e
〈vf(g)k |vr(r)k 〉〈vr(r)k |Qk|vi(g)k 〉. Nell'approssimazione armonica
〈vf(g)k |Qk|vr(r)k 〉 = 0 solo se vf(g)k = vr(r)k ± 1, mentre
〈vr(r)k |Qk|vi(g)k 〉 = 0 solo se vr(r)k = vi(g)k ± 1.
4.6.3 Termini di Albrecht CV I e DV I
Il termine CV I , deﬁnito nell'equazione 4.38, include l'accoppiamento Herzberg-
Teller dello stato elettronico fondamentale |eg〉 con uno stato elettronico eccitato
|et〉. La separazione in termini energetici è in genere grande, l'integrale di ac-
coppiamento vibronico hkeget/∆ωeget è di conseguenza molto piccolo. Il termine
perciò viene spesso trascurato.
Il termine DV I , deﬁnito nell'equazione 4.39, include l'accoppiamento Herzberg-
Teller dello stato elettronico eccitato risonante |er〉 con altri due stati elettronici
eccitati |es〉 ed |es′〉. Può in tal modo generare la prima banda di overtone, se
k = k′ , o di combinazione binaria, se k 6= k′. Il termine è molto piccolo e non
viene mai considerato.
4.7 L'approssimazione della Trasform Theory (TT)
Nel corso degli anni sono state elaborate diverse approssimazioni dell' espres-
sione 4.36, del termine AV I di Albrecht della polarizzabilità di transizione in
condizione di diﬀusione Raman risonante vibrazionale. L'espressione statica
4.36 implica una somma sugli stati (SOS) vibrazionali dello stato elettronico
eccitato risonante, il cui calcolo diviene via via più diﬃcile aumentando le di-
mensioni della molecola. La teoria della trasformazione19 si basa sul teorema
18cfr: Derek A. Long, The Raman Eﬀect: A Uniﬁed Treatment of the Theory of Raman
Scattering by Molecules, Wiley, Baﬃns Lane, Chichester, West Sussex (England) 2002.
19W.L. Peticolas, T. Rush III, J. Comput. Chem. 16, 1261 (1995)
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ottico, che connette l'assorbimento con la parte immaginaria delle componen-
ti del tensore di polarizzabilità, e sulle relazioni di Kramers-Kronig tra parte
reale e parte immaginaria delle componenti del tensore di polarizzabilità. Le
seguenti assunzioni standard vengono adoperate nell'approccio della teoria
della trasformazione:
• Si assume valida l'approssimazione di Born-Oppenheimer;
• Solo uno stato elettronico eccitato, |es〉 è importante nel processo di dif-
fusione Raman risonante;
• Le PES di stato fondamentale e stato elettronico eccitato risonante sono
armoniche;
• Gli accoppiamenti vibronici di Herzberg-Teller sono trascurabili, quindi
solo lo scattering di tipo Franck-Condon è importante ai ﬁni della de-
scrizione ( il che implica una trattazione necessariamente limitata al solo
termine AV I di Albrecht);
• I modi normali di vibrazione dello stato elettronico fondamentale e del-
lo stato elettronico eccitato diﬀeriscono solo per la posizione del minimo
in energia, in modo che non ci sia mescolamento delle coordinate nor-
mali (rotazioni di Duschinsky), e le frequenze dei modi normali nei due
stati elettronici siano le stesse (modello a modi indipendenti, oscillatori
armonici traslati20).
Con queste assunzioni possiamo sempliﬁcare l'equazione 4.36; Data l'armonic-
ità assunta, possono essere suddivisi i contributi dei singoli modi normali di
vibrazione:
AV Iρσ =
1
~
(pρ)0gs(pσ)
0
sg
∑
v1
...
∑
v3N−6
〈f1|v1〉〈v1|i1〉Π3N−6j=2 |〈vj |0j〉|2
ωsg +
∑3N−6
j=1 vjΩj − ωl + iΓsv
(4.40)
In cui abbiamo utilizzato una notazione più compatta: con s si è indicato lo stato
elettronico eccitato risonante |es〉, con g lo stato elettronico fondamentale |eg〉,
con |f〉 lo stato vibronico ﬁnale |vf(g)k 〉 , con|0〉 lo stato vibronico iniziale|vi(g)k 〉
, con Ωj la frequenza armonica di vibrazione corrispondente al modo normale
j, il pedice 1 indica il modo normale di vibrazione attivo al Raman risonante
vibrazionale preso in esame.
Gli integrali di sovrapposizione nel modello assunto di PES armoniche con
spostamento∆k del minimo di energia lungo le coordinate normali di vibrazione,
sono esprimibili analiticamente in termine degli spostamenti:
|〈vj |0j〉|2 =
∆2vjj
2vjvj !
e−(∆
2
j )/2 (4.41)
|〈0j |vj − 1〉|2 =
2vj∆
2vj−2
j
2vjvj !
e−(∆
2
j )/2 (4.42)
20indipendent mode, displaced harmonic oscillator model, IMDHO
Blazej DC, Peticolas W, J Chem Phys, 71, 3134 (1980)
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〈1j |vj〉〈vj |1j〉 = ∆j√
2
[
∆2vjj
2vjvj !
− 2vj∆
2vj−2
j
2vjvj !
]
e−(∆
2
j )/2 (4.43)
In cui lo spostamento ∆k dei minimi nella coordinata normale k-esima è espres-
sa in coordinate normali adimensionate qj21.
Il calcolo dei displacements ∆k procede dalla risoluzione del problema ad au-
tovalori per la determinazione dei modi normali di vibrazione; possono quindi
essere determinati come:
∆k =
∑
j
L−1kj ∆Rj (4.44)
in cui L−1kj sono gli elementi della matrice inversa di L, che viene determina-
ta dalla risoluzione del problema ad autovalori per i modi normali dello stato
fondamentale, e ∆Rj corrisponde alle variazioni dei minimi in coordinate carte-
siane massa-pesate.
La forma analitica degli integrali di sovrapposizione appena presentata non è uti-
lizzabile se si assumono variazioni di frequenza di oscillazione dei modi normali
tra stato fondamentale e stato eccitato risonante, o se sono presenti rotazioni di
Duschinsky.
Possiamo quindi introdurre le basi teoriche della Trasform Theory:
Sulla base del teorema ottico, la sezione d'urto di assorbimento A(ωl) può
essere espressa come22:
A(ωl) ∝ ωlIm([αxx(ωl)]0,0 + [αyy(ωl)]0,0 + [αzz(ωl)]0,0) (4.45)
Nella precedente equazione abbiamo indicato con [αii(ωl)]0,0 la rispettiva com-
ponente diagonale del tensore di polarizzabilità di transizione, nel caso in cui lo
stato vibrazionale ﬁnale |f〉 sia identico allo stato iniziale |0〉.
Introduciamo la funzione Φ(ωl):
Φ(ωl) = ipiI(ωl) + P
∫
I(ω)
ω − ωl dω (4.46)
in cui P indica la parte principale di Cauchy dell'integrale ed I(ω) è la funzione
di forma normalizzata:
I(ω) =
A(ω)/ω∫
dω′[A(ω′)/ω′]
(4.47)
Utilizzando la sezione d'urto di assorbimento A(ωl) e le relazioni di trasfor-
mazione di Kramers-Kronig tra parte reale e parte immaginaria del tensore di
polarizzabilità23, possiamo scrivere l'equazione approssimata nella Teoria della
trasformazione per l'intensità relativa di diﬀusione Raman risonante ij :
i1←0j (ωs) = ωlω
3
s |p0gs|4
(
∆2j
2
)
|Φ(ωl)− Φ(ωs)|2 (4.48)
21parleremo più estesamente in appendice della relazione tra lo spostamento adimensionato
∆k e lo spostamento in Ångstrom δk.
22avendo eseguito un'operazione di media su tutte le diﬀerenti orientazioni molecolari
23J. Neugebauer, B.A. Hess, J.Chem.Phys. 120, 11566 (2004)
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in cui ωs = ωl − ωj è la frequenza della luce diﬀratta.
Analizziamo l'equazione 4.48:
Anche se il termine ωlω3s può variare per più di un ordine di grandezza passan-
do dal modo normale a frequenza minore a quello a frequenza maggiore, viene
trattato come un fattore costante da diversi autori24, e tale assunzione è stata
operata anche nei dati simulati che più avanti verranno presentati.
Il calcolo della quantità |Φ(ωl) − Φ(ωs)|2 procede attraverso lo spettro UV di
assorbimento sperimentale e la sua trasformata di Kramers-Kronig, secondo le
relazioni che le equazioni 4.45 , 4.46 e 4.47 ci mostrano25.
In realtà, nella procedura computazionale utilizzata per ricavare i dati presentati
in questo lavoro di tesi, il calcolo della funzione |Φ(ωl)−Φ(ωs)|2 dallo spettro di
assorbimento non è necessario nel calcolo delle intensità relative: come illustrato
nelle sezioni successive, un diﬀerente approccio dipendente dal tempo, basato
sulla dinamica di pacchetti d'onda su PES di stato eccitato, porta ad esprimere
le intensità relative secondo l'espressione
Ik10
I l10
=
ω20k
ω20l
∆2k
∆2l
( vedi eq. 4.71 ). Pertanto, anzicchè calcolare l'intensità Raman risonante sec-
ondo la 4.48 , calcoleremo le intensità relative per entrambi gli approcci secondo
la 4.71 diﬀerenziando le approssimazioni sulla base del calcolo dei displacements
∆k.
4.8 Formulazione dipendente dal tempo
Dalle considerazioni fatte nel paragrafo 4.6 , per modi di vibrazione totalsim-
metrici è signiﬁcativo solo il termine di Albrecht AV I ed il tensore polarizzabilità
di transizione corrispondente sarà diagonale. Nel caso di modi di vibrazione non-
totalsimmetrici, il termine signiﬁcativo è BV I , e richiede un forte accoppiamente
di Herzberg-Teller tra lo stato elettronico risonante ed un altro stato elettronico
eccitato. Questa situazione si veriﬁca solo in particolari sistemi e verrà pertanto
ignorata nello sviluppo della presente tesi.
Fino ad ora abbiamo descritto la diﬀusione Raman risonante in termini di
formule derivate utilizzando la teoria delle perturbazioni. Queste formule de-
scrivono un processo di diﬀusione stazionario e non contengono un riferimento
esplicito al tempo. Sono anche diﬃcili da utilizzare per calcolare numerica-
mente i proﬁli di eccitazione Raman risonanti, a meno che non si tratti di pic-
cole molecole. Ciò principalmente perchè le formule richiedono il calcolo di una
somma su molti stati, quasi impossibile da eseguire per grandi molecole po-
liatomiche.
Un approccio diverso al problema, proposto inizialmente da Heller26, consiste
nel ricavare tramite trasformazioni algebriche una formulazione dipendente dal
24- W.L. Peticolas, T. Rush III, J. Comput. Chem. 16, 1261 (1995)
- M.A. Mroginski, K. Nemeth, et al., J. Phys. Chem. B, 104, 10885 (2000)
25La procedura computazionale per il calcolo di Φ(ωl) viene descritta nell'appendice B di:
C.K. Chan, J.B. Page, J. Chem. Phys. 79, 5234 (1983)
26S.Y. Lee, E.J. Heller, J. Chem. Phys. 71, 4777 (1979)
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tempo del termine di Albrecht AV I che, come abbiamo visto nei paragraﬁ prece-
denti, è di centrale importanza nel determinare la polarizzabilità di transizione.
Riscriviamo l'espressione del termine (αV Iρσ )egvfk :egvik , ottenuta dall'equazione
4.36, nella forma:
(αV Iρσ )egvfk :egvik = K
r
ρσΦvfkvik(ω) (4.49)
in cui
Krρσ = (pσ)
0
eger (pσ)
0
ereg (4.50)
Φvfkvik(ω) =
∑
r
〈f |r〉〈r|i〉
Er − Ei − El − iΓ (4.51)
Abbiamo qui sempliﬁcato la notazione e sostituito ai denominatori in frequenza
angolare, denominatori in energia.
Utilizzando l'identità matematica
1
D
=
i
~
∫ ∞
0
e−iDt/~dt (4.52)
per trasformare l'equazione 4.51, e sostituendo al posto di D il denominatore in
energia (Er − Ei − El − iΓ), otteniamo:
(αV Iρσ )egvfk :egvik =
i
~
∫ ∞
0
∑
r
〈f |r〉〈r|i〉e−i(Er−Ei−El−iΓ)t/~dt (4.53)
A questo punto, formalmente possiamo scrivere:
〈r|e−iErt/~ = 〈r|e−iHˆrt/~ (4.54)
in cui Hˆ è l'Hamiltoniana dello stato eccitato.
Utilizzando quindi l'equazione 4.54 riscriviamo la 4.53 come
(αV Iρσ )egvfk :egvik =
i
~
∫ ∞
0
∑
r
〈f |r〉〈r|e−iHˆrt/~|i〉e−i(Ei+El+iΓ)t/~dt (4.55)
Facendo agire il propagatore e−iHˆrt/~ sulla destra, otteniamo
e−iHˆrt/~|i〉 = |i(t)〉 (4.56)
Inﬁne operando la chiusura sugli stati vibrazionali r:
(αV Iρσ )egvfk :egvik =
i
~
∫ ∞
0
[
〈f |i(t)〉e−Γt/~
]
ei(Ei+El)t/~dt (4.57)
La quantità |〈f |i(t)〉|e−Γt/~ viene chiamata sovrapposizione Raman ( o Raman
overlap). Si tratta del prodotto del modulo di un integrale di sovrapposizione
dipendente dal tempo, che coinvolge la funzione d'onda vibrazionale iniziale
propagata sulla PES dello stato eccitato, e una funzione di smorzamento che
decresce esponenzialmente col tempo.
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4.8.1 Interpretazione della formulazione dipendente dal
tempo
L'espressione dipendente dal tempo per il termine di Albrecht AV I , data nell'e-
quazione 4.57, fornisce una interpretazione alternativa della diﬀusione Raman
risonante che viene illustrata in ﬁgura 4.8.
Il processo Raman risonante inizia dall'autostato vibrazionale |i〉 dell'Hamilto-
niana dello stato elettronico fondamentale |eg〉, la cui PES è rappresentata in
ﬁgura 4.8 (a) come un potenziale armonico. Al tempo zero, l'interazione del
sistema materiale con la radiazione incidente di frequenza angolare ωl comporta
una transizione verticale allo stato elettronico eccitato risonante |er〉. Lo stato
vibrazionale |i〉 è ora sotto l'eﬀetto dell'Hamiltoniana dello stato elettronico ec-
citato Hˆ e si evolve nel tempo. Se le PES di stato fondamentale e stato eccitato
risonante hanno uno spostamento dei minimi di energia consistente, il pacchetto
d'onda |i(t)〉 è soggetto ad una forza che lo porta rapidamente nella regione a
destra della PES dello stato eccitato. Il pacchetto d'onda in questa posizione è
indicato da una linea tratteggiata in ﬁgura 4.8(a). In questa posizione il pac-
chetto d'onda è soggetto ad una forza contraria ed inizia ad oscillare tra le due
regioni della PES. L'oscillazione è però smorzata dalla funzione e−Γt/~, pertanto
dura ﬁnchè il pacchetto d'onda |i(t)〉 non viene completamente smorzato.
Durante il processo di propagazione, il pacchetto d'onda |i(t)〉 passa attraverso
regioni di elevata sovrapposizione con la funzione d'onda vibrazione |i〉 dello
stato elettronico fondamentale. Nella ﬁgura 4.8(a) la sovrapposizione massima
si ha in brevissimo tempo, dell'ordine di pochi picosecondi ed è indicata dal
punto 1. La sovrapposizione Raman |〈f |i(t)〉|e−Γt/~ perciò ha un massimo in
questo punto e la sua evoluzione temporale è illustrata in ﬁgura 4.8(b).
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Figura 4.8: Interpretazione time dependent dello scattering Raman risonante
4.9 Approssimazione di Dinamica Veloce (STD)
La sovrapposizione Raman 〈f |i(t)〉e−Γt/~ nell'equazione 4.57 è funzione del tem-
po e determina l'intensità di diﬀusione Raman risonante vibrazionale ad ogni
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frequenza della luce incidente ωl tramite una semi-trasformata di Fourier.
Come abbiamo illustrato in ﬁgura 4.8, nella sezione precedente, la sovrappo-
sizione è oscillante. Spesso intervengono alcuni fattori che impediscono una
sovrapposizione apprezzabile dopo l'istante iniziale della durata di circa 10−15
secondi. In questi casi l'intensità di diﬀusione Raman risonante è univocamente
determinata dalla sovrapposizione iniziale.
Le condizioni in cui si veriﬁcano queste situazioni di Dinamica Veloce (Short-
Time Dynamics, STD), con un forte smorzamento della sovrapposizione Raman,
sono essenzialmente quattro:
1. Situazione di pre-risonanza: quando la frequenza della radiazione incidente
non è in risonanza con la frequenza di transizione allo stato elettronico
eccitato l'integrando oscilla rapidamente, azzerandosi per t > 1/(ωr −
ωi − ωl);
2. Il fattore di smorzamento fenomenologico Γ può essere abbastanza grande
da impedire successive sovrapposizioni;
3. Ci possono essere molti modi normali a frequenze diverse. Per essere non
nulla la sovrapposizione Raman tutte le coordinate normali di vibrazione
devono simultaneamente trovarsi, durante l'oscillazione nella PES dello
stato eccitato, nella regione di Franck-Condon. L'eﬀetto della presenza di
diversi modi normali di vibrazione è dunque uno smorzamento signiﬁca-
tivo, dovuto allo sfasamento che impedisce una sovrapposizione globale
non nulla in tempi brevi.
4. La presenza di un solvente può ulteriormente smorzare l'oscillazione del
pacchetto d'onda.
Dato che la durata della sovrapposizione iniziale è solitamente di pochi fem-
tosecondi possiamo giungere alle seguenti conclusioni valide quando almeno una
delle condizioni sopra esposte è veriﬁcata:
• Le informazioni necessarie circa la PES dello stato eccitato per calcolare
l'intensità di diﬀusione Raman risonante si limitano alla regione di Franck-
Condon;
• Non è necessario calcolare la struttura di minimo dell'energia della moleco-
la eccitata allo stato elettronico risonante, in quanto essendo una struttura
rilassata è poco signiﬁcativa.
Spesso la funzione d'onda vibrazionale iniziale Φ0(x, 0), per un modo normale
x, è ben approssimata da una gaussiana, in quanto il moto è approssimabile ad
un oscillatore armonico di frequenza ω0:
Φ0(x, 0) =
(ω0
pi
) 1
4
e
ω0
2 (x−x0)2 (4.58)
La dinamica di un pacchetto d'onda gaussiano in un potenziale continuo è deter-
minata correttamente dalla meccanica classica. La forma generica per Φ0(x, t)
è data da27 :
Φ0(x, t) = e−
ωt
2 (x−xt)2+ipt(x−xt)+iγt (4.59)
27E.J. Heller, R.L. Sunderg, D. Tannor, J.Phys.Chem. 86, 1822 (1982)
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in cui xt è la posizione classica, pt il suo momento e ωt la fase. Nell'approssi-
mazione di Dinamica Veloce utilizziamo l'espressione corretta al primo ordine
in t per le grandezze deﬁnite:
xt = x0 +O(t2) (4.60)
pt = −Vxt+O(t2) (4.61)
ωt = ωo − i(ω20 − Vxx)t+O(t2) (4.62)
γt = γ0 − Et+O(t2) (4.63)
in cui V è l'energia potenziale dello stato elettronico eccitato. Nelle equazioni è
stata utilizzata la seguente notazione:
Vx =
∂V
∂x
∣∣∣∣
x=xt
(4.64)
Vxx =
∂2V
∂x2
∣∣∣∣
x=xt
(4.65)
E = 〈Φ0x, 0|Hˆ|Φ0x, 0〉 (4.66)
in cui Hˆ è l'Hamiltoniano dello stato elettronico eccitato. E rappresenta quindi
l'energia del pacchetto d'onda vibrazionale iniziale nel potenziale dello stato
eccitato. Tale procedura si può estendere al caso di pacchetti d'onda Gaussiani
multidimensionali, le espressioni che si ricavano hanno una forma analoga.
L'intensità Raman è proporzionale al quadrato della polarizzabilità; per una
transizione fondamentale |v0(g)k 〉 → |v1(g)k 〉, assumendo una Dinamica Veloce,
assume seguente espressione:
Ik10(ωl) ∝ |αk10(ωl)|2 =
V 2k
2ω0kσ4
ξ1
(
El + Ei − E
σ
)
(4.67)
in cui
σ2 =
∑
k
V 2k /ω0k (4.68)
ξn =
∣∣∣∣∫ ∞
0
eiωt−t
2/2tndt
∣∣∣∣2 (4.69)
L'assunzione che la PES dello stato elettronico fondamentale sia armonica è con-
sistente con il fatto che le funzioni vibrazionali |v0(g)k 〉 e |v1(g)k 〉 sono gli autostati a
più bassa energia, molto vicini al minimo. La PES dello stato elettronico eccitato
V (~q) è invece generalmente anarmonica nella regione di Franck-Condon (tran-
sizione verticale). L'aspetto più interessante dell'equazione 4.67 è il rapporto
tra l'intensità relativa a due modi di vibrazione k ed l:
Ik10
I l10
=
ω0l
ω0k
(
Vk
Vl
)2
(4.70)
Le equazioni 4.67 e 4.70 sono una generalizzazione della formula di Savin28,
28F.A. Savin, Opt. Spektrosk. 19, 555 (1965)
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valida soltanto se le PES dello stato elettronico fondamentale e dello stato elet-
tronico eccitato sono armoniche e diﬀeriscono solo per la posizione del minimo
in energia, spostati in ogni coordinata normale di una quantità adimensionata
ωk, analogamente a quanto descritto nel paragrafo precedente per l'approssi-
mazione della Teoria della Trasformazione. In questo caso, dalla relazione
4.70 scriviamo la formula di Savin:
Ik10
I l10
=
ω20k
ω20l
∆2k
∆2l
(4.71)
Se tutti i modi normali hanno degli spostamenti ∆ molto piccoli, Φi(q, t) non è
in grado di lasciare la regione di Franck-Condon. Ciò corrisponde ad un fattore
σ2 molto piccolo e la funzione ξ1 = El+Ei−Eσ in equazione 4.69 non è più in
grado di fornire un proﬁlo di eccitazione corretto, in quanto lo spettro di assor-
bimento per spostamenti ∆k piccoli è asimmetrico
L'equazione 4.67 in questi casi non è più valida, mentre la formula di Savin 4.71
essendo stata sviluppata anche per piccoli spostamenti rimane valida. Di con-
seguenza anche l'espressione 4.70, se sono veriﬁcate le condizioni per la validità
della formula di Savin, continua ad essere valida per piccoli spostamenti.
Va sottolineato come gli spostamenti ∆k corrispondano ad eﬀettive diﬀeren-
ze della geometria di minimo tra stato fondamentale e stato eccitato solo nel
caso in cui la PES dello stato eccitato sia armonica, situazione poco frequente.
L'eﬀettivo signiﬁcato ﬁsico che possiamo dare a questi spostamenti ∆k è di
diﬀerenza lungo la coordinata normale k tra il minimo del potenziale armonico
dello stato fondamentale e il minimo di una parabola con stessa derivata seconda
del potenziale armonico fondamentale e con derivata prima Vk nella geometria
di minimo dello stato fondamentale: V (qk) = 12~ωk(qk −∆k)2.
Le formule 4.67, 4.70 e 4.71 sono state ricavate nel caso di Dinamica Veloce,
pertanto stimare gli spostamenti ∆k dalle modiﬁche alla geometria di minimo
tra stato eccitato e stato fondamentale rilassati è concettualmente errato in
quanto assumerebbe che la dinamica del processo di diﬀusione sia più lenta del
rilassamento.
In conclusione la migliore stima degli spostamenti ∆k nell'approssimazione di
Dinamica Veloce è proprio il calcolo della derivata spaziale Vk, che risulta
meno costosa in termini computazionali.
4.10 Formulazione dipendente dal tempo ed ef-
fetti del solvente
Includendo gli eﬀetti di un solvente nell'equazione 4.57, ricavata per molecole
isolate, si giunge all'espressione29:
(αV Iρσ )egvfk :egvik =
i
~
∫ ∞
0
[
〈f |i(t)〉e−Γt/~−gsolvt
]
ei(Ei+El)t/~dt (4.72)
in cui il termine gsolv(t) tiene conto di tutti i modi di vibrazione a bassa frequen-
za (eﬀetti statici) del solvente che contribuiscono allo sfasamento della sovrap-
29A.M. Kelley, J.Phys.Chem. A 103, 6891 (1999)
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posizione Raman, con un eﬀetto netto di smorzamento.
Il modello più semplice adoperato in letteratura è l'oscillatore Browniano: in
questo modello il solvente viene trattato come uno o più modi normali di vi-
brazione accoppiati, ognuno caratterizzato da una frequenza di oscillazione ωBO,
uno spostamento ∆ tra i minimi delle PES di stato fondamentale e stato ecci-
tato, ed uno smorzamento γ.
Il solvente, nel determinare lo spettro Raman risonante, ha i seguenti eﬀetti:
• Variazione della geometria di equilibrio e dei modi normali di vibrazione
dello stato elettronico fondamentale e dello stato elettronico eccitato. Queste
variazioni inﬂuenzano direttamente il calcolo della sovrapposizione Raman
e la sua evoluzione temporale;
• Smorzamento statico. Tale eﬀetto può essere incluso nella formulazione
dipendente dal tempo utilizzando l'equazione 4.72 ;
• Allargamento di banda inomogeneo. Tale eﬀetto viene in genere inclu-
so nella trattazione dipendente dal tempo aggiungendo una distribuzione
statistica, generalmente gaussiana, di deviazioni dalla frequenza di tran-
sizione tra stato elettronico fondamentale e stato elettronico eccitato riso-
nante.
La dinamica del pacchetto d'onda vibrazionale può essere calcolata a diversi
livelli di accuratezza:
• Nell'approssimazione di Dinamica Veloce descritta nel paragrafo prece-
dente questa si riduce all'approssimazione al primo ordine in t. L'e-
quazione 4.70 rimane valida anche in presenza del solvente, in quanto
l'espressione dipendente dal tempo 4.72 , che include gli eﬀetti del sol-
vente, mantiene una forma algebrica analoga all'equazione 4.57. Nel cal-
colo computazionale delle frequenze di vibrazione ω0k e delle derivate del
potenziale Vk relative allo stato elettronico eccitato deve essere incluso
l'eﬀetto perturbativo su energie e stati del sistema da parte del solvente;
• Possiamo approssimare le PES degli stati elettronici fondamentale ed ec-
citato ad armoniche. In questo caso la dinamica del pacchetto d'onda
vibrazionale, esprimibile come una Gaussiana multidimensionale, è risolvi-
bile classicamente30. Il pacchetto nella sua evoluzione rimane una Gaus-
siana multidimensionale, il cui centro trasla ed il cui corpo è libero di
ruotare ed espandersi lungo gli assi relativi ai modi normali di vibrazione
dello stato eccitato. In questo caso è suﬃciente calcolare gli spostamenti
∆k e le eventuali rotazioni di Duschinsky dei modi normali di vibrazione.
In presenza del solvente va utilizzato un modello, come quello di oscillatore
Browniano, per includere lo smorzamento statico;
• Inﬁne è possibile risolvere la dinamica del pacchetto d'onda nello stato
eccitato tramite metodi semiclassici31.
30D.J. Tannor, E.J. Heller, J.Chem.Phys. 77, 202 (1982)
31E.J. Heller, R.L. Sunderg, D. Tannor, J.Phys.Chem. 86, 1822 (1982)
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4.11 Approssimazioni TT ed STD in un frame-
work PCM
Nelle sezioni precedenti abbiamo presentato le espressioni per il calcolo delle
intensità Raman Risonanti negli approcci TT ed STD quando solo un singolo
stato elettronico contribuisce alla risposta ottica.
Quando queste espressioni vengono applicate a sistemi solvatati bisogna tenere
conto di alcuni aspetti che la presenza del solvente introduce:
• la riorganizzazione nucleare di equilibrio lungo tutti i modi normali vi-
brazionali del soluto ed inoltre lungo una coordinata collettiva del sol-
vente.
• la possibilità di un allargamento inomogeneo di banda per la transizione
elettronica ed uno omogeneo dovuto al tempo di vita ﬁnito dello stato
elettronico eccitato.
Tuttavia, nel presente studio, l'aspetto dell'allargamento di banda non verrà
considerato e quindi l'analisi dell'eﬀetto del solvente sarà applicata soltanto al
calcolo delle intensità relative ricavate dagli approcci TT ed STD.
I principali eﬀetti del solvente sugli spettri Raman risonanti (posizione dei pic-
chi e loro intensità) possono essere ascritti a due diﬀerenti origini: una dovuta
alle variazioni indotte dal solvente sulle geometrie degli stati elettronici fonda-
mentale ed eccitato, e l'altro dovuto alla variazione indotta sulla distribuzione
elettronica di entrambi gli stati.
Per poter tener conto di entrambi questi aspetti, la descrizione quantomeccanica
del soluto dovrà tener conto del solvente ad ogni step, cioè nella determinazione
della geometria di minimo dello stato fondamentale e dei corrispondenti modi
normali di vibrazione e frequenze ad essi connesse, e nella determinazione delle
eccitazioni verticali ( in uno schema STD) alla geometria di minimo dello stato
fondamentale o nella determinazione di strutture rilassate dello stato eccitato
(in uno schema TT).
Per ciò che concerne il primo step - geometria di minimo dello stato fonda-
mentale, modi normali e frequenze di vibrazione - il modello PCM è stato da
tempo applicato in maniera soddisfacente per descrivere spettri IR32 e Raman
non risonanti33. L'implementazione prevede la determinazione delle derivate
prime e seconde del funzionale energia libera (equ. 3.32 ) determinato tramite
la procedura PCM, come descritto al capitolo 3. Non ci soﬀermeremo su questo
punto, costituendo una procedura ormai collaudata, ma rimandiamo agli arti-
coli citati per un approfondimento.
In questa sede è più interessante soﬀermarci maggiormente sugli aspetti concer-
nenti il calcolo in un framework PCM di porzioni delle PES dello stato eccitato
solvatato.
L'introduzione del solvente rende la descrizione degli stati eccitati un problema
estremamente complicato; diversi nuovi aspetti devono essere introdotti rispetto
a molecole isolate. Qui in particolare tratteremo due aspetti dello studio di stati
32R. Cammi, C. Cappelli, S. Corni, J. Tomasi, J. Phys. Chem. A 104, 9874 (2000)
33C. Cappelli, S. Corni, J. Tomasi, J. Chem. Phys. 115, 5531 (2001)
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eccitati in soluzione, comuni a tutti gli schemi di risposta lineare come il CIS,
il TDHF e il TDDFT, e che riguardano le deﬁnizioni dell' energia degli stati
eccitati.
Il primo aspetto riguarda il fatto che l'eccitazione elettronica è un proces-
so che coinvolge non solo il soluto ma l'intero sistema soluto solvente. Come
conseguenza di ciò, la deﬁnizione degli stati eccitati di soluti molecolari richiede
anche la caratterizzazione dei gradi di libertà del solvente. La diﬀerenza nelle
scale temporali dei gradi di libertà elettronici del soluto e dei gradi di libertà
compositi del solvente possono portare a diﬀerenti regimi di stato eccitato, in
cui si riconosco due situazioni estreme:
- un regime di nonequilibrio, in cui i gradi di libertà lenti del solvente non
riescono a riequilibrarsi con la ridistribuzione elettronica dello stato eccitato (
tipica di processi verticali, quindi eccitazioni di tipo Franck-Condon)
- un regime di equilibrio, in cui il solvente si riequilibra ( e cioè si riorganiz-
za) con tutti i gradi di libertà inclusi quelli che coinvolgono le scale temporali
maggiori.
Nel caso di regime di nonequilibrio, il campo di reazione del solvente viene
scritto come somma di due termini: uno di tipo elettronico ( o dinamico), in
equilibrio con la distribuzione elettronica dello stato eccitato K e indicato come
Vˆ dinσ (K); ed uno di tipo orientazionale (o inerziale), che è rimasto bloccato al
contributo di organizzazione delle molecole del solvente rispetto allo stato fon-
damentale (GS) e che indicheremo con Vˆ inσ (GS). In accordo con quanto detto
sopra, la componente dinamica dipenderà dalla distribuzione di carica istanta-
nea del soluto molecolare e dalla costante dielettrica ottica ∞ . La componente
inerziale, di contro, dipenderà ancora dalla distribuzione di carica iniziale dello
stato fondamentale.
Nel caso di regime di equilibrio, invece, assumeremo che il campo di reazione
del solvente abbia avuto il tempo di rilassare da un valore iniziale in equilibrio
con lo stato fondamentale del soluto Vˆσ(GS) ad uno ﬁnale in equilibrio con lo
stato eccitato K , Vˆ inσ (K).
Tutto ciò porta a due diverse espressioni del funzionale energia libera dello stato
eccitato:
- Regime di equilibrio:
GeqK = E
K
GS −
1
2
∑
i
VGS(si)qGS(si) +
1
2
∑
i
V (si;P∆)q∆(si;P∆) (4.73)
in cui
EkGS = 〈Ψeqk |Hˆ0 + Vˆσ(GS)|Ψeqk 〉 (4.74)
è l'energia di stato eccitato in presenza di un campo di reazione bloccato allo
stato fondamentale, q∆ è la variazione di carica elettronica sulla tessera i-esima
e P∆ è la variazione della matrice densità ad un corpo tra stato fondamentale
ed eccitato, e contiene il contributo di rilassamento orbitalico nel passaggio tra
stati elettronici.
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- Regime di nonequilibrio:
GneqK = E
K,neq
GS −
1
2
∑
i
VGS(si)qGS(si)+
1
2
∑
i
V (si;P
neq
∆ )q
dyn
∆ (si;P
neq
∆ ) (4.75)
in cui le deﬁnizioni dei vari termini costituiscono l'analogo di non-equilibrio
di quanto presentato sopra; in questo caso la carica sull'i-sima tessera è stata
espressa come somma di una componente inerziale qin(si) = qGS(si), pari alla
carica sulla tessera allo stato fondamentale, e in una componente dinamica
qdyn∆ , dipendente dalla costante dielettrica ottica del solvente e dalla variazione
della matrice densità a un corpo in regime di non-equilibrio.
Il secondo aspetto nel calcolo degli stati eccitati riguarda la determinazione
del termine di rilassamento della matrice densità ad un corpo (P∆ o P
neq
∆ , a
secondo del regime adottato). Il calcolo di tale termine richiede la risoluzione
di un problema non lineare, dato che il campo di reazione del solvente dipende
da questa densità. Se introduciamo uno schema perturbativo e limitiamo la
trattazione al primo ordine, un metodo approssimato ma eﬃcace per calcolare
queste quantità è rappresentato da un approccio TDDFT.
In uno schema TDDFT, infatti, possiamo ottenere una stima del termine∆EK0GS =
EKGS − EGS che rappresenta la diﬀerenza tra le energie dello stato fondamen-
tale ed eccitato in presenza di solvente bloccato in una situazione di stato
fondamentale; tale valore rappresenta l'autovalore del sistema non Hermitiano[
A B
B A
] [
XK
Yk
]
= ω0K
[
1 0
0 −1
] [
XK
Yk
]
(4.76)
in cui gli orbitali e le corrispondenti energie orbitaliche usate per scrivere le
matrici A e B sono stati calcolati risolvendo il problema SCF dell'operatore
di KS ( o nel caso CIS, l'operatore di Fock) eﬀettivo, cioè in presenza di sol-
vente allo stato fondamentale. Come detto, l'autovalore ω0K rappresenta una
buona approssimazione del termine ∆EK0GS , ma non può distinguere tra i due
regimi di equilibrio e di non equilibrio. Se partiamo dall'approssimazione che
∆EK0neqGS = ∆E
K0
GS = ω
0
K , i funzionali energia libera di equilibrio e non equilib-
rio possono essere ricavati come
GeqK = GGS + ω
0
K +
1
2
∑
i
V (si;P∆)q∆(si;P∆) (4.77)
GneqK = GGS + ω
0
K +
1
2
∑
i
V (si;P
neq
∆ )q
dyn
∆ (si;P
neq
∆ ) (4.78)
Le uniche incognite delle equazioni precedenti sono le parti rilassate (o vari-
azioni orbitaliche) delle matrici densità ad un corpo e le cariche sulle tessere cor-
rispondenti. Queste quantità possono essere ottenute attraverso un'estensione
del TDDFT alle derivate analitiche dell'energia, recentemente implementate a
livello TDDFT-PCM34, in seguito a quanto già sviluppato in vuoto35 e a livello
34G. Scalmani, M. Frisch, B. Mennucci, J. Tomasi, R. Cammi, and V. Barone, J. Chem.
Phys. 124, 094107 (2006)
35F. Furche and R. Ahlrichs, J. Chem. Phys. 117, 7433 (2004)
C. Van Caillie and R. D. Amos, Chem. Phys. Lett. 308, 249 (1999); 317, 159 (2000)
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CIS-PCM36.
In questa estensione, viene usato un approccio detto dello Z-vector37 o di
(densità rilassata) per risolvere le equazioni Coupled Perturbed Kohn-Sham
(CPKS) che si ottengono nella ricerca dei gradienti delle energie degli stati ec-
citati . La soluzione dell'equazione Z-vector e la conoscenza degli autovettori
|XK , YK〉 del sistema lineare TDDFT ci permettono di calcolare P∆ per ogni
stato eccitato K come
P∆ = TK + ZK (4.79)
in cui TK è il termine della matrice densità non rilassata i cui elementi sono
calcolati in termini degli autovettori |XK , YK〉, laddove il contributo ZK tiene
conto degli eﬀetti di rilassamento degli orbitali.
Avendo determinato P∆, possiamo calcolare le cariche apparenti corrispondenti
come
qx∆ = Q(x)V(P
x
∆) (4.80)
in cui distinguamo i due regimi di equilibrio e non equilibrio tramite le seguenti
assunzioni:
- in regime di equilibrio:
x = 
Px∆ = P∆
qx∆ = q∆
(4.81)
- in regime di non equilibrio:
x = ∞
Px∆ = P
neq
∆
qx∆ = q
dyn
∆
(4.82)
E sostituendo le espressioni 4.79 e 4.80 nelle equazioni 4.77 e 4.78 otteniamo
due approssimazioni ai funzionali energia libera nei due regimi di solvatazione.
L'estensione TDDFT-PCM ai gradienti analitici ci permette di calcolare le
geometrie di stato eccitato e diverse proprietà al primo ordine, quali momenti
di dipolo di stati eccitati o ancora la polarizzabilità elettrica.
In questo caso, siamo qui interessati ad ottenere una migliore descrizione delle
energie dei sistemi eccitati, in quanto un regime di risposta lineare pura non tiene
conto della polarizzazione della funzione d'onda dello stato eccitato e sarebbe
quindi richiesta un'espressione in cui compaia direttamente la funzione d'onda
dello stato eccitato (o meglio, degli stati eccitati)38.
Il metodo che qui abbiamo presentato, prende il nome di corrected linear re-
sponse (cLR)39, e tenta di recuperare l'incompleta descrizione della risposta
lineare corretta rispetto ad una espressione State Speciﬁc onde ottenere un'ap-
prossimazione al primo ordine dell'energia libera esatta dello stato eccitato in
uno schema di risposta lineare.
36R. Cammi, B. Mennucci, and J. Tomasi, J. Phys. Chem. A , 104, 5631 (2000)
37N. C. Handy and H. F. Schaefer III, J. Chem. Phys. 81, 5031 (1984)
38di solito tale espressione viene indicata come State Speciﬁc (SS)
39M. Caricato, B. Mennucci, J. Tomasi et al., J. Chem. Phys. 124, 124520 (2006)
76
Capitolo 5
Simulazioni computazionali
ed analisi dei dati calcolati
In questo capitolo vengono presentate le simulazioni degli spettri Raman riso-
nanti di tre sistemi molecolari in presenza di solventi, facendo uso degli approcci
approssimati TT ed STD: uracile, indolomalononitrile (IDMN) e julolidina mal-
onitrile.
La scelta dell'uracile è dettata dal fatto che esso costituisce uno dei sistemi più
studiati in questo ambito e gli articoli di riferimento per i modelli TT e STD
riportano simulazioni di uracile in vuoto: in tal senso, quindi, questa molecola
costituisce un 'banco di prova' per l'applicazione dei modelli in solvente da con-
frontare con quanto calcolato in vuoto.
Le due molecole restanti appartengono alla categoria dei sistemi push-pull e per-
tanto il loro studio appare interessante dato che le transizioni coinvolte sono a
trasferimento di carica e la presenza del solvente modula le proprietà di risposta
in funzione della polarità crescente del mezzo.
- Softwares utilizzati :
• Tutte le ottimizzazioni e i calcoli degli stati eccitati sono stati eﬀettuati
tramite l'uso del software commerciale Gaussian031 usando diverse ver-
sioni di sviluppo di uso non commerciale, di cui il gruppo PCM di Pisa è
dotato e al cui sviluppo contribuisce da anni.
1Gaussian Development Version, Revision E.05, M. J. Frisch, G. W. Trucks, H. B. Schlegel,
G. E. Scuseria, M. A. Robb, J. R. Cheeseman, J. A. Montgomery, Jr., T. Vreven, G. Scalmani,
K. N. Kudin, S. S. Iyengar, J. Tomasi, V. Barone, B. Mennucci, M. Cossi, N. Rega, G. A.
Petersson, H. Nakatsuji, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida,
T. Nakajima, Y. Honda, O. Kitao, H. Nakai, X. Li, H. P. Hratchian, J. E. Peralta, A. F.
Izmaylov, E. Brothers, V. Staroverov, R. Kobayashi, J. Normand, J. C. Burant, J. M. Millam,
M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E.
Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, P. Y. Ayala,
K. Morokuma, G. A. Voth, P. Salvador, J. J. Dannenberg, V. G. Zakrzewski, S. Dapprich,
A. D. Daniels, M. C. Strain, O. Farkas, D. K. Malick, A. D. Rabuck, K. Raghavachari, J.
B. Foresman, J. V. Ortiz, Q. Cui, A. G. Baboul, S. Cliﬀord, J. Cioslowski, B. B. Stefanov,
G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R. L. Martin, D. J. Fox, T. Keith, M. A.
Al-Laham, C. Y. Peng, A. Nanayakkara, M. Challacombe, W. Chen, M. W. Wong, and J. A.
Pople, Gaussian, Inc., Wallingford CT, 2006.
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• Il calcolo delle derivate numeriche delle PES di stato eccitato, necessarie
per il calcolo delle intensità Raman Risonanti tramite STD è stato eﬀet-
tuato variando di 0.001 Å le coordinate normali di vibrazione tramite uno
script in linguaggio perl.
• Gli spettri, simulati tramite uso di funzioni lorentziane, sono stati ottenuti
tramite uno script, in linguaggio FORTRAN77. Tutti i dati sono stati
inﬁne raccolti in fogli di calcolo del programma commerciale Excel del
pacchetto Oﬃce di Windows.
- Costanti dielettriche dei solventi e dettagli computazionali
Il calcolo delle intensità Raman risonanti tramite i due approcci richiede la deter-
minazione dei displacements ∆k. Nel caso di metodo TT, tali parametri sono
stati calcolati operando una traslazione delle geometrie di stato fondamentale
ed eccitato, onde portare entrambe alla coincidenza dei centri di massa e avere
la coincidenza degli assi principali di inerzia. Per far questo è stata eseguita
una riortonormalizzazione simmetrica di Eckart2. La procedura di calcolo nel-
l'approccio STD non necessita di ciò, in quanto basata su derivate geometriche
del potenziale di stato eccitato risonante; pertanto il calcolo è stato eseguito
numericamente, operando variazioni di 0.001 Å lungo ogni modo normale studi-
ato e calcolando per tali deformazioni il valore della PES (superﬁcie di energia
potenziale) nel punto onde ottenere le derivate geometriche.
5.1 Uracile
5.1.1 Dati strutturali in vuoto
L'uracile appartiene alla categoria delle basi azotate pirimidiniche. Dal punto di
vista biologico questa molecola riveste un ruolo fondamentale in quanto compo-
nente dell'acido ribonucleico (RNA). La struttura chimica dell'uracile, mostrata
in ﬁgura 5.1 , è di un ciclo a sei termini contenente due atomi di azoto che,
grazie alla presenza di un doppietto elettronico libero, favoriscono una risonan-
za coinvolgente il carbonile posto tra i due atomi di azoto dell'anello. Tuttavia
l'unico tautomero osservato è quello nella forma dichetonica, come mostrato in
ﬁgura.
Figura 5.1: struttura dell'uracile
2J.D. Louck, H.W. Galbraith, Rev. Mod. Phys. 48, 69 (1976)
R. Cammi, E. Cavalli, Acta Cryst. B48, 245 (1992)
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Il punto di partenza di entrambi i metodi di calcolo delle intensità Raman
Risonanti è il calcolo della geometria dello stato fondamentale (ground state,
GS) e dei parametri strutturali ad essa connessi: frequenze e modi normali di
vibrazione. Il loro calcolo è stato eﬀettuato variando il metodo e la base di fun-
zioni utilizzata, onde operare un confronto sulla descrizione della correlazione
elettronica che tali variazioni introducono e con quanto già determinato dai di-
versi autori3 .
Lo studio dello stato fondamentale inoltre ci permetterà di operare delle con-
siderazioni sugli spettri simulati, confrontando le variazioni di geometria cui è
sottoposta la molecola nello stato eccitato risonante: pertanto sono stati calco-
lati ai diversi livelli le strutture rilassate degli stati eccitati (grazie ai gradienti
TDHF e TDDFT implementati nel modello PCM), le energie di eccitazione ver-
ticali alla geometria di minimo dello stato fondamentale e i momenti di dipolo
alle geometrie di stato eccitato.
- Dettagli computazionali :
La scelta delle basi di funzioni su cui espandere gli orbitali molecolari risponde
a due criteri principali: buona descrizione del sistema e costo computazionale
non troppo elevato. Nel caso dell'uracile, le basi utilizzate sono due: 6-31+G*
e TZVP.
La scelta della prima base è dovuta ad una ricerca di incrementare la descrizione
del sistema rispetto a quanto calcolato nei riferimenti4 in cui la base utilizzata
era 6-31G*. La seconda tenta di superare la descrizione della prima ed è già
stata utilizzata in due precedenti lavori5 .
Gli stati fondamentali sono stati determinati tramite DFT con funzionale B3LYP,
usando le due basi sopra menzionate. Gli stati eccitati sono stati determinati a
due livelli diﬀerenti: CIS e TDDFT;
- Dati calcolati:
La tabella 5.1 mostra le frequenze di vibrazione dell'uracile in vuoto ai vari
livelli di calcolo. Da un'analisi dei dati, si nota come le frequenze calcolate in
generale sovrastimano le frequenze sperimentali ricavate dai dati IR (in realtà
tali frequenze sono state ricavate da uracile in una matrice di Argon solido6
e non per uracile in stato gassoso). Tale sovrastima è del tutto generale per
i calcoli ab-initio, ed è imputabile alla mancata descrizione dell'anarmonicità
del potenziale. In misura decisamente minore gioca anche la non completa de-
scrizione della correlazione elettronica e quindi costituisce un'ulteriore evidenza
della sovrastima dello stato fondamentale (le frequenze di vibrazione vengono
infatti determinate dagli autovalori dell'Hessiana dello stato fondamentale). Di-
versi autori suggeriscono l'uso di un fattore di scalatura delle frequenze, e nel
3W.L. Peticolas, T. Rush III, J. Comput. Chem. 16, 1261 (1995)
T. Rush III, W.L. Peticolas, J. Phys. Chem. 99, 146416, (1995)
C.Neiss, P. Saalfrank et al., J. Phys. Chem. A, 107 140 (2003)
J. Neugebauer, B.A. Hess, J. Chem. Phys. 120, 11564, (2004)
L. Jensen, L.Zhao, J. Autschbach, G. C. Schatz, J. Chem. Phys. 123, 174110 (2005)
4W.L. Peticolas, T. Rush III, J. Comput. Chem. 16, 1261 (1995)
J. Neugebauer, B.A. Hess, J. Chem. Phys. 120, 11564, (2004)
5J. Neugebauer, B.A. Hess, J. Chem. Phys. 120, 11564, (2004)
L. Jensen, L.Zhao, J. Autschbach, G. C. Schatz, J. Chem. Phys. 123, 174110 (2005)
6W.L. Peticolas, T. Rush III, J. Comput. Chem. 16, 1261 (1995)
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Tabella 5.1: Frequenze (num. d'onda cm−1) di vibrazione dell'uracile in vuoto.
Le due colonne ﬁnali si riferiscono a quanto calcolato da Neugebauer ed Hess
(N/H ) e presentano un fattore di scalatura.
3N-6 Freq vuoto Freq vuoto IR N/H N/H
modi normali B3LYP/TZVP B3LYP/6-31+G* sperimentale HF/6-31G* B3LYP/TZVP
1 148 149 - 154 144
2 162 168 - 166 158
3 389 386 393 380 378.3
4 390 397 - 390 378.8
5 524 521 516 502 509
6 545 542 - 528 530
7 556 558 537 530 543
8 562 565 557 544 546
9 671 684 - 658 648
10 721 725 - 722 701
11 752 743 719 741 731
12 769 772 - 775 747
13 803 812 - 814 781
14 956 968 958 944 928
15 964 972 963 963 936
16 992 992 - 994 964
17 1087 1095 1076 1054 1056
18 1187 1206 1186 1174 1152
19 1232 1240 1219 1211 1197
20 1383 1392 1389 1372 1343
21 1407 1416 1401 1394 1367
22 1426 1430 1461 1398 1385
23 1500 1509 1473 1476 1457
24 1675 1680 1644 1652 1628
25 1772 1776 1720 1785 1721
26 1806 1809 1774 1801 1754
27 3209 3228 2970 3050 3116
28 3250 3265 3130 3076 3157
29 3592 3591 3433 3436 3489
30 3634 3632 3482 3469 3530
lavoro di Neubager ed Hess7 vengono utilizzati due fattori diﬀerenti: 0.8929 per
i calcoli HF/6-31G* (secondo quanto già fatto da Peticolas e Rush ) e 0.9720 per
i calcoli B3LYP/TZVP. Le frequenze da me presentate non sono state scalate, in
quanto in linea di principio dovrebbe essere usato un fattore di scalatura diverso
per ciascun modo normale: tra le frequenze più alte e le più basse si presentano
diﬀerenti andamenti, come messo in risalto dal lavoro di Scott e Radom8, ormai
noto agli specialisti.
I dati sperimentali di assorbimento mostrano che la prima eccitazione in vuoto
7J. Neugebauer, B.A. Hess, J. Chem. Phys. 120, 11564, (2004)
8A. Scott, L. Random, J. Phys. Chem. 100, 16502 (1996)
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cade a 244 nm (5.08 eV).
La tabella 5.2 mostra i dati calcolati in questo lavoro ai diversi livelli di calcolo
e dai diversi autori comparandoli con i dati sperimentali.
Tabella 5.2: Energie di eccitazione (in eV) e forze dell'oscillatore al minimo GS
in vuoto
autore metodo/base stato ∆ E (eV) forza oscill
questa tesi B3LYP/6-31+G* exc 1 4.67 0.000
questa tesi B3LYP/6-31+G* exc 2 5.18 0.132
questa tesi CIS/6-31+G* exc 1 6.29 0.000
questa tesi CIS/6-31+G* exc 2 6.47 0.468
questa tesi B3LYP/TZVP exc 1 4.71 0.000
questa tesi B3LYP/TZVP exc 2 5.25 0.132
questa tesi CIS/TZVP exc 1 6.30 0.000
questa tesi CIS/TZVP exc 2 6.55 0.471
Hess CIS/6-31G* exc 1 6.48 -
Hess CIS/6-31G* exc 2 6.90 -
Schatz BP86/TZVP exc 1 3.98 0.000
Schatz BP86/TZVP exc 2 4.72 0.060
sperimentale - exc 2 5.08 -
Tabella 5.3: momento di dipolo (in Debye) dell'uracile agli stati fondamentale
(GS) ed eccitato (EXC) in vuoto
Livello di calcolo GS EXC
B3lyp/TZVP 4.51 4.94
b3lyp/6-31+g* 4.68 4.22
Dai dati calcolati appare chiaro come lo stato eccitato risonante è il secondo sta-
to eccitato, che presenta forza dell'oscillatore non nullo, in accordo con quanto
già ricavato da Neugebauer ed Hess. I due autori fanno notare come nell'articolo
di Peticolas e Rush tale stato venga contrassegnato come il primo stato eccitato
ottimizzato a livello CIS, mentre l'osservazione dei valori di forza dell'oscillatore
mostra come in realtà si tratti del secondo stato eccitato. Nell'articolo di Neuge-
bauer ed Hess per tale stato è stata determinata una simmetria 2 1A′, laddove il
primo singoletto eccitato coinvolge una transizione 11A′ → 11A′′. La transizione
al secondo singoletto eccitato può essere caratterizzata come HOMO-LUMO
(Higher Occuped Molecular Orbital - Lowest Unoccuped Molecular Orbital) del
tipo pi → pi∗, mentre la prima corrisponde ad transizione n→ pi∗ .
Variando il metodo e la base si nota che le migliori descrizioni sono date dal
calcolo TDDFT con funzionale B3LYP, e tra i calcoli che ne fanno uso, il val-
ore più vicino allo sperimentale è ottenuto con la base 6-31+G*, che contiene
funzioni diﬀuse (indicati dal simbolo + nella notazione di Pople). Le funzioni
diﬀuse sono normalmente funzioni s o p e interessano gli orbitali di valenza di
atomi pesanti ( ne sono pertanto esclusi i quattro atomi di idrogeno dell'uracile).
La loro presenza permette una maggiore diﬀusione degli orbitali molecolari su
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tutta la molecola rispetto alla base 6-31G* usata da altri autori (vedi tabella
5.2 ). Tuttavia le frequenze di vibrazione e i momenti di dipolo allo stato fonda-
mentale vengono meglio descritte a livello B3LYP/TZVP. Questi due andamenti
discordanti possono trovare una giustiﬁcazione se si pensa agli stati elettronici
coinvolti e alle proprietà delle basi usate:
• L'energia per il secondo stato eccitato, determinata tramite teoria del-
la risposta lineare, presentando un maggiore carattere antilegante (ricor-
diamo che coinvolge una transizione pi → pi∗) potrebbe essere meglio de-
scritta dalla base 6-31+G* che include delle funzioni diﬀuse; la base TZVP,
di contro, include tre funzioni di base per descrivere gli orbitali di valenza
e descriverebbe meglio lo stato fondamentale, come comprovato dai valori
di frequenze di vibrazione e momenti di dipolo.
• Si deve tenere inoltre conto del fatto che le proprietà degli stati sono in
generale più sensibili agli errori sulla base rispetto al calcolo dei valori
di aspettazione delle energie: questo spiegherebbe perchè le frequenze e
i momenti di dipolo dello stato fondamentale (che derivano dall'Hessiana
e dalle derivate prime dello stato fondamentale) vengano meglio descritti
dalla base TZVP.
Avendo stabilito che lo stato eccitato risonante corrisponde al secondo singoletto
eccitato, procediamo all'ottimizzazione di tale struttura onde ricavare i displace-
ments ∆k per il calcolo delle intensità Raman Risonanti tramite il modello TT.
Per ciò che concerne il modello STD tale ottimizzazione non è necessaria, ma
lo è la conoscenza dello stato eccitato coinvolto onde ricavare le derivate geo-
metriche della PES dai valori delle eccitazioni verticali al minimo dello stato
fondamentale. La geometria dell'uracile nel secondo stato eccitato mostra però
una struttura fuori dal piano a tutti i livelli di calcolo (ad eccezione dei calcoli
CIS/TZVP che portano a geometrie di punto di sella planari), come è possibile
notare in ﬁgura 5.2 in cui sono mostrati anche gli assi cartesiani onde meglio
notare la geometria distorta della molecola.
Figura 5.2:
struttura ottimizzata dell'uracile nel secondo stato eccitato B3LYP/6-31+G*.
Questo tipo di distorsione viene riportata anche nell'articolo dei già citati Neubager
ed Hess, mentre non viene citata da Peticolas e Rush.
La presenza di una così intensa distorsione della molecola allo stato eccitato
mette in dubbio la validità di utilizzare l'approssimazione di Trasform Theory
per la molecola dell'uracile. Neugebauer ed Hess, nel tentativo di conservare
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l'approssimazione IMDHO (oscillatori indipendenti), calcolano gli spettri Ra-
man Risonanti in approssimazione TT utilizzando geometrie di punto di sella
planari.
In questo lavoro si è preferito utilizzare la geometria distorta ma ottimizzata,
ricavate tramite funzionale B3LYP con base 6-31+G* e quella planare ricavata
con base TZVP. La nostra scelta ha due origini: la prima è dovuta al tentativo
di studiare quanto l'uso della geometria distorta porti a diﬀerenze con lo spettro
calcolato da Neugebauer ed Hess; la seconda è motivata dal fatto che l'uso di
una geometria di punto di sella comporta da un lato la presenza di frequenze
di vibrazione immaginarie, e dall'altro si discosta dalle assunzioni di base della
Trasform Theory (cfr. cap. 4): il calcolo dei displacements ∆k coinvolge la
diﬀerenza tra i minimi di energia potenziale armonica di ciascun modo nor-
male. Da un confronto con i due tipi di spettri, potremo quindi valutare almeno
qualitativamente il grado di incidenza che ha nel calcolo l'uso dei due tipi di
geometrie.
Fatte queste considerazioni, riportiamo nelle tabelle 5.4 e 5.5 le intensità dei
principali modi normali di vibrazione, le frequenze coinvolte e gli spostamenti
(o displacements) relativi tra i minimi dei potenziali armonici di stato fonda-
mentale ed eccitato risonante. La tabella 5.6 , inﬁne, riporta la descrizione dei
modi normali coinvolti.
Tabella 5.4: Frequenze (num. d'onda cm−1) e spostamenti (displacements ∆k)
dei principali modi normali in vuoto (B3LYP/6-31+G*)
modi normali frequenza GS ∆k TT ∆k STD
17 1095 0.453 0.343
18 1206 1.033 0.752
19 1240 0.453 0.497
20 1392 0.114 0.297
21 1416 0.700 0.416
22 1430 0.627 0.279
23 1509 0.662 0.376
24 1680 0.447 0.636
25 1776 0.245 0.488
26 1809 1.167 0.619
5.1.2 Dati strutturali in acqua
La procedura seguita per ottenere i dati in vuoto è stata ripetuta includendo
l'eﬀetto dell'acqua tramite il metodo IEF-PCM, descritto al capitolo 3. L'inclu-
sione del solvente ci consentirà di avere dati maggiormente confrontabili con lo
spettro sperimentale, riportato nell'articolo di Peticolas e Rush [a], che è stato
registrato per una soluzione acquosa a pH 7,3 di uracile 10−3M .
La prima variazione rispetto ai calcoli in vuoto consiste nella deﬁnizione della
cavità che ospiterà la molecola all'interno del dielettrico polarizzabile. La cav-
ità è stata deﬁnita centrando delle sfere con raggio di van der Waals sui vari
atomi, includendo gli idrogeni legati agli atomi di carbonio nella stessa sfera di
quest'ultimi, costruendo così una sfera per ciascun gruppo atomico C-H, mentre
sono state usate sfere indipendenti per gli idrogeni legati agli atomi di azoto
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Tabella 5.5: Frequenze (num. d'onda cm−1), intensità (unità arbitrarie) e
displacements dei principali modi normali in vuoto (B3LYP/TZVP)
modi normali frequenza GS ∆k TT ∆k STD
17 1087 0.421 0.280
18 1187 1.739 0.924
19 1232 0.177 0.389
20 1383 0.632 0.152
21 1407 1.132 0.512
22 1426 0.623 0.279
23 1500 0.861 0.388
24 1675 0.223 0.660
25 1772 0.144 0.454
26 1806 2.030 0.646
Tabella 5.6: descrizione dei principali modi normali di vibrazione in vuoto
dell'uracile
modo stretching bending
17 C1-N11 e C7-N9 H3 e H4
18 C5-N9 e C7-N9 H3 e H12
19 C1-N11, N11-C5, C7-N9 e C2-C7 H3 e H4
20 C1-C2, C5-N11 e C5-N9 H3, H4, H10 e H12
21 C2-C7 e C5-C11 H10 e H12
22 C2-C7, C5-O6 e C5-N9 H3, H4, H10 e H12
23 C1 - N11, C5-O6, C2-O7 e C7-N9 H3, H4 e H12
24 C1-C2 e C7-O8 H3, H4 e H12
25 C7-O8, debole C5-O6 H4 e H10
26 C5-O6, debole C7-O8 H4 e H12
27 C1- H3 e C2-H4 -
coinvolti nel legame ad idrogeno con le molecole d'acqua del solvente; la tabella
5.7 mostra i parametri della cavità usata, i raggi presentati sono stati scalati
per un fattore.
Tabella 5.7: parametri di cavità dell'uracile in acqua
N.Sfera atomo raggio
1 C 2.125
2 C 2.125
3 C 1.925
4 O 1.750
5 C 1.925
6 O 1.750
7 N 1.930
8 H 1.000
9 N 1.930
10 H 1.000
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I principali eﬀetti del solvente sulla geometria dello stato fondamentale sono
rappresentati nelle tabelle 5.8 e 5.9 e nel graﬁco 5.3 ( gli indici relativi agli ato-
mi sono indicati in ﬁgura 5.1 ).
Tabella 5.8: Frequenze (num. d'onda cm−1) di vibrazione dell'uracile in acqua
solvente vuoto acqua vuoto acqua
modi normali B3LYP/TZVP B3LYP/TZVP B3LYP/6-31+G* B3LYP/6-31+G*
1 148 167 149 171
2 162 176 168 183
3 389 391 386 387
4 390 400 397 407
5 524 533 521 530
6 545 554 542 550
7 556 569 558 566
8 562 576 565 592
9 671 636 684 649
10 721 722 725 725
11 752 755 743 746
12 769 781 772 782
13 803 797 812 809
14 956 969 968 983
15 964 987 972 993
16 992 995 992 996
17 1087 1095 1095 1101
18 1187 1199 1206 1213
19 1232 1225 1240 1239
20 1383 1386 1392 1394
21 1407 1420 1416 1427
22 1426 1426 1430 1430
23 1500 1501 1509 1509
24 1675 1657 1680 1663
25 1772 1677 1776 1678
26 1806 1729 1809 1731
27 3209 3135 3228 3163
28 3250 3173 3265 3194
29 3592 3555 3591 3555
30 3634 3580 3632 3581
Dell'eﬀetto mostrato in graﬁco 5.3 , è particolarmente interessante l'andamento
della variazione dei legami C1-N11, C1-C2, C5-N11 e C5-O6: la forma polare
dovuta all'equilibrio tautomerico dell'uracile sembra più stabile in acqua che in
vuoto, come si può arguire dal relativo accorciarsi dei legami C1-N11 e l'allun-
garsi dei legami C1-C2 e C5-O6.
Per ciò che concerne le frequenze, in acqua le frequenze subiscono uno shift non
del tutto omogeneo: in particolare i modi normali a frequenze più alte mostra-
no un'abbassamento del loro valore (red-shift) al contrario dei modi normali a
frequenza minore che subiscono un aumento del loro valore (blue-shift). Ciò
mostra una ulteriore conferma di quanto già riscontrato in termini di variazione
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Tabella 5.9: lunghezza dei legami (in Å) tra GS in vuoto e GS in acqua (a livello
B3LYP)
legame vuoto 6-31+G* acqua 6-31+G* vuoto TZVP acqua TZVP
C1-C2 1.35218 1.35672 1.34466 1.34950
C2-C7 1.45902 1.44752 1.45678 1.44465
C7-N9 1.41257 1.40194 1.41118 1.40085
C7-O8 1.22276 1.23765 1.21410 1.22863
C9-C5 1.38414 1.38116 1.38218 1.37858
C5-O6 1.22018 1.23191 1.21141 1.22309
C5-N11 1.39385 1.38042 1.39231 1.37871
N11-C1 1.37677 1.37193 1.37300 1.36761
Figura 5.3: variazione lunghezza dei legami (in Å) dell'uracile nel passaggio
vuoto-acqua
dei legami, ed avrà un'inﬂuenza diretta sulle intensità Raman Risonanti simu-
late, in quanto dipendenti dal quadrato della frequenza di vibrazione di ciascun
modo normale. Sulla base di ciò quindi, in acqua le intensità dei picchi riferiti
ai modi normali a frequenza maggiore presenteranno intensità relativa minore
rispetto al caso in vuoto, e il viceversa sarà osservato per quei picchi che si
trovano alle frequenze più basse.
Lo stato elettronico risonante è stato anche in questo caso determinato a di-
versi livelli di calcolo, come mostrato in tabella 5.10 . Il valore sperimentale
di assorbimento in acqua (come riportato nell'articolo di Jensen9) è di 4.77 eV,
presentando quindi un red-shift nel passaggio vuoto-acqua di 0.31 eV. Lo shift
è ben riprodotto qualitativamente ma non quantivamente dai dati simulati (0.1
eV da entrambe le basi di funzioni), e si accorda bene con l'interpretazione for-
nita precedentemente, per la quale la forma polarizzata dell'uracile in ambiente
acquoso sembra essere più stabile; L'eﬀetto del solvente è quello di stabilizzare
gli stati fondamentale ed eccitato, ed in questo processo il red shift è una con-
9L. Jensen, L.Zhao, J. Autschbach, G. C. Schatz, J. Chem. Phys. 123, 174110 (2005)
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seguenza della diminuzione del gap energetico tra i due stati rispetto al caso
in vuoto (viceversa un aumento del gap provoca blue shift). Se inﬁne si con-
frontano i momenti di dipolo, in tabella 5.11 , la nostra congettura sembra molto
ben fondata.
Tabella 5.10: Energia di eccitazione in acqua dell'uracile
metodo/base stato delta E (eV) forza oscill.
B3LYP/6-31+G* exc 1 5.00 0.0000
B3LYP/6-31+G* exc 2 5.09 0.1924
CIS/6-31+G* exc 1 6.26 0.5194
CIS/6-31+G* exc 2 6.77 0.0000
B3LYP/TZVP exc 1 5.02 0.0000
B3LYP/TZVP exc 2 5.15 0.1863
sperimentale exc 2 4.77 -
Tabella 5.11: momenti di dipolo molecolare (in Debye) allo stato fondamentale
dell'uracile in vuoto ed in acqua
metodo/base vuoto acqua
B3lyp/TZVP 4.51 6.50
b3lyp/6-31+g* 4.68 6.76
Anche per i calcoli in solvente la geometria al minimo dello stato eccitato risulta
piegata ai vari livelli di calcolo, costituendo anche in questo caso un problema per
il calcolo delle intensità Raman Risonanti attraverso la TT (valgono anche qui
le considerazioni già fatte in precedenza), ed ancora una volta, come nel calcolo
in vuoto, la migliore approssimazione all'energia del secondo singoletto eccitato
viene dal calcolo a livello TDDFT con funzionale B3LYP e base 6-31+G*. Nelle
tabelle 5.12 5.13 riportiamo le frequenze, intensità e i displacements per i modi
normali di interesse dell'uracile.
Tabella 5.12: Frequenze (num. d'onda cm−1), intensità (unità arbtrarie) e
displacements dell'uracile in acqua (B3LYP/6-31+G*)
modi normali frequenza GS ∆k TT ∆k STD
17 1101 0.139 0.495
18 1213 0.207 0.254
19 1239 0.603 0.278
20 1394 0.558 0.145
21 1427 0.080 0.016
22 1430 0.084 0.730
23 1509 0.119 0.339
24 1663 0.882 0.045
25 1678 0.430 1.384
26 1731 0.277 0.955
27 3163 0.027 0.090
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Tabella 5.13: Frequenze (num. d'onda cm−1), intensità (unità arbtrarie) e
displacements dell'uracile in acqua (B3LYP/TZVP)
modi normali frequenza GS ∆k TT ∆k STD
17 1095 0.467 0.331
18 1199 0.715 0.686
19 1225 0.443 0.537
20 1386 0.212 0.287
21 1420 0.564 0.451
22 1426 0.048 0.051
23 1501 0.290 0.231
24 1657 0.730 0.648
25 1677 0.243 0.424
26 1729 0.766 0.609
27 3135 0.152 0.118
5.1.3 Spettri Raman Risonanti
Presentiamo qui un confronto tra gli spettri Raman Risonanti simulati in vuoto
ed in acqua rispetto allo spettro sperimentale registrato per una soluzione ac-
quosa a pH 7,3 di uracile, riportando anche quelli simulati da Neugebauer ed
Hess10 (di cui presentiamo un ingrandimento per selezionare solo la parte dello
spettro simulata in questo lavoro di tesi) e Jensen e Schatz11. Le intensità rel-
ative sono riportate in unità arbitrarie (siamo comunque interessati all'altezza
relativa dei picchi). Gli spettri sono stati simulati tramite funzioni lorentziane
con ampiezza a mezza altezza del picco di 20 cm−1.
- Spettri in vuoto
Operando un primo confronto tra gli spettri simulati tramite le due teorie,
è possibile notare come l'uso di una geometria non planare per lo stato eccitato
nel calcolo tramite il metodo TT a livello B3LYP/6-31+G* (ﬁg. 5.4 ) porti ad
importanti diﬀerenze rispetto all'analogo con base TZVP (ﬁg. 5.5 ). Rispetto
alla base 6-31+G* infatti, lo spettro TT-B3LYP/TZVP presenta un'andamen-
to meno dettagliato: in particolare i picchi riferiti ai modi normali 19 e 24
(rispettivamente 1232 e 1675 cm−1 nello spettro TZVP e 1240 e 1680 cm−1 in
quello 6-31+G*) hanno intensità quasi nulla rispetto agli altri. Ciò può essere
notato anche confrontando i valori dei displacements nelle tabelle 5.4 e 5.5. I
modi normali coinvolti per i due picchi in questione coinvolgono rispettivamente
stretching C-N e stretching C=C. Se si tengono a mente le assunzioni di base e
il signiﬁcato ﬁsico dei displacements nel modello TT, nel punto di sella planare
della geometria del secondo singoletto eccitato tali modi normali non hanno
avuto uno spostamento signiﬁcativo dei loro minimi, mentre così non è quando
si arriva a considerare il minimo dello stato eccitato.
Per ciò che concerne il calcolo tramite modello STD, confrontiamo gli spettri
ottenuti tramite le due basi e quello ottenuto da Jensen12; quest'ultimo pur
10J. Neugebauer, B.A. Hess, J. Chem. Phys. 120, 11564, (2004)
11L. Jensen, L.Zhao, J. Autschbach, G. C. Schatz, J. Chem. Phys. 123, 174110 (2005)
12L. Jensen, L.Zhao, J. Autschbach, G. C. Schatz, J. Chem. Phys. 123, 174110 (2005)
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Figura 5.4: Spettri RRS in vuoto TT ed STD (B3LYP/6-31+G*), in parentesi
è indicato il modo normale. In ascissa: frequenze (num. d'onda cm−1). In
ordinata: intensità relative (unità arbitrarie).
operando un'approssimazione STD comporta il calcolo diretto delle derivate
della polarizzabiltà. Il confronto tra le due basi utilizzate porta ad un buon
accordo, seppur con qualche piccola variazione per ciò che concerne i modi
normali 20, 21 e 22 posti nella parte centrale dello spettro. Tali variazioni
sono imputabili a due eﬀetti concomitanti:
• diﬀerente distanza tra le posizioni dei picchi dei modi 21 e 22, dovuto alla
diﬀerente descrizione delle frequenze usando le due basi;
• diminuzione del valore del displacement del modo normale 20;
I due eﬀetti sono concomitanti perchè le intensità relative dipendono dal quadra-
to delle frequenze e dei displacements (equazione 4.71).
Rispetto allo spettro di Neugebauer ed Hess (ﬁg. ), si fa notare che la minore in-
tensità del picco a 1628 cm−1 (1680 cm−1 per 6-31+G* e 1675 cm−1 per TZVP
in questo lavoro di tesi), è dovuta all'uso di una ampiezza a metà altezza mag-
giore rispetto agli altri picchi, per ottenere un picco più largo e meno intenso
onde confrontare meglio gli spettri con il dato sperimentale in acqua; tuttavia
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Figura 5.5: Spettri RRS in vuoto B3LYP/TZVP, in parentesi è indicato il modo
normale. In ascissa: frequenze (num. d'onda cm−1). In ordinata: intensità
relative (unità arbitrarie).
Figura 5.6: Spettro RRS (DFT/B3LYP/TZVP) in vuoto (Neugebauer ed Hess).
In ascissa: numeri d'onda (cm−1). In ordinata: intensità relative (unità
arbitrarie).
la zona dello spettro sperimentale tra i 1644 e i 1720 , come messo in eviden-
za da più autori13, molto probabilmente coinvolge una risonanza di Fermi con
13M. Szczesniak, M. J. Nowak, H. Rostkowska, K. Szczepanoak, W. B. Person, and D.
Shugar, J. Am. Chem. Soc. 105, 5969 (1983)
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Figura 5.7: Spettro calcolato da Jensen, Schatz et al. per l'uracile in vuoto
combinazione di bande che coinvolgono l'allungamento dei legami C-O e N-H, e
pertanto risulta non ben deﬁnita.
L'accordo è abbastanza buono anche con quanto ricavato da Jensen (ﬁg. 5.7),
in cui però l'uso delle derivate della polarizzabilità porta ad un aumento del-
l'intensità relativa del picco a 1446 cm−1 e ad una diminuzione del picco a 1618
cm−1; questi si riferiscono rispettivamente ai modi normali 23 e 24 che coinvol-
gono stretching di legami C-N e C-O e bending degli idrogeni, per il primo, e
stretching del legame C=C per il secondo.
- Spettri in acqua
Gli eﬀetti di inclusione del solvente sulla descrizione degli spettri sono abbas-
tanza elevati se si confrontano le basi utilizzate. In ﬁgura 5.10 vengono riportati
gli spettri Raman Risonanti TT ed STD calcolati tramite base 6-31+G*. Si può
notare come vi sia una forte perdita nella descrizione per entrambe le approssi-
mazioni: i pochi picchi visibili sono associati ai modi normali che coinvolgono gli
stretching di legami che mostrano le maggiori variazioni passando dal vuoto al
solvente e, per il solvente, dallo stato fondamentale all'eccitato risonante, come
si può evincere dalle ﬁgure 5.3 e 5.8 . Si può infatti notare come siano molto
pronunciati quei picchi associati all'allungamento del legame C1=C2 (modi nor-
mali 20 e 24 a 1394 e 1663 cm−1) nello spettro TT/B3LYP/6-31+G* che risente
direttamente della geometria dello stato eccitato, mentre per ciò che concerne
lo spettro STD/B3LYP/6-31+G* si ha caratteristica analoga per i picchi asso-
ciati ad un allungamento dei legami C-N e C-O rispetto al caso in vuoto (modi
W. L. Peticolas and T. Rush III, J. Comput. Chem. 16, 1261 (1995)
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Figura 5.8: variazione della lunghezza dei legami (in Å) nel passaggio dallo stato
fondamentale all'eccitato risonante
Figura 5.9: Spettro sperimentale in acqua a pH 7.3. Il riferimento da cui è
tratta la ﬁgura riporta le ascisse in numeri d'onda (cm−1) e le ordinate in unità
arbitrarie. Qui è riportato un particolare dello spettro completo.
normali 22 e 25 a 1430 e 1678 cm−1). In ﬁgura 5.10 viene inoltre riportato un
ingrandimento della zona dello spettro STD compresa tra tra 1000 e 1600 cm−1,
in cui è possibile notare la sottostima dei picchi associati ai modi normali 18 e
19 rispetto ad una grande intensità mostrata dai modi normali 22 e 25.
Lo spettro calcolato usando la base TZVP presenta invece una descrizione
dello spettro decisamente più ricca rispetto ai modi normali per entrambe le
approssimazioni: se si osserva il graﬁco in ﬁgura 5.8, si può notare come le vari-
azioni dei legami siano decisamente meno marcate per la base TZVP, eccezion
fatta per il doppio legame C1=C2, che come atteso si traduce in una intensità
molto maggiore rispetto al vuoto per il picco associato al modo normale 24, posto
ad una frequenza di 1657 cm−1. In questo caso gli spettri TT/B3LYP/TZVP ed
STD/B3LYP/TZVP non presentano diﬀerenze marcate ad eccezione della com-
pleta assenza del picco a 1677 cm−1 nello spettro TT, associato allo stretching
del legame C7-O8.
La presenza del solvente si traduce in una ulteriore diﬀerenziazione tra i due
modelli: mentre nel caso STD un regime di non equilibrio (cfr. cap.4) implica
l'uso di una costante dielettrica ottica che per l'acqua assume un valore molto
basso, ricalcando gli aspetti di un solvente apolare, per il metodo TT la costante
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Figura 5.10: Spettri simulati in acqua tramite modelli TT ed STD (B3LYP/6-
31+G*), in parentesi è riportato il modo normale. In ascissa: frequenze (num.
d'onda cm−1). In ordinata: intensità relative (unità arbitrarie).
dielettrica statica impone un regime di solvente polare. Tuttavia questa diﬀeren-
za non si traduce in variazioni signiﬁcative per gli spettri.
Confrontiamo da ultimo gli spettri calcolati usando la base TZVP (ﬁgura 5.11)
con lo spettro sperimentale e quello calcolato da Jensen (ﬁgura 5.12) intro-
ducendo nel modello esplicitamente due molecole d'acqua coinvolte nel legame
ad idrogeno con l'uracile.
Per ciò che concerne il dato sperimentale, l'accordo dello spettro calcolato
con base TZVP è abbastanza buono, anche se purtroppo l'andamento dei picchi
coinvolgenti gli stretching C-N e C-O alle frequenze più alte non è confrontabile
per via di una non perfetta risoluzione dello spettro sperimentale: molti autori
sono d'accrodo nell'attribuire all'allargamento di banda in quella zona la pre-
senza di una risonanza di Fermi. Tale allargamento non è però descrivibile dai
nostri modelli in quanto basati su una approssimazione armonica. Inoltre non
è stato qui introdotta alcuna trattazione inerente la forma di riga e gli allarga-
menti di banda (siano essi omogenei o meno).
Inoltre rispetto allo spettro calcolato in vuoto, possiamo riscontrare che l'eﬀetto
maggiore della presenza del solvente è quella di innalzare, rispetto agli altri,
maggiormente l'intensità del picco a 1657 cm−1 (corrispondente a 1675 cm−1
in vuoto) corrispondente ad un allungamento dei legami C-O.
Operiamo da ultimo un confronto con un modello di solvente discreto, come
può essere considerata l'introduzione esplicita delle due molecole d'acqua nel
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Figura 5.11: Spettri simulati in acqua tramite modelli TT ed STD
(B3LYP/TZVP), in parentesi è riportato il modo normale. In ascissa: frequenze
(num. d'onda cm−1). In ordinata: intensità relative (unità arbitrarie).
calcolo dello spettro di Jensen (ﬁgura 5.12) . Nel passaggio dal vuoto (ﬁgura
5.7 ) all'inclusione delle due molecole d'acqua, l'eﬀetto maggiore si ha sulle fre-
quenze più che sulle intensità che non sembrano risentire in maniera decisiva
del legame ad idrogeno: i picchi nella zona centrale dello spettro (1355-1446
cm−1 in vuoto e 1393-1411 cm−1 nel secondo caso) si avvicinano sino quasi ad
arrivare a coalescenza. Inoltre i picchi associati agli stretching dei legami C-O
subiscono un aumento di intensità, a causa della presenza esplicita del legame
ad idrogeno.
Se si confronta con il modello di solvente continuo puro PCM, si può notare
come questo qualitativamente possa essere un buon punto di partenza descrit-
tivo, sebbene sarebbe opportuno in seguito testare se un modello ibrido, in
cui vengono inserite le due molecole d'acqua esplicite nel calcolo PCM, possa
portare ad una descrizione migliore di quanto ﬁn qui ottenuto ed una migliore
riproduzione del dato che tenga conto della presenza del legame a idrogeno.
5.2 IDMN
5.2.1 Dati strutturali
L'indolomalononitrile (di seguito indicato con l'acronimo IDMN), mostrato in
ﬁgura 5.13 appartiene alla classe dei coloranti merocianinici e mostra caratter-
istiche di sistema push-pull, cioè di quei sistemi con eccitazione a trasferimento
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Figura 5.12: spettro calcolato da Jensen, Schatz et al. per l'uracile in cui sono
state incluse due molecole d'acqua
Figura 5.13: IDMN e relativi indici usati nel testo
di carica da un gruppo (detto donatore) in cui si ha una alta densità di carica,
ad un altro gruppo (detto accettore) attraverso la connessione di doppi legami
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coniugati (sistemi pi ). La struttura di tali molecole può essere scritta in due
forme di risonanza, una neutra e l'altra zwitterionica, con formale trasferimento
di carica dal donatore all'accettore accompagnata da interconversione tra singoli
e doppi legami del ponte-pi (Figura 5.14). Tale classe di cromofori è interessante
in quanto le molecole che vi appartengono mostrano spesso una risposta otti-
ca non lineare elevata14. Nella più semplice rappresentazione delle eccitazioni
elettroniche di tali molecole, le strutture risonanti neutra e zwitterionica ven-
gono trattate come base di stati la cui combinazione lineare descrive lo stato
fondamentale ed il primo stato eccitato. Il loro contributo relativo agli autostati
veri della molecola è funzione dei gruppi donatore ed accettore così come del sol-
vente e può essere regolato variando gli uni o l'altro od entrambi. I dati simulati
Figura 5.14:
Forme neutra e zwitterionica di sistemi coniugati donatore accettore
verranno confrontati con quelli ottenuti sperimentalmente da Leng, Wurthner e
Kelley15.
- Dettagli computazionali
I calcoli di geometria dello stato fondamentale, eccitato risonante, nonchè le
derivate numeriche dello stato eccitato sono stati eseguiti tramite diversi livelli
di calcolo (HF, DFT, CIS e TDDFT) usando la base di funzioni 6-311G(d,p).
Per i metodi DFT sono stati usati due funzionali di tipo diﬀerente: B3LYP
e CAM-B3LYP (Coulomb-Attenuating method B3LYP). Si tratta di un fun-
zionale ibrido, di recente sviluppo16, che combina le qualità ibride del B3LYP
con le correzioni per le interazioni di scambio orbitale-orbitale a lungo raggio
e presenta ottime caratteristiche per lo studio di eccitazioni a trasferimento di
carica, che in genere il funzionale B3LYP sottostima enormemente.
- Dati calcolati
I dati in vuoto non hanno un corrispettivo sperimentale, per tanto il loro cal-
colo serve solo a descrivere l'andamento delle proprietà molecolari al variare dei
metodi di calcolo, per rilevare quanta consistenza interna vi sia tra i dati quan-
tomeccanici e quanta parte della correlazione elettronica può essere descritta
tramite l'uso dei funzionali B3LYP e CAM-B3LYP; inoltre una determinazione
dello stato eccitato risonante in vuoto permette di stabilire per confronto se l'in-
troduzione del solvente modiﬁca l'ordine energetico degli stati eccitati. Pertanto
i dati verranno presentati al variare dei solventi utilizzati, includendo il vuoto
come situazione di assoluta apolarità. Poichè, sulla base di un'interpretazione
basata su una combinazione lineare di due stati risonanti neutro e zwitterionico,
la variazione di polarità del solvente comporta una variazione monotonica dello
shift delle frequenze di vibrazione e delle energie di eccitazione, ci aspettiamo
che i calcoli eﬀettuati riproducano tale andamento.
14A livello molecolare presentano un valore del tensore di iperpolarizzabilità β elevato
15W. Leng, F. Wurthner,A. M. Kelley, J. Phys. Chem. A, 109, 1570 (2005)
16T. Yanai, D.P. Tew, N.C. Handy, Chem. Phys. Lett. 393, 51 (2004)
T. Yanai, R. J. Harrison, N.C. Handy, Molecular Physic, 103, 413 (2005)
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Le tabelle 5.14, 5.15 e 5.16 mostrano le frequenze di vibrazione dell'IDMN
ai diﬀerenti livelli di calcolo in vuoto, cicloesano e acetonitrile; dei 96 modi
normali di vibrazione, l'attenzione viene posta su quei modi che risultano più
interessanti ai ﬁni di un'analisi degli spettri Raman Risonanti. Tali modi nor-
mali sono stati scelti in base allo spettro Raman Risonante sperimentale, ed il
loro riconoscimento è stato eﬀettuato sulla base della comparazione delle fre-
quenze di vibrazione e delle vibrazioni osservate tramite il software Gaussview,
e di queste diamo una descrizione in tabella 5.17 .
Tabella 5.14: frequenze di vibrazione (numeri d'onda, cm−1) HF al variare del
solvente [base 6-311G(d,p)]
modi normali vuoto cicloesano acetonitrile
62 1470 1465 1460
75 1656 1653 1641
76 1709 1679 1654
77 1734 1714 1692
78 1787 1786 1782
79 1803 1801 1798
Tabella 5.15: frequenze di vibrazione (numeri d'onda, cm−1) DFT/B3LYP al
variare del solvente [base 6-311G(d,p)]
modi normali vuoto cicloesano acetonitrile
62 1368 1363 1352
75 1522 1519 1515
76 1579 1573 1561
77 1620 1606 1586
78 1642 1641 1637
79 1657 1654 1650
Tabella 5.16: frequenze di vibrazione (numeri d'onda, cm−1) DFT/CAM-
B3LYP al variare del solvente [base 6-311G(d,p)]
modi normali vuoto cicloesano acetonitrile
62 1389 1384 1372
75 1549 1547 1543
76 1627 1617 1590
77 1646 1624 1603
78 1683 1682 1678
79 1698 1696 1693
Dal confronto tra le frequenze di vibrazione (espresse in numeri d'onda, cm−1),
si può notare come a tutti i livelli di calcolo si registri un red shift delle frequenze
di vibrazione, in accordo con quanto atteso secondo i dati sperimentali ripor-
tati nell'articolo citato17 (tabella 5.18). Per ciò che concerne i modi normali di
17W. Leng, F. Wurthner,A. M. Kelley, J. Phys. Chem. A, 109, 1570 (2005)
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Tabella 5.17: descrizione dei principali modi normali di vibrazione
modo normale descrizione
62 stretching R4, "respiro" anello a 5 termini
75 bending metile su N25, bending simmetrico anello benzenico
76 stretching R1,R2 ed R4, bending metile su N25
77 stretching legame R2, bending debole anello benzenico
78 stretching asimmetrico dell'anello benzenico
79 stretching simmetrico anello benzenico, stretching R2
vibrazione, è da sottolineare il fatto che la loro descrizione riportata in tabella
5.17 è valida a tutti i livelli di calcolo, in tutti i solventi, ad eccezione del calcolo
in acetonitrile con funzionale CAM-B3LYP: in questo caso infatti si nota un'in-
versione dei modi normali 76 e 77. Questo fatto è importante perchè, assieme
ad altri dati che qui presenteremo, ci permette di concludere che il funzionale
CAM-B3LYP, non riesce a ben descrivere lo stato fondamentale, pur rivelandosi
adeguato per gli stati eccitati.
Tabella 5.18: frequenze di vibrazione (numeri d'onda, cm−1) sperimentali
modo normale cicloesano acetonitrile
62 1337 1330
75 1482 1483
76 1540 1531
77 1560 1568
78 - -
79 1611 1608
Le ottimizzazioni di geometria per lo stato eccitato risonante mostrano una
transizione pi → pi∗, che coinvolge cambiamenti signiﬁcativi della lunghezza di
diversi legami che si trovano lungo la catena carboniosa interessata da doppi
legami ma conserva la simmetria della molecola. Per ciò che concerne il calcolo
delle energie di eccitazione, operiamo un confronto tra i dati calcolati per i di-
versi livelli di calcolo, onde trarre conclusioni che ci aiutino a scegliere, o almeno
a capire, quale livello di calcolo dovrebbe in linea teorica meglio approssimare
gli spettri sperimentali (tabella 5.19 ). Da un esame dei dati calcolati si può
notare come le energie di eccitazione siano meglio riprodotte dal calcolo con
funzionale B3LYP, seppure i dati calcolati a livello CAM-B3LYP non si dis-
costino di molto. Poichè in generale lo stato fondamentale viene ben descritto
dal funzionale B3LYP, mentre il CAM-B3LYP descrive meglio gli stati eccitati,
è stato usato un approccio misto riportato in tabella: le ottimizzazioni di geome-
tria allo stato fondamentale sono state eseguite a livello B3LYP e le energie di
eccitazione (per una transizione Franck-Condon) a livello CAM-B3LYP. Ques-
ta scelta è stata dettata dall'esame di diversi fattori indicativi, che di seguito
discutiamo.
• variazione dei momenti di dipolo : Sulla base di una interpretazione a due
stati discussa ad inizio paragrafo, l'andamento atteso è un'incremento del
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Tabella 5.19: Energie di eccitazione (eV) e forza dell'oscillatore dell'IDMN ai
vari livelli di calcolo e sperimentale.
Hartree Fock
solvente stato energia eccitazione (eV) f. oscill.
vuoto exc1 4.57 1.36
cicloesano exc1 4.31 1.44
acetonitrile exc1 4.27 1.41
B3LYP
solvente stato energia eccitazione (eV) f. oscill.
vuoto exc1 3.40 0.87
cicloesano exc1 3.22 1.04
acetonitrile exc1 3.19 1.02
CAM-B3LYP
solvente stato energia eccitazione (eV) f. oscill.
vuoto exc1 3.64 1.00
cicloesano exc1 3.47 1.14
acetonitrile exc1 3.43 1.13
GS B3LYP/ EXC CAM-B3LYP
solvente stato energia eccitazione (eV) f. oscill.
vuoto exc1 3.61 1.01
cicloesano exc1 3.40 1.15
acetonitrile exc1 3.37 1.12
Sperimentale
solvente stato energia eccitazione (eV)
cicloesano exc1 2.90
acetonitrile exc1 2.85
Tabella 5.20: Variazione del momento di dipolo (Debye) dallo stato
fondamentale all'eccitato ai vari livelli di calcolo
diﬀerenza dipolo EXC-GS vuoto cicloesano acetonitrile
B3LYP 5.750 4.368 3.529
CAM-B3LYP 2.771 2.971 2.571
GS B3LYP/EXC CAM-B3LYP 4.121 2.685 2.212
momento di dipolo dopo la transizione, ed una progressiva diminuzione
nella diﬀerenza del valore dei momenti di dipolo all'aumentare della po-
larità del solvente tra i due stati. Sperimentalmente, da misure di spettro-
scopia di assorbimento elettroottico, è noto che l'IDMN ha un momento
di dipolo di 9 D allo stato fondamentale e 12 D al primo singoletto eccita-
to18; una variazione di 3 D in un solvente con costante dielettrica simile a
quella del cicloesano (2.029 per l'1,4-diossano e 2.023 per il cicloesano). In
tabella 5.20 riportiamo l'andamento calcolato della variazione dei momen-
ti di dipolo tra gli stati eccitato risonante e fondamentale. Si può notare
18R. Wortmann, Univ. Kaiserslautern, Kaiserslautern, Germania. Comunicazione personale
(2004) riportata da W. Leng, F. Wurthner, A. M. Kelley, J. Phys. Chem. A, 109, 1570 (2005)
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come tutti i livelli di calcolo predicano in maniera corretta l'andamento
aspettato.
• shift solvatocromico delle energie di eccitazione : Dall'osservazione della
Tabella 5.21: variazione delle energie di eccitazione nel passaggio da cicloesano
ad acetonitrile
livello di calcolo variazione (eV)
B3LYP -0.025
CAM-B3LYP -0.037
GS B3LYP/EXC CAM-B3LYP -0.030
cLR GS B3LYP/EXC CAM-B3LYP -0.048
sperimentale -0.050
tabella 5.21, anche in questo caso è possibile notare come l'introduzione
del funzionale CAM-B3LYP descriva meglio le variazioni di proprietà dello
stato eccitato rispetto al funzionale B3LYP. Se inﬁne introduciamo una
trattazione di risposta lineare corretta in un approccio misto, l'accordo
è molto ben riprodotto.
• Variazione della lunghezza dei legami: Uno dei parametri più importanti
Figura 5.15: variazione lunghezza legami allo stato fondamentale dal vuoto ai
solventi
per lo studio di sistemi coniugati push-pull è costituito dal parametro di
alternanza della lunghezza dei legami o bond length alternation, indicato
in letteratura con l'acronimo BLA19 e deﬁnito come la media della dif-
19S.R. Marder, D. N. Beratan, L.T. Cheng, Science, 252, 103, (1991)
S.R. Marder, J.Perry, et al. Science, 261, 186, (1993)
S. Corni, C. Cappelli, M. Del Zoppo, J. Tomasi, J. Phys. Chem. A, 107, 10261, (2003)
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Figura 5.16: variazione lunghezza legami allo stato fondamentale dal vuoto ai
solventi, solo DFT
Figura 5.17: variazione lunghezza legami tra stato fondamentale ed eccitato
IDMN nei vari solventi
ferenza tra i legami singoli e doppi della catena coniugata. Il parametro
BLA è direttamente collegato, seppur in maniera empirica, alle proprietà
ottiche non lineari della molecola. Non essendo interessati a proprietà non-
lineari, qui non riporteremo il BLA, ma analogamente al caso dell'uracile,
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mostreremo come varia la lunghezza dei legami del ponte pi nel passag-
gio dal vuoto ai due solventi qui studiati (tabella 5.17) e in seguito alla
transizione elettronica (tabella 5.15 ). I legami interessati sono indicati in
ﬁgura 5.13. Per ciò che concerne lo stato fondamentale, il graﬁco in ﬁgura
5.15 e l'analogo DFT in ﬁgura 5.16 , ci mostrano come i due funzionali
presentino un andamento analogo al dato calcolato mediante il metodo
Hartree Fock; pur tuttavia, da un'analisi dei modi normali, alla quale già
più sopra si era accennato, si nota a livello DFT/CAM-B3LYP in solvente
uno scambio della descrizione dei modi normali di vibrazione denominati
76 e 77 in tabella 5.17. Il graﬁco in ﬁgura 5.17 di contro mostra una
palese incongruenza data dal calcolo con funzionale B3LYP: la lunghez-
za del legame R2, che allo stato fondamentale corrisponde ad un doppio
legame, mostra una diminuzione nel passaggio allo stato eccitato. Questo
riscontro, porta alla conclusione che la migliore descrizione del sistema
dovrebbe, come eﬀettivamente si riscontra dalla simulazione degli spettri
Raman Risonanti, essere quella ottenuta usando due funzionali diﬀerenti
per lo stato fondamentale ed eccitato.
5.2.2 Spettri Raman Risonanti
Tabella 5.22: Frequenze vibrazionali armoniche (numeri d'onda, cm−1) e
displacements Raman Risonanti dell'IDMN (GS B3LYP/EXC CAM-B3LYP)
vuoto
modo normale frequenza ∆k TT ∆k STD
62 1368 0.331 0.346
75 1522 0.114 0.105
76 1579 0.327 0.306
77 1620 0.227 0.276
78 1642 0.172 0.162
79 1657 0.214 0.240
cicloesano
modo normale frequenza ∆k TT ∆k STD
62 1363 0.366 0.380
75 1519 0.098 0.077
76 1573 0.313 0.244
77 1606 0.246 0.272
78 1641 0.184 0.164
79 1654 0.192 0.192
acetonitrile
modo normale frequenza ∆k TT ∆k STD
62 1352 0.361 0.361
75 1515 0.103 0.104
76 1561 0.281 0.245
77 1586 0.204 0.178
78 1637 0.205 0.186
79 1650 0.156 0.143
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Figura 5.18: Spettri Raman Risonanti calcolati con metodo STD (GS
B3LYP/EXC CAM-B3LYP). In ascissa: frequenze (num. d'onda cm−1). In
ordinata: intensità relative (unità arbitrarie).
Sulla base dell'analisi riportata al paragrafo precedente, presentiamo qui gli
spettri Raman Risonanti dell'IDMN simulati con i modelli TT e STD usando una
descrizione mista di stato fondamentale ed eccitato (GS B3LYP / EXC CAM-
B3LYP). Per completezza verranno riportati in appendice C anche gli spettri
simulati ai diversi livelli di calcolo, seppure già consci del fatto che la migliore
descrizione viene data dall'approccio misto. Osservando le ﬁgure 5.18 5.19 si
può notare come in generale i due metodi approssimati, Trasform Theory
e Short Time Dynamics, riproducano abbastanza bene le intensità relative
mostrate nello spettro Raman Risonate sperimentale (ﬁgura 5.20 ). Tuttavia
alcuni andamenti necessitano un'accurata disamina.
Entrambe le teorie sovrastimano il contributo dei modi normali 78 e 79 (ulti-
mi due picchi a destra degli spettri Raman risonanti). Come riportato in tabella
5.17, tali modi normali sono riferiti a stretching coinvolgenti l'anello aromatico
che portano a contributi rilevanti alle vibrazioni molecolari, ma che sperimen-
talmente risultano essere meno intensi rispetto a quelli derivanti da stretching
dei doppi legami. Questo tipo di scostamento può essere causato da diversi
fattori, tra cui una sovrastima del contributo vibrazionale o una non perfetta
descrizione dei modi normali ottenuta dal calcolo quantomeccanico.
Sperimentalmente (ﬁgura 5.20), si nota come nel passaggio da cicloesano ad
acetonitrile il picco a 1337 cm−1 in cicloesano, che corrisponde a quello posto
a 1330 cm−1 in acetonitrile, aumenti la propria intensità relativa rispetto ai
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Figura 5.19: Spettri Raman Risonanti calcolati con metodo TT (GS
B3LYP/EXC CAM-B3LYP). In ascissa: frequenze (num. d'onda cm−1). In
ordinata: intensità relative (unità arbitrarie).
picchi centrali dello spettro, indicando un maggiore contributo vibrazionale del
modo normale ad esso associato all'aumentare della polarità del solvente. Il
modo normale coinvolto è associato allo stretching del legame R4, che allo stato
fondamentale corrisponde ad un legame doppio.
L'andamento sperimentale appena descritto viene riprodotto solo dallo spettro
Raman risonante simulato con l'approccio TT (ﬁgura 5.19) , mentre quello ot-
tenuto tramite STD (ﬁgura 5.18) mostra una sovrastima. L' esame della tabella
5.22 ci fa notare come nel passaggio ad ambiente a polarità crescente la vari-
azione maggiore sia dovuta ad una dimuzione di intensità dei picchi centrali
(associati ai modi normali 76 e 77), in particolare quello a frequenza 1606 cm−1
in cicloesano e 1586 cm−1 in acetonitrile. Da ultimo, è da considerare l'anda-
mento delle intensità relative proprio tra i due picchi centrali riferiti ai modi
normali 76 e 77. In particolare, mentre nello spettro simulato tramite Trasform
Theory (ﬁgura 5.19), l'andamento dell'intensità relativa rimane costante, nello
spettro simulato a livello STD (ﬁgura 5.18) dell'IDMN in cicloesano si riscontra
un'inversione dell'intensità dei due picchi rispetto al caso in vuoto ed in acetoni-
trile. Questo comportamento è in relazione alla variazione ai legami coinvolti
nella descrizione dei due modi normali associati ai picchi: il 76 riceve un con-
tributo da parte del doppio legame R4 e dei legami R1 ed R2, laddove il 77
è legato principalmente al doppio legame R2; di questi, come mostra il graﬁco
5.17, è il legame R4 che subisce le variazioni maggiori nell'approccio misto GS
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Figura 5.20: spettri Raman Risonanti sperimentali.
Figura 5.21: spettri RRS-STD calcolati con un approccio cLR (GS B3LYP /
EXC CAM-B3LYP). In ascissa: frequenze (num. d'onda cm−1). In ordinata:
intensità relative (unità arbitrarie).
B3LYP/EXC CAM-B3LYP; ciò spiega l'andamento riscontrato a livello TT,
ma non del tutto quello a livello STD, in particolare per il caso del solvente
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cicloesano. Probabilmente, il fatto che a livello CAM-B3LYP avvenga un'inver-
sione della descrizione dei modi normali di vibrazione dello stato fondamentale
potrebbe inﬂuire anche sulla superﬁcie di energia potenziale dello stato eccitato.
Questo eﬀetto sarebbe più marcato nel caso di solvente apolare perchè nella de-
scrizione di non equilibrio del campo di reazione del solvente (vedi ultima parte
del capitolo 4), la costante dielettrica ottica dell'acetonitrile (1.80) è minore
di quella statica del cicloesano (2.023); in un approccio TT invece, il regime
adottato per entrambi i solventi è di equilibrio e questo tipo di eﬀetto non si
nota.
Una prova a favore di questa interpretazione può essere data dall'osservazione
dello spettro Raman Risonante simulato con metodo STD, in cui è stata utiliz-
zato un approccio di risposta lineare corretta ( ﬁgura 5.21): in questo caso, in
cui si recupera in parte la descrizione della funzione d'onda di non equilibrio,
l'inversione dei due picchi di cui sopra non si nota nel passaggio dal cicloesano
all'acetonitrile.
Si noti inﬁne come nel caso di risposta lineare corretta anche qualitativamente
la descrizione relativa dell'intensità del picco a 1363 cm−1 in cicloesano (modo
normale 62) migliori ulteriormente, ottenendo un buon accordo con lo spettro
sperimentale.
5.3 Julolidina
Concludiamo lo studio delle applicazioni della teoria esposta nei primi capitoli
con un'estensione di uno studio già eﬀettuato dal gruppo PCM20. La julolidina
malononitrile appartiene anch'essa alla classe di molecole organiche coniugate
di interesse nelle applicazioni al secondo ordine di ottica non lineare, per il fatto
che è stato riscontrato come essa presenti transizioni elettroniche a basse fre-
quenze con un alto carattere di trasferimento di carica (charge-transfer, CT)
intramolecolare e conseguentemente è sensibile alle variazioni della polarità del
solvente che la circonda. Anche per la julolidina valgono le considerazioni fatte
per l'IDMN, e il suo studio in questa sede oltre che come ulteriore banco di
prova dei modelli TT ed STD per il Raman Risonante e il PCM, è stato det-
tato dall'intenzione di sviluppare ulteriormente lo studio precedente mediante
l'introduzione del funzionale CAM-B3LYP, che sulla base di quanto riscontrato
nel caso dell'IDMN sembra riesca a descrivere meglio gli stati eccitati.
5.3.1 Dati strutturali
Come riportato in letteratura21, dati sperimentali di spettri Raman Risonanti
della Julolidina presentano una marcata dipendenza dal solvente ( ﬁgura 5.22).
Nello spettro Raman Risonante sperimentale, la vibrazione che sembra essere
maggiormente dipendente dal solvente è quella con frequenza 1612 cm−1. Tale
vibrazione comprende lo stretching dei legami coinvolgenti il gruppo fenilico, che
20B. Mennucci, C. Cappelli, R. Cammi, J. Tomasi, Theor. Chem. Acc. 117, 1029 (2007)
21A.M. Moran , D.S. Egolf , M. Blanchard-Desce , A. Myers Kelley, J. Chem. Phys. 116,
2542 (2002)
A. Myers Kelley, Int J Quantum Chem. 104, 602 (2005)
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Figura 5.22: Spettro Raman Risonante della Julolidina in vari solventi in seguito
a sottrazione del background di ﬂuorescenza. Gli asterischi mostrano le bande
dovute al solvente, la parte cerchiata corrisponde ai modi normali qui studiati.
(a)
sono aromatici nella forma neutra ma coinvolgono una struttura chinoidale in
quella zwitterionica ( ﬁgura 5.23 ). Per tale banda viene sperimentalmente evi-
Figura 5.23: Rappresentazione della forma neutra e zwitterionica della julolidina
denziata una forte intensità Raman risonante, suggerendo una grande variazione
di geometria per il modo normale ad essa associato in seguito all'eccitazione elet-
tronica.
Nel nostro studio teorico quindi cercheremo di testare il potere di previsione del
modello PCM nel riprodurre tale andamento delle intensità delle bande Raman
Risonanti nel range compreso tra i 1000 e i 1800 cm−1, in cui verranno studiati
alcuni modi normali selezionati in base allo spettro sperimentale 5.22. Fare-
mo uso dei due metodi approssimati già descritti, e assumeremo che lo stato
a trasferimento di carica sia l'unico che contribuisca a determinare lo spettro
Raman Risonante22.
22A.M. Moran, A. Myers Kelley, S. Tretiak, Chem. Phys. Lett. 367, 293 (2003)
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- Dettagli computazionali
Il calcolo delle energie dello stato fondamentale, geometrie, frequenze vi-
brazionali e modi normali è stato eseguito a diversi livelli di calcolo tramite HF
e DFT, usando i funzionali ibridi B3LYP e CAM-B3LYP. La base di funzioni
scelta è la 6-311G(d,p), che è la stessa usata nell'articolo di Kelley in cui si pre-
senta anche un calcolo DFT in vuoto per assegnare i modi normali di vibrazione
armonica23.
- Dati calcolati
Prima di presentare i risultati circa le intensità Raman Risonanti, analizzi-
amo le geometrie di stato fondamentale ed eccitato a trasferimento di carica. La
variazione dei legami selezionati per il nostro studio ( la cui indicazione è pos-
ta in ﬁgura 5.24 ) nel passaggio dal cicloesano all'acetonitrile viene riportata in
ﬁgura 5.25, in cui i metodi HF, DFT/B3LYP e DFT/CAM-B3LYP sono messi a
confronto. La dipendenza dal solvente delle variazioni di coordinate dello stato
Figura 5.24: Struttura della julolidina e legami selezionati per lo studio delle
geometrie
fondamentale, come riportata in ﬁgura 5.25, è qualitativamente consistente con
un modello a due stati, rappresentato in ﬁgura 5.23.
In modo più speciﬁco, all'aumentare della polarità del solvente, lo stato fon-
damentale presenta una struttura sempre più vicina a quella di tipo zwitterioni-
co; pertanto osserviamo un'alternanza nel segno delle variazioni delle lunghezze
dei legami singoli e doppi lungo l'intero scheletro carbonioso che collega i sistemi
amminico e cianinico. La forma di risonanza ci permette di dedurre facilmente
la dipendenza dal solvente della lunghezza dei legami coniugati. L'andamento
è quasi del tutto simile per entrambi i livelli di calcolo, e pertanto nel seguito ci
concentreremo sulla descrizione a livello DFT dello stato fondamentale (GS).
23A.M. Moran , D.S. Egolf , M. Blanchard-Desce , A. Myers Kelley, J. Chem. Phys. 116,
2542 (2002)
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Figura 5.25: Variazione della lunghezza dei legami (in Å) nel passaggio da
cicloesano ad acetonitrile ai vari livelli di calcolo
In tabella 5.23 vengono riportate le frequenze vibrazionali DFT/B3LYP e DFT/CAM-
B3LYP dei modi corrispondenti alle regioni dello spettro Raman Risonante che
mostrano i maggiori eﬀetti del solvente (confronta ﬁgura 5.22) e in ﬁgura 5.26
vengono rappresentati tre dei modi normali di interesse, corrispondenti ai picchi
che subiscono le maggiori variazioni, associati ai modi normali indicati come 77,
78 e 79.
Tabella 5.23: Frequenze di vibrazione armoniche (in cm−1) della julolidina in
cicloesano e acetonitrile
B3LYP CAM-B3LYP sperimentale
modo normale cicloesano acetonitrile cicloesano acetonitrile cicloesano
47 1098 1091 1112 1110 1080
51 1200 1197 1211 1207 1176
57 1299 1294 1311 1303 1275
60 1345 1334 1359 1348 1317
61 1359 1358 1369 1374 1340
67 1400 1390 1415 1411 1362
68 1446 1442 1466 1464 1419
75 1506 1495 1520 1517 1450
76 1551 1543 1568 1559 1518
77 1585 1580 1623 1609 1558
78 1595 1584 1638 1626 1571
79 1650 1647 1687 1682 1612
Gli eﬀetti del solvente sulle frequenze non sono molto grandi. Ciò è partico-
larmente vero per il modo normale indicato come 79 che corrisponde ad uno
stretching "chinoidale" dell'anello della molecola (stretching dei legami fenili-
ci), come confermato dallo spettro sperimentale, in cui eﬀetti molto più marcati
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Figura 5.26: Rappresentazione dei modi normali di vibrazione armonica della
julolidina, associati ai picchi più intensi dello spettro sperimentale
si notano per gli altri modi normali; dai calcoli le variazioni si attestano nell'or-
dine di 5-10 cm−1 nel passare al solvente a polarità maggiore.
Queste diﬀerenze si ricollegano a quanto determinato dalle lunghezze di legame:
per esempio, il modo normale 78, che presenta lo shift maggiore in solvente a
livello B3LYP, può essere caratterizzato da uno stretching del legame R4, per
il quale in ﬁgura 5.25 osserviamo la maggiore dipendenza dalla polarità del sol-
vente (assieme al legame NC).
Passando alla geometria di stato eccitato a trasferimento di carica, i risultati
dipendono fortemente dal livello di calcolo quantomeccanico. In ﬁgura 5.27 ri-
portiamo le variazioni di lunghezza dei legami singoli e doppi del ponte coniugato
nel passaggio dallo stato fondamentale all'eccitato, ai livelli GS B3LYP/EXC
CIS, TDDFT/B3LYP, TDDFT/CAM-B3LYP e TDDFT/ GS B3LYP/EXC CAM-
B3LYP.
Se si adotta anche qui la rappresentazione a due stati usata per spiegare gli ef-
fetti del solvente sulla geometria di stato fondamentale, ci si aspetterebbe anche
in questo caso una tipica alternanza del segno delle variazioni delle lunghezze
dei legami, che indica un'aumento del carattere zwitterionico dello stato eccita-
to. Questa alternanza è correttamente riprodotta solo a livello di stato eccitato
determinato tramite CIS. Ciò rappresenta qualcosa che a prima vista ci appare
inaspettato rispetto al livello TDDFT, sia rispetto al funzionale B3LYP, che a
livello CAM-B3LYP.
La ragione di questo andamento in realtà risiede nella descrizione della cor-
relazione di scambio elettronico che il B3LYP, e nella stessa misura il CAM-
B3LYP, contengono. Ciò è stato dimostrato in un articolo di prossima pub-
blicazione di cui si è avuta un'anteprima in seguito a comunicazione privata24.
In questo lavoro viene mostrato tramite l'uso di funzionali ibridi con diversa
percentuale di scambio elettronico, come la descrizione delle proprietà di sta-
24J. Guthmuller, B. Champagne, Laboratoire de Chimie Théorique Appliquée, Univ. Notre-
Dame de la Paix, Namur, Belgium. Comunicazione privata (2007)
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Figura 5.27: Variazione dei legami selezionati (in Å) nel passaggio dallo stato
fondamentale allo stato eccitato risonante nei due solventi ai vari livelli di calcolo
to eccitato siano dipendenti da quest'ultimo. L'uso dei funzionali B3LYP e
CAM-B3LYP (che contengono la stessa percentuale di scambio) porta ad una
sottostima dello scambio elettronico, laddove il metodo HF ( considerando so-
lo lo scambio elettronico in maniera esatta ma non la correlazione) porta ad
una sovrastima degli eﬀetti come si avrà modo di vedere più avanti durante la
presentazione degli spettri Raman risonanti simulati.
Nonostante i limiti di cui sopra, appare evidente dal graﬁco 5.27, come il
CAM-B3LYP riesca a descrivere correttamente l'andamento in un solvente ap-
olare come il cicloesano, ma perda tale capacità in un solvente polare come
l'acetonitrile. In parte tale anomalia, che risulta inaspettata rispetto a quanto
mostrato nel caso dell'IDMN, potrebbe essere messa in relazione alla perdita di
aromaticità che accompagna il passaggio alla forma zwitterionica della julolidina
(ﬁgura 5.23), ed è plausibile che la presenza di un ambiente maggiormente polare
inﬂuisca fortemente sulla descrizione che il funzionale ibrido dà della transizione
elettronica.
5.3.2 Spettri Raman Risonanti
In questa sezione presentiamo i risultati ottenuti per gli spostamenti adimension-
ati (displacements) ∆k tra i minimi di energia potenziale nel passaggio da stato
fondamentale ad eccitato per ciascun modo normale, e verranno confrontati con
quanto già ricavato precedentemente25 tramite i metodi TT ed STD. I risultati
ottenuti con entrambi i metodi sono riportati nella tabella 5.24.
A causa di quanto messo in risalto nel paragrafo precedente circa la descrizione
degli stati eccitati in soluzione, presenteremo in questa sede quanto già ricava-
25B. Mennucci, C. Cappelli, R. Cammi, J. Tomasi, Theor. Chem. Acc. 117, 1029 (2007)
111
to dallo studio precedente usando un metodo misto GS-B3LYP/EXC HF-CIS
che si accorda meglio con il dato sperimentale (ﬁgura 5.22). In appendice
Figura 5.28: Spettri Raman Risonanti simulati a livello STD con CIS su GS
B3LYP. In ascissa: frequenze (num. d'onda cm−1). In ordinata: intensità
relative (unità arbitrarie).
C vengono riportati gli spettri ottenuti mediante l'introduzione del funzionale
CAM-B3LYP e le tabelle relative agli spostamenti adimensionati dei minimi
degli stati elettronici.
Nel caso del metodo STD, per la valutazione dei gradienti di stato eccitato
abbiamo testato sia l'approssimazione di risposta lineare (LR) (spettro in ﬁgura
5.28) , che quella di risposta lineare corretta (cLR) di cui riportiamo l'anda-
mento per i modi normali 77, 78 e 79 (ﬁgura 5.30). Pur basandosi su diﬀerenti
approssimazioni, gli approcci TT e STD (in entrambe le versioni LR o cLR) por-
tano a risultati qualitativi simili nella riproduzione del trend di passaggio dal
cicloesano all'acetonitrile, sebbene assumano diﬀerenti regimi di solvatazione
(rispettivamente di equilibrio e non equilibrio).
In entrambi i casi si osserva una diminuzione dei displacement (tabella 5.24),
passando dal sistema isolato a quello solvatato, di cui il modo normale 77 pre-
senta le variazioni maggiori. Questo andamento è in linea con quanto già fatto
notare poco sopra inerentemente alle frequenze.
A supportare tale relazione tra dati strutturali e proprietà elettroniche, in ﬁgura
5.31 riportiamo i valori della variazione dei momenti di dipolo dello stato eccita-
to rispetto alle coordinate normali. I trends osservati al variare del solvente ben
si collegano con quanto ricavato a proposito dei displacements: basse variazioni
( e bassa sensibilità rispetto al solvente) lungo il modo normale 79 e maggiori
variazioni per gli altri due modi normali, in particolare per 78.
Le ﬁgure 5.28 e 5.29 mostrano gli spettri Raman Risonanti simulati con i
metodi TT ed STD. Le intensità Raman risonanti sono state ottenute usando
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Figura 5.29: Spettri Raman Risonanti simulati a livello TT con CIS su GS
B3LYP. In ascissa: frequenze (num. d'onda cm−1). In ordinata: intensità
relative (unità arbitrarie).
Figura 5.30: Spettri Raman Risonanti simulati a livello cLR-STD con CIS su
GS B3LYP. In ascissa: frequenze (num. d'onda cm−1). In ordinata: intensità
relative (unità arbitrarie).
una formula approssimata (equazione 4.71 ), ed in oltre è stato introdotto un
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Figura 5.31: variazione dei momenti di dipolo (Debye) di stato eccitato rispetto
alle coordinate normali 77, 78 e 79.
fattore di scalatura, esattamente come descritto per lo spettro sperimentale26:
questo fattore è stato introdotto per ottenere ai diversi solventi un'andamento
costante del picco più intenso (corrispondente ad una combinazione di 77 ed
78). Come si può notare, la banda corrispondente al modo normale 79 mostra
in questo caso una maggiore sensibilità al solvente, passando da fase gas in
soluzione, e all'aumentare della polarità del solvente, riproducendo l'andamento
dello spettro sperimentale. Entrambi gli approcci TT e STD ci permettono di
riprodurre tale trend, sebbene le intensità relative delle due bande non sono
quantitavamente ben riprodotte nel caso di solventi maggiormente polari, in cui
si osserva una sovrastima della banda associata al modo 79. Da questa analisi
per gli spettri Raman risonanti calcolati, si deduce che la sensibilità sperimen-
tale al solvente del modo 79 costituisce una specie di artefatto indotto dalle altre
due bande adiacenti che signiﬁcativamente descrescono nel passaggio da fase gas
(o solvente apolare) al solvente polare. Tale tipo di andamento costituisce in un
certo qual modo il risvolto della medaglia rispetto a quanto si era discusso al
paragrafo precedente inerentemente alla descrizione della correlazione elettron-
ica: l'uso di un approccio Hartree Fock/CIS rispetto ad un TDDFT (sia esso
B3LYP o CAM-B3LYP), ci permette di recuperare la descrizione dello scambio
elettronico ma perde totalmente la descrizione della correlazione elettronica.
Pertanto, seppure si riesca a riprodurre il trend sperimentale dell'aumento
di intensità del picco associato al modo normale 79, la descrizione delle inten-
sità relative non viene riprodotta. L'uso di funzionali ibridi, con una maggiore
percentuale di funzionale di scambio HF, permetterebbe indubbiamente una
migliore descrizione, come il lavoro di Guthmuller e Champagne27 (di prossima
pubblicazione) dimostra ampiamente mediante l'uso di tre funzionali di corre-
lazione e scambio ibridi: B3LYP, BHandHLYP e B3LYP-35, contenenti rispet-
tivamente 20%, 50 % e 35% dello scambio Hartree Fock. le conclusioni ﬁnali a
cui giungono gli autori è che il miglior accordo viene raggiunto mediante l'uso
26A.M. Moran , D.S. Egolf , M. Blanchard-Desce , A. Myers Kelley, J. Chem. Phys. 116,
2542 (2002)
27J. Guthmuller, B. Champagne, Laboratoire de Chimie Théorique Appliquée, Univ. Notre-
Dame de la Paix, Namur, Belgium. Comunicazione privata (2007)
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Tabella 5.24: Spostamenti (displacements) calcolati con i due approcci TT ed
STD a livello GS B3LYP/HF CIS
Cicloesano
modo normale frequenza ∆k TT ∆k STD
47 1098 0.062 0.137
51 1200 0.108 0.314
57 1299 0.169 0.293
60 1345 0.193 0.279
61 1359 0.192 0.101
67 1400 0.471 0.007
68 1446 0.267 0.254
75 1506 0.025 0.089
76 1551 0.232 0.248
77 1585 0.345 0.404
78 1595 0.405 0.473
79 1650 0.263 0.456
Acetonitrile
modo normale frequenza ∆k TT ∆k STD
47 1091 0.070 0.047
51 1197 0.083 0.246
57 1294 0.199 0.283
60 1334 0.240 0.249
61 1358 0.060 0.000
67 1390 0.170 0.079
68 1442 0.289 0.274
75 1495 0.057 0.093
76 1543 0.262 0.294
77 1580 0.197 0.249
78 1584 0.142 0.172
79 1647 0.249 0.390
del funzionale B3LYP-35, che costituisce un buon compromesso tra percentuale
di scambio HF da includere. Il loro studio inoltre mostra, come nel nostro caso,
che la variazione maggiore è quella associata al modo normale 77, associato allo
stretching del doppio legame R5.
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Capitolo 6
Conclusioni
In questo studio abbiamo presentato due strategie computazionali per simu-
lare gli spettri Raman risonanti di molecole solvatate basate sulle teorie della
trasformazione e di dinamica veloce. In entrambi questi approcci sono state
fatte importanti approssimazioni, tuttavia i risultati ottenuti per i casi testati
sembrano confermare la loro capacità descrittiva, non ultima quella di riuscire
a riprodurre un andamento qualitativo degli eﬀetti del solvente sulla posizione
e l'intensità delle bande Raman Risonanti.
• I calcoli eﬀettuati sull'uracile si accordano bene con quanto calcolato in
precedenza in vuoto, pur presentando dei limiti dovuti alla presenza di
una distorsione della geometria dello stato eccitato risonante e al riscon-
trarsi sperimentalmente di un eﬀetto di risonanza di Fermi nelle bande
che coinvolgono gli stretching dei legami C-O e C-N. Un modello di sol-
vente puramente continuo inoltre non riesce a riprodurre gli eﬀetti dovuti
ad interazioni speciﬁche con le molecole di solvente, quale il legame a
idrogeno.
• La simulazione eﬀettuata sull'IDMN mostra che qualitativamente le due
teorie sono in buon accordo con i dati sperimentali, sebbene sia neces-
sario introdurre un funzionale che descriva meglio lo stato eccitato (quale
il CAM-B3LYP) per riuscire a riprodurre un risultato qualitativamente in
accordo al dato sperimentale. L'introduzione inﬁne di una correzione alla
teoria della risposta lineare, che permette di recuperare la descrizione della
funzione d'onda dello stato eccitato calcolando la matrice densità di tran-
sizione, sembra mostrare un miglior confronto con il dato sperimentale, in
accordo con quanto atteso.
• Lo studio della Julolidina malononitrile mostra, inﬁne, come a volte i limiti
della simulazione quantomeccanica del dato sperimentale sia dovuto non
solo alle approssimazioni fatte inerentemente all'eﬀetto Raman risonante,
ma anche alla capacità di descrivere in maniera corretta geometrie, energie
e funzioni d'onda associate agli stati quantomeccanici molecolari.
Nello speciﬁco, la descrizione richiede l'introduzione di un giusto compro-
messo nel grado di correlazione e scambio elettronici del funzionale DFT
da utilizzare. Ne è dimostrazione il fatto che funzionali come il B3LYP
ed il CAM-B3LYP, che sottostimano il grado di correlazione di scambio
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elettronico rispetto al metodo HF, portino a risultati che mostrano un
disaccordo anche qualitativo con il dato sperimentale.
Lo scopo principale di questo studio è stato l'unione della deﬁnizione di teorie
per il calcolo dello scattering Raman Risonante in soluzione con le recenti im-
plementazioni della descrizione quantomeccanica di proprietà di stati eccitati e
loro geometrie per molecole solvatate.
In particolare, la recente implementazione dei gradienti analitici delle energie di
eccitazione in soluzione per la time-dependent density functional theory sembra
fornire una strada promettente per l'ottimizzazione delle geometrie di molecole
sempre più grandi. Pertanto il PCM sembra confermare ancora una volta la ca-
pacità di buona descrizione di sistemi solvatati e di loro proprietà da un punto
di vista quantistico.
Le applicazioni qui presentate, pur mostrando dei limiti dovuti alla non com-
pleta applicabilità di alcune approssimazioni sulla armonicità della superﬁcie di
energia potenziale dello stato eccitato e il modello ad oscillatori indipendenti e
modi normali indipendenti, o ancora a causa della non perfetta descrizione della
correlazione elettronica da parte di metodi ormai collaudati i chimica quantis-
tica, come l'approccio TDDFT (time dipendent density functional theory) con
funzionale ibrido B3LYP, hanno messo in risalto alcuni punti che sicuramente
possono essere estesi e migliorati: in particolare, l'inclusione, ad esempio, di
eﬀetti del solvente sulle forme di banda Raman Risonante e non solo sulla in-
tensità o posizione.
In questo caso, si potrebbe utilizzare una rappresentazione esplicitamente dipen-
dente dal tempo; questo tipo di approccio è già stato presentato per descrivere
shifts di Stokes dipendenti dal tempo ed altri processi di rilassamento1 e rifor-
mularne l'approccio per applicarlo al presente problema è probabilmente uno
sviluppo applicabile.
Un'ulteriore linea di ricerca possibile consiste nell'estensione dell'uso del
PCM ad un nuovo metodo approssimato che è stato sviluppato dal gruppo
di Schatz e collaboratori2, per descrivere la sezione d'urto dello scattering Ra-
man, e a cui si è accennato al capitolo 5. Questo metodo è ancora basato su
un'approssimazione di dinamica veloce e rende possibile il calcolo delle intensità
di scattering Raman risonanti e normali dal calcolo delle derivate geometriche
della polarizzabilità dipendente dalla frequenza (reale o complessa).
Poichè il modello PCM è stato già esteso per trattare lo scattering Raman
nonrisonante includendo gli eﬀetti del solvente, nella parte reale della polariz-
zabilità dipendente dalla frequenza ( e delle sue derivate)3, un'estensione alla
parte complessa appare sicuramente sviluppabile (anche se non senza qualche
problema dovuto all'Hamiltoniano non lineare introdotto dal PCM). Questo ci
permetterebbe di trattare lo scattering Raman Risonante di sistemi solvatati in
una cornice molto più generale, evitando l'uso delle forti approssimazioni alla
base degli approcci TT ed STD, quale, ad esempio, quello di assumere che solo
un unico stato eccitato contribuisca a determinare lo spettro Raman risonante.
1M. Caricato, B. Mennucci, J. Tomasi, F. Ingrosso, R. Cammi, S. Corni, G. Scalmani, J
Chem Phys 124, 124520 (2006)
F. Ingrosso, B. Mennucci, J. Tomasi, J Mol Liq 108, 21 (2003)
M. Caricato, F. Ingrosso, B. Mennucci, J. Tomasi, J Chem Phys 122, 154501 (2005)
2L. Jensen, L. L. Zhao, J. Autschbach, G. C. Schatz, J. Chem. Phys. 123, 174110 (2005)
3S. Corni,C. Cappelli,R. Cammi, J. Tomasi, J. Phys. Chem. A 105, 8310 (2001)
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Appendice A
Vibrazioni Molecolari
Considereremo il caso delle piccole vibrazioni in una molecola poliatomica at-
torno alle posizioni di equilibrio, nel sistema di riferimento mobile abc degli assi
inerziali che trasla e ruota con la molecola.
Indicheremo con aα, bα, cα le coordinate cartesiane del nucleo α-esimo, con aαe,
bαe, cαe le coordinate della posizione di equilibrio e con
xα = aα − aαe, yα = bα − bαe, zα = cα − cαe
le coordinate del vettore spostamento dall'equilibrio.
L'energia cinetica T = 12
∑
αmα(x˙
2
α + y˙
2
α + z˙
2
α) può essere riscritta, utiliz-
zando coordinate massa-pesate q1 =
√
m1x1, q2 =
√
m1y1, q3 =
√
m1z1,
q4 =
√
m2x2, etc., come T = 12
∑3N
i=1 q˙
2
i .
L'energia potenziale in cui si muovono i nuclei può essere espressa in queste
coordinate e può essere sviluppata in serie di Taylor attorno al punto di minimo
(il vettore (0, 0, · · · , 0)):
U(q1, q2, · · · , q3N ) = U(0, 0, · · · ) +
∑
i
(
∂U
∂qi
)
e
qi +
1
2
∑
ij
(
∂2U
∂qi∂qj
)
e
qiqj + · · ·
Costruiamo la matrice U con elementi uij =
(
∂2U
∂qi∂qj
)
e
;
indichiamo con q e q˙ i vettori colonna che hanno come elementi i qi e q˙i,
rispettivamente. Si ha pertanto:
T =
1
2
˜˙qq˙ U = Ue +
1
2
q˜Uq
dove abbiamo usato (∂U/∂qi)e = 0, essendo il punto di equilibrio un minimo.
Le equazioni del moto si ottengono scrivendo la forza che agisce su ciascun
punto materiale:
Fx,α = − ∂U
∂xα
= mα
d2xα
dt2
etc.
Ora si avrà:
∂U
∂xα
=
∂qj
∂xα
∂U
∂qj
=
=
√
mα
∂U
∂qj
= (con j = 3(α− 1) + 1)
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=
1
2
√
mα
∑
ii′
uii′
(
∂qi
∂qj
qi′ + qi
∂qi′
∂qj
)
=
1
2
√
mα
(∑
i′
uji′qi′ +
∑
i
uijqi
)
=
=
1
2
√
mα(2
∑
i
ujiqi)
Inoltre poichè
d
dt
xα =
1√
mα
d
dt
qj e
d2xα
dt2
=
1√
mα
d2qj
dt2
pertanto:
mα
d2xα
dt2
=
√
mα
d2qj
dt2
= −√mα
∑
i
ujiqi
o, in forma matriciale:
q¨ = −Uq (A.1)
L'equazione A.1 è un insieme di equazioni accoppiate che può essere sempli-
ﬁcato se si pensa che la matrice hermitiana (simmetrica reale) U può essere
diagonalizzata tramite una matrice ortogonale R:
R˜UR = Λ (Λ diagonale)
Quindi:
U = RΛR˜; q¨ = −RΛR˜q; R˜q¨ = −ΛR˜q
Porremo Q = R˜q; Q è il vettore delle coordinate normali:
Qi =
3N∑
j=1
R˜ijqj =
3N∑
j=1
Rjiqj (A.2)
Per la i-esima coordinata normale si ha Q¨i = −λiQi che si risolve immediata-
mente in
Qi = Bi cos(
√
λit+ ϕi) (A.3)
con Bi e ϕi opportune costanti determinate dalle condizioni iniziali. Tornando
alle coordinate q si ha:
qi =
3N∑
j=1
RijQj =
3N∑
j=1
RijBj cos(
√
λjt+ ϕj) (A.4)
Prendiamo la soluzione particolare in cui Bi = 0 per ogni i tranne che per
i = k:
qi = RikBk cos(
√
λkt+ ϕk)
Pertanto ciascun atomo vibra con la medesima frequenza angolare
√
λk e con
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la stessa fase ϕk. Tale vibrazione è detta un modo normale di vibrazione (il k-
esimo modo). La soluzione generale della meccanica classica è una combinazione
lineare di tali modi normali.
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Appendice B
Simboli, Grandezze e Formule
utilizzate
B.1 Costanti utilizzate
• Costante di Planck: h = 6.62607554 · 10−27erg · s−1;
• Velocità della luce: c = 2.99792458 · 1010cm · s−1;
• Numero di Avogadro: NA = 6.022136736 · 1023mol−1;
B.2 Grandezze, simboli e unità di misura
• Coordinate normali Adimensionate: qk;
• Coordinate normali Dimensionate: Qk in Å;
• Costante dielettrica relativa: r adimensionata;
• Displacement1 Adimensionato: ∆k;
• Displacement dimensionato: δk, in Å;
• Forza dell'oscillatore2 : f adimensionato;
• Energia Elettronica dello stato Eccitato: V in Hartree;
• Derivata dell'Energia Elettronica3: Vk =
(
∂V
∂qk
)
qk=0
in Hartree ·Å−1;
• Numero d'onda : ω˜k in cm−1;
• Massa ridotta : µk in AMU;
1Distanza tra i minimi dell'energia potenziale dello stato fondamentale e dello stato eccitato
in esame lungo la coordinata qk del modo normale k-esimo
2Deﬁnito come rapporto del coeﬃciente B di Einstein relativo alla transizione molecolare
rispetto al coeﬃciente di Einstein relativo ad una transizione teorica di un singolo elettrone
utilizzando un modello di oscillatore armonico.
3lungo una coordinata normale dimensionata
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• Frequenza angolare : ωk in rad · s−1;
• Intensità relativa : Ik in cm−2;
B.3 Relazioni tra le grandezze
• Displacement:
δk =
√
NA~
2pic
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µkω˜k
∆k ' 5.8065√
µkω˜k
∆k (B.1)
• PES stato eccitato4:(
∂V
∂Qk
)
Qk=0
= −~ωk∆k ' Vk 5.8065√
µkω˜k
(B.2)
• Displacement Adimensionato:
∆k = Vk
1274380
ω˜k
√
µkω˜k
(B.3)
• Intensità relativa:
Ik ∝ Vk
µkω˜k
1.624031 · 1012 = ω˜k2∆2k (B.4)
4Assumendo che la PES dello stato eccitato sia armonica e uguale a quella dello stato
fondamentale, spostata solo del displacement ∆k lungo la coordinata normale in esame
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Appendice C
Ulteriori informazioni
Riportiamo in questa sezione gli spettri simulati non commentati nel testo sul-
la base dell'analisi dei dati ottenuti ai vari livelli di calcolo, aﬃnchè il lettore
possa constatare il livello di accuratezza indubbiamente minore che questi han-
no rispetto ad una riproducibilità del dato sperimentale. Tale mancanza di
accuratezza è già stata discussa ampiamente nel corso del capitolo 5.
C.1 IDMN
Spettri simulati a livello STD usando funzionali B3LYP (ﬁgura C.1 ) e CAMB3LYP
(ﬁgura C.2 ) sia per lo stato fondamentale che per l'eccitato risonante, e relative
tabelle (tab. C.1 e tab.C.2).
C.2 Julolidina
Riportiamo gli spettri Raman risonanti STD ottenuti tramite l'estensione dello
studio della Julolidina con l'introduzione del funzionale CAM-B3LYP. Le tabelle
(C.3 e C.4) mostrano i valori degli spostamenti adimensionati ∆k associati a
ciascun modo normale.
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Tabella C.1: Frequenze vibrazionali armoniche (numeri d'onda, cm−1) e
displacements Raman Risonanti dell'IDMN ( B3LYP)
vuoto
modo normale frequenza ∆k TT ∆k STD
62 1368 1.548 0.222
75 1522 9.556 0.161
76 1579 2.101 0.417
77 1620 18.853 0.063
78 1642 35.213 0.254
79 1657 30.963 0.168
cicloesano
modo normale frequenza ∆k TT ∆k STD
62 1363 3.827 0.270
75 1519 1.443 0.106
76 1573 0.373 0.415
77 1606 10.607 0.403
78 1641 27.424 0.194
79 1654 12.529 0.224
acetonitrile
modo normale frequenza ∆k TT ∆k STD
62 1352 3.319 0.313
75 1515 16.144 0.145
76 1561 0.070 0.417
77 1586 14.917 0.069
78 1637 39.873 0.264
79 1650 29.139 0.122
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Tabella C.2: Frequenze vibrazionali armoniche (numeri d'onda, cm−1) e
displacements Raman Risonanti dell'IDMN ( CAM-B3LYP)
vuoto
modo normale frequenza ∆k TT ∆k STD
62 1389 1.629 0.544
75 1549 0.174 0.106
76 1627 2.789 0.404
77 1646 0.418 0.363
78 1683 1.038 0.194
79 1698 0.632 0.226
cicloesano
modo normale frequenza ∆k TT ∆k STD
62 1384 1.701 0.368
75 1547 0.112 0.142
76 1617 2.664 0.438
77 1624 0.504 0.438
78 1682 1.064 0.176
79 1696 0.489 0.255
acetonitrile
modo normale frequenza ∆k TT ∆k STD
62 1372 1.808 0.496
75 1543 0.095 0.117
76 1590 2.694 0.144
77 1603 0.268 0.538
78 1678 1.122 0.271
79 1693 0.368 0.151
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Figura C.1: Spettri RRS-STD dell'IDMN in vuoto,cicloesano ed acetonitrile,
simulati mediante funzionale B3LYP. In ascissa: numeri d'onda (cm−1).In
ordinata: intensità (unità arbitrarie)
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Figura C.2: Spettri RRS-STD dell'IDMN in vuoto,cicloesano ed acetonitrile,
simulati mediante funzionale CAM-B3LYP. In ascissa: numeri d'onda (cm−1).In
ordinata: intensità (unità arbitrarie)
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Figura C.3: Spettri Raman Risonanti simulati a livello STD con funzionale
CAM-B3LYP. In ascissa: frequenze (num. d'onda cm−1). In ordinata: intensità
relative (unità arbitrarie).
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Figura C.4: Spettri Raman Risonanti simulati a livello STD con TDDFT/CAM-
B3LYP su GS B3LYP. In ascissa: frequenze (num. d'onda cm−1). In ordinata:
intensità relative (unità arbitrarie).
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Tabella C.3: Spostamenti (displacements) calcolati con approccio STD con
funzionale CAM-B3LYP.
Cicloesano
modo normale frequenza ∆k STD Intensità STD
47 1112 0.086 9099.73
51 1211 0.031 1367.31
57 1311 0.243 101564.11
60 1359 0.064 7666.19
61 1369 0.133 33003.19
67 1415 0.073 10533.09
68 1466 0.202 87367.55
75 1520 0.089 18492.82
76 1568 0.154 58424.39
77 1623 0.334 293215.04
78 1638 0.042 4837.54
79 1687 0.008 194.91
81 2386 0.172 168430.91
Acetonitrile
modo normale frequenza ∆k STD Intensità STD
47 1110 0.094 10846.05
51 1207 0.063 5711.88
57 1303 0.268 121886.61
60 1348 0.135 33192.67
61 1374 0.145 39614.89
67 1411 0.081 13182.52
68 1464 0.196 82472.68
75 1517 0.034 2667.83
76 1559 0.180 78366.47
77 1609 0.338 295749.73
78 1626 0.042 4566.73
79 1682 0.035 3557.80
81 2373 0.211 250285.66
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Tabella C.4: Spostamenti (displacements) calcolati con approccio STD con a
livello GSB3LYP/TDDFT CAM-B3LYP
Cicloesano
modo normale frequenza ∆k STD Intensità STD
47 1098 0.143 24573.98
51 1200 0.046 3029.17
57 1299 0.172 50017.00
60 1345 0.139 34753.92
61 1359 0.136 34202.05
67 1400 0.029 1651.54
68 1446 0.219 100560.09
75 1506 0.031 2145.61
76 1551 0.085 17387.29
77 1585 0.279 195775.66
78 1595 0.293 218461.95
79 1650 0.106 30361.36
81 2322 0.021 2381.30
Acetonitrile
modo normale frequenza ∆k STD Intensità STD
47 1091 0.017 363.39
51 1197 0.034 1665.48
57 1294 0.138 31802.55
60 1334 0.100 17780.97
61 1358 0.005 47.29
67 1390 0.060 6997.59
68 1442 0.212 93109.78
75 1495 0.014 414.12
76 1543 0.097 22169.94
77 1580 0.194 93427.54
78 1584 0.103 26602.43
79 1647 0.039 4093.60
81 2295 0.014 1068.27
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