We prove norm-resolvent convergence estimates of order O(ε) for the system of Maxwell equations with rapidly periodic coefficients in L 2 (R 3 , dµ ε ), where µ ε is the ε-scaling of an arbitrary periodic Borel measure µ. This includes the case of periodic "singular structures", when µ is supported by lower-dimensional manifolds.
Introduction
Operator-theoretic approaches have proved instrumental in obtaining sharp convergence results in periodic homogenisation over recent years; see for example [11] , [8] , [1] , [3] , [10] for the development of the related techniques in the whole-space setting. The main idea behind these approaches is to focus on the analysis of the behaviour of the related differential operators near the bottom of the spectrum (i.e. in the long-wave regime). It seems natural to enquire whether similar convergence results hold for periodic structures described by arbitrary periodic (Borel) measures. In our earlier work [4] we addressed this question for the case of a scalar elliptic equation. Our strategy in proving the operator-norm uniform estimates for the elliptic homogenisation problem was based on the study of the corresponding family of operators obtained by the Floquet transform (see [3] , [12] ).
The key idea was to use a formal asymptotic approximation in powers of ε, carefully analyse the homogenisation corrector as a function of ε and quasimomentum θ, and obtain an estimate for the remainder that is uniform with respect to θ. The principal tool for the proof of remainder estimates was a Poincaré-type inequality, conditioned by the fact that we deal with an arbitrary measure, in an appropriate Sobolev space of quasiperiodic functions. Equipped with this new machinery, in the present paper we set out to tackle a vector problem, in particular the system of Maxwell equations, which is of interest in applications to electromagnetism.
Throughout this paper we consider a Q-periodic Borel measure µ in R 3 , where Q = [0, 1) 3 , such that µ(Q) = 1. For each ε > 0 we define the ε-periodic measure µ ε by the formula µ ε (B) = ε 3 µ(ε −1 B) for all Borel sets B ⊂ R 3 .
In what follows we analyse the asymptotic behaviour, as ε → 0, of the solutions u ε to the vectorial problem curl A(·/ε) curl u ε + u ε = f, f ∈ L 2 (R 3 , dµ ε ), (1.1) where A is a real-valued µ-measurable matrix function, assumed to be Q-periodic, symmetric, bounded and uniformly positive definite. The right-hand side f is a Q-periodic divergence-free vector function. Henceforth, all function spaces are defined over the field C of complex numbers. Equation (1.1) is the resolvent form of the Maxwell system of equations of electromagnetism in the absence of external currents, see [7] , [6] , where u ε represents the divergence-free magnetic field H, the matrix A −1 is the inverse of the dielectric permittivity of the medium, and the magnetic permeability is set to unity. The right-hand side f is an auxiliary function, which does not appear in the original Maxwell system but is introduced in this article for purposes of the analysis of the "reduced" Maxwell operator on the left-hand side of (1.1).
Henceforth, we denote by L 2 (R 3 , dµ ε ) the space of vector functions with values in C 3 that are square integrable in R 3 with respect to the measure µ ε . Our goal is to derive operator-norm estimates for the difference between u ε and the solution u 0 of the homogenised equation
where A hom is a constant matrix representing the effective, or "homogenised", properties of the medium. In other words, we aim at proving that there exists C > 0, independent of f and ε, such that
Similar result is obtained by Birman and Suslina in [1, Chapter 7.3] for the whole space setting with the Lebesgue measure. The main difference between the two works is that our approach is based on the asymptotic expansions for solutions to weak formulations, rather than the analysis of spectral properties. Denote by C ∞ 0 (R 3 ) the set of infinitely smooth complex-valued vector functions with compact support in R 3 . The solutions of (1.1) are understood as pairs (u ε , curl u ε ) in the space H 1 curl (R 3 , dµ ε ) defined as the closure of the set of pairs
in the direct sum L 2 (R 3 , dµ ε ) ⊕ L 2 (R 3 , dµ ε ). We say that (u ε , curl u ε ) is a solution to (1.1) if
Note that for each ε > 0 the left-hand side of (1.4) defines an equivalent inner product on H 1 curl (R 3 , dµ ε ). The right-hand side is a linear bounded functional on H 1 curl (R 3 , dµ ε ). The existence and uniqueness of solution to (1.1) is a consequence of the Riesz representation theorem.
In what follows we study the resolvent of the operator A ε with domain
, divf = 0, and u ∈ dom(A ε ) are linked as in the above formula. In general, for a given u ∈ L 2 (R 3 , dµ ε ) there may be more than one element (u, curl u) ∈ H 1 curl (R 2 , dµ ε ). However, for each u ∈ dom(A ε ) there exists exactly one curl u such that (1.5) holds, which is a consequence of the uniqueness of solution to the integral identity (1.4) .
Clearly, the operator A ε is symmetric. Furthermore, similarly to [4] we infer that dom(A ε ) is dense in L 2 (R 3 , dµ ε ) ∩ {u | div u = 0} (we are in the subspace of solenoidal fields). Indeed by the
This identity entails that if f is orthogonal to dom(A ε ), then u = 0 and so f = 0. It follows from the definition of A ε that its defect numbers are zero, hence it is self-adjoint. Analogously, we define the operator A hom associated with the problem (1.2), so that (1.2) holds if and only if u 0 = (A hom + I) −1 f . All integrals and differential operators below, unless indicated otherwise, are understood appropriately with respect to the measure µ. Throughout the paper we use the notation e κ for the exponent exp(iκ · y), y ∈ Q, κ ∈ [−π, π) 3 , and a similar notation e θ for the exponent exp(iθ · x), x ∈ R 3 , θ ∈ ε −1 [−π, π) 3 . We denote by C ∞ # (Q) the set of Q-periodic functions in C ∞ (R 3 ), and curl φ, curl(e κ φ) curl(e εθ φ) are the classical curls of smooth functions φ, e κ φ, e εθ φ.
Sobolev spaces of quasiperiodic functions
In this section we recall, see e.g. [4] , the definition of the space of quasiperiodic functions with respect an arbitrary Borel measure µ.
curl,κ we denote by curl u the second element v in the pair.
Note that there may be different elements in H 1 curl,κ with the same first component. Indeed for any pair (u, v) ∈ H 1 curl,κ and a vector function w obtained as the limit in L 2 (Q, dµ) of curl(e κ φ n ) for a sequence φ n ∈ C ∞ # (Q) converging to zero in L 2 (Q, dµ), the element (u, v + w) is also in H 1 curl,κ . In 
Now suppose that A is a bounded, symmetric, pointwise positive and real-valued matrix function such that A −1 is essentially bounded. For each κ ∈ Q ′ we analyse the operator A κ with domain
and u ∈ dom(A κ ) are related as in the above formula. By an argument similar to the case of A ε , the domain dom(A κ ) is dense in L 2 (Q, dµ), and A κ is a self-adjoint operator.
Floquet transform
In this section we define, as for the scalar case in [4] , a representation for functions in L 2 (R 3 , dµ ε ) that is unitarily equivalent to the Gelfand transform. In [12] the Gelfand transform is analysed with respect to the arbitrary measure µ. Here we describe its Floquet version, which we then use to analyse our main equation (1.1).
The mapping F ε preserves the norm and can be extended to an isometry
which we also refer to as ε-Floquet transform. The inverse of F ε is defined by
). In order to obtain the version of the Floquet transform that we use in what follows, we combine the ε-Floquet transform with the unitary scaling transform T ε defined by
For each ε > 0 we have the following unitary equivalence between the operator A ε and the direct integral of the family A εθ , θ ∈ ε −1 Q ′ :
Sketch of the proof. The argument is similar to that given in [3] and [4] for the scalar case. We
. For each such function u ε , we denote the "periodic amplitude" of its Floquet transform
By approximating u ε θ with smooth functions, it is straightforward to see that if, for each choice of curl u ε , we write
In what follows, we study the asymptotic behaviour of the solution u ε θ to the problem
and therefore θ · c θ = 0.
Helmholtz decomposition
In the asymptotic analysis of systems of Maxwell equations, the so-called Helmholtz decomposition for square-integrable functions proves useful. It provides a convenient geometric interpretation of the degeneracy in the problem, namely the fact that the differential expression vanishes on the infinite-dimensional space of gradients of H 2 functions, which suggests representing the relevant L 2 space as an orthogonal sum of curl-free functions with zero mean, divergence-free functions with zero mean and constants. In the present work we require a special version of such a decomposition, which takes into account the quasiperiodicity of the functions involved. Before formulating the next proposition, we recall that, similarly to the construction of Section 2, the notions of a gradient of a quasiperiodic L 2 function with respect to the measure µ and the associated Sobolev space H 1 κ (Q, dµ) can be defined. We do not dwell on these definitions here and instead refer the reader to the paper [4] .
Proof. Considering the sesquilinear form on the left hand side of (4.2), the existence and uniqueness of solution Φ u follows from the Lax-Millgram theorem. Indeed the continuity of the form is obtained by setting ∇(e κ u) = e κ (iκu + ∇u) for all u ∈ H 1 # . The coercivity is a consequence of the Poincarétype inequality proved in [4] for the scalar case. The property (4.3) follows from the definition of the µ-gradient and the fact that Φ u has µ-mean zero:
Using the above statement for each u ∈ L 2 (Q, dµ) we write
where clearly the function u satisfies The uniqueness part of Proposition 4.1 implies that there is a unique function Φ u (and hence u) such that (4.4) holds.
Summarising the above result, the space of periodic L 2 functions can be written as the orthogonal sum of curl κ -free functions with zero mean of the form e κ ∇(e κ Φ u ), and div κ -free functions of the form u + Q u.
Poincaré-type inequality
In order to obtain a uniform estimate for ε 2 R ε θ in Section 7, we prove the following uniform version of the Poincaré inequality for functions in the Sobolev space H 1 curl,κ (Q, dµ). the following Poincaré-type inequality holds for some C > 0 :
Proof. Using the decomposition (4.4), we write u = u 1 + u 2 , where
Note that u 2 − Hence,
It follows that (5.3) is equivalent to
, which holds by a related result of [4] .
6 Asymptotic approximation of u ε θ Henceforth we assume that the embedding
or equivalently that the embedding H 1 (Q, dµ) ⊂ L 2 (Q, dµ) is compact. In order to write an asymptotic expansion for the solution u ε θ of (3.5), we consider the solution to the "cell problem" (cf. [5] )
where the first equation is understood in the sense of the integral identity
Proposition 6.1. There exists a unique solution N ∈ H 1 curl (Q, dµ) to (6.1).
Proof. It follows from the compactness of the embedding H 1 curl (Q, dµ) ∩ {u : div u = 0} into L 2 (Q, dµ) that the skew-symmetric sesquilinear form
is coercive. Noting also that it is also clearly continuous, the claim follows by the Riesz representation theorem.
Theorem 6.2. The following estimate holds for the solutions to (3.5) with a constant C > 0 independent of ε, θ, F :
where c θ is the vector solution of the homogenised problem (3.6), that is
Here A hom θ is the matrix-valued quadratic form given in the equation 
where u ε are the solutions of the original problem (1.1), and u 0 is the solution of the homogenised equation (1.2), (6.5).
Consider u ε θ , solution of (3.5) with F = f ε θ . Using Proposition 3.2, we can write the difference between the solutions u ε and u 0 to (1.1) and (1.2), respectively, as
For the first term F −1 ε T −1 ε e κ u ε θ − F −1 ε T −1 ε e κ c θ , we can use the Theorem 6.2, since F ε , T ε and the multiplication by e κ are unitary operators. The second term can be written as
So we have
which implies the claim.
In order to prove Theorem 6.2, we introduce the following decomposition for the vector function u ε θ , motivated by a formal asymptotic expansion in powers of ε. We define
where the matrix a θ is chosen so that
In order to obtain an estimate uniform in θ for N , we need to bound a θ , since from equation (6.1) we already know that N is uniformly bounded in θ.
We show first that there exists a unique a θ ∈ C 3×3 such that a θ θ = 0, a θ η · θ = 0, (6.8)
Indeed, for any orthogonal basis {e ⊥ 1 , e ⊥ 2 } of Θ ⊥ , the identity (6.9) is equivalent to a linear system for the representation of the matrix a in the basis {θ/|θ|, e ⊥ 1 , e ⊥ 2 }. This system is uniquely solvable, subject to the conditions (6.8), for any right-hand side if and only if the only solution to the related homogeneous system is zero. The latter is easily verified, by noticing that if
then, in particular,
from which we infer, due to the fact that A is positive definite, that θ × a θ η = 0, and therefore a θ η = 0 by the second condition in (6.8). Taking into account the first condition in (6.8), we obtain a θ = 0, as required. Furthermore, we invoke the following statement. Lemma 6.4. One has
Proof. The inclusion {θ × c : c ∈ C} ⊂ Θ ⊥ is trivial. In order to show the opposite inclusion, we notice that that for all η ∈ C 3 there exists α ∈ C 3 such that
Indeed, the subspace of α such that θ × (θ × α) = 0 consist of vectors parallel to θ, all of which are orthogonal to the right-hand side of (6.10).
Using the above lemma, we write (6.9) in an equivalent form, as follows:
which is the identity (6.7) we require. The above argument shows that there exists a unique a θ ∈ C 3×3 with the properties (6.8), such that (6.11) holds.
For each ε > 0, θ ∈ ε −1 Q ′ , we write
Here the second-order coefficient R ε θ is defined to be an element of H 1 curl (Q, dµ) that solves
where H ε θ is treated as an element of the dual space H 1 curl (Q, dµ) * . For all κ ∈ Q ′ and u ∈ H 1 curl (Q, dµ), we set curl(e κ u) = e κ (iκ × u + curl u). (6.15) Then, the second equality in (6.14) is verified by taking φ ∈ C ∞ # (Q) and noticing that
where we use (6.1). Furthermore, we observe that by the definition of H ε θ , see (6.14), one has H ε θ , e εθ ∇(e εθ φ) = 0 ∀φ ∈ H 1 # (Q, dµ), since div(e εθ c θ ) = 0 and div(e εθ F ) = 0. In particular, H ε θ , e εθ ∇(e εθ Φ u ) = 0, (6.16) for all functions Φ u that solve (4.1) for some u ∈ H 1 # (Q, dµ). As a result, for c θ defined as (6.4), the property H ε θ , 1 = 0 holds, taking into account the condition (6.7). Furthermore, multiplying by e εθ and applying the divergence to equation (6.14), we obtain e εθ div e εθ Q R ε θ + e εθ △ e εθ Φ R ε θ = 0, and hence, using the property (4.1),
Finally, the estimate (5.2) and the Lax-Millgram theorem imply that for each ε > 0, θ ∈ ε −1 Q ′ there exists a unique solution R ε θ ∈ H 1 curl (Q, dµ) to the problem (6.14).
7 Estimates for R ε θ Theorem 7.1. There exists C > 0 such that for all ε > 0, θ ∈ [−π/ε, π/ε), the solution R ε θ to the problem (6.14) satisfies the following estimates:
as n → ∞, and use φ n as test functions in the integral identity for (6.14):
Using the the fact that H ε θ , 1 = 0, cf. (3.6), and the property (6.16), we write the right-hand side of the last equality as follows:
Furthermore, using the identity (cf. (6.15))
we rewrite (7.3) as
In the last identity we pass to the limit as n → ∞. Applying the decomposition (4.4) to the function R ε θ , due to the properties (4.6) and (4.3), the second term on the left-hand side of the resulting equality is
We would like to rewrite the expression on the right-hand side of (7.8) using ξ ε θ as a test function in the integral identity (6.14). Notice first that, for a general measure µ, the curl of an arbitrary function in H 1 curl (Q, dµ) is not uniquely defined. However for the solution ξ ε θ to (7.6) there exists a natural choice of the curl ξ ε θ . Indeed, consider sequences φ n , ψ n ∈ C ∞ # (Q) converging to ξ ε θ in L 2 (Q, dµ), so that curl(e εθ φ n ) → curl(e εθ ξ ε θ ) curl(e εθ ψ n ) → curl(e εθ ξ ε θ ).
The difference curl(e εθ φ n ) − curl(e εθ ψ n ) converges to zero, and hence so does curl φ n − curl ψ n . Henceforth we denote by curl ξ ε θ the common L 2 -limit of curl curl φ n for sequences φ n ∈ C ∞ # (Q) with the above properties.
The unique choice of the curl ξ ε θ as above allows us to write
Applying the decomposition (4.4) to ξ ε θ and using the related property (4.5), we have
Recalling also the property (6.16) of H ε θ and the fact that H ε θ , 1 = 0, we obtain
and therefore
We now rewrite the equation (7.8) using (7.9), as follows:
The second term on the right-hand side of the last equation vanishes, by using the unity as a test function in the integral identity for (7.6) and noting that
in view of (6.15) and (6.7). The third term on the right-hand side of (7.9) also vanishes, by using e εθ ∇(e εθ Φ R ε θ ) as a test function in the integral formulation for (7.6) and taking advantage of the fact that curl vanishes on gradient fields.
Returning to (7.5), we thus obtain Q A curl(e εθ R ε θ ) · curl(e εθ R ε θ ) + ε 2 R ε θ 2 + ε 2 ∇(e εθ Φ R ε θ )
Further developments
As discussed in the introduction, Theorem 6.2 concerns the Maxwell system in the non-magnetic case and without external currents, written in terms of the magnetic field H. 1. In the case of non-zero external currents, the right-hand side in (1.1) is replaced by −curl(Ag), where g represents the current density. The equation (1.1) is understood in the sense that
Ag · curl ϕ dµ ε ∀ϕ ∈ H 1 curl (R 3 , dµ ε ). (9.1)
The analysis of the present manuscript applies with minor amendments and results in the estimate (cf. (6.6)) u ε − u 0 L 2 (R 2 ,dµ ε ) ≤ Cε g L 2 (R 3 ,dµ ε ) , where u 0 solves (1.2), with f replaced by − curl(A hom g).
2. In the case of variable permittivity A −1 and permeability A, the Maxwell system has the form curl A(·/ε)z ε + w ε = f, curl A(·/ε)w ε − z ε = g, (9.2)
where f, g are divergence-free, and z ε , w ε are the electric displacement and magnetic induction, respectively, sought to be divergence-free. In what follows, we write A, A in place of A(·/ε), A(·/ε), respectively, and without loss of generality assume that 1 g = 0.
Following [9] , it is convenient to set A 1/2 w ε =: W ε , so that (9.2) is reduced to
Furthermore, as in [9] , we extend (9.3) to the second-order elliptic operator defined by the quadratic form b ε (W, W ) = Representing the space L 2 (R 3 , dµ ε ) is the sum of solenoidal and potential subspaces L 2 sol (R 3 , dµ ε ) = u ∈ L 2 (R 3 , dµ ε ) : div A −1/2 u = 0 , L 2 pot (R 3 , dµ ε ) = A −1/2 ∇v : ∇v ∈ L 2 (R 3 , dµ ε ) , we then prove an appropriate version of the Helmholtz decomposition (cf. Section 4) and Poincaré inequality (cf. Section 5) for quasiperiodic functions. We shall present the related argument in a future publication.
