Abstract: Renewable energy technologies are essential contributors to sustainable energy including renewable energy sources. Wind energy is one of the important renewable energy resources. Therefore, efficient and consistent utilization of wind energy has been an important issue. The wind speed has the characteristics of intermittence and instability. If the wind power is directly connected to the grid, it will impact the voltage and frequency of the power system. Short-term wind power prediction can reduce the impact of wind power on the power grid and the stability of power system operation is guaranteed. In this study, the improved chicken swarm algorithm optimization support vector machine (ICSO-SVM) model is proposed to predict the wind power. The traditional chicken swarm optimization algorithm (CSO) easily falls into a local optimum when solving high-dimensional problems due to its own characteristics. So the CSO algorithm is improved and the ICSO algorithm is developed. In order to verify the validity of the ICSO-SVM model, the following work has been done. (1) The particle swarm optimization (PSO), ICSO, CSO and differential evolution algorithm (DE) are tested respectively by four standard testing functions, and the results are compared. (2) The ICSO-SVM and CSO-SVM models are tested respectively by two sets of wind power data. This study draws the following conclusions: (1) the PSO, CSO, DE and ICSO algorithms are tested by the four standard test functions and the test data are analyzed. By comparing it with the other three optimization algorithms, the ICSO algorithm has the best convergence effect. (2) The number of training samples has an obvious impact on the prediction results. The average relative error percentage and root mean square error (RMSE) values of the ICSO model are smaller than those of CSO-SVM model. Therefore, the ICSO-SVM model can efficiently provide credible short-term predictions for wind power forecasting.
Introduction
The problems of environmental pollution, ecological damage, conventional energy depletion and haze weather have become increasingly serious. Countries around the world attach great importance to the development and utilization of green energy, especially where there is serious environmental Sustainability 2019, 11, 512 3 of 15 monomers turbulence in rooster (MTR) and particle renovation in hen (PRH). It can be found that the MPCSO algorithm is better than other algorithms. Wu et al. [20] used a chaotic sequence to initialize chicken position. This method improves the update strategy of hen position and chicken position. Adaptive inertia weight is added to the hen position updating equation. The following coefficient is added to the chick position updating equation. Through the above improvements, the local search ability and global search ability of the chicken swarm optimization algorithm (CSO) algorithm can be improved. The crossover operation was introduced in ICSO algorithm, as in [21] . After the crossover operation, two new offspring replace the two hens with poor fitness values. This study has made the following improvements to the CSO algorithm. Firstly, the self-learning factor is introduced in the hen position update equation. Secondly, when the fitness values of hen are updated, the flock particles are sorted. Some cock particles with good fitness replace hen particles with poor fitness. Finally, the optimal individual learning part is introduced in the chick position update equation.
Wind Power Prediction Model Materials and Methods

Support Vector Machine (SVM) Regression
SVM is a machine learning method based on statistical learning theory, which belongs to the supervised learning method. The generalization ability of the learning machine is improved by seeking structural risk minimization. Moreover, the minimization of experience risk and confidence range is realized [22, 23] . SVM is widely used in forecasting fields due to its high generalization ability, strong non-linear mapping ability and small sample size, such as photovoltaic power prediction, battery life prediction, insulated gate bipolar transistor (IGBT) life prediction and wind power prediction [24, 25] . The specific regression principle of SVM is as follows.
Suppose the sample set is P = {(x i , y i ), i = 1, 2, · · · , u}. x i ∈ R m represents the input vector of the ith sample. y i ∈ R represents the output vector of the ith sample [26, 27] . The regression function is obtained by mapping data to high-dimensional space:
where r is the weight coefficient; z(·) is the mapping function, which maps data to high-dimensional space and regression function is constructed in high-dimensional space; l is the threshold vector. The problem of upper solution is transformed into the problem of minimizing the target of the following equation: min 1 2 r T r s.t. y − rz(x) − l ≤ q y − rz(x) − l ≥ −q (2) where q is the insensitive loss parameter. The smaller the value is, the better the effect of regression is. The slack variable is introduced to the above equation due to the error between the regression value and the original value:
where β i is the slack factor; C is the penalty coefficient. The greater the penalty factor is, the greater the penalty for exceeding the error phase is. The Lagrangian function is introduced to solve the above minimum value problem.
where ρ = [ρ 1 , ρ 2 , · · · , ρ u ] is the Lagrange multiplier. According to the Karush-Kuhn-Tucher (KKT) condition, the above equation is expressed as follows: min
The regression function obtained is as follows:
where T(·) is the kernel function.
The radial basis kernel function with strong generalization ability is used in this paper and its equation is as follows:
If the values of the penalty coefficient C and kernel function parameter are not appropriate, the prediction results will be worse. Therefore, in order to obtain appropriate parameters, the parameters of SVM should be optimized to improve the prediction effect of the model.
Chicken Swarm Optimization (CSO)
Meng et al. [28] put forward the chicken swarm optimization algorithm (CSO). A new swarm intelligence optimization algorithm is proposed to simulate the hierarchy and foraging behaviour of chickens. The population is divided into several subgroups. Every subgroup contains chicks, hens and cocks. The chicken swarm optimization algorithm obeys the following rules:
(1) The entire population includes several sub-populations, each of which includes a cock, a number of hens and several chicks. (2) The fitness value of each particle in the population is calculated. The particles are classified based on the fitness values. A few particles with good fitness values are selected as cocks, a few particles with poor fitness values are selected as chickens, and the rest of the particles are selected as hens. (3) Under a certain hierarchy, the dominance relationship and mother child relationship remain unchanged. However, as the chicks grow, the population relationship will change. The hierarchy, dominance relationship, and maternal relationship of the chicken swarm will change once every G time. (4) The cock dominates the flock, the hens follow the cock in their own population, and the chicks feed around the hen. Hens randomly join a subpopulation. The relationship between mother and child in the flock is randomly established. The cock with the largest foraging range and the best foraging ability is dominant in the flock. The chick particles have the worst foraging ability and the smallest foraging range. The foraging ability and foraging range of hen particles are between cock particles and chick particles. In CSO, there are N particles in the whole chicken flock. The number of roosters is defined as N r . The number of hens is defined as N h , and the number of chicks is N c . Different kinds of chickens have different location updating equations when they are finding food [29, 30] . Roosters are the most adaptable individuals in chickens and also the most likely to find food in the whole population.
The equation of the position update of cock particles is shown in Equation (8):
where the k ∈ [1, c n ], and k = i. Randn(0, σ 2 ) is the gauss distribution with the mean value of 0 and the standard deviation of σ 2 . The individual position of P j i (t) is the value of the jth dimension of the ith individual at the tth iteration. ε is any small constant; k is an arbitrary cock in all cocks except the ith cock; W i is the fitness value corresponding to the ith cock; W k is the fitness value corresponding to the kth cock. Hens are the largest proportion of individuals in the whole chicken population. And its location update formula is shown in formula 9.
where Random is a random number between 0 and 1, which obeys the standard normal distribution. r 1 means the cock in the group where the ith hen is located. r 2 represents any cock except the cock in the group of the ith hen. So r 1 is different from r 2 . The chick follows the hens' foraging and the chick's position update formula is shown in formula 10.
where FL is the average number of evenly distributed in [0, 2]. P j m (t) is the hen position corresponding to the ith chick.
Improved Chicken Swarm Optimization (ICSO)
In the flock, because the chicks have the worst foraging ability, the smallest foraging range. So the chicks have the worst global search ability. The traditional CSO is prone to premature convergence when solving high-dimensional problems, the improved chicken swarm optimization (ICSO) is introduced in this study. In the traditional CSO algorithm, the number of hens is the largest. Therefore, the search ability of hen particles affects the convergence of CSO algorithm. In Equation (9) , hen particles can learn from cock particles in their own population and can learn from cock particles in other populations. However, hen particles have no self-learning ability. In the later stage of convergence, the search range of the whole population decreases. The cock particles tend to fall into the local optimum, which results in the hen particles falling into the local optimum and affects the convergence effect of the whole algorithm.
In this study, the position update equation of hen particles is improved, and a self-learning factor is introduced in the equation. It can be found from Equation (11) that the value of the learning factor is large at the beginning of the iteration, and the hen particles have better global search ability. As the number of iterations increases, the value of learning factor decreases gradually, and the hen particles have better local search ability. The convergence performance of CSO algorithm is also enhanced by improving the local and global search ability of hen particles.
where t is current iterations; M is maximum iterations; w max = 0.9, w min = 0.4. The improved hen position update formula is shown in Equation (12): (12) It can be seen from Equation (12) that the hen particles cannot learn from the cock particles with good fitness value, and can learn by themselves. The improved hen particles have a more flexible foraging strategy than the hen particles before the improvement. When the hen leading the chick falls into the local optimum, the chick can only learn from the following hen, so it will fall into the local optimum, eventually leading to the whole algorithm into the local optimum. The fitness values of hens are calculated and the hen particles are sorted according to the fitness values. The hen particles with poor fitness values are replaced with 80% of the cock particles to ensure the competitiveness of the population. By replacing hen particles with poor fitness values by cock particles with good fitness values, the superiority of hen particles can be guaranteed and the global search ability of chicken flocks can be strengthened.
From Equation (10), it can be found that chicken particles can only learn from hen particles, and the foraging strategy is single. In this regard, the update equation for chicks is improved in two aspects. Firstly, the part of learning from the global optimum individual is added to the chicken position update equation. By learning from the best particles in the chicken flock, the ability of chick particles to jump out of the local optimum can be enhanced. Secondly, At the later stage of the iteration, the population is simplified. In order to increase the diversity of population particles, chick particles are mutated in the late iteration period.
The position update equation of improved chick position is shown in Equation (13) .
where the P j best (t) is optimal individual of chicken swarm; W best is fitness value of the P j best (t). The process of improved chicken swarm algorithm is as follows.
(1) The parameters of the flock are initialized, such as the maximum iterations M, the number of cocks r n , hens h n and chicks c n , update time G and other parameters. (9), (12) and (13) . The fitness value of each particle is calculated. (4) The optimal individual and the location of the optimal individual are updated. (5) Determine whether to terminate the procedure. If the closure condition is met, the result is output.
If the termination condition is not reached, the program continues to run.
The flow chart of ICSO is shown in Figure 1 . This study uses four standard test functions to test the convergence accuracy of ICSO, CSO, differential evolution algorithm (DE), and particle swarm optimization (PSO) algorithms. Four optimization algorithms are tested 10 times for each test function in 20 and 80 dimensions respectively.
The calculation equation, the value range and the optimal value of the test function are presented in Table 1 . This study uses four standard test functions to test the convergence accuracy of ICSO, CSO, differential evolution algorithm (DE), and particle swarm optimization (PSO) algorithms. Four optimization algorithms are tested 10 times for each test function in 20 and 80 dimensions respectively.
The calculation equation, the value range and the optimal value of the test function are presented in Table 1 . 
Function
Range Optimum
The algorithm parameters are set as shown in Table 2 . Table 2 . Parameters setting.
Algorithms Parameters
It can be seen from Table 2 that the number of population N is 10 × d (d is the test dimension). M is the number of iterations for the four algorithms, which is 500 in this study. The PSO algorithm has the inertia weight w of 100 and the acceleration factor c1 of 1.5. The scale factor K and crossover factor C of the differential evolution algorithm (DE) are 0.5 and 0.9, respectively. The basic parameters of the CSO and ICSO algorithms are consistent.
In order to obtain more objective test results, the test uses a unified platform device. The test platform uses A8-4500M processor and MATLAB R2014a software.
As shown in Table 3 , the convergence accuracy of ICSO and CSO algorithms is obviously better than PSO and DE algorithms. The DE algorithm has the worst convergence accuracy compared to the other three optimization algorithms. For standard test functions f 1 , f 2 and f 4 , compared with the convergence accuracy of each algorithm in the 20th dimension, the convergence accuracy of each algorithm decreases in the 80th dimension. This shows that with the increase of test dimension, search difficulty increases and convergence accuracy decreases. The convergence accuracy of the ICSO algorithm in both 20th dimension and 80th dimension is significantly better than the other three optimization algorithms. For the function f 3 , PSO, DE and CSO algorithms do not converge to the optimal value, but ICSO converges to the optimal value 0 in both the 20th dimension and 80th dimension. By comparing the data in the table, it is found that ICSO algorithm achieves better optimization results. Compared with CSO algorithm, ICSO algorithm has better convergence performance, whether in the 20th or 80th dimension of the standard test functions.
Through the analysis of the test result data, it can be found that the convergence precision of ICSO algorithm is better than PSO, DE and CSO algorithms. By adding dynamic inertia weights w in the hen update equation of the ICSO algorithm, the hen's early local search ability and the late global search ability are strengthened. The chicks with poor fitness values learn from the best individual, which can expand the search range of chick particles. Moreover, by replacing hen particles with poor fitness values with a certain number of cock particles with good fitness values, the population maintains a good competition.
The convergence curves of the four optimization algorithms in 20th dimension are shown in Figure 2 . Through the analysis of the test result data, it can be found that the convergence precision of ICSO algorithm is better than PSO, DE and CSO algorithms. By adding dynamic inertia weights w in the hen update equation of the ICSO algorithm, the hen's early local search ability and the late global search ability are strengthened. The chicks with poor fitness values learn from the best individual, which can expand the search range of chick particles. Moreover, by replacing hen particles with poor fitness values with a certain number of cock particles with good fitness values, the population maintains a good competition.
The convergence curves of the four optimization algorithms in 20th dimension are shown in Figure 2 . In Figure 2 , the blue line indicates the convergence curve of the ICSO algorithm, the red line indicates the convergence curve of the CSO algorithm. The blue line falls the fastest and is below the other three colour lines. The convergence performance of the PSO and DE algorithms are similar. The convergence performance of ICSO and CSO algorithms is significantly better than that of PSO and DE algorithms. Comprehensive comparison shows that the convergence effect of ICSO algorithm is the best. Therefore, the parameters of SVM are optimized by the ICSO algorithm in this study.
Simulation Experiment and Data Analysis
The basic idea of short-term wind power forecasting is as follows: firstly, the training samples and test samples are determined and normalized; secondly, the model is trained by using the training samples; finally, the test samples are predicted by the model and the evaluation indicators are used to evaluate the prediction effect of the model.
The la haute borne data provided by ENGIE Renewable Energy are used as experimental data in this study. The wind turbine name is R80711. The manufacturer of the wind turbine is the company SENVION, the rated power of the wind turbine is 2050 kw, the rotor diameter of the wind turbine is 82 m, and the hub height of the wind turbine is 80 m.A total of 540 sets of wind power data from 27 January to 30 January 2017 are selected as experimental data. Table 4 presents the input and output of the prediction model. Table 4 , the wind speed, temperature and wind direction are selected as the input of the prediction model. The power is selected as output. The ICSO algorithm uses the mean square error of the training samples as the fitness function of. The calculation equation of fitness function is as follows:
There are n training samples in total. is the true value of training samples. is the prediction value of training samples. In this study, the root mean square error (RMSE) and relative error (RE) are used to evaluate the prediction effect of the model: In Figure 2 , the blue line indicates the convergence curve of the ICSO algorithm, the red line indicates the convergence curve of the CSO algorithm. The blue line falls the fastest and is below the other three colour lines. The convergence performance of the PSO and DE algorithms are similar. The convergence performance of ICSO and CSO algorithms is significantly better than that of PSO and DE algorithms. Comprehensive comparison shows that the convergence effect of ICSO algorithm is the best. Therefore, the parameters of SVM are optimized by the ICSO algorithm in this study.
The la haute borne data provided by ENGIE Renewable Energy are used as experimental data in this study. The wind turbine name is R80711. The manufacturer of the wind turbine is the company SENVION, the rated power of the wind turbine is 2050 kw, the rotor diameter of the wind turbine is 82 m, and the hub height of the wind turbine is 80 m. A total of 540 sets of wind power data from 27 January to 30 January 2017 are selected as experimental data. Table 4 presents the input and output of the prediction model. Table 4 . The input and output of the prediction model.
Input Output
Wind speed Power wind direction Temperature
In Table 4 , the wind speed, temperature and wind direction are selected as the input of the prediction model. The power is selected as output. The ICSO algorithm uses the mean square error of the training samples as the fitness function of. The calculation equation of fitness function is as follows:
There are n training samples in total. q i is the true value of training samples. q * i is the prediction value of training samples.
In this study, the root mean square error (RMSE) and relative error (RE) are used to evaluate the prediction effect of the model:
where o i is the true value of test samples, o * i is the prediction value of test samples. The specific steps to predict short-term power using the ICSO-SVM model are as follows:
(1) Determine the input samples and test samples. The prediction process of short-term power by the ICSO-SVM model is shown in Figure 3 . 
Where is the true value of test samples, is the prediction value of test samples.
The specific steps to predict short-term power using the ICSO-SVM model are as follows:
(1) Determine the input samples and test samples. The prediction process of short-term power by the ICSO-SVM model is shown in Figure 3 . In order to compare the effects of the number of training samples on the prediction accuracy, two sets of wind power data are selected to test the model. The first set of wind power data consists of 540 samples, 500 samples are used to train the model, and 40 samples are used to test the model. The second set of wind power data consists of 440 samples, 400 samples are used to train the model, and 40 samples are used to test the model.
Firstly, the ICSO-SVM model and CSO-SVM model are tested with the first set of wind power data. The predicted results of the two models are shown in Figure 4 . As shown in Figure 4 , the black line indicates the true value curve, the green line indicates the predicted curve of the CSO-SVM model, and the blue line indicates the predicted curve of the ICSO-SVM model. On the whole, the fluctuation trend of the blue line is closer to the fluctuation trend of the black line, especially between the 30th sample and the 40th sample. In particular in the later stage of prediction, the trend of blue line is more in line with the trend of black line than that of green line. The relative error percentage curves of the two models are shown in Figure 5 . As shown in Figure 5 , the fluctuation of the blue line is stable, while the green line is more volatile. The maximum relative error percentage of CSO-SVM model is nearly 30%, which is obviously higher than that of ICSO-SVM model.
Secondly, ICSO-SVM model and CSO-SVM model are tested with the second set of wind power data. The predicted results of the two models are shown in Figure 6 . As shown in Figure 4 , the black line indicates the true value curve, the green line indicates the predicted curve of the CSO-SVM model, and the blue line indicates the predicted curve of the ICSO-SVM model. On the whole, the fluctuation trend of the blue line is closer to the fluctuation trend of the black line, especially between the 30th sample and the 40th sample. In particular in the later stage of prediction, the trend of blue line is more in line with the trend of black line than that of green line. The relative error percentage curves of the two models are shown in Figure 5 . As shown in Figure 5 , the fluctuation of the blue line is stable, while the green line is more volatile. The maximum relative error percentage of CSO-SVM model is nearly 30%, which is obviously higher than that of ICSO-SVM model.
Secondly, ICSO-SVM model and CSO-SVM model are tested with the second set of wind power data. The predicted results of the two models are shown in Figure 6 . As shown in Figure 5 , the fluctuation of the blue line is stable, while the green line is more volatile. The maximum relative error percentage of CSO-SVM model is nearly 30%, which is obviously higher than that of ICSO-SVM model.
Secondly, ICSO-SVM model and CSO-SVM model are tested with the second set of wind power data. The predicted results of the two models are shown in Figure 6 .
As shown in Figure 6 , as the number of training samples decreases and the number of test samples increases. Compared with Figure 4 , it can be found that the prediction errors of the two models are obviously increased. The predictive effect of ICSO model for the second set of wind power data is better than CSO-SVM model. The relative error percentage curves of the two models are shown in Figure 7 .
Compared with Figure 5 , it can be seen from Figure 7 that the maximum predicted relative error percentage of CSO-SVM exceeds 60%, and the maximum predicted relative error percentage of ICSO-SVM is close to 50%, indicating that the training sample has a greater impact on the prediction results. As shown in Figure 5 , the fluctuation of the blue line is stable, while the green line is more volatile. The maximum relative error percentage of CSO-SVM model is nearly 30%, which is obviously higher than that of ICSO-SVM model.
Secondly, ICSO-SVM model and CSO-SVM model are tested with the second set of wind power data. The predicted results of the two models are shown in Figure 6 . As shown in Figure 6 , as the number of training samples decreases and the number of test samples increases. Compared with Figure 4 , it can be found that the prediction errors of the two models are obviously increased. The predictive effect of ICSO model for the second set of wind power data is better than CSO-SVM model. The relative error percentage curves of the two models are shown in Figure 7 . Compared with Figure 5 , it can be seen from Figure 7 that the maximum predicted relative error percentage of CSO-SVM exceeds 60%, and the maximum predicted relative error percentage of ICSO-SVM is close to 50%, indicating that the training sample has a greater impact on the prediction results.
For 500 training samples and 400 training samples, the maximum relative error percentages, minimum relative error percentages, average relative error percentages and root mean square errors of ICSO-SVM and CSO-SVM models are shown in Table 5 . It can be seen from Table 5 that as the training samples decrease, the average relative error and the RMSE value increase significantly. For the first set of wind power data, the average relative error percentage of the CSO-SVM model is 9.30%. For the second set of wind power data, the average relative error percentage is 18.29%, which is nearly 2 times larger. The RMSE value of the CSO-SVM model increases from 40.53 to 51.52. The RMSE value of the ICSO-SVM model increases from 30.89 to 46.91. Through data analysis, it is found that the number of training samples has an obvious impact on the prediction effect of the model.
The test results show that the prediction errors of CSO-LSSVM and ICSO-SVM models increase relatively with the decrease of training samples. Whether the training samples are 500 or 400, the average relative error and RMSE value of the ICSO-SVM model are smaller than the CSO-SVM model. For 500 training samples and 400 training samples, the maximum relative error percentages, minimum relative error percentages, average relative error percentages and root mean square errors of ICSO-SVM and CSO-SVM models are shown in Table 5 . It can be seen from Table 5 that as the training samples decrease, the average relative error and the RMSE value increase significantly. For the first set of wind power data, the average relative error percentage of the CSO-SVM model is 9.30%. For the second set of wind power data, the average relative error percentage is 18.29%, which is nearly 2 times larger. The RMSE value of the CSO-SVM model increases from 40.53 to 51.52. The RMSE value of the ICSO-SVM model increases from 30.89 to 46.91. Through data analysis, it is found that the number of training samples has an obvious impact on the prediction effect of the model.
Conclusions
The test results show that the prediction errors of CSO-LSSVM and ICSO-SVM models increase relatively with the decrease of training samples. Whether the training samples are 500 or 400, the average relative error and RMSE value of the ICSO-SVM model are smaller than the CSO-SVM model.
The problems of air pollution and excessive exploitation of traditional fossil energy are becoming increasingly serious. It is imperative to develop clean energy. Because of its renewable, clean and environmental advantages, wind power generation receives attention from all over the world, especially in countries with energy shortages. The installed capacity of wind turbines has increased year by year. However, wind power has its own limitations and is greatly affected by the weather. If the electricity generated by the wind is directly integrated into the power grid, it will impact the quality of voltage and frequency of the power grid. The stable operation of the power grid is destroyed. Therefore, it is of practical significance to make predictions on short-term wind power and improve the stability of power system operation. The SVM has better robustness, can avoid dimension disaster and has strong non-linear mapping ability. So short-term wind power is predicted by SVM in this study.
In this study, the traditional CSO algorithm is improved. Wind power is predicted by the ICSO-SVM model. This study draws the following conclusions:
(1) Because of the limitations of traditional CSO algorithm, both local search ability and global search ability need to be improved. So the ICSO algorithm is introduced in this study. In the ICSO algorithm, the position update equation of hens and chicks is improved. The self-learning factor is introduced into the hen position updating equation to improve search ability. The role of learning from the optimum particle is introduced into the chick position updating equation. So the local search ability and global search ability of the algorithm are improved. (2) The PSO, CSO, DE and ICSO algorithms are tested by the four standard test functions and the test data are analysed. By comparing with the other three optimization algorithms, the ICSO algorithm has the best convergence accuracy, whether in the 20th or 80th dimension of the standard test functions. (3) When the number of training samples is reduced from 500 to 400, the predicted average relative error percentage and RMSE values of the CSO-SVM and ICSO-SVM models are obviously increased. The results indicate that the number of training samples has a significant impact on the prediction effect, and show that ICSO-SVM has better prediction accuracy than the CSO-SVM model.
