Abstract. The Nullstellensatz proof system is a proof system for propositional logic based on algebraic identities in elds. Prior work has proved lower bounds of the degree Nullstellensatz refutations using combinatorial constructions called designs. This paper surveys the use of designs for Nullstellensatz lower bounds. We give a new, more general de nition of designs. We present an explicit construction of designs which give a linear lower bound on the degree of Nullstellensatz proofs of the housesitting principle. Our designs for the housesitting principle work over any ring.
Introduction
The Nullstellensatz proof system is a propositional proof system which establishes the truth of tautologies using reasoning about polynomials over a eld, based on the Hilbert Nullstellensatz. The original de nition of the Nullstellensatz proof system was by 2] . and many of the basic properties of Nullstellensatz proofs can be found in 3] and in the survey 6]. We begin with a review of the the Nullstellensatz.
In Nullstellensatz refutations, the Boolean values True and False are identi ed with the algebraic values 1 and 0 respectively. Boolean operations can be expressed as ring operations; e.g., :x is the same as 1 ? x, a conjunction x^y is the same as the product xy, and a disjunction x _ y is the same as x + y ?xy. In this way, one converts an arbitrary propositional formula '(x) into an algebraic term t(x) such that '(x) and t(x) have the same value for all assignments of 0/1 values to the variablesx. We shall always x some underlying ring R and assume that all algebraic operations occur in that ring. Note that the translation from propositional logic to algebraic 1991 Mathematics Subject Classi cation. Primary 03F20, 03B05, 03G99, 68R05. Key words and phrases. propositional proofs, nullstellensatz, design, housesitting principle.
Supported in part by NSF grant DMS-9503247 and US-Czech Science and Technology grant 93-025. 1 expressions works over an arbitrary ring. However, in most interesting cases, the ring is actually a eld. The central di cult computational problem of propositional logic is, given a propositional formula '(x) withx = x 1 ; : : : ; x n the variables in ', to determine if '(x) is satis able. If t(x) is an algebraic expression which computes the same function as '(x) for all Boolean inputs, then ' is satisable if and only if t(ã) = 1 for some 0/1 assignment of valuesã to the variablesx. If our algebraic structure R is a eld, then the formula x 2 i ? x i = 0 is satis ed exactly when x i is assigned a Boolean value 0 or 1. Therefore ' is unsatis able if and only if it is not possible to assign eld elements to the variablesx = x 1 ; : : : ; x n which simultaneously satisfy the n + 1 equations t(x) ? 1 = 0 x 2 i ? x i = 0 1 i n:
If the algebraic structure R is only a ring, it is still true that ' is unsatisable if and only if the n + 1 equations cannot be simultaneously satis ed in R. However, the statement is harder to prove for rings, since an equation x 2 ? x = 0 may have many non-0/1 solutions in a ring. However it still holds for rings, since an assignment which satis es the equations will also satisfy them in the eld R=M for M a maximal ideal of R.
It is often convenient to work with terms t that are not obtained from a propositional formula ' by the above canonical method. Further it is often convenient to work with multiple terms instead of a single term t. This leads to the following generalization of the propositional satis ability problem:
given polynomials t 1 ; : : : ; t m over a ring R, is there a assignment of 0/1 values to the variables in the terms that makes all the terms simultaneously equal to zero. If R is a eld this is equivalent to asking whether the m + n equations t i (x) = 0 for i = 1; 2; : : : ; m x 2 j ? x j = 0 for j = 1; 2; : : : ; n can be simultaneously satis ed. It is an easy consequence of the Hilbert Nullstellensatz that this question is equivalent to asking whether there are polynomials F i (x) and G j (x) such that the polynomial identity (4) would have been a consequence of (3). We therefore will frequently nd it convenient to de ne designs by specifying their values only on the multilinear monomials of degree d. This viewpoint leads to the construction of designs as combinatorial objects; namely, the multilinear monomials can be viewed as conjunctions of the atomic statements represented by the (propositional) variables in the monomial.
The next theorem provides the basis for using designs to obtain lower bounds on the degrees of Nullstellensatz refutations. 
= 0 which is a contradiction.
A converse to the above theorem also holds: This raises the question of whether designs can be generalized to give degree lower bounds on Gr obner proofs. For this, we de ne a Gr obner-design just as we de ned design, but we add an extra condition: The following theorem follows easily from the de nition of Gr obner designs and the Gr obner proof system: Theorem 5. If there is a Gr obner design of degree d, then there is no Gr obner proof of degree d.
We do not know if the converse to this theorem holds.
The Housesitting Principle
The rest of this paper discusses designs for a propositional tautology known as the housesitting principle. The construction of these designs provides a simple, instructive example of the construction of designs.
For the sequel, we let I = f0; : : : ; ng and J = f1; : : : ; ng. For an intuitive picture, we think of J as a linearly ordered set of houses and of I as a set of people who occupy houses. Each person i 2 I either stays at home in house i, or housesits for some house j > i for which person j is not at home. Since 0 = 2 J, person 0 must housesit. It is allowed that two people housesit for the same house. The housesitting principle states that these properties cannot be satis ed for all i 2 I simultaneously.
The housesitting principle can be viewed as a form of the complete induction principle. That is, let A(k) be the assertion that every person i n?k is at home (i.e., in house i). Then trivially A(0) holds, and it is easy to note that A(k) implies A(k + 1). But A(n) is a contradiction since person 0 must housesit some house in J.
Alternatively, the housesitting principle is a form of the in nite descent principle, except that our ordering is reversed so it becomes an in nite ascent principle. Namely, let j 0 = 0 and let j i+1 be the house occupied by person j i . Then if the housesitting conditions were all met, j 0 ; j 1 ; j 2 ; : : : would be in nite, strictly increasing sequence of integers less than n.
3.1. The Nullstellensatz formulation. The set of polynomials used to express (the negation of) the housesitting principle in the Nullstellensatz proof setting are constructed as follows.
There are variables x i;j , for all 0 i j n, 1 j, which intuitively express the condition that person i is in house j (a value of 1 denotes True and a value of 0 denotes False). There are linear polynomials F i which state that person i is in some house numbered at least i: F i = x i;i + x i;i+1 + + x i;n ? 1: There are degree 2 polynomials F 0 i;j , for i < j, which state that persons i and j are not both in house j: F 0 i;j = x i;j x j;j : Finally there are the usual propositional polynomials, F 00 i;j = x 2 i;j ? x i;j . Let F be the set of polynomials fF i ; F 0 i;j g. Since the polynomials cannot be simultaneously equal to zero under propositional assignments to the variables (since otherwise the housesitting principle would be falsi ed), there must be a Nullstellensatz refutation of F. We shall construct below an ndesign which proves that any Nullstellensatz refutation must have degree at least n + 1, over an arbitrary ring R. Actually, we will do a little better: let F (3) i;k;`b e the polynomials F (3) i;k;`= x i;k x i;` for k 6 =`, and let F (4) i;j;k;`b e the polynomials F (4) i;j;k;`= x i;k x j;f or i < j < k;`and k 6 =`. If we include these polynomials in F, then the design we construct below is still a valid n-design for the enlarged set of polynomials. 1 Therefore any Nullstellensatz of the enlarged set of polynomials also requires degree n + 1.
Theorem 3 and the design from Theorem 7 below imply the following lower bound on the degrees of Nullstellensatz refutations: Theorem 6. Let R be an arbitrary ring. Then any Nullstellensatz refutation of the housesitting principle polynomials requires degree n + 1.
It is not di cult to see that degree n + 1 su ces for Nullstellensatz refutations of the housesitting principle, so Theorem 6 is optimal. Clegg, It will therefore su ce to de ne the values of the design D on terms which correspond to partial mappings. We will identify partial mappings with the terms to which they correspond and therefore can talk about the value, D( ), of D on the partial mapping .
Before we de ne the designs, we need some de nitions and to state some technical conditions. We write (i)" (respectively, (i)#) to represent the conditions that (i) is unde ned (respectively, de ned). We write dom( ) to denote the domain of , i.e., the set fi : (i)#g. This is because our designs will equal zero on terms which do not represent partial mappings or which do not satisfy condition ( ) below.
Note that the housesitting principle states that there is no total which satis es ( ) and ( ) for all values of i. Given a partial mapping , let r( ) be the least value r 0 such that (r 0 )". There are two more partial mapping conditions that we also use: ( ): Let i < j be in I. Suppose (i) > j and (j) 6 = j. Then (i) = (j). The main result of this section is:
Theorem 7. D is a degree n design over Z (and hence over every ring). (3) holds. Now we prove that the i = r?1 case of equation (3) i;k;`) must equal zero. In addition, condition ( ) implies that D(T F (4) i;j;k;`) = 0.
So it remains to establish property (3) for the polynomials F i 2 F. 
Fix an an arbitrary matching of degree < n. Let 
Appendix: (non)completeness over rings
In section 1, we stated the completeness theorem for Nullstellensatz refutation for elds. When working over rings, the completeness theorem may not always hold. However, the following completeness theorems do apply to rings. 
