We discuss conditions ensuring the (strict) convergence of stochastic gradient algorithms.
Introduction
A stochastic gradient algorithm is a process (x n ), x n ∈ R m , verifying a recursion of the form
where V : R m → R is a smooth potential, (γ n ) a decreasing sequence of nonnegative weights (e.g γ n =
A n ) and (U n ) a R m valued sequence of perturbations (e.g a martingale difference sequence).
Under classical assumptions on (γ n ) and (U n ), the limit set of (x n ) is a compact connected subset of the critical set of V :
crit(V ) = {x ∈ R m : ∇V (x) = 0}.
For generic V, critical points are isolated, so that the process converges to one of them. The purpose of this note is to discuss conditions ensuring convergence for general (possibly degenerate) potentials. The main result follows from Lojasiewick type convergence results for gradient like systems established in [5] , combined with a shadowing theorem proved in [11] and classical estimates for stochastic approximation processes.
As an illustration we get assertion (ii) of Theorem 1.1 below. Assertion (i) is classical (see e.g Proposition 2.3 and Remark 2.4 below) and recalled here for completeness.
For p ∈ crit(V ) let D 2 V (p) be the Hessian of V at p and let Λ(p) denote the spectrum (i.e the collection of eigenvalues) of −D 2 V (p). For any set C ⊂ crit(V ) let Λ(C) = p∈C Λ(p) and R(C) = R\Λ(C). Theorem 1.1 Let (Ω, F , P) be a probability space equipped with a filtration {F n }, (U n ) a sequence of R m valued random variables adapted to {F n } and x 0 ∈ R m an F 0 measurable random variable. Assume
Let L(x n ) denote the limit set of (x n ).
Then there exists a random variable x ∞ ∈ C and c > 0 such that
By analogy we say that C ⊂ crit(V ) is linearly unstable if every p ∈ C is linearly unstable. Observe that whenever C ⊂ crit(V ) is a connected linearly unstable set, then either C reduces to a singleton, or 0 ∈ Λ(p) for all p ∈ C.
A byproduct of the previous theorem is the following non convergence result. 
where λ min [.] denotes the smallest eigenvalue.
Then, the event {L(x n ) ⊂ C} has zero probability.
Outline Section 2 introduces some notation and background. The main result (Theorem 3.3) is given in section 3 and is applied in section 4 to provide condition ensuring that the process cannot converge toward an degenerate set of unstable equilibria (Theorem 4.2).
Notation and background
Let F : R m → R m be a C 1 globally integrable vector field, Φ = {Φ t } the induced flow and Eq(F ) = {x ∈ R m : F (x) = 0} the equilibrium set.
A strict Lyapounov function for Φ (or F ) is a continuous map
for all x ∈ R m \ Eq(F ) and t > 0. When such a V exists, F is called a gradient-like vector field.
Using the terminology coined in [3] , a continuous function X :
Its limit set is the (possibly empty) set defined as
Example 2.1 Let (x n ) be solution to the recursion
where γ n ≥ 0, γ n → 0 and n γ n = ∞.
Let τ 0 = 0, τ n = n i=1 γ i and let X be the continuous interpolated process defined by
Assume that (i) F is Lipschitz and bounded on a neighborhood of (x n ) (this holds for instance whenever (x n ) is bounded),
Then X is an asymptotic trajectory of the flow induced by F (see Proposition 4.1 in [1] ).
Example 2.2 [Robbins Monro Algorithm]
With the notation of example 2.1, assume that (i) The sequence (U n ) is a stochastic process adapted to some filtration {F n }, x 0 is F 0 measurable and
(iv) F is Lipschitz and bounded on a neighborhood of (x n ).
Then X is an asymptotic trajectory of the flow induced by F (see 
Proposition 2.3 Suppose F is gradient like with strict Lyapounov function V and induced flow
Remark 2.4 If Eq(F ) ∩ L is countable (for instance if equilibria of F are isolated) Proposition 2.3 implies convergence of (X(t)) to an equilibrium point.
If Eq(F ) ⊂ Crit(V ) and V is C r with r ≥ m. Then Sard's theorem implies that V (Eq(F )) has empty interior and the conclusion of Proposition 2.3 holds.
A strict convergence result
We assume here that F is a C 1 vector field which is gradient like with a C 1 strict Lyapounov function V. We let X denote a bounded APT. The error rate of X is the number e(X) ∈ [−∞, 0] defined as e(X) = lim sup
If e(X) ≤ λ < 0. Then, following [8] and [3] , X is called a λ pseudotrajectory. The map V is said to satisfy a Lojasiewick inequality at point p ∈ R m if there exists a neighborhood U of p and constants 0 < θ ≤ 1/2 and c 0 ≥ 0 such that for all
It was proved by Lojasiewicz ( [9] ) that V satisfies such an inequality whenever it is real analytic in a neighborhood of p and this inequality was used to prove that bounded trajectories of real analytic gradient vector fields have finite length, hence converge. This result was later extended in [5] to gradient-like systems verifying a certain angle condition. We say that (F, V ) satisfies an angle condition at p if there exists a neighborhood U of p and a constant c 1 > 0 such that
Let L = L(X) denote the limit set of X and let R(L) ⊂ R denote its Sacker-Sell resolvent (also called in the literature the dynamical resolvent). Because L is internally chain transitive, it follows from Lemma 3 in [14] , that R(L) can be defined as the set of λ ∈ R such that for all x ∈ L and v ∈ R m \ {0}
In other words, λ ∈ R(L) means that there is no bounded solution to the differential system
For each p ∈ Eq(F ) let Λ(p) denote the set of real parts of eigenvalues of DF (p) (the jacobian matrix of F at p). The next proposition can be used to compute or estimate R(L). Its proof follows directly from Proposition 2.3, Remark 2.4 and the above definition of R(L).

Proposition 3.2 Consider the following assertions:
(i) V is C r for r ≥ m and Eq(F ) ⊂ crit(V ), (ii) V (L ∩ Eq(F )) has empty interior, (iii) L ⊂ Eq(F ), (iv) R(L) = R \ p∈L∩Eq(F ) Λ(p). Then (i) ⇒ (ii) ⇒ (iii) ⇒ (iv).
Theorem 3.3 Assume that :
(i) V satisfies a Lojasiewick inequality and an angle condition at some point p ∈ L ∩ Eq(F );
in a neighborhood of p, then
where c = max(−
Proof. For every R m -valued sequence ξ = (ξ k ) k≥0 and every r ≥ 1 set
Given such a sequence and x ∈ R m , define the sequences
Let C be a compact connected invariant set (say internally chain transitive), µ ∈ R(C) ∩ R − and r = e −µ . The following result follows from the more general Theorem 1.4.5 in [11] In order to use this proposition, let
where T > 0 will be chosen later and let C = L be the limit set of X.
Choose (thank to condition (ii)) µ ∈]e(X), 0[∩R(C) and e(X) < α < µ. Then, for t large enough
Therefore, with r = e −µ and T sufficiently large, g(ξ) r ≤ e αT 1−e α−µ ≤ d. Thus, by the latter proposition, h(x, ξ) r ≤ Ld for some x. It then follows that for all 0 ≤ h ≤ 1 and k ≥ 0
where L is a Lipschitz constant of F on a neighborhood of X(R + ). Then
In particular X(.) and {Φ t (x), t ≥ 0} have the same limit set. Now, by assumption (i) and Theorem 1 in
Proof of Theorem 1.1 Assertion (i) follows from Remark 2.4 and Proposition 2.3. Assertion (ii) follows from Theorem 3.3, Example 3.1 and the fact that real analytic maps satisfies Lojasiewick inequality.
Discussion of condition (ii) in Theorem 3.3 If we no longer assume that F is gradient like (but continue to assume that X is a bounded APT with limit set L = L(X)) the condition
implies (by Theorem 1.4.5 in [11] as in the proof of Theorem 3.3) that there exists x ∈ R m such that lim sup
This shadowing property is reminiscent of the shadowing Theorem 9.3 in [3] (see also Theorem 8.9 in [1] ). This latter result which easily follows from Hirsch's shadowing theorem ( [8] , Theorem 3.2) asserts the following. Let
then there exists x ∈ R m such that lim sup
By a theorem of Schreiber ([15] )
where P erg (L) is the set of Φ-invariant ergodic measures supported by L and for each µ ∈ P erg (L) λ 1 (µ) is the smallest Lyapounov exponent 2 of µ. Now, by Theorem 2 in [14] 
with a 1 ≤ b 1 < a 2 ≤ b 2 < . . . < a k ≤ b k ; and by Theorem 2.3 in [12] for every µ ∈ P erg (L) all the lyapounov exponents of µ are contained in Σ(L) and every point in ∂Σ(L) = {a 1 , b 1 , . . . , a k , b k } is a lyapounov exponent for some µ ∈ P erg (L). It then follows that
so that condition (4) implies condition (3).
Non convergence toward (degenerate) unstable set of equilibria
We discuss here some implication of Theorem 3.3 to the problem of non convergence toward degenerate set of equilibria, for stochastic approximation processes. Let X = (X(t)) t≥0 be a R m valued continuous stochastic process. For every open set U ⊂ R m and s ≥ 0, let T U s be the stopping time (with respect to the canonical filtration of X) defined by
Let p ∈ R m . We say that p is repulsive for X provided there exists a neighborhood U of p such that for all n ∈ N P(T and F (x) = 0. It is well known that (x n ) (hence the interpolated process X) converges almost surely toward a random variable X ∞ having a uniform distribution on [0, 1]. Thus, for all p ∈ [0, 1] P(lim t→∞ X(t) = p) = 0 but p is not repulsive for X.
The following result is a straightforward consequence of Theorem 3.3.
Theorem 4.2 Let F and V be like in section 3 and let X : R + → R m be a continuous stochastic process, almost surely bounded and such that e(X) ≤ e < 0. Let C ⊂ Eq(F ) be a compact connected set of equilibria. Assume that (i) V satisfies a Lojasiewick inequality and an angle condition at every point p ∈ C;
(ii) ]e, 0[∩R(C)) = ∅;
Proof. By assumptions and compactness, there exist points p 1 , . . . , p k ∈ C and neighborhoods U 1 , . . . , U k such that C ⊂ U i , p i ∈ U i , and P(L(X) ⊂ U i ) = 0. Now, on the event L(X) ⊂ C there exists i ∈ {1, . . . , k} such that L(X) ∩ U i = ∅, hence by Theorem 3.3, L(X) ⊂ U i . Thus P(L(X) ⊂ C) ≤ i P(L(X) ⊂ U i ) = 0.
Theorem 4.2 requires the verification that every point in C is repulsive. Beginning with a seminal paper by Pemantle [10] , the literature on stochastic approximation and urn processes has produced several results showing that, under reasonable assumptions, a process given by (2.1) cannot converge toward an "unstable" equilibrium of the associated vector field. It turns out that, while these results are usually formulated as "non convergence results", a careful reading of the proofs shows that they actually prove repulsiveness of the unstable point.
The following result, due to Brandière and Duflo [4] (see also Chapter 3 in [7] ) was first proved by Pemantle [10] when F is C 2 and p hyperbolic, for bounded noise and γ n = 1/n. Pemantle's theorem was later extended to more general invariant sets (including non hyperbolic equilibria) in [1] , (Section 9, Theorem 9.1). Under stronger assumptions on the noise sequence the smoothness assumption on F can be weakened to C 1 (see Theorem 3.12 in [2] ). Tarrès'
