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Abstract

When considering the educational context and expectations of our teachers today,
an evaluation of teacher-efficacy in promoting higher-order thinking skills (HOTS) in the
classroom is more important than ever. Promoting these skills as illustrated in Anderson
and Krathwohl’s (2001) taxonomy of educational objectives, through pedagogical
techniques, provides an opportunity for students to develop metacognitive skills for
learning. The literature (Thomas & Walker, 1997) stresses that the confidence that
teachers have in actually promoting these skills (also known as teacher-efficacy
(Bandura, 1986)), is important to bridging the gap between pedagogy and development of
student thinking skills. The aim of the study was to validate an instrument that could
evaluate teacher-efficacy in promoting HOTS in the classroom. A total of 77 elementary
teachers New England completed a 28-item survey comprised of three hypothesized
factors. The results from a factor analysis and reliability analysis produced a 17-item,
two-factor structured instrument which included Interactive, Critical Thinking and
Metacognitive Strategies pedagogy, to evaluate teacher-efficacy and HOTS. Limitations
and future directions of this study are discussed.
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Chapter 1-Introduction
With the educational objectives set forth by Bloom’s Taxonomy (Bloom, 1956),
there is much research and insight into the role of higher order thinking skills (HOTS) in
the K-12 classroom. According to Bloom (1956), HOTS represent critical, logical,
reflective, metacognitive, and creative thinking that is activated by encountering
unfamiliar problems and questions. Grounded with lower order thinking skills that are
linked to prior knowledge and cognitive strategies, HOTS are more sophisticated and
context-rich than lower order skills, requiring students to manipulate information and
ideas that transform their meaning and implications.
The results of a meta-analysis of 18 experiments conducted by Redfield and
Rousseau (1981) indicated that when teachers predominantly used questions that promote
higher-order thinking in the classroom, students yielded better retention and higher scores
on tests, which required factual and application-based responses. In the current era of
high stakes testing, which has bound teachers to a strict set of standardized learning
expectations to obtain required scores, are teachers confident in their ability to promote
such thinking skills in their students? Exploring this issue may offer insight how teachers
view their abilities, but also inform administration and teachers how to develop
curriculum, assess, and teach our students.
In a study conducted in three states that were categorized as barely, moderately,
and highly involved with high stakes testing, teachers indicated that, “state testing
programs caused them to teach in a manner which were not aligned with their own views
of what constitutes good educational practice” (Pedulla, Abrams, & Madaus, 2003, p 23).
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Roughly three-quarters of teachers, regardless of stakes or grade levels, found that “the
benefits of testing were not worth the costs and time involved” (Pedulla, Abrams, &
Madaus, 2003, p 24).
A study in the 1980s by Hare and Puliam (1980) indicated that only 20 percent of
classroom questions posed by teachers required more than simple factual recall and
extend to higher-order thinking skills by students. Goodlad (1983) further reported that
only one percent of classroom discussion allowed students to give their own opinions and
reasoning. If the HOTS issue was relevant in the 1980’s, could it still continue to be
evident in our classrooms three decades later? Moreover, do teachers today believe that
they have the ability and skills to create rich, complex learning environments for their
students or is the teaching of learning skill sets limited to techniques which promote
memorizing and recall? These are all questions of interest when examining teacher
efficacy in using pedagogical techniques to promote students’ higher order thinking skills
in the classroom.
Research by Davies (2004), suggests that teacher-efficacy has been shown to be a
strong predictor of commitment to teaching, adoption of innovation and higher levels of
planning and organization (this study is further discussed in Chapter 2 - the literature
review). This identifies the importance of teacher-efficacy in being able to teach
effectively and utilize pedagogical techniques that are not only new and innovative, but
also promote higher-order thinking skills. As our society continues to evolve with
advancements in technology and requires future generations of students to be self-aware
and conscious of HOTS, it is important to know if teachers have high efficacy in their
teaching to promote content mastery through synthesis of ideas and critical thinking
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based, more complex ways of teaching and learning. In doing this, we can gain insight
into how particular pedagogical techniques or approaches may yield the expected
educational outcomes for our students today.
There are no measures that assess teacher-efficacy in promoting higher-order
thinking skills in the classroom as a whole. The current scales related to teacher-efficacy
measure efficacy separately with other variables such as such as metacognition,
epistemological beliefs, and classroom management. In both a 24-item scale
(recommended for evaluating pre-service teachers) and a 12-item scale, Moran and Hoy
(2001) developed the Teacher’s Sense of Efficacy Scale which offers three moderately
correlated factors as a result of the factor analysis: efficacy in promoting student
engagement, efficacy in instructional practices, and efficacy in classroom management.
Reliability of the measures resulted in alpha levels estimates ranging from .81 to .86 on
these factors.
Shraw and Dennison (1994) developed the 52-item inventory to measure adults’
metacognitive awareness--separated into two sections: 1) knowledge of cognition, and 2)
regulation of cognition. After two experiments were performed, results indicated that the
factors had a reliability of alpha= .90, and an intercorrelation of r= .54. Results from
experiment 2 indicated that knowledge of cognition was related to pre-test judgments on
monitoring ability and performance, but not on monitoring accuracy.
From the research literature, we see that studies have utilized two or more scales
to measure the two constructs of teacher-efficacy and pedagogical skills promoting
higher order thinking skills in the classroom. When considering this, the purpose of this
study was to create a single scale that is both valid and reliable that can evaluate teacher
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efficacy in using pedagogical techniques that promote higher-order thinking skills in the
classroom. Furthermore the purpose of this study was to bridge the gap between teacherefficacy and their ability to discriminate amongst the levels of Bloom’s Taxonomy
(Bloom, 1956) of thinking skills as represented by their pedagogical techniques in the
classroom.
A questionnaire was created to evaluate teacher-efficacy when using a variety of
pedagogical techniques that promote HOTS in the classroom. The scale consisted of
demographic information (identified through closed- answer questions), Likert-type scale
items, used to rate teacher-efficacy, a teaching self-report, as well as a selection of the
teachers’ overall goal for teaching. A pilot sample of 77 teachers responded to the survey
via SurveyMonkey® in order to answer two research questions: 1) Is the Teacherefficacy for using HOTS in the classroom instrument valid?; and 2) Is the Teacherefficacy for using HOTS in the classroom instrument reliable?
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Chapter 2- Literature Review
The importance of teaching thinking skills.
The importance of developing higher order thinking skills have origins escalating
back to 1910, when philosopher, John Dewey provided purpose to education---to teach
young men and women to think—
“there is not adequate theoretical recognition that all which school can do for
pupils, so far as their minds are concerned, is to develop their ability to think”
(Dewey, 1916, p. 152).
His ideas about teaching people to think were developed in his book, “How we Think”
(1910), and led to a large movement devoted to critical thinking in the 1960s. Edward de
Bono (1970) supported Dewey’s purpose, and from this, his CoRT Thinking Program
(1974) has led to expansive efforts to create thinking skills curriculum for the classroom.
He proposed three basic principles underlying his method:
1) Thinking is a skill that can be developed,
2) Most practical thinking takes place in the perception stage,
3) The tools method is used to teach thinking.
While considering these three basic principles, it was found that the various skills
defined in the Bloom’s Taxonomy (1956) were declared as skills fundamental to the
future of effective education (Education Commission of States, 1982). Emphasis on these
skills was echoed by McTighe and Schoenberger (1985) in a report stating, “higher-level
thought processes…are needed for students to function properly” (p.5). To recognize
thinking as a necessary attribute to thrive in the workforce, Costa and Liebman (1999),
stated that the understanding, knowledge, and development of such thinking skills
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created, “self-initiating, self-modifying, self-directed thinkers…beyond just fixing
problems… and search continuously for creative solutions” who are individuals for the
future (1999, p. 14). As a result of his support for developing thinking skills in the
classroom, a resource book for critical thinking, called “Developing Minds” was edited
by Costa (2001), and has become one of the leading resource books for thinking skills
curriculum to this day, with its first edition released in 1985, and most recent in 2001.
Teacher-efficacy and teaching HOTS.
The relationship between teacher-efficacy and teaching HOTS in the classroom,
and how teacher-efficacy is reflective of overall teaching performance, is highly
important when evaluating how our students utilize such skills and evaluate their own
thinking processes in the classroom. Specifically for this study, it is important to know
how levels of teacher-efficacy in promoting higher-order thinking skills may impact how
students utilize and evaluate their own thinking in the classroom. Hampton (1996)
identified that when teacher self-efficacy is low, the impact upon teaching performance,
with respect to teaching thinking skills to young people, will most likely to be negative.
Evaluating teacher-efficacy beliefs are therefore essential in the development of student’s
self-efficacy towards thinking skills (Thomas & Walker, 1997).
Teacher-efficacy and teaching demographics. A review of the HOTS literature
revealed a scarce amount of research that was fully pertinent to evaluating teacherefficacy and teaching HOTS in the classroom. In looking at teacher-efficacy in the
classroom, Yeo, Ang, Chong, Huan, and Quek (2008) evaluated how teacher-efficacy
was related to: 1) a teacher’s demographic profile, 2) those demographic variables in
relation to a teacher’s relationship with academically low-achieving students (i.e.,
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number of years teaching) and 3) and the extent which the teacher variables and the
teacher-students relationship predicted teacher-efficacy beliefs.
The sample consisted of 55 teachers from six secondary schools in Singapore that
were reported as low-achieving classrooms. This sample was divided by three levels of
teaching experience—novice (n=28), experienced (n=15), and highly experienced
teachers (n=8). This sample of teachers taught students who were in the bottom 10 to 15
percent of their academic cohort.
The teachers were evaluated on three dimensions: instructional strategies, student
engagement, and classroom management using the “Teacher Self-Efficacy Scale” (Moran
& Hoy, 2001) in relation to teacher attributes and rated on a Likert scale. The Teacherstudent Relationship Inventory (TSRI) (Ang, 2005) was used to assess the teachers’
perceptions about the quality of their relationships with students. With the permission of
the Singapore Ministry of Education and school principals, surveys were administered in
English to teacher participants on a voluntary basis.
Using an ANOVA, results indicated significant differences between novice
teachers and experienced teachers in their teacher-efficacy beliefs in promoting
metacognitive strategies based on the three dimensions. It was found using a post-hoc
Bonferroni test that “experienced group” of teachers, specifically those with more than 15
years of professional experience, had a greater sense of teacher-efficacy in the area of
instructional strategies as well as student engagement than those with lesser years of
teaching experience. These findings may be important to consider when looking at the
influences to teacher-efficacy in relation to promoting specific pedagogical techniques,
which in this case, was metacognitive strategies.
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Gifted versus General Education. By nature, thinking skills pedagogy may be
used more so in gifted education classrooms over general education classrooms,
therefore, Hong, Green, and Hartzell (2011) explored the possible differences between
general education and gifted education teachers. With these teachers, the constructs of
epistemological beliefs, metacognition (planning, monitoring and strategy selection) and
motivation (specifically self-efficacy) were evaluated. The sample was comprised of 182
elementary school teachers split between 117 general education classrooms and 65 gifted
classrooms; the majority were female teachers (80%). The overall goal of the study was
to determine whether there were differences between the general education teachers and
gifted teachers among the constructs of epistemological beliefs and metacognition and
motivation.
In order to evaluate teachers’ beliefs of knowledge and learning, The
Epistemological Beliefs in Teaching and Learning Survey (Hong, 2006) was used
specifically to ask teachers what they perceive the purpose of particular pedagogy or
strategies are within their classroom. The Self-Assessment Questionnaire (Hong, 2004)
was used as a scale to measure motivation and metacognition of pedagogy as it applied to
their classrooms. Survey packets were distributed volunteer teachers who attended
regional meetings (with permission of school administration) and were third, fourth, or
fifth grade teachers.
Overall, there were no group differences between the teachers’ metacognition
and motivation variables. Gifted education teachers reported more sophisticated
epistemological beliefs, higher learning-goal orientation, and lower performance-goal
orientation than general educations teachers; however, there were no differences in the
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perceived use of metacognitive strategies, self-efficacy, and intrinsic motivation. This
suggests that even though gifted education teachers have more sophisticated
epistemological beliefs about knowledge and learning, the perceived purpose of using
particular metacognitive and motivation pedagogy or strategies were not different from
general teachers.
Emphasis on HOTS and instructional goals. An instrument was developed by
Raudenbush, Rowen, and Cheong (1993) to evaluate the emphasis of higher-order
thinking through the variation of instructional goals in the secondary classroom. The
instructional goals for the classroom were examined with the development of an
instrument to capture higher-order thinking skills emphasis in math, science, social
studies and English. The instrument consisted of four questionnaires situated in the
contexts of math, science, social studies and English, with each questionnaire containing
eight discipline specific items, asking teachers to rate the degree of emphasis they placed
on learning objectives in the classrooms they taught. Items for the social studies and
English disciplines were original for this study, while science and math items were
derived from the National Educational Longitudinal Study 90 survey (NELS, 1990).
Teachers ranked the items, with respect to the higher-order and lower-order thinking
objectives, on a Likert-scale of “none,” “a little,” “moderate,” and “heavy.” The sample
for this instrument validation pilot was comprised of 303 high school teachers (89
English teachers, 65 social studies teachers, 74 mathematics teachers, and 75 sciences
teachers) who had either Masters or PhD degrees in their respective fields.
The instrument analyses results indicated that higher and lower-order items could
not be loaded into a single factor; thus, for each of the four disciplines, reliabilities were
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analyzed separately. The instrument concluded with a five-factor structure (with English
splitting into two factors). Table 1 shows the factor breakdown of the instrument and
their standing in regards to internal consistency.
Table 1
Raudenbush, Rowen, and Cheong (1993) Results
Factor

# of items

Math

4

Science

5

Social Studies

4

Internal
Consistency

English
Literacy

5

Writing

2

The findings of this study proposes that, emphasis on lower-order and higherorder objectives must be dispersed among the five disciplines, rather than standing alone
as a single factor separate from discipline. Furthermore, the results suggest that emphasis
on lower-order and higher-order thinking skills may be dependent on the nature of the
subject matter based on the distribution of the factors within the instrument. For the
purpose of creating an instrument evaluating teacher-efficacy for promoting higher-order
thinking skills in the classroom, how HOTS emphasis was distributed across subjects as a
result of Raudenbush, et al., (1993) findings and how teachers may evaluate their own
sense of efficacy according to what they teach, is a major consideration in selecting the
sample for this current study.
13

Personal-efficacy, teacher-efficacy, and HOTS. Davies (2004) explored the
relationship between personal-efficacy (a belief that one can perform general tasks) and
teacher-efficacy (a belief that one can perform pedagogical tasks related to teaching) and
the emphasis that teachers placed on teaching HOTS in the classroom. Specifically, the
study evaluated the use of higher-order instructional objectives and outcomes for students
in history and science and then explored the variance in emphasis placed on higher-order
instruction as explained by teacher-efficacy.
The Davies (2004) study was conducted on a sample selected from 35
government middle and high schools in, as well as an additional seven teachers from four
different schools in South Wales who participated in semi-structured interviews. This
sample was made up of 85 teachers from the sample of middle and high schools, split
between science and history teachers. Teachers responded to items that evaluated their
background information as well as items from the Teacher Efficacy Scale (Gibson &
Dembo, 1984, p. 184). In order to measure instructional emphasis on higher order
thinking processes, Davies was guided by a Raudenbush (1992) scale, which ordered
instructional objectives from low to high that prompted teachers to rank their emphasis of
each objective. Davies created a questionnaire that used this technique (which he piloted
in a former study with 21 teacher respondents).
The results of a multiple regression analysis indicated that personal-efficacy was
a significant predictor of emphasis on higher-order instructional objectives compared to
teacher-efficacy. This suggests that teacher-efficacy, which aims specifically at a
teacher’s beliefs in his/her ability on instructional tasks, did not predict how much
emphasis they placed on higher-order objectives. Furthermore, teachers with greater
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personal-efficacy placed more emphasis on higher order instructional objectives than
those with lower personal-efficacy.
Pedagogical knowledge and HOTS. To evaluate pedagogical knowledge in the
context of teaching higher-order thinking, a Likert-type scale was developed by Zohar
and Schwartzer (2005). After validation of this instrument, the purpose of the study was
to explore various issues pertaining to instruction of higher-order thinking for Israeli
science teachers. Findings of this study may allude to how teachers navigate higher-order
thinking skills in the classroom and may inform how they evaluate their sense of efficacy
in promoting such thinking skills in the classroom.
One hundred and fifty science teachers in Israel were randomly selected, and of
these, there were 90 high school teachers (evenly distributed to represent Biology,
Chemistry, and Physics) and 60 junior high school teachers. The instrument developed
was comprised of 20 items with four dimensions: 1) teacher attitude towards student
independent thinking and problem-solving versus didactic and directive teaching; 2)
teachers’ beliefs towards students when answers are “wrong”; 3) teachers’ attitudes
towards teaching higher-order thinking skills to low-achieving students; and 4) teachers’
attitudes towards the role of cognitive conflict in learning. This instrument was validated
through a pilot with 44 science education graduate students (while considering the ratio
between items to subjects, this sample falls under the suggested sample size). The
instrument analyses resulted in a good reliability estimate (Cronbach’s alpha; =.79) and
a Principal Component Factor Analysis that resulted in all 20 items positively loading on
one factor; indicating that since this factor loading represented 51.62% of the total
variance, the four dimensions could be reduced to one.
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When this validated instrument was administered to the 150 science teachers, the
results indicated that the biology teachers scored significantly higher than the chemistry
and physics teachers, with a strong effect size of .83 and .75, respectively. Furthermore,
the junior high school teachers scored significantly higher than the high school teachers,
with an effect size of .36. Lastly, a correlational analysis was performed and produced a
significant negative correlation between scale scores and teaching experience. This
suggested that the more teaching experience the teacher had, the lower they scored on the
pedagogical knowledge for HOTS (r= -.317). Caution must be given towards interpreting
these results however, due to the small sample size (a 7.5:1 subject to item ratio) that is
under the suggested variable to subject ratio guidelines (Hair, Anderson, Tatham, &
Black, 1995).

Theoretical Framework
Self-Efficacy. Based on a theoretical framework grounded in social cognitive theory,
Bandura (1986) defined self-efficacy is as, “people's beliefs about their capabilities to
produce designated levels of performance that exercise influence over events that affect
their lives” (p. 391). More applicably, these self-beliefs can impact how a teacher teaches
and which strategies and skills he/she uses in the classroom. A teacher’s efficacy belief is
a judgment of his or her capabilities to bring about desired outcomes of student
engagement and learning, even among those students who may be difficult or
unmotivated (Bandura, 1977). Bandura (1995) asserted that people with a strong sense of
efficacy have the ability to take on challenges more frequently and have more realistic
goals of mastery than those who view challenges as threats.
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Furthermore, Bandura (1993) stated that self-efficacy affects four aspects of
human functioning that include:
1) Cognitive processes are self-beliefs that affect the goals and outcomes humans
have in desired activities.
2) Motivational processes are concerned with the levels of efficacy are attributed
to either lacking effort (high self-efficacy) or lacking ability (low selfefficacy). Motivation is dependent on self-satisfaction as a result of personal
goals when performing an action, and determines the perseverance and
resilience one pursues when facing challenges or circumstances related to these
personal goals.
3) Affective processes are self-beliefs that affect coping mechanisms as well as
other biological processes. Individuals with low self-efficacy have the
tendency to have anxiety or biological stress reactions that are associated with
the task being attempted.
4) Lastly, selection processes involve levels of self-efficacy that determine the
spectrum of opportunities one believes they can handle. Individuals who have
high self-efficacy believe that they can take on more even if the expectations of
the task include a variety of abilities and expectations. This selection process is
often associated with career choices, where individuals who have high selfefficacy believe that they can choose from a wider range of career choice, as
opposed to individuals with low self-efficacy who tend to have a more narrow
range of career choices; this is a result of perceived abilities as described
above.
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In order to recognize how teacher’s efficacy beliefs may be influenced, a study by
Bandura (1982), suggests one way to increase self-efficacy. Individuals must have
exposure to vicarious experiences (observing others perform similar tasks). Observing
models’ success in performing these tasks can raise the observer’s self-efficacy, but also
observing failures in performing these tasks can lower one’s judgment of ability, thus
allowing the individual to acknowledge that failure is not associated with competence or
effort. Lastly, though Bandura suggested it is not the most effective strategy to increase
self-efficacy in this study, he recognizes that social or verbal persuasion may keep selfbeliefs and the perception of one’s own abilities on a more realistic level (Bandura,
1982). This may suggest that a teacher’s efficacy beliefs are result of watching others
perform instructional tasks (such as pedagogical techniques that promote higher-order
thinking skills) which may also predict how they approach future tasks that promote
higher-order thinking skills.
Higher-order Thinking Skills (HOTS). The development of the items for the
instrument of this study to evaluate teacher-efficacy in promoting HOTS in the classroom
was created using the levels of Bloom’s Taxonomy (specifically, the revised Anderson,
2001 version) and are promoted by specific pedagogical tasks. Bloom’s Taxonomy was
proposed to establish taxonomy of cognitive domains (Bloom, 1956). The purpose of
this taxonomy was to create a model for teachers to follow in their classroom instruction.
Using this taxonomy as a guide, teachers could develop educational objectives that would
help students achieve Bloom’s ultimate learning outcome—the practice and mastery of
higher order thinking skills. The taxonomy organized thinking skills into six levels, from
the most basic to the more complex: knowledge, comprehension, application, analysis,
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synthesis, and evaluations. These six levels were included in a set of educational
objectives within three domains: cognitive (knowledge), affective (attitude), and
psychomotor (skills) (Bloom, 1956).

Figure 1. A comparison of the old and new version of Bloom’s Taxonomy of educational
outcomes (Shultz, 2005)

A revised version of Bloom’s Taxonomy, by Anderson and Krathwohl (2001)
contains four knowledge categories: factual, conceptual, procedural, and metacognitive.
The revised version was created in hopes to provide relevance to 21st century students. A
comparison of the two taxonomies is shown in Figure 1.
Within this taxonomy, Pintrich (2002) identifies a new cognitive process
category, metacognition, consisting of two parts: 1) knowledge about cognition, and 2)
the processes that monitor, control, and regulate cognition. As suggested by Pintrich
(2002), metacognition can be employed with the higher rungs of analyzing, evaluating,
and creating, through processing of the skills and an awareness of how to use them in
various situations. This transformation from cognition of HOTS to knowing when and
how to use them to enhance and apply cognitive skills, are consistent with Flavell’s
(1979) three types of metacognitive knowledge (illustrated in the Table 2).
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Table 2
Three Types of Metacognitive Knowledge Derived from Flavell (1979)
Strategic Knowledge
Cognitive Task Knowledge
Self-knowledge


Rehearsal strategieslearning through
repetition.



Elaboration strategiesmnemonic memory
tasks, summarizing,
paraphrasing, selecting
main ideas.





Organizational
strategies- concept
mapping, outlining,
and note taking. Comprehension
strategies- plan
cognition with goals,
monitor cognition with
comprehension checks
and questions, and
regulate cognition
through re-reading or
rethinking.



The ability to
distinguish between
different cognitive
tasks.



Knowledge that
different cognitive
tasks require different
strategies or tools, and
when to use them
appropriately.



Awareness of cultural
norms which regulate
which strategies are
applicable to particular
cognitive tasks.



Knowledge of one’s
strengths and
weaknesses.



Knowledge of
“breadth and depth of
one’s own knowledge”
(Flavell; 1979) or
knowing what you
know and do not
know.



Awareness of effective
learning strategies that
work in different
situations.



Knowledge of one’s
own motivation, selfefficacy, interest, and
value.

Pintrich (2002) elaborates on these three types of metacognitive knowledge by
recognizing that the knowledge of metacognitive skills promotes transfer in learning.
Such skills increase the likelihood of being able to apply general cognitive skills and
metacognitive skills from one learning environment to another.
An analysis of the current literature on teacher-efficacy and HOTS suggests that
there is a gap between evaluating the use of HOTS in the classroom and teacher-efficacy
in implementing particular pedagogical tools that promote them. Much of the literature
suggests that teachers may have high teacher-efficacy in discriminating between higherorder and lower-order objectives in the classroom; however, given this ability, do they
20

feel they are confident in actually implementing such techniques in the classroom? With
this study, this bridge between teacher-efficacy and implementing HOTS pedagogy is
created.
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Chapter 3
Methods and Procedures
Instrumentation
In order to address the research questions for this study, a questionnaire was
developed to evaluate teacher-efficacy when using a variety of pedagogical techniques
that promote higher order thinking skills in students (see Appendix A for complete
original scale). The three hypothesized factors are described in Table 3. The scale
consisted of demographic information (variables 1-6 listed in table 3), using closedanswer questions, and the ranking of teacher-efficacy, using a Likert-scale items.
Table 3
Demographic Information for the Teacher-efficacy in Promoting HOTS in the
Classroom Instrument
Variable

Definition

1. Gender

Male or female

2. State

Name of State

3. Dominant ethnicity of
students at school

4. Grade level

White, African American,
Hispanic, Asian
America/Pacific Islander, and
American Indian
Grades K-6

5. Years of teaching

# of years

6. Years of teaching in
current grade level

# of years
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Table 4
Hypothesized Factors to Measure to Sub-dimensions of Teacher-efficacy in Regards to
Instructional Techniques
Factors
1. Teacher-Efficacy in
HOTS Learning
Strategies

Conceptual Definition
Belief in one’s capability to embed lessons with learning
strategies that make it easier to understand content. Examples:
underlining, highlighting, concept maps, applying to different
contexts.

2. Teacher-efficacy in
HOTS Discussion
Techniques

Belief in one’s capability to use discussion and question
formats that utilize various levels of HOTS, such as “think,
pair, share,” debates, guided discussions that stimulate content
understanding and application.

3. Teacher-efficacy in
HOTS Assessment
Techniques

Beliefs in one’s capability to evaluate content knowledge
through assessment techniques that utilize various levels of
HOTS including: problem-based learning,
collaborative/individualized projects, and multimedia-based
evaluations.

The scale also had a Teacher Self-Report section which asked respondents to
indicate how often they used the above instructional techniques in their classroom. This
section would be useful for future studies when correlating teacher-efficacy and what
they say they are actually doing. Finally, in the Goals for Teaching section, respondents
were asked to select their goal for teaching from 1) I want my students to achieve content
mastery, or 2) I want my students to think critically about what I am teaching them.
Please note that both the Self-report and Goals for Teaching sections, along with the
demographics, were not included in the validation of the measure, as they are distinct
from the teacher-efficacy scale.
The following research questions were explored as a result of the instrument pilot:
1) Is the Teacher-efficacy for using HOTS in the classroom instrument valid?
23

2) Is the Teacher-efficacy for using HOTS in the classroom instrument reliable?
Sample
Elementary school teachers were selected from grade levels K-6, as they are
generally cross-subject teachers, as opposed to single-subject teachers in high school or
middle school. Selecting cross-subject teachers are of particular interest in this study
because all teachers will have experienced applying pedagogical techniques that promote
HOTS across multiple subjects. This is in contrast to high school teachers who have a
focused domain, in one subject area that may inherently involve using HOTS more often
than other subjects (i.e. an English class compared to a Math class).
The survey was administered to a sample in order to evaluate the validity and
reliability of the items. The data collection took place between May and November of
2012 using SurveyMonkey®. Individual e-mails were sent to the teachers’ email
addresses with a link to web-based survey displayed on SurveyMonkey® for anonymous
participation. Teachers were recruited in the following ways from an approximate pool of
1000 teachers:
1) Recruitment e-mail went out to 15 randomly selected school districts in New
England using the districts’ email listserv. Responses were received from
superintendents indicating they would forward the survey onto their elementary
school teachers.
3) E-mails were sent to the elementary school teachers that the researcher
personally knew.
4) Surveys were forwarded to several teachers participating in professional
development at elementary schools in Connecticut. These schools were selected
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based on their partnership with the University of Connecticut teacher education
program.
5) Flyers were handed out at a regional educational conference in Connecticut as
a large pool of educators attended the annual conference.
6) Survey and supporting recruitment email was sent statewide in Connecticut
through the head of Curriculum and Instruction of the State Department of
Education.
7) Further emails to the heads of curriculum and instruction in the state
Department of Education for the states of Maine, New Hampshire, and
Massachusetts were sent.
The use of an online survey made it more accessible to disperse the instrument to the
targeted sample. Participation in the survey was anonymous and other traceable subject
information, such as IP addresses, was not collected.
The final sample was comprised of 77 randomly selected Elementary school
teachers in New England. The sampling distribution of teaching demographics is
displayed in Table 5, with the majority of teachers coming from Connecticut.
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Table 5
Teaching Demographics of the Sample (before listwise deletions)

State

Overall teaching experience

Bachelors or Masters degree
Grade level taught

Connecticut: 41 (53.3%)
Massachusetts: 3 (3.9%)
Maine: 3 (3.9%)
New Hampshire: 2 (2.6%)
Unidentified: 26 (36.4%)
0-9 years: 34 (47.7%)
10-36 years: 18 (25.2%)
Unidentified: 26 (27.1%)
44 (57.1%)
Kindergarten-3rd grade: 16 (24.7%)
4th-6th grade: 23 (29.9%)
Unidentified: 38 (54.6%)

Analyses
Sample Size, Missing data. Before carrying out the statistical analysis to address the
research questions, all missing data were deleted listwise. This method, as opposed to
pairwise missing data deletions and dummy variable adjustment methods, is the least
problematic when looking at issues such as leaving bias in the dataset (Allison, 2001, pp.
6-7). Though the listwise deletions lowered the overall sample size to be used in factor
analysis, the data set still deemed itself adequate for factor analysis having removed 14
subjects from the total of 77 subjects who completed the survey.
Sample Adequacy. In providing a power analysis to determine the sample size for the
validation of an instrument, there are no statistical power analyses that can be performed,
but rather guidelines that are provided in the research. According to Comrey and Lee
(1973), sample sizes suited for instrument factor analyses are determined by the
following guide: 100 as poor, 200 as fair, 300 as good, and 500 as very good. For the
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sake of a pilot testing of an instrument, this may not be a feasible guideline to follow.
Sample sizes can also be determined by the ratio between variable to subject, which vary
between 3:1 to 20:1; (Hair, Anderson, Tatham, and Black ,1995; Cattell, 1978)the ratio
guideline commonly followed for instrument design, which was used initially, in order to
determine whether the sample size was 9:1, which was around 250 participants for the
study; however, because of the extreme difficulty in recruiting participants (see
recruitment strategies listed Chapter 3, Sample), the 9:1 ratio was simply not in reach.
Before factor analysis, the instrument contained 28 items to measure teacherefficacy on particular pedagogical techniques that promote higher-order thinking skills.
Two separate scales of self-report and goals for teaching were also included in the
measure but were not part of the factor analysis (which pertained to the overall constructs
of teacher-efficacy and the three hypothesized HOTS pedagogy factors--learning
strategies, discussion, and assessment). Based on these 28 items, a sample size of 77 is
nearly enough to reach a pilot testing of an instrument ratio of 3:1. Note: The teaching
self-report is factorable into the HOTS factors, and will be done separately with the
proposed sample (ratio for this section would be about 12:1).
Furthermore, in order to address the research questions: 1) Is the instrument
valid?; and 2) Is the instrument reliable? It is important to evaluate sample adequacy as
part of factor analysis and reliability that answer the research questions. Given the
research questions, a suitable sample size is needed to carry out the appropriate analyses
to answer them. Specific criteria were used in order to determine whether the sample size
(with listwise deletions) was adequate for factor analysis —Kaiser-Meyer-Olkin Measure
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of Sampling Adequacy and the Individual Measure of Sample Adequacy. Table 6
describes the criteria.
Table 6
Criteria to Determine Sample Adequacy
Technique
Kaiser-Meyer-Olkin Measure of Sampling
Adequacy

Criteria

Individual Measure of Sample Adequacy

Correlation coefficients are above .3 with
coefficients above .5 as significant (Hair et
al, 1995).

Must be above .50 (Kaiser, 1974)

RQ 1: Is the instrument valid?
Two procedures were used to determine the validity of the instrument, 1) content
validity, which evaluates the extent to which a measure represents all facets of a
given social construct according to subject matter experts. Disagreement about how the
measure represents the construct decreases overall content validity (Lawsche, 1978), and
2) factor analysis, which removes redundancy of variables from a set of correlated
variables, represents correlated variables with a smaller set of derived variables, and then
separates factors of variables that are relatively independent from one another (GarrettMayer, 2006). The validation process is described below.
Content validity. The survey draft was administered to six content experts who
evaluated the appropriateness of the items and the content validity of the instrument. The
content experts consisted of three graduate students at the University of Connecticut and
three college professors in the Educational Psychology department who make
contributions to the area of teaching and cognition. The three graduate students and one
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professor were asked to evaluate the pool of items (30) using the following criteria to
assess content validity (please see Appendix B for content validity worksheet and expert
scoring):
1. To locate each item in its corresponding factor.
2. To indicate their level of certainty of the items’ placement in each factor.
3. To evaluate the content relevance of the items to the conceptual definition.
4. To rate the level of favorability of the item to the construct.

Three professors of Educational Psychology at the University of Connecticut also
evaluated items carefully (one professor provided both careful evaluation of items and
contributed to the scoring process described above). After consideration was given to the
content experts’ evaluation of the items, edits and adjustments were be made accordingly.
Extraneous items (which was based on the disagreement of raters on the above criteria)
were removed from the instrument based on their contribution to maximizing the
reliability of factors. Three items were removed from the survey:
#2. I can teach students when to apply concepts and ideas in different contexts.
#9. I can provide students with opportunities to summarize what we have learned
each class.
#15. I can teach students how to write their own questions for discussion by their
peers.
One item was added as a result of the evaluation of items;
1) I have the ability to create effective student discussion groups that have
students of the same abilities.

After removing and adding items in the content validity analysis, the survey
contained 27 items to evaluate teacher-efficacy in promoting HOTS in the classroom.
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Factor analysis. The following guidelines were considered in order to evaluate
the results produced by the factor analysis using Principle Axis Factoring with an oblique
rotation, as described in Table 7. This factor analysis was chosen because it focuses on
the latent factor when it takes the common variance among the items (Henson & Roberts,
2006).
Table 7.
Guidelines Used for Factor Analysis of the Items of an Instrument

Process
Determinant value
(correlation matrix is not an
identity matrix)
Common variance in items
explained by extracted factors

Technique

Criteria

Bartlett’s Test of Sphericity

Must be significant (Bartlett,
1950)

Communalities

Determination of how many
factors for extract

a. Eigenvalues >1
b. Scree Plot
c. Parallel Analysis
d. Velicer’s Minimum
Average Partial (1976 &
2000)

Must be above .40 (Pett et.al,
2003)
Produces suggested factor
extractions in accordance with
the data. More consideration
given to results of the PA as it
is the most accurate test of
factor extraction (Hensen &
Roberts, 2006).

Pattern matrix
Factor loadings

Structure matrix (factor
loadings after rotation)

(1) There should be at least
three items with high loadings
in order to identify a factor
(Comrey, 1988 cited by
Netemeyer, Bearden, and
Sharma, 2003).
(2) Items with pattern
coefficients above .5 on one
factor were retained.
(3) Multidimensionality, items
with high loadings in at least
two factors were dropped (the
higher loading should be at
least twice as high as the next
loading value) (Pett at al.,
(2003)
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RQ 2: Is the instrument reliable.
Reliability. After the factors were determined by the factor analysis, reliability analyses
were performed to evaluate internal consistency of the sub-scales and items. In order to
evaluate the reliability of the scale, inter-item correlations, internal consistency, summary
items statistics and item total statistics needed to be evaluated according to the criteria
described in Table 8.
Table 8
Processes for Analyzing Reliability of the Instrument
Technique

Criteria and implications

Examine inter-item correlation matrices




Highly correlated items (r>.70) in more
than four items, indicates redundancy.
Too low correlated items in most of the
items (r<.40), indicates that the item
possibly does not belong to that
subscale. (Robinson et al., 1991 cited
by Netemeyer et al., 2003).

Internal Consistency

Cronbach’s alpha (

Examine Summary Item Statistics



Examine Item-Total Statistics




(Kline, 1999)

To identify the average inter-item
correlation which should be ≥.30, as
well as the variance (≤.10) in order to
compute the standard deviation
(Robinson et al., 1991 cited by
Netemeyer et al., 2003).
The Corrected Item-Total Correlation
column should be ≥.50 according to
Netemeyer et al (2003).
The Cronbach’s Alpha if Item Deleted
column should be evaluated to
determine whether items should be
removed to improve Cronbach’s alpha
of the scale.
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Chapter 4
Results
Sample Adequacy
In order to determine whether the sample size of 63 (the sample size after missing
listwise deletion) respondents was suitable to answer the research questions of 1) Is the
instrument valid, 2) is the instrument reliable, the sample adequacy analyses on the
sample size was performed. Based on the results reported in Table 9, the sample size
deemed appropriate, according to the Sample Adequacy criteria in Table 6, for factor
analysis.
Table 9
Sample Adequacy Results
Bartlett’s Test of Sphericity
Kaiser-Meyer-Olkin Test of Sampling
Adequacy
Individual Measure of Sample Adequacy

df: 378
Significance: .000
.767
Correlation coefficients among items
ranged from .522-.901

Additionally, an important aspect to consider is supported by MacCallum,
Widaman, Zhang, and Hong (1999) who took into the account the many complex
dynamics in factor analysis and identified that when communalities are high (greater than
.6) and each factor is defined by several items, sample sizes can actually be relatively
small. The communalities produced by this exploration of sample adequacy produced
communalities after extraction above .6.
Overall, as a pilot instrument, caution should be applied in interpreting the results.
While the sample adequacy analyses indicated that the sample size was adequate for
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factoring, 63 respondents was still very small (Comrey and Lee, 1973) for overall
instrument development.
RQ1: Is the instrument valid?
Factor Analysis. The initial statistics substantiated that the sample size was
suitable for further factor analysis. Thus, analyses used to determine how many factors to
extract produced:
1) Eigenvalues > 1 was 7 factors,
2) scree plots was 1, 2, or 5 factors,
3) the parallel analysis was 2 factors, and
4) Velicer’s Minimum Average Partial was 2 factors.
Since 3 out of 4 analyses produced a possible factor extraction outcome of two,
and because Parallel Analysis is the most accurate procedure (Henson & Roberts, 2006),
a two-factor extraction solution was carried out. A factor extraction of 2 also made sense
when considering the theoretical and conceptual framework. When considering how
many levels that are in Bloom’s taxonomy, 5 or more factors did not seem to make sense.
evaluating the communalities, variance explained, pattern and structure matrices (see
Appendix B for factor analysis tables), a total of 11 items were removed from the overall
scale, and a total of 16 items were maintained (using the criteria provided in Table 7).
Table 10 shows the specific items that were dropped along with their factor loadings.
Table 11 presents the final factor structures. The items with factor loadings identified
with asterisks were dropped when evaluating the structure matrix. Loadings on this
matrix that had a second loading above .3 (indicating a double loading), were considered
for removal from the scale.
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Table 10
Items dropped from final instrument with factor loadings
Item

....effectively use multiple choice questions on exams
for students.**

Factor loading
Factor
1
2
.487
.105

....encourage students to create goals for their learning.*

.552

.130

....create exams that have essay item(s) that allow students
to reflect and synthesize what they have learned.*

.636

.023

....evaluate student learning through student research
presentations on related topics.

.529

.243

....create “problem-based learning environments” in the
classroom by providing students with an ill-defined problem
allowing them to explore the problem, find solutions,
and share their conclusions.**
....demonstrate how students can create concept maps to
assist their writing.**
....create guided reading assignments with questions
that encourage students to reflect on the important
information within their reading materials.**
....provide context-rich word problems and storyboards
to show students how to apply concepts and ideas
in different situations/contexts.**
....hold brainstorming workshops for students to create their own
ideas and questions on a topic.**
....model multiple ways of understanding information through
multimedia, textbooks, research articles, etc.**
....demonstrate to students how to use evidence-based reasoning
(through research) to support their opinions on issues and
topics that they are discussing in class.**

.264

.470

-.076

.423

.314

.048

.205

.428

.262

.354

.480

.333

.238

.479

*Item dropped based on Structure matrix.
**dropped if <.500
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Table 11
Final Factor Structure of the Teacher-Efficacy for using HOTS in the Classroom
Instrument.
Factor #1: Interactive and Critical Thinking Pedagogy
Item
1) ....implement “think, pair, share” in my classroom to promote student learning
to think about concepts or ideas, discuss it with a peer, and share with the
classroom for further discussion.
2) ....put students in groups to demonstrate how to solve problems, discuss answers
to relevant questions, and how to apply information to situations with which they
are familiar.
3) ....show students how to study in multiple ways (e.g., flashcards, creating a
concept index, use electronic media, etc.).
4) ....prompt students to ask me questions about their reflective thoughts.
5) ....create effective student discussion groups that have students of varying
abilities.
6) ....create effective student discussion groups that have students of the same
abilities.
7) ....encourage students to “think out loud” when answering questions in class to
help them (and others) reflect on how they arrived at answers.
8) ....ask questions of varying difficulty from simple factual recall to more analysis
and synthesis.
9) ....model contextual examples when discussing content material so that students
know how to create their own examples.
10) ....evaluate student learning by allowing students to provide real-life examples
that are relevant to the content material.
11) ....allow students to demonstrate what they have learned in creative ways
(posters, drawings, diagrams, mind-maps, poems, etc.).
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Factor #2: Metacognitive Strategies
1) ....evaluate student learning through student-created multimedia formats, i.e.,
podcasts, PowerPoint presentations, etc..
2) ....show students how to create their own test items (essay or multiple-choice
questions) to prepare for exams.
3) ....use multimedia to enhance student learning.
4) ....show students how to take notes by using guided notes for them to model,
outlining the class goals and key concepts.
5) ....hold class debates to teach students how to take a position, research
information, reflect on its relevance, and discuss with the opposing position.
6) ..use a peer review system in my classroom where students evaluate each other
on written assignments.

These items, in their corresponding two factors, accounted for 55.767% of the
total variance not explained by error, and upheld significant values for Bartlett’s Test for
Sphericity and increased Kaiser-Meyer-Olkin Sample adequacy (KMO= .866). The
correlation between the two factors was .599, which indicates that the factors were
similar enough to be measuring the same construct, however the correlation between the
factors was not so high that the factors should be combined.
RQ2: Is the instrument reliable?
Analysis for internal consistency. With the subscales that were result of the
factor analysis, 1) “Interactive and Critical Thinking Pedagogy”, 11 items, and 2)
“Metacognitive Strategies”, 6 items, an analysis of internal consistency was performed
on each. Overall, the subscales met the criteria discussed in the reliability analysis section
of Chapter 3.
For the “Interactive and Critical Thinking Pedagogy” subscale, the Cronbach’s
alpha was very good (

(Kline, 1999), with no items deleted as a result of “item-

if-deleted” to result in a higher alpha outcome. The inter-items correlation matrix was
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examined and did not show highly correlated items (r>.70) in more than four items (see
Appendix C for Inter-item Correlation table). The average inter-item correlation was
moderate with items that are not too highly correlated or not correlated enough (r=.548),
with a suitable standard deviation (≤.10) (Robinson et al., 1991 cited by Netemeyer et al.,
2003).
The second subscale, “Metacognitive Strategies”, produced an acceptable
Cronbach’s alpha (

, and no items were deleted to improve alpha as provided by

the “item-if-deleted” table. Items were also moderately correlated on average (r =.529),
however no inter-item correlations exceeded r =.70 with a suitable standard deviation
(≤.10) (see Appendix C) (Robinson et al., 1991 cited by Netemeyer et al., 2003).
Subscale Scores
Overall, the two subscales adequately met the criteria for internal consistency
necessary to confirm reliability by presenting Cronbach’s alpha values above
(Kline, 1999). The mean subscale statistics are presented in table 11.
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Table 11
Interactive and Critical Thinking Pedagogy and Metacognitive Strategies Sub Scale
Scores.
Subscale

# of items

Interactive and Critical
Thinking Pedagogy
11

Metacognitive
Strategies
5

Cronbach’s Alpha

.929

.868

IIC-mean

.548

.529

IIC-variance

.009

.006

mean*

4.110

3.433

SD*

.758

.880

Skewness

-1.775

-.257

Kurtosis

4.057

-.651

*To calculate the scaled means (and standard deviations), the total subscale score
(addition of all subscale items) is divided by the number of items making up the
particular subscale).
The first subscale does not seem to have a normal distribution (skewness and
kurtosis values, between -2.0 and +2.0), while the second has a rather normal distribution.
The correlation between the two subscales was a significant positive relationship (r
=.619). This implies that as respondents have a higher sense of teacher-efficacy for
Interactive and Critical Thinking Pedagogy, they also have a higher sense of teacherefficacy for Metacognitive Strategies in the classroom (for item and demographic mean
scores, please see Appendix E).
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Chapter 5
Discussion and Conclusions
As a result of the factor analysis and test for internal consistency, the final scale
had 17 items that evaluated teacher-efficacy for using HOTS pedagogy in the classroom
in two subscales. A review of the research questions and conclusions are presented
below.
RQ 1: Is the teacher-efficacy for using HOTS in the classroom instrument valid?
The results did not confirm the original hypothesized factors of learning
strategies, discussion formats, and assessments. When looking at the issues of domain
specificity with teacher-efficacy, these results are not surprising. According to Pintrich
and Schunk (1996), the “level of speciﬁcity is one of the most difficult issues to be
resolved for cognitive or motivational theories that propose domain speciﬁcity” (p. 79).
Several theorists successfully studied this specificity issue, but did so in regards to
specific content areas (such as mathematics, science, social studies, etc.), rather than the
specific pedagogical areas that navigated the thinking skills throughout Bloom’s
Taxonomy that is explored in this study.
In regards to the resulting factors, there seems to be a distinct differentiation
between the two factors; teachers’ sense of efficacy was divided between pedagogical
techniques that represented tasks that, for factor 1, “Interactive and Critical Thinking”,
describe, interpret, classify, explain, assess, etc., and for factor 2 “Metacognitive
Strategies”, be knowledgeable of the appropriate use of HOTS, execute, construct,
actualize, differentiate etc. (Fisher, 2005). The representation of these two factors in this
way may represent the cognitive domains that Anderson (2001) utilized to modify
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Bloom’s taxonomy, more so in the “Metacognitive Strategies” factor that represents
Anderson’s modification to the original taxonomy. This may explain why the factors
combined in the overall factor analysis and resulting structure.
Furthermore, in a review of the retained and deleted items, many assessment
items were not retained in the overall scale. This may suggest that teachers may lack
confidence in implementing other means of assessment that promote HOTS for the
classroom, particularly with some of the formative assessment tasks that were in the
original item set. This was consistent with a statement by Black, Harrison, Lee, Marshall,
William (2004), as “teachers at all levels struggle to implement formative assessment
practices.” This may also explain why many learning strategy items were removed from
the overall scale. Teachers may not have evaluated their teacher-efficacy as it applies to
pedagogical tasks to promote and develop cognitive processes, but instead focused on
tasks to promote expected achievement outcomes or may have implemented particular
pedagogical tasks for the sake of merely saying they implemented it. With regard to the
discussion-based pedagogical tasks, discussion-based assessment items and discussion
building items combined together. This suggests that teachers may have interpreted the
items that merely mentioned the term “discussion” as an overlapping category when
evaluating their own teacher-efficacy.
It is clear, other forms of validity should also be considered in future studies when
evaluating the validity of this instrument, such as criterion validity, as well as performing
a confirmatory factor analysis. With that said, the current validity analyses of this
instrument supports its use for evaluating teacher-efficacy in using particular pedagogical
tasks that promote HOTS.
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RQ 2: Is the teacher-efficacy for using HOTS in the classroom instrument reliable?
When the factor structure was effectively produced, the internal consistency of
both subscales was very high (Kline, 1999). Several factors could have influenced the
high alpha values that were produced. The first factor was that there was a large number
of items in each of the subscales (more so, in the first subscale), and usually higher
reliability coefficients are produced when there are a larger number of items (Mehrens &
Lehmann, 1991; Sattler, 2001).
Another factor contributing to reliability could be question construction. When
going back to the original items, many longer, verbose items were dropped from the
overall scale, leaving many straightforward, shorter items. These shorter items may have
contained more than one concept within them. Dropping these items may have increased
the reliability of the subscales, as it reduced the amount of confusion, difficulty, and
ambiguity of the test items (Murphy, 2005). On a similar level, many of the items,
especially in the Interactive and Critical Thinking factor, had similar wording, and may
have allowed teachers to reflect on their sense of efficacy, rather consistently.
Overall, it could also be concluded that reliability may have been affected by
some of the statements made above about the theoretical groundings contributing to the
factor structure. Teachers have a strong understanding in the learning objectives
presented by Bloom’s taxonomy, as demonstrated in the literature review, so it is no
surprise that this may have led teachers to respond consistently and according to these
categorized learning objectives.
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Limitations
In considering the large variation of grade levels and teaching experience that
represent the sample of teachers evaluated for this study, a much larger, normally
distributed sample, would be strongly suggested in future studies. This new sample could
be representative of urban and suburban teacher populations, class size, teacher
education, and experience.
The overall sample size and distribution was certainly statistically adequate
according to the preliminary sample adequacy tests for factor analysis; however, it was
only suitable for a pilot study according to the basic guidelines. There were also many
time limitations that restricted the availability to obtain a larger sample size, such as
recruiting at the end of the school year, or at the beginning of the school year.
Consideration of when teachers are more available to participate in the study would lend
itself to higher completion rates, and perhaps more complete surveys (to prevent missing
data). Additionally, while SurveyMonkey® makes it much easier to digitally disperse the
surveys, meeting with principals and teachers in person may have been another
recruitment strategy.
There was also a high-rate of teachers who did not indicate the grade level they
taught. Approximately 55% of respondents did not indicate the grade level they taught
which could have large interpretive implications of the data in this study. Questions can
be raised about whether these respondents really were within the K-6 sample size
parameters of this study and how it may have contributed to the findings.
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Future Directions
Furthermore, the evaluation of this instrument still offers insight into how
teachers consistently differentiate between the various instructional techniques that
promote higher-order thinking skills in accordance to evaluating their sense of teacherefficacy. As a result of the factor analysis, we inferred that teachers seemed to separate
interactive, critical thinking techniques (including discussion formats, questioning,
providing examples) with other concrete metacognitive strategies that are used to reflect
or assess student learning (which included peer reviews, multimedia-based activities,
debates, etc). This distinction in pedagogical techniques regarding HOTS was strongly
supported with high internal consistency of each of the factors, despite the low sample
size. With that said, an evaluation of these techniques and why teachers tend to be more
likely to evaluate their teacher-efficacy when considering HOTS would be a helpful
investigation to inform future studies.
In regards to the items that were removed from the instruments, which implied
HOTS formative assessment techniques, it may be worthwhile to investigate why
teachers were less confident, what may be the influences to their lacking confidence and
what decision-making processes they go through to implement varying levels of HOTS
techniques as effective classroom pedagogy. Perhaps teachers did not have a thorough
understanding of these techniques and the role they played in student learning. This
finding could inform the training and professional development that teachers receive in
order to implement HOTS pedagogy in the future. Coincidently, these items also could
have been compound items, which may have inherently affected the items response; thus,
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the way those items were worded should also be evaluated to increase the likelihood that
teachers can gage their teacher-efficacy towards those HOTS techniques.
As a result of this study, it may be acknowledged how confident our teachers are
in using such strategies in the classroom. Professional development series may also be
developed in order to ensure that teachers have the pedagogical tools to help students
identify the appropriate strategies and goals to encounter and achieve higher-order
thinking skills. The findings of this study suggested that teachers very consistently are
confident in interactive, critical thinking techniques and particular metacognitive
strategies as two distinct groupings of HOTS pedagogical techniques when referencing
the reliability analyses that result of this study; nevertheless, it would be beneficial to
reflect on the items that were removed as a result of the factor analysis. This would offer
further insight into how confident teachers are in implementing other HOTS pedagogy
and how this may make a difference in the development of curriculum and testing. This
study offers insight into how teachers may look at the educational objectives of Bloom’s
Taxonomy and may change how we assess and encourage teachers to teach students.
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Appendix A
Original Instrument
Not Confident
at all

Somewhat
confident

Neutral

Confident

Very confident

I have the ability or capacity to…..
1. ..implement “think, pair, share” in my classroom to promote student learning to
think about concepts or ideas, discuss it with a peer, and share with the classroom
for further discussion.
2. ....put students in groups to demonstrate how to solve problems, discuss answers
to relevant questions, and how to apply information to situations with which they
are familiar.
3. ....effectively use multiple choice questions on exams for students.
4. ....encourage students to create goals for their learning.
5. ....create exams that have essay item(s) that allow students to reflect and
synthesize what they have learned.
6. ...show students how to study in multiple ways (e.g., flashcards, creating a
concept index, use electronic media, etc.).
7. ....prompt students to ask me questions about their reflective thoughts.
8. ....evaluate student learning through student research presentations on related
topics.
9. ....create effective student discussion groups that have students of varying
abilities.
10. ....create effective student discussion groups that have students of the same
abilities.
11. ....create “problem-based learning environments” in the classroom by providing
students with an ill-defined problem, allowing them to explore the problem, find
solutions, and share their conclusions.
12. ....use multimedia to enhance student learning.
13. ....encourage students to “think out loud” when answering questions in class to
help them (and others) reflect on how they arrived at answers.
14. ....allow students to demonstrate what they have learned in creative ways (posters,
drawings, diagrams, mind-maps, poems, etc.).
15. ....show students how to take notes by using guided notes for them to model,
outlining the class goals and key concepts.
16. ....hold class debates to teach students how to take a position, research
information, reflect on its relevance, and discuss with the opposing position.
17. ....use a peer review system in my classroom where students evaluate each other
on written assignments.
18. ....ask questions of varying difficulty from simple factual recall to more analysis
and synthesis.
19. ....model contextual examples when discussing content material so that students
know how to create their own examples.
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20. ....evaluate student learning by allowing students to provide real-life examples
that are relevant to the content material.
21. ....demonstrate how students can create concept maps to assist their writing.
22. ...create guided reading assignments with questions that encourage students to
reflect on the important information within their reading materials.
23. ....provide context-rich word problems and storyboards to show students how to
apply concepts and ideas in different situations/contexts.
24. ...hold brainstorming workshops for students to create their own ideas and
questions on a topic.
25. ....model multiple ways of understanding information through multimedia,
textbooks, research articles, etc.
26. ....demonstrate to students how to use evidence-based reasoning (through
research) to support their opinions on issues and topics that they are discussing in
class.
27. ....evaluate student learning through student-created multimedia formats, i.e.,
podcasts, PowerPoint presentations, etc.
28. ....show students how to create their own test items (essay or multiple-choice
questions) to prepare for exams.
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Appendix B
Content Validity Worksheet with Scores
As an expert in the field of teaching and learning, you have been chosen to help validate
the items on the following Teacher-efficacy in Implementing HOTS in the Classroom
Scale; HOTS will be represented by pedagogical techniques that promote cognition and
metacognition in higher order thinking skills as described by Bloom’s Taxonomy
(Bloom, 1956). I would appreciate your assistance in deciding whether each item on the
survey measures what it is intended to measure. Please see the Table I below to read
about the categories and their matching definitions.
Overarching Construct: Teacher-efficacy
Dimension of Teacher-efficacy: Instructional Techniques
Table 1
Categories to Measure to Sub-Dimensions of Teacher-Efficacy in regards to Instructional
Tools.
Categories:
1. Teacher-Efficacy in
H.O.T Learning
Strategies

Conceptual Definition:
Belief in one’s capability to embed lessons with learning strategies
that make it easier to understand content. Examples: underlining,
highlighting, concept maps, applying to different contexts.

2. Teacher-efficacy in
H.O.T Discussion Tools

Belief in one’s capability to use discussion and question formats
such as “think, pair, share”, debates, guided discussions, that
stimulate content understand and application.
Beliefs in one’s capability to evaluate content knowledge through
assessment tools that include: problem-based learning,
collaborative/individualized projects, and multimedia-based
evaluations.

3. Teacher-efficacy in
H.O.T Assessment
Tools.

RATING TASK:
A. Please indicate the category that each statement best fits by writing the
appropriate numeral. If you do not believe the item fits into any of the categories,
please indicate a “0” for other.
B. Please indicate how certain you are of where you categorized each item by
indicating:
1= Not very Sure, 2= Pretty Sure, 3= Very sure.
C. Please indicate how favorable (positive) or unfavorable (negative) each item is
with respect to the construct of interest.
1= Strongly Unfavorable
2= Unfavorable
3= Somewhat unfavorable
4=Neither unfavorable or favorable
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5= Somewhat favorable
6=Favorable
7=Strongly favorable
D. Please indicate how relevant you feel each item to be for the category by
indicating:
1=Low Relevance, 2= Mostly Relevant, 3= Highly Relevant
**See the attached worksheet to begin this rating task. Thank you so much
for your time!**
Content validity expert Scoring
Item

Factor
1, 2, or 3
1
1
1
1

Certainty
1, 2, or 3
2
3
3
3

Favorable
1-7
6
7
7
3

Relevance
1, 2, or 3
3
3
3
3

1
1
1
1
1
1
1
1
1
1
1
1

3
3
2
3
3
3
3
3
3
3
3
3

7
5
7
7
7
7
7
7
7
6
7
7

3
3
3
3
3
3
3
3
3
3
3
3

I can teach students how to use a
variety of formats (i.e.,
multimedia, textbooks, research
articles) to understand the
information I am trying to teach
them.

1
1
1
1

3
3
3
3

5
6
7
7

2
3
3
3

I can use multimedia to enhance
student understanding of the
concepts, ideas, and trends of the
material in class.

1
1
1
1

3
3
3
3

7
7
7
7

3
3
3
3

I can teach students to know how
to apply information they have
learned to their everyday lives.

1
1
1
2

3
2
3
3

6
6
7
7

3
3
3
3

I can teach students how to reflect
on the important information
within their reading materials.

I can teach students when to apply
concepts and ideas in different
contexts.
I can teach students how to make
outlines or concept maps before
writing.
I can show students when to study
in multiple ways (i.e. flashcards,
creating a concept index, using
electronic media, etc.).
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I can use guided notes in class to
help outline the class goals and key
concepts for students to model for
their own notes.

2
1
1
1

2
2
3
2

6
6
7
7

2
2
3
3

I can provide students with
opportunities to summarize what
we have learned each class.

1
1
3
2
1
3
3
2
1
1
1
1
2
2
1
1
2
2
2
2

2
1
1
3
2
1
1
3
3
3
2
3
2
3
1
3
3
3
3
3

6
4
7
7
6
4
7
7
6
6
7
7
6
7
7
7
6
7
7
6

3
2
2
3
3
2
2
3
3
3
2
3
2
3
2
3
3
3
3
3

I can use “think, pair, share” in my
classroom to teach students how to
think about concepts or ideas,
discuss it with a peer, and share
with the classroom for further
discussion.

2
2
2
2

3
3
3
3

7
7
7
7

3
3
3
3

I can teach students how to write
their own questions for discussion
by their peers.

2
2
2
2
2
2
2
2
2
2
2

3
3
2
3
3
3
3
2
3
2
3

5
3
7
6
7
7
7
6
5
7
7

2
1
3
2
3
3
3
3
2
2
3

I can provide students with
opportunities to synthesize what
we have learned each class.
I can encourage students to create
goals for their learning.

I can prompt students to ask me
questions about what they are
reflecting.
I can put students in groups to
demonstrate how to solve
problems, discuss answers to
relevant questions, and how to
apply information to situations
they are familiar with.

I can put students in discussion
groups that have varying abilities.
I can encourage students to “think
out loud” when answering
questions in class to help them
(and others) reflect on how they
arrived at answers.
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I can teach students how to express
their own opinions and
perspectives in class relevant to the
material I am teaching them.

2
2
2
2

3
3
3
3

7
7
7
7

3
3
3
3

When discussing current issues, I
can hold class debates, to teach
students how to take a position,
research information, reflect on its
relevance, and discuss with the
opposing position.

2
2
2
2

3
3
3
3

7
7
7
7

3
3
3
3

I can ask questions that are of
varying difficulty (simple factual
recall to more reflective).

2
2
2
2
2
2
1
2

2
3
2
3
3
3
1
3

3
7
7
7
6
7
7
7

1
3
2
3
3
3
1
3

3
3
3
3
3
3
3
3

3
3
3
3
3
3
3
-

4
7
7
7
5
7
7
-

2
3
3
3
3
3
3
-

3
3
3
3
3
3
3
-

3
3
3
3
3
1
3
-

6
7
7
7
7
4
7
-

3
3
3
3
3
1
3
-

3
3
3
3

3
3
3
3

6
5
7
7

3
3
3
3

I can model examples when
discussing content material so that
students know how to create their
own.
I can use multiple choice questions
on my exams for students.

I can create exams that have one or
more essay items that allow
students to reflect and synthesize
what they have learned.
I can evaluate student learning
through student research
presentations on related topics.
I can create “problem-based
learning environments” in the
classroom by providing students
with an ill-defined problem,
allowing them to explore the
problem, find solutions, and share
their conclusions.
I can allow students to demonstrate
what they have learned in creative
ways (posters, drawings, diagrams,
mind-maps, poems, etc.).
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I can teach students how to use
multimedia to demonstrate what
they have learned using studentcreated podcasts, PowerPoint
presentations, and other
multimedia formats.

3
3
3
3

3
3
2
3

6
6
7
7

3
2
2
3

I can use a peer review system in
my classroom where students can
evaluate each other on
assessments.

3
3
3
3

3
3
2
3

6
6
7
7

3
3
2
3

I can teach students how create
their own essay or multiple choice
questions for exams.
I can evaluate student learning by
allowing students to provide reallife examples that are relevant to
the content material.

3
1

3
1

2
7

1
1

3
3
3
3

3
3
3
3

6
6
7
7

2
2
3
3

I can use various assessment item
formats on my exams (i.e.,
multiple choice, true/false,
matching, essays).

3
3
3
3

3
3
3
3

6
7
7
7

3
3
3
3

Please use the space below to add any suggestions or questions that you may have
about the items above. Feel free to comment on the wording of items, clarity, as well
as suggest items that you think are relevant to overarching construct/dimensions.
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
________________________________________________________________________
_________________________________________________________________
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Appendix C
Final Factor Analysis Loadings
Table B.1
Pattern Matrix for Two-factor extraction of the Teacher-efficacy for using HOTS in the
classroom instrument
Pattern Matrix
Items

Factor
1
2

1)
....implement “think, pair, share” in my classroom to promote
student learning to think about concepts or ideas, discuss it with a peer,
and share with the classroom for further discussion.
2)
....put students in groups to demonstrate how to solve problems,
discuss answers to relevant questions, and how to apply information to
situations with which they are familiar.
6)
....show students how to study in multiple ways (e.g., flashcards,
creating a concept index, use electronic media, etc.).
7)
....prompt students to ask me questions about their reflective
thoughts.
9)
....create effective student discussion groups that have students of
varying abilities.
10)
....create effective student discussion groups that have students of the
same abilities.
13)
....encourage students to “think out loud” when answering questions
in class to help them (and others) reflect on how they arrived at answers.
17)
....use a peer review system in my classroom where students evaluate
each other on written assignments.
18)
....ask questions of varying difficulty from simple factual recall to
more analysis and synthesis.
19)
....model contextual examples when discussing content material so
that students know how to create their own examples.
20)
....evaluate student learning by allowing students to provide real-life
examples that are relevant to the content material.
27)
....evaluate student learning through student-created multimedia
formats, i.e., podcasts, PowerPoint presentations, etc..
28)
....show students how to create their own test items (essay or
multiple-choice questions) to prepare for exams.
12)

.694

.840
.580
.525
.807
.840
.791
.585
.717
.525
.520
.724
.860

....use multimedia to enhance student learning.

14)
....allow students to demonstrate what they have learned in creative
ways (posters, drawings, diagrams, mind-maps, poems, etc.).

.635
.676

15)
....show students how to take notes by using guided notes for them to
model, outlining the class goals and key concepts.

.640

16)
....hold class debates to teach students how to take a position,
research information, reflect on its relevance, and discuss with the opposing
position.

.650
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Table B.2.
Structure Matrix for Two-factor Extraction of the Teacher-Efficacy for using HOTS in the
Classroom Instrument
Structure Matrix
Items
1)
....implement “think, pair, share” in my classroom to promote student
learning to think about concepts or ideas, discuss it with a peer, and share with
the classroom for further discussion.
2)
....put students in groups to demonstrate how to solve problems, discuss
answers to relevant questions, and how to apply information to situations with
which they are familiar.
6)
....show students how to study in multiple ways (e.g., flashcards, creating a
concept index, use electronic media, etc.).
7)
....prompt students to ask me questions about their reflective thoughts.
9)
....create effective student discussion groups that have students of varying
abilities.
10)
....create effective student discussion groups that have students of the same
abilities.
13)
....encourage students to “think out loud” when answering questions in
class to help them (and others) reflect on how they arrived at answers.

Factor
1
2
.721

.456

.830

.480

.731

.598

.661

.540

.700
.780

.395

.761

.417

.601

.736

.815

.589

.685

.581

.652

.531

.420

.719

.400

.796

.504

.711

.808

.623

15)
....show students how to take notes by using guided notes for them to
model, outlining the class goals and key concepts.

.450

.682

16)
....hold class debates to teach students how to take a position, research
information, reflect on its relevance, and discuss with the opposing position.

.414

.667

17)
....use a peer review system in my classroom where students evaluate each
other on written assignments.
18)
....ask questions of varying difficulty from simple factual recall to more
analysis and synthesis.
19)
....model contextual examples when discussing content material so that
students know how to create their own examples.
20)
....evaluate student learning by allowing students to provide real-life
examples that are relevant to the content material.
27)
....evaluate student learning through student-created multimedia formats,
i.e., podcasts, PowerPoint presentations, etc..
28)
....show students how to create their own test items (essay or multiplechoice questions) to prepare for exams.
12)
....use multimedia to enhance student learning.
14)
....allow students to demonstrate what they have learned in creative ways
(posters, drawings, diagrams, mind-maps, poems, etc.).
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Table B.3
Communalities
Communalities
Item
1)
....implement “think, pair, share” in my classroom to promote
student learning to think about concepts or ideas, discuss it with a
peer, and share with the classroom for further discussion.
2)
....put students in groups to demonstrate how to solve
problems, discuss answers to relevant questions, and how to apply
information to situations with which they are familiar.
6)
....show students how to study in multiple ways (e.g.,
flashcards, creating a concept index, use electronic media, etc.).
7)
....prompt students to ask me questions about their reflective
thoughts.
9)
....create effective student discussion groups that have
students of varying abilities.
10)
....create effective student discussion groups that have
students of the same abilities.
13)
....encourage students to “think out loud” when answering
questions in class to help them (and others) reflect on how they
arrived at answers.

Initial

Extraction

.668

.521

.744

.689

.654

.577

.619

.471

.755

.512

.765

.615

.683

.581

17)
....use a peer review system in my classroom where students
evaluate each other on written assignments.

.719

.583

18)
....ask questions of varying difficulty from simple factual
recall to more analysis and synthesis.

.787

.682

19)
....model contextual examples when discussing content
material so that students know how to create their own examples.

.715

.517

20)
....evaluate student learning by allowing students to provide
real-life examples that are relevant to the content material.

.578

.458

27)
....evaluate student learning through student-created
multimedia formats, i.e., podcasts, PowerPoint presentations, etc..

.638

.517

.661

.641

.592

.516

.758

.685

.642

.469

.602

.446

28)
....show students how to create their own test items (essay or
multiple-choice questions) to prepare for exams.
12)
....use multimedia to enhance student learning.
14)
....allow students to demonstrate what they have learned in
creative ways (posters, drawings, diagrams, mind-maps, poems, etc.).
15)
....show students how to take notes by using guided notes for
them to model, outlining the class goals and key concepts.
16)
....hold class debates to teach students how to take a position,
research information, reflect on its relevance, and discuss with the
opposing position.
Extraction Method: Principal Axis Factoring.
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Appendix D
Subscale Inter-item Correlations
Table C.1
Interactive and Critical Thinking Pedagogy IIC
Items

1)
....implement
“think, pair, share” in my
classroom to promote
student learning to think
about concepts or ideas,
discuss it with a peer, and
share with the classroom for
further discussion.
2)
....put students in
groups to demonstrate how
to solve problems, discuss
answers to relevant
questions, and how to apply
information to situations
with which they are familiar.
6)
....show students
how to study in multiple
ways (e.g., flashcards,
creating a concept index, use
electronic media, etc.).
7)
....prompt students
to ask me questions about
their reflective thoughts.
9)
....create effective
student discussion groups
that have students of varying
abilities.
10)
....create effective
student discussion groups
that have students of the
same abilities.
13)
....encourage
students to “think out loud”
when answering questions in
class to help them (and
others) reflect on how they
arrived at answers.
14)
....allow students to
demonstrate what they have
learned in creative ways
(posters, drawings,
diagrams, mind-maps,
poems, etc.).

1

2

6

7

9

1
0

13

14

18

19

20

1.000

.599

.514

.348

.439

.653

.557

.574

.614

.643

.441

.599

1.000

.657

.528

.667

.623

.572

.687

.660

.498

.568

.514

.657

1.000

.436

.484

.486

.615

.624

.588

.497

.581

.348

.528

.436

1.000

.410

.481

.476

.632

.594

.558

.496

.439

.667

.484

.410

1.000

.762

.596

.497

.449

.286

.327

.653

.623

.486

.481

.762

1.000

.584

.516

.585

.450

.462

.557

.572

.615

.476

.596

.584

1.000

.603

.509

.540

.527

.574

.687

.624

.632

.497

.516

.603

1.000

.748

.640

.496
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18)
....ask questions of
varying difficulty from
.614
simple factual recall to more
analysis and synthesis.
19)
....model contextual
examples when discussing
content material so that
.643
students know how to create
their own examples.
20)
....evaluate student
learning by allowing
students to provide real-life .441
examples that are relevant to
the content material.

.660

.588

.594

.449

.585

.509

.748

1.000

.687

.560

.498

.497

.558

.286

.450

.540

.640

.687

1.000

.520

.568

.581

.496

.327

.462

.527

.496

.560

.520

1.000
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Table C.2
Metacognitive Strategies IIC
16)
....hold class
debates to teach students
how to take a position,
research information,
reflect on its relevance,
and discuss with the
opposing position.

1.000

.562

.473

.537

.553

.532

15)
....show
students how to take
notes by using guided
notes for them to model,
outlining the class goals
and key concepts.

.562

1.000

.458

.575

.358

.461

12)
....use
multimedia to enhance
student learning.

.473

.458

1.000

.530

.643

.624

28)
....show
students how to create
their own test items
(essay or multiplechoice questions) to
prepare for exams.

.537

.575

.530

1.000

.507

.642

27)
....evaluate
student learning through
student-created
multimedia formats, i.e.,
podcasts, PowerPoint
presentations, etc..

.553

.358

.643

.507

1.000

.482

17)
....use a peer
review system in my
classroom where
students evaluate each
other on written
assignments.

.532

.461

.624

.642

.482

1.000
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Appendix E
Item and Demographic Mean Scores
Item
1)
....implement “think, pair, share” in my
classroom to promote student learning to think
about concepts or ideas, discuss it with a peer,
and share with the classroom for further
discussion.
2)
....put students in groups to demonstrate
how to solve problems, discuss answers to
relevant questions, and how to apply information
to situations with which they are familiar.
6)
....show students how to study in multiple
ways (e.g., flashcards, creating a concept index,
use electronic media, etc.).
7)
....prompt students to ask me questions
about their reflective thoughts.
8)
....evaluate student learning through
student research presentations on related topics.
9)
....create effective student discussion
groups that have students of varying abilities.
10) ....create effective student discussion
groups that have students of the same abilities.
13) ....encourage students to “think out loud”
when answering questions in class to help them
(and others) reflect on how they arrived at
answers.
14) ....allow students to demonstrate what
they have learned in creative ways (posters,
drawings, diagrams, mind-maps, poems, etc.).
18) ....ask questions of varying difficulty from
simple factual recall to more analysis and
synthesis.
19) ....model contextual examples when
discussing content material so that students
know how to create their own examples.
20) ....evaluate student learning by allowing
students to provide real-life examples that are
relevant to the content material.

Mean

Std. Deviation

4.3065

.98495

4.2903

.87567

4.0328

1.03227

3.9180

.98818

3.8525

.92801

3.9344

.96383

4.1167

.90370

4.2167

.92226

4.3548

.92500

4.1333

1.08091

3.9180

.89991

4.0984

.92565
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16) ....hold class debates to teach students
how to take a position, research information,
reflect on its relevance, and discuss with the
opposing position.
15) ....show students how to take notes by
using guided notes for them to model, outlining
the class goals and key concepts.
12) ....use multimedia to enhance student
learning.
28) ....show students how to create their own
test items (essay or multiple-choice questions) to
prepare for exams.
27) ....evaluate student learning through
student-created multimedia formats, i.e.,
podcasts, PowerPoint presentations, etc..
17) ....use a peer review system in my
classroom where students evaluate each other on
written assignments.
Please check the statement that most accurately
represents your primary goal for teaching:
Predominant ethnicity at the school:
Percentage of free/reduced lunch among students
Highest Educational Attainment

3.1452

1.05344

3.6721

1.04437

3.8689

1.08743

3.0328

1.12498

3.3167

1.33393

3.5082

1.07429

1.8305

.37841

1.1636
2.5000
1.4364

.50050
1.05955
1.01404
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