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We study the nonrandomness of proteome sequences by analysing the correlations that arise between amino acids at a short and
medium range, more speciﬁcally, between amino acids located 10 or 100 residues apart; respectively. We show that statistical mod-
els that consider these two types of correlation are more likely to seize the information contained in protein sequences and thus
achieve good compression rates. Finally, we propose that the cause for this redundancy is related to the evolutionary origin of
proteomes and protein sequences.
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1. INTRODUCTION
Protein sequences have been considered for a long time as
nearly random or highly complex sequences, from the infor-
mational content point of view. The main reason for this is
the local complexity of amino acid composition, that is, the
type and number of amino acids found in a sequence seg-
ment, especially inside the globular domains [1]. This com-
plexity could be related to the so called randomness of cod-
ing sequences in DNA, already pointed out in a pioneering
work [2] and explained by evolutionary models [3]. Studies
on protein sequence compression show that proteins behave
as sequences of independent characters and have a very low
compressibility, around 1% [4]. The ordered set of protein
sequencesbelongingtooneorganism,theproteome,wasalso
considered to be not compressible due to this little Markov
dependency [5]. Improvements are obtained by [6, 7]. How-
ever, later studies [8–10] suggest that proteomes contain dif-
ferent sources of regularities, and can be compressed to rates
around30%.Forarelevantdiscussiononthevalidityofthese
results see Cao et al. [7].
Inthiswork,wefocusonthestatisticalstudyofproteome
sequences, using the concept of entropy brought into infor-
mation theory by Shannon [11]. The Shannon entropy is re-
lated to the amount of information of a sequence emitted by
a certain source. The entropy h of a sequence is the limit of
the average amount of information per character, when the
length of the sequence tends to inﬁnity. In particular, for a
ﬁnite sequence of length L, the informational content in bits
is approximately Lh and so Lh is the minimum length in bit
of any sequence that contains the same information. In this
way Lh provides a theoretical lower bound for the sequence’s
compression. A compression algorithm is intended to code a
sequence into a shorter one, from which it is possible to ob-
tain unequivocally the former. In practise, one cannot com-
press at a rate equal to the Shannon entropy for the given
sequence. Nonetheless, it is possible to approximate such a
limit, using an eﬃcient compression algorithm.
Statistical compression algorithms achieve their goal by
assigning shorter code words to the most probable charac-
ters; their eﬃciency depends on the accuracy of the model
used to estimate each character’s probability. Models try to
take advantage of the correlations between characters con-
sidering, for example, how the preceding characters, that is,
the character’s context, determine the probability of the next
one, as in the prediction by partial matching (PPM) scheme
[12].
Most successful algorithms for proteome compression
are based on the identiﬁcation of duplicated sequences or
repeats. The compress protein (CP) algorithm [5], for ex-
ample, considers that duplicated sequences in proteomes are
similar but not identical because of mutation and evolu-
tionary divergence. CP uses a modiﬁed PPM that includes
the probability of amino acid substitutions when estimating
each residue probability. The ProtComp algorithm [8]o p t i -
mises the use of approximate repeats by updating the amino2 EURASIP Journal on Bioinformatics and Systems Biology
Table 1: Proteome sequences.
Abbreviation Organism Proteome length Number of proteins
Mj Methanococcus jannaschii 448779 1680
Hi Heamophilus inﬂuenzae 509519 1657
Vc Vibrio cholerae 870500 2988
Ec Escherichia coli 1578496 5339
Sc Saccharomyces cerevisiae 2900352 5835
Dm Drosophyla melanogaster 5818330 11592
Ce Caenorhabditis elegans 6874562 17456
Hs Homo sapiens 3295751 5733
acidsubstitutionmatrixastherepeatedsimilarblocksappear
along the sequence. The context-tree weighting (CTW) [13]
is another context-based method that has been applied for
biologicalsequencecompression.In[6]theauthorspresenta
CTW-basedalgorithmthatpredictstheprobabilityofachar-
acter by weighting the importance of short and long contexts
considering as well the occurrence of approximate repeats or
palindromes in those contexts. The XM [7] is a statistical al-
gorithm which combines, via a Bayesian average, the prob-
ability of an amino acid calculated on a local scale with the
probability of that same residue being part of a duplicated
region of the proteome.
Nonstatistical approaches, based on the Burros-Wheeler
transform (BWT) [9], have also been used for identifying
overlapping and distant repeats in proteomes, and eﬃciently
usethemincompression.Evensimplermodels,thatrelyona
blockcoderepresentationoftheproteinsequences[10],have
proved to be successful in some cases.
All the algorithms commented above put into evidence
the existence and importance of redundancy in proteome se-
quences. Here we present a purely statistical study of 8 eu-
karyotic and prokaryotic proteomes. Firstly, we analyse the
correlation function of the whole sequences and ﬁnd evi-
dence of medium range correlations, between amino acids
located 100 residues apart. Then we calculate the amino acid
correlations considering the protein boundaries and iden-
tify the role of the intra/interprotein scale in determining
the medium range correlations. Furthermore, we generate
groups of amino acids using their pair correlations at dis-
tance 100, that reveal the structural meaning of the medium
range correlations. Using the results of proteome correla-
tions, we propose a statistical model for the distribution of
amino acids in 4 proteomes: Haemophilus inﬂuenzae (bac-
teria), Methanococcus jannaschii (bacteria), Saccharomyces
cerevisiae (eukarya) and Homo sapiens (eukarya), and we es-
timate their compression rate to compare our results against
previous works.
The sources of nonrandomness studied fall into two
scales: the medium range correlations between amino acids
of the same and neighboring sequences, at distances of order
100, and the short range Markovian correlations between the
contiguous residues up to distance 10. Previous studies [9]
show that proteomes present repeated subsequences at very
long distances (50–300). In this article, we do not consider
these long-range correlations of the order of the proteome
length. Protein length range correlations are in agreement
with the process of sequence duplication, as it has been pre-
viously suggested for long-range correlations [9]; in addition
to that, we show that they also contain information about
the three-dimensional structure of the proteins. Short range
correlations might instead relate to the local constraints on
amino acid distribution due to secondary structure require-
ments.
2. RESULTS AND DISCUSSION
For our statistical analysis, we used the proteomes of 4
prokaryotic and 4 eukaryotic organisms shown in Table 1.
They were retrieved from the database of the Integr8 web
portal [14], with exception of the Hi, Mj, Sc, and Hs pro-
teomes that were obtained from the protein corpus in [15],
for the sake of comparison of our compression rate results
withpreviousstudiesonthesameproteomes.Theproteomes
are not complete (in particular the version of Hs in the pro-
teincorpus)buttheyrepresentanaturalsetofproteinswhere
the redundancy has a biological meaning. It is important to
remarkthatthesequenceoftheproteinsintheproteomeﬁles
of the Integr8 database is not the natural one. Those ﬁles are
not useful for our analysis. Nevertheless, using the additional
information available in the database, it is possible to order
theproteinsastheyarefoundinthechromososmes.Thepro-
teomeﬁlesoftheproteincorpusdonotpresentthisproblem,
but the sequence of the proteins is not available. Therefore,
for the analysis shown in Table 2 and in Figure 2,w eh a v e
used the version of Hi, Mj, Sc in the Integr8 database. For the
same reason, the data for Hs is missing in Table 2 since the
protein order is not obtainable at the Integr8 site.
2.1. Correlations
As a ﬁrst approximation to the general trends in residue dis-
tribution, we study the cooccurrence of amino acids. More
precisely, we calculate the pair correlations at diﬀerent dis-
tances, that is, the average number of times equal residues a
appear at distance k along the whole sequence
Ck =
1
20

a
Ck
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Figure 1: Correlation function for the 8 proteomes. Notice that the
function remains positive for distances up to 1000 and that eukary-
otic proteomes (continuous lines) tend to present higher values.
with
Ck
aa =
1
N −k
N−k 
i=1
χ

σi = a

χ

σi+k = a

− f 2
a ,( 2 )
where N is the sequence length, χ(σi = a) is the charac-
teristic function of ﬁnding residue a at position i,a n dfa is
the relative frequency of amino acid a in the proteome. Ac-
cording to this deﬁnition, a positive correlation means that,
for a distance k, the number of pairs of equal amino acid
is more frequent than expected due to their frequency in
the proteome. The resulting correlation function for the 8
proteomes we studied (Figure 1) shows that eukaryotic se-
quences have stronger correlations than prokaryotic ones.
Moreover,foralltheproteomes,thecorrelationremainspos-
itive at a medium range, for values of k bigger than 800 or
1000, depending on the proteome. We notice that the natu-
ral order of proteins in the proteomes, given by the succes-
sion of genes in the chromosomes, is relevant: when we ran-
domly permute proteins, the medium range correlations are
lost, both in eukaryotes and prokaryotes.
Themediumrangecorrelationsimplythat,inproteomes,
the amino acid distribution of neighboring proteins tends
to be more similar than that of distant ones. This fact can
be related to the process of duplication, recognied as the
dominant force in the evolution of protein function [16]. As
protein repeats have been related to duplication at diﬀerent
scales (genome, gene, or exon) [17], it is possible that the
amino acid patterns responsible for the observed medium
range correlation have the same evolutionary origin.
Duetothecorrelationdeﬁnitionused,themediumrange
correlations could be caused either by pairs of amino acids
belonging to the same protein, or to diﬀerent ones. There-
fore, we split the nonlocal correlation into two groups and
analyse them separately: interprotein correlations (between
2 contiguous proteins) and intraprotein correlations (inside
Table 2: Intra- and interprotein correlation. Intraprotein correla-
tion is always higher than interprotein correlation, and correlation
between matching halves (−−) is higher than that of not corre-
sponding halves (+−).
Proteome Intraprot corr Interprot corr−− Interprot corr+−
Mj 0.271914 0.050381 0.050231
Hi 0.265803 0.045588 0.039246
Vc 0.256386 0.063712 0.041780
Ec 0.271597 0.080064 0.069980
Sc 0.270560 0.032501 0.018606
Dm 0.295940 0.095722 0.056176
Ce 0.288071 0.122692 0.077690
the same protein sequence). In Table 2, we present the re-
sults for the intraprotein correlation between the two halves
of the same protein and the interprotein correlation between
corresponding and noncorresponding halves of two contigu-
ousproteins:ﬁrsthalfwithﬁrsthalf(corr−−)andsecondhalf
with ﬁrst half (corr+−).
These correlations are deﬁned as follows. Let Np be the
number of proteins, let ρ−
i (a)a n dρ+
i (a) be the relative fre-
quency of the residue a in the ﬁrst and the second half of the
ith protein, respectively, and let ρ(a) be the corresponding
mean value. We deﬁne
σ
±±
i,j =
1
20

a

ρ±
i (a) −ρ(a)

ρ±
j (a) −ρ(a)

,( 3 )
for instance,
σ
±−
i,j =
1
20

a

ρ+
i (a) −ρ(a)

ρ−
j (a) −ρ(a)

. (4)
We also deﬁne
σ+
i =

σ++
i,i , σ
−
i =

σ
−−
i,i . (5)
The intraprotein correlation is
Cintra =
1
Np
Np 
i=1
σ
−+
i,i
σ
−
i σ+
i
. (6)
The two interprotein correlations are
C
−−
inter =
1
Np −1
Np−1 
i=1
σ
−−
i,i+1
σ
−
i σ
−
i+1
,
C+−
inter =
1
Np −1
Np−1 
i=1
σ+−
i,i+1
σ+
i σ
−
i+1
.
(7)
The correlation values in Table 2 have the same trend for all
the proteomes: intraprotein correlation is always higher than
interprotein correlation.
The correlation deﬁned by means of σ
±±
i,j are diﬀerent
from the traditional correlation Ck
aa which is the correla-
tion of the symbol a at distance k,w h e r ek is the number of
residues: we have calculated the correlation function of the4 EURASIP Journal on Bioinformatics and Systems Biology
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Figure 2: Correlation function, at distance of k proteins, between
amino acids belonging to corresponding (corr−), and noncorre-
sponding (corr+−) halves; S. cerevisiae proteome. Correlation be-
tween corresponding halves is higher, suggesting that structural re-
quirements modulate the evolution of protein sequences, by main-
taining certain amino acid patterns.
frequencies of the amino acids at the distance of one protein.
In Figure 2, we also analyse how the interprotein correlations
betweenmatchingandnonmatchingproteinhalvesvarywith
the number k of proteins separating the two halves. We com-
pare
C−−(k) =
1
Np −k
Np−k 
i=1
σ
−−
i,i+k
σ
−
i σ
−
i+k
,
C+−(k) =
1
Np −k
Np−k 
i=1
σ+−
i,i+k
σ+
i σ
−
i+k
.
(8)
As an extension of the results in Table 2, we ﬁnd that the
correlation between matching halves is kept higher than that
of noncorresponding halves along the proteome. Analogous
results to Table 2 and Figure 2 hold for second-second and
ﬁrst-second halves.
Gene duplication can explain both the existence and or-
der dependence of interprotein correlation, but it is not
enough to justify why intraprotein correlations remain high,
because high interprotein correlations can also appear in a
lowintraproteincorrelationscontext.Indeed,thepresenceof
intraproteincorrelationsindicatesanonrandomdistribution
ofaminoacidsataproteinlengthscale.Thisnonrandomness
can be related to segmental duplication, that is, duplication
of segments inside the same protein; likewise, it can reﬂect
the maintenance of amino acid patterns during the protein
divergence that follows gene duplication as a consequence of
the structural constraints imposed upon protein sequences.
As an example, extensive searches of protein databases
[18] reveal the high frequency of tandemly repeated se-
quences of approximately 50 amino acids, ARM and HEAT,
ineukaryoticproteins.Moreover,thoserepeatspresentacore
of strongly conserved hydrophobic residues even when the
other residues start to diﬀer at several other positions.
The evidence obtained from the correlation analysis does
not allow to clarify the nature of the structural constraints
measured: do they reﬂect the modular repetition of sec-
ondary structure elements, caused by duplication or, per-
haps, they depend on the conservation of higher order ter-
tiary structure units like domains? We try to address this
question by deﬁning amino acid groups as explained in the
next section.
2.2. Groupingofaminoacids
In a previous study [4], the complexity of large sets of nonre-
dundantproteinsequenceswasmeasuredusingareducedal-
phabet approximation, that is, using groups of amino acids
deﬁned by an a priori classiﬁcation. The Shannon entropy
was then estimated from the entropies of the blocks of n-
characters.Theauthorsdidnotﬁndenoughevidencetosup-
port the existence of short range correlations between the
amino acids of protein sequences.
Conversely, given the above evidence of medium range
correlations in proteome sequences, we build groups of cor-
related amino acids using the correlations between the 20
amino acids. We calculate Ck
ab, the correlation between all
amino acid pairs ab at distances k, in the same way we cal-
culate Ck
aa in the previous section:
Ck
ab =
1
N −k
N−k 
1
χ

σi = a

χ

σi+k = b

− fa fb. (9)
A quick look at the resulting 20 × 20 matrix for k = 100
(Figure 3), which presumably includes both intraprotein and
interproteincorrelation,putsinevidencethatthesignsofthe
matrix elements, and thus the positive and negative correla-
tions, are not distributed randomly among residues but, in-
stead, in a grouped fashion: some amino acids present posi-
tive or negative correlations with the same subset of residues.
Then, we construct groups of amino acids in such a way
that they maximise the positive medium range correlation;
in practical terms it means that amino acids which are more
likely to appear at distances of order 100 would be grouped
together.
For a given partition of the set of amino acids in Ng
groups, we calculate the sum of the correlation function be-
tween any pair of residues ab belonging to a same group.
More precisely, groups are obtained by maximising the fol-
lowing quantity:
F(G) =
Ng 
i=1

a,b∈gi
200 
k=1
Ck
ab, (10)
which is function of a partition G of the amino acids in Ng
disjoint sets gi. Due to the huge number of possible choices
for the groups, we maximise this value using a simulated an-
nealing algorithm. This is a Monte Carlo algorithm used for
optimisation [19]. For a given partition G, we construct a
new partition G  choosing at random a residue and changingDario Benedetto et al. 5
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Figure 3: Correlation between the 20 amino acids for Hi. Posi-
tive (black) and negative (grey) correlations determine amino acid
groups.
Table 3: Groups of amino acids determined by maximisation of
the positive medium range correlation. Amino acids that are more
likely to appear at 200 residues distance are grouped together.
Proteome Groups
Hi
LIFWSY
VMGATP
NQHKRDEC
Mj
LIFWNSY
VMQHGATCP
KRDE
Sc
LIMFWCY
NQHSTP
KRDE
VGA
Hs
VLIMFWNY
HSTC
QKDE
RGAP
itsgroup.IfF(G ) >F(G),thealgorithmacceptsthenewpar-
tition. Iterating this procedure we would reach a local max-
imum which may not be the absolute maximum. In order
to avoid being trapped in a local maximum, the algorithm
accepts, with a small probability P, a new partition G  for
which F(G ) ≤ F(G). The value of this probability P slowly
decreasestozeroasthenumberofiterationsincreasesinsuch
a way that the convergence of the algorithm to the absolute
maximum of F is guaranteed.
The number and the structure of the groups chosen have
the highest value of F(G) and represent an equilibrated par-
tition of the 20 amino acids, that is, groups with only one
element are not accepted.
The idea behind our grouping scheme is to simplify
the amino acid pattern mining by taking advantage of their
synonymous relationships. It is well known that mutations
between amino acids sharing geometrical and/or physico-
chemical properties are the basis of neutral evolution at a
molecular level [20]; this fact also explains why there is
not a one-to-one relationship between protein sequences
and structures [21]. Moreover, structurally neighboring
residues have been found to distribute diﬀerentially (proxi-
mally/distally) in the protein sequences, depending on their
physico-chemical properties [22].
Indeed, the groups deﬁned from the pair correlations at
am e d i u mr a n g e( Table 3) almost correspond with the natu-
ral classiﬁcation based on their physico-chemical properties:
hydrophobic, polar, charged, small, and ambiguous. In par-
ticular,thefactthathydrophobicaminoacidsgrouptogether
allows us to think that the correlation function is gathering
some of the three-dimensional information contained in the
protein sequence, more precisely tertiary structure informa-
tion, as hydrophobic interactions are considered the driving
forces of the protein folding process [23].
Therefore, the reason why intraprotein correlations re-
main high is not only related to the repetition of secondary
structure units, but is also the conservation of the amino
acids responsible for the protein tertiary structure.
Beside this, it is important to notice that, even if the
amino acid usage in eukaryotes and prokaryotes is very sim-
ilar [24], the amino acid correlations are not, as they col-
lect part of the structural information, contained in the se-
quences. The number of groups is also diﬀerent: 3 for H. in-
ﬂuenzae and M. jannaschii,4f o rS. cerevisiae and H. sapiens.
This could indicate a higher interchangeability of residues in
some proteomes, but further analysis is needed to conﬁrm
this hypothesis.
2.3. Sequenceentropyestimation
In order to quantify the capability that a statistical model has
to identify the nonrandomness of a sequence, one can use it
to construct an arithmetic coding compressor [25]. We es-
timate the compression rate of such a compressor with the
sequence entropy
S =−
1
N
N 
i
log 2pi(σi), (11)
using the model to calculate the probability Pi

σi

of charac-
ter σi at position i. The better is the model, the lower is the
estimated value of the sequence entropy. We construct three
models to estimate the probability of each character, consid-
ering the previous ones and taking into account both short
and medium range correlations. For each model, we ﬁnd pa-
rameters that minimise the sequence entropy. The Smin value
obtained is taken as an estimate of the compression rate of
a running arithmetic codiﬁcation [25] of the proteomes and
is used to compare our results with other compression algo-
rithms (Table 4).
Previous works on protein sequence compression like [5]
arebasedonshortrangeMarkovianmodels.Inthosemodels,
the probability of each amino acid is calculated as a function
of the context in which it appears, considering the frequency6 EURASIP Journal on Bioinformatics and Systems Biology
Table 4: Compression rate in bit per character for the studied proteomes. One-character entropy is the entropy of the sequences considering
that their residues are independently distributed.
Algorithm Hi Mj Sc Hs
One-character entropy 4.155 4.068 4.165 4.133
CP, Nevill-Manning and Witten 1999 [5] 4.143 4.051 4.146 4.112
lza-CTW, Matsumoto et al. 2000 [6] 4.118 4.028 3.951 3.920
ProtComp, Cao et al. 2007 [7] 4.108 4.008 3.938 3.824
XM, Cao et al. 2007 [7] 4.102 4.000 3.885 3.786
Model 1∗ 4.111 4.017 3.963 3.978
Model 2∗ 4.102 4.005 3.948 3.933
Model 3∗ 4.100 4.002 3.945 3.931
ProtComp, Hategan and Tabus 2004 [8]† 2.330 3.910 3.440 3.910
BWT/SCP, Adjeroh and Nan 2006 [9]† 2.546 2.273 3.111 3.435
∗ Estimation
† Results obtained with a diﬀerent set of proteomes
with which this amino acid happens to be after the l previous
residues.
Following this idea, we start our statistical description
of proteome sequences taking into account the information
given by the neighboring residues using a variation of the in-
terpolated Markov models [26]. In order to predict the prob-
ability of the ith character, we consider the contexts up to a
length Nc (number of contexts) that precede it, that is, the
substrings σi−k ···σi−1 for k = 0,...,Nc.Foranycharac-
ter a, we count the number Fi
k(a) of previous occurrences
of the substring σi−k ···σi−1a. The conditional frequency of
ﬁnding character a after the context σi−k ···σi−1 is obtained
dividing by the sum over all amino acids b at position i:
Fi
k(a)

bFi
k(b)
. (12)
Our model 1 predicts the probability of character a at posi-
tion i with
Model 1: pi(a) =
1+
 Nc
k=0λkFi
k(a)

b

1+
 Nc
k=0λkFi
k(b)
. (13)
We remark that the main diﬀerence between our short range
approach and CTW is that we give a weight to the diﬀerent
contexts, while in [6] a weight is given to their correspond-
ing conditional probabilities. We ﬁnd that the most infor-
mative positions were the previous 8; this length is in qual-
itative agreement with the results found in [6]. Model 1 in
Table 4 indicates the results obtained considering only the
short range correlations for Nc = 8.
The model depends on the parameters λk that are op-
timised, using standard algorithms for minimisation, in or-
der to achieve the best estimate of the compression rate. This
“entropy minimisation” stage is very time expensive. In a real
compression procedure, those parameters should be speci-
ﬁedandthereforewouldcontributetotheestimatedentropy.
In our case this contribution is negligible.
The short range correlations support the existence of pe-
riodic patterns in protein sequences. They can be caused by
the alternation of alpha-beta secondary structure units, as
argued in other works on latent periodicity of protein se-
quences [27, 28]. From the point of view of protein sequence
evolution, the short range parameters can also reﬂect the ex-
istence of constraints on the distribution of residues. Protein
sequences are modiﬁed by mutation, but still have to cope
with folding requirements that determine a nonrandom po-
sitioningofkeyresidues,dependingontheirgeometricaland
physico-chemical properties. In fact, structural alphabets de-
rived from hidden Markov models denote that local confor-
mations of protein structures have diﬀerent sequence speci-
ﬁcity [29].
The intra/interprotein correlations identiﬁed in previous
sections suggest that the frequencies of the single residues
hasnonnegligibleﬂuctuationsonthemediumrange.Wetake
into account these ﬂuctuations in our second model (model
2i nTable 4):
Model 2: pi(a) =
1+μRi
L(a)+
 Nc
k=0λkFi
k(a)

b

1+μRi
L(b)+
 Nc
k=0λkFi
k(b)
. (14)
Here we added
Ri
L(a) =

number of a in σi−L ···σi−1
 i
L
. (15)
This quantity is proportional to the frequency of the amino
acid a in the subsequence of length L,w i t hL a distance of
medium scale, starting from the position i−L.T h ef a c t o ri/L
guarantees that

aRi
L(a) = i, so that it increases with i in the
same way as the other terms of the sum (e.g.,

aFi
0(a) = i).
The parameter μ is optimised as λk.T h eo p t i m a lv a l u e sf o rL
found during the entropy minimisation stage are 190 for Hi,
163 for Mj, 105 for Sc, and 115 for Hs.
Finally, in model 3, we use the groups found in
Section 2.2 (see Table 3). In particular, a contribution to
the probablity of a given residue is obtained by computing
the probability of the residue to belong to a certain group
and then the conditional probability of the residue once the
group is given is
Model 3: pi(a) =
1+μGi
L

ga

f i(a)+
 Nc
k=0λkFi
k(a)

b

1+μGi
L

gb

f i(b)+
 Nc
k=0λkFi
k(b)
,
(16)Dario Benedetto et al. 7
where ga is the group of a, f i(a) is the relative frequency of a
in its group, as measured up to the position i −1, and
Gi
L(g) =

number of amino acidsof
the group g inσi−L ···σi−1
 i
L
.
(17)
For this model, the optimal values of the parameter L are 129
for Hi, 94 for Mj, 77 for Sc, and 100 for Hs.
As one can see in Table 4, the capability of our statistical
model to represent the nonrandom information contained
in proteomes is comparable to those models that consider
repeatedaminoacidpatternsatbothshortandmediumscale
[6, 7].
The improvement in the performance of models 2 and 3
is due to the fact that they identify the short range correla-
tions and separate them from the ﬂuctuations of amino acid
frequencies at a protein length range. This demonstrates that
both correlation types are informative and that the statistical
signiﬁcance of repetitions at those scales is enough to model
the amino acid probabilities.
The compression rate achieved when the medium range
correlations are modelled with the frequency of amino acid
groups (model 3) is almost equivalent to the compression
rateofmodel2.Fromabiologicalperspectiveitindicatesthat
groups of amino acids are meaningful, and that the redun-
dant information at medium scale has a structural compo-
nent might be coming from the three-dimensional structure
constraints.
According to our results, there is an important diﬀerence
in thecompressibility ratesof the eukaryotic and prokaryotic
proteomes which is in agreement with the correlation func-
tion in Figure 1. The sequences of S. cerevisiae and H. sapi-
ens are more redundant, and thus more compressible, than
those of H. inﬂuenzae and M. jannaschii; correspondingly,
the correlation functions of Sc and Hs remain positive for
longerdistancesthanHiandMj.Thisadditional redundancy
could be related to the presence, in eukaryotic proteomes, of
paralogousproteinswithverysimilardistributionofsynony-
mous amino acids, but diﬀerent function. There is evidence
suggesting that paralogous genes have been recruited during
evolution of diﬀerent metabolic pathways and are related to
theorganismadaptabilitytoenvironmentalchanges[16].On
the other hand, the lower compressibility of the Hi and Mj
proteomes is in agreement with the reduction of prokaryotic
genome size as an adaptation to fast metabolic rates [30, 31].
3. CONCLUSIONS
In this article, we show that the correlation function gath-
ers evolutionary and structural information of proteomes.
Even if proteins are highly complex sequences, at a proteome
scale, it is possible to identify correlations between charac-
ters at short and medium ranges. It conﬁrms that protein
sequences are not completely random, indeed they present
repeated amino acid patterns at those two scales. The alter-
nation of secondary structure units can determine the local
redundancy. This was already known and generally modelled
using Markov models. In our opinion, sequence duplication
is a reasonable explanation for the interprotein correlation.
However, it does not account for the intraprotein correla-
tions; this can instead be related to the maintenance of the
amino acid patterns responsible for the three-dimensional
structure, as the segregation between hydrophobic and polar
amino acids indicates. More elaborately, the sampling of the
space of structures during proteome evolution is determined
by the duplication processes but it is highly constrained by
the structural and functional requirements that protein se-
quences have to meet inside a living system.
Prokaryoticproteomesshowlowercorrelationvalues,es-
pecially for distances under 100 residues, and a smaller com-
pressibility than eukaryotic proteomes. These characteristics
point at a higher redundancy of eukaryotic proteome se-
quences, and suggest that the increase of proteome size does
not imply de novo generation of protein sequences, with
completely diﬀerent amino acid distribution.
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