Abstract-In this work we analyze the problem of linear correction of the reliability metrics (L-values) in bit-interleaved coded modulation (BICM) receivers. We want to find the correction factors that minimize the probability of error of a maximum likelihood decoder that uses the corrected L-values. To this end, we use the efficient approximation of the pairwise error probability in the domain of the cumulant generating functions (CGF) of the L-values and conclude that the optimal correction factors are equal to the twice of the saddlepoint of the CGF. We provide a simple numerical example of transmission in the presence of interference where we demonstrate a notable improvement attainable with the proposed method. The proposed method is compared with the one based on the maximization of generalized mutual information.
I. INTRODUCTION
The logarithmic likelihood ratios (LLRs, or L-values) calculated at the receiver for the transmitted bits, are a convenient representation of the likelihood of the observations and are often used in all of the processing operations in the receiver (such as "soft" detection, decoding, iterative processing, etc). In this work we consider the so-called mismatched L-values, which only approximate the true L-values and to "correct" the mismatch, that may occur due to many independent reasons, we analyze the linear scaling of the mismatched L-values. Formulating the problem in the context of bit-interleaved coded modulation (BICM) receivers, we aim at the minimization of the probability of error of the maximum likelihood (ML) decoder that uses the corrected L-values.
The L-value l n of the bit C n (transmitted at time n) is a well known representation of the reliability of the transmitted bit. It is related to the observation y n via l n = log p Yn|Cn (y n |1) p Yn|Cn (y n |0) ,
where p Yn|Cn (y n |b) is the probability density function (pdf) of the observation Y n conditioned on the sent bit C n = b. The L-values are basic signals/messages exchanged between the processing units. The multiplications of probabilities required in many processing steps transform into addition of corresponding L-values; the numerical simplicity of the resulting operations is the reason behind the popularity of the L-values. For example, in BICM receivers, the L-values are calculated by the front-end detector and then passed to the decoder [1] . In some cases, operations on the L-values are
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carried out before decoding as happens when combining the signals obtained in independent transmissions of the same bit [2] . The L-values are also used in binary decoders that operate in an iterative fashion, e.g., turbo-decoders [3] or message passing algorithms used for decoding of low-density parity check (LDPC) codes [4] .
In some situations, however, the L-values are not appropriately calculated, or are mismatched. Ignoring the mismatch when processing the L-values is, in general, suboptimal and to correct it, nonlinear operations on the L-values may be required. To make the correction simple, a linear operation (i.e., multiplication by a correction factor) is often considered. This idea was already studied in the context of BICM receivers [5] , turbo-decoding [6] [7] , or LDPC decoding [4] . However, the correction factor was most often found through a bruteforce search, that is, among the results obtained for different correction factors the one ensuring the best performance is deemed optimal.
The works in [6] , [8] - [12] aimed at finding the correction factor using the pdf of the L-value. The method of [6] , based on a Gaussian model of the L-value fails to capture properties of non-Gaussian pdfs while [8] draws general conclusions about the suitability of linear correction but relies on simulation to find the correction factor. [10] - [12] rely on the minimization of a functional of the pdf, which requires numerical integration as in most cases the analytical solutions are not available. The drawbacks of [10] is that the pdf has to be known or estimated and the functional in the optimization problem is not explicitly related to any performance criterion. This disadvantage was recently removed in [11] [12] , where the correction factor was formally found via maximization of the so-called generalized mutual information (GMI) between the L-values and the corresponding bits. Then, even if the pdf is not known, the Monte-Carlo integration can be implemented. While this approach was (experimentally) shown to improve the performance of BICM receivers operating with the capacity-approaching codes, it does not explicitly address the problem of minimizing the error probability of the optimal ML decoder.
In this paper we explicitly aim at the minimization of the probability of error in ML decoders, which results in a novel correction principle and provides a new insight into correction of the L-values. Our problem is formulated in the domain of the cumulant generating function (CGF) of the L-values. As their calculation is simpler than finding the pdf, in many cases we will be able to avoid explicit numerical integration. We find a simple correction principle which says that the correction factor should be equal to the twice the value of the so-called saddlepoint of the CGF.
The paper is organized as follows. The definitions and notation are presented in Sec. II and the new correction principle we propose is explained in Sec. III. A detailed illustration of our analysis in shown in Sec. IV on an example of correction of the L-values in the BICM receivers operating in the presence of interference.
II. TRANSMISSION MODEL
We consider a scenario where a codeword of N bits c = [c 1 , c 2 , . . . , c N ] is sent over a binary-input memoryless channel with known transition probability given by the pdf p Yn|Cn (y n |c n ). We assume that the bits c n , n = 1, . . . , N can be well modeled as independent identically distributed random variables C n with uniform distribution, i.e., P Cn (c n = 1) = P Cn (c n = 0) = 1 2 . All the codewords are then equiprobable. Upon reception of y 1 , . . . , y N , in order to minimize the probability of detection error, the decoder decides in favour of the codeword that maximizes the likelihood of the observation, i.e.,ĉ
where C is the code (i.e., set of all codewords). Applying the Bayes' formula
in (1), and from the uniform distribution property P Cn (c n ) = 1 2 , we obtain an alternative expression of the aposteriori probability P Cn|Yn (c n |y n ) = e ln·cn /(1 + e ln ); here, we used the relationship P Cn|Yn (c n |y n ) = 1 − P Cn|Yn (1 − c n |y n ). The expression for P Cn|Yn (c n |y n ) applied in (3) transforms (2) into the decoding based on the L-valueŝ
where the terms independent of c were removed from the maximization. The L-values l n are modeled as random variables L n and, provided they are calculated exactly as defined in (1), their pdf satisfies the so-called consistency condition [13 
The so-called symmetry condition [13, Sec . III]
simplifies the analysis even if it does not have to be always satisfied as it depends on the conditional pdf p Yn|Cn (y n |c n ). However, it may be forced by a pseudo-random scrambling of the bits c n prior to modulation, followed by the change of the sign of the L-values l n if the bit was negated [14] . Rewriting (5) as p Ln|Cn (l|1)e −l/2 = e l/2 p Ln|Cn (l|0) and using (6) yields what we call a consistency-symmetry condition
A. Mismatched decoding and correction of L-values
In practice, the calculation of some L-values via (1) may be inexact because i) the model p Yn|Cn (y n |c n ) is not accurate, ii) its parameters are not well estimated, or iii) the likelihood is calculated using simplifications introduced to lower the computational effort. In general, these effects may be represented as if a "mismatched" likelihood q(y n , c n ) = p Yn|Cn (y n |c n ) was used in (1) yielding the "mismatched" L-values [15] [11] l n = log q(y n , 1) q(y n , 0) .
If the mismatch is ignored, that is,l n is falsely assumed to be identical with l n , the receiver will operate in a suboptimal fashion becausel n cannot be transformed into the likelihood p Yn|Cn (y n |c n ). Nevertheless, if the conditional distribution pL n|Cn (l|c) ofL n (that models the mismatched metricsl n ) is known, we may calculate a post-processing or "correction" function [8] [10]
and then, calculate the "corrected" L-value asl c n = f c l n . In general, the effect of the mismatch cannot be eliminated, i.e.,l c n = l n . However, usingl c n instead ofl n should improve the performance of the decoder, becausel c n does represent the likelihood of the observationl n conditioned on the bit c n . We also immediately conclude that if the L-value is matched, i.e., its pdf satisfies (5), no correction is necessary as we obtain f c (l) = l, that is,l c n =l n . Example 1: If we assume the Gaussian form of the pdf pL
{L n } its variance, the correction function
is linear and the correction factor is determined by the double of the ratio of the mean and the variance of the L-value. The Gaussian model from the above example was used in [6] to justify the correction based onα Gauss . The resulting correctionl c = α ·l has an appealing simplicity and in many cases (treated mostly in the area of iterative decoding) f c (l) was observed to be relatively well approximated by a linear function [8] [10] [16] . Therefore, using f (l) = αl instead of f c (l) (that is, in general, nonlinear) often provides the satisfactory correction effect [8] [10] [16] and, when compared to non-linear functions f c (l), has the advantage of the implementation simplicity (scaling only) and a relatively simple design (one parameter needs to be found). Then, the main question is how to choose the correction factor α.
The contributions in [17] [16] attempted to answer this question making f (α) = α · l "close" to f c (l). In particular, [17] finds the correction factor via the weighted least-square fit (WLSF) to the function f c (l)
This criterion, however, is not explicitly associated with the performance of the decoder. Moreover, since we use the function f c (l), the form of the pdf pL n|Cn (l|0) has to be known or explicitly estimated. This is a drawback because a reliable estimation of the pdf requires extensive simulations, which precludes the on-line correction.
In the recent works [11] [12], the correction factor was found through maximization of the GMI [15] between the mismatched L-values and the corresponding bits. Assuming (6), this criterion boils down to solving the following optimization problem
While it is argued (and demonstrated on examples) in [11] [12] that the maximization of GMI should improve the performance of the capacity-approaching codes, the correction criterion (13) does not relate directly to the performance of the ML decoder we are interested in.
Moreover, solving (13) requires numerical quadrature as the logarithm within (13) will resist analytical integration.
B. Pairwise error probability
To describe the behaviour of the ML decoder (4) based on the corrected L-valueŝ
we will use the pairwise error probability (PEP) defined as the probability of detecting codewordĉ when sending the codeword c.
Assuming that the code C is linear and (6) holds, instead of calculating the PEP for all pairs (c,ĉ) it is enough to calculated the PEP for allĉ = c assuming the all-zeros codeword c = [0, . . . , 0] was sent, that is, the probability of the event c →ĉ
where is the convolution operator. This notation emphasizes that the PEP depends on the correction factors {α n } N n=1 and the codewordĉ.
If we denote by {n k } d k=1 the set of indices such thatĉ n k = 1, where d is the Hamming weight ofĉ, the PEP (17) can be written as
that is, it depends solely on the pdfs of the L-values indexed by
We also note quickly that multiplying all the L-valuesl n in (14) by α n ≡ α cannot change the decoding results so, in such a case, the linear correction is useless if ML decoder is used. However, it still may be useful if another type of decoding is applied. For example, iterative decoders (e.g., of the turbo codes or LDPC codes) may benefit from such a correction.
III. PEP-MINIMIZING CORRECTION
Now, we want answer the question: how to choose the correction factors {α n } N n=1 so that the error of the decoder that uses the corrected L-valuesl c n = α n ·l n is minimized? From the previous discussion we conclude that, in order to improve the performance of the decoder, we should find (17) for any codewordĉ. Thus, we have to solve the following optimization problem
and its solution should be independent ofĉ because we want to apply the correction factors to all L-values prior to decoding and we do not know which error (c →ĉ) will occur. At first sight, the problem may appear intractable due to the dependence of the PEP on variousĉ, each resulting in a different set of L-values indexed by {n k } d k=1 which are then convolved as per (18) .
A. Two-state mismatch
Before attacking the problem (19) we will analyze a simpler case of a two-state mismatch, where N 1 of the L-values are independent identically distributed (i.i.d) and mismatched and the remaining N − N 1 are i.i.d and matched. In this case, all the mismatched L-values will be multiplied by the same correction factor α, that is, α n = α, n = 1, . . . , N 1 and the matched L-values will remain unaltered.
Since, we do not known a priori the indices {n k } d k=1 , we do not know a priori how many mismatched metrics will affect the PEP. We thus assume initially that among the L-values affecting the PEP calculation, d 1 are mismatched and d 2 Lvalues are matched. This specializes (18) as follows
where
d is a d-fold self-convolution of f (l) and we emphasize that the PEP depends uniquely on one parameter α.
We want to minimize PEP(α) (20) 
should be independent of d 1 and d 2 .
To apply the PEP-minimization principle (21) in a general case, we must be able to find the PEP for arbitrary distributions of the L-values. Since, in general, this cannot be done exactly in an analytical form, we will turn to approximations.
Defining
we can write (20) as
Then, the Bhattacharyya upper bound for the PEP is given by [14] [18]
and
In (23),ŝ = argmin s∈R κ Σ (s) is the so-called saddlepoint [18] of κ Σ (s). The saddlepoint of any variable L is unique because the CGF is always convex, thus can be found solving solving the so-called saddlepoint equation
Theorem 1: The upper bound for the PEP in (23) is minimized setting the correction factor toα =ŝ 
≥ e d1κL(ŝ1)+d2κL(ŝ2) ,
where (30) is the global minimum of (23).
We can see that the exponent in (29) min α d 1 κL(sα) + d 2 κ L (s) reaches its global minimum for sα =ŝ 1 and s =ŝ 2 , that is, when α =ŝ 1 /ŝ 2 ; this means that the saddle point of κ Σ (s) isŝ =ŝ 2 .
As required, the bound on the PEP is minimized independently of d 1 and d 2 .
B. Arbitrary mismatch
We are now ready to abandon the context of the two-state mismatch and may extend the previous result to the case treated in (19) .
Let L Σ = N n=1 α n ·L n ·ĉ n has the CGF given by κ Σ (s) = Proposition 1: The linear correction factors that minimize the upper bound on PEP (31) are given byα n =ŝ n s0 , wherê s n is the saddlepoint of the CGF κ n (s), andŝ 0 > 0 is chosen arbitrarily.
Proof: As in the proof of Theorem 1 we write
The global minimum is reached when s · α n =ŝ n , n = 1, . . . , N. These N equalities with N + 1 variables (N factors α n and s) are satisfied for arbitrarily set s =ŝ 0 . Sincê s 1 , . . . ,ŝ N are positive, we will useŝ 0 > 0. Remark 1: Althoughŝ 0 may be chosen arbitrarily (recall that the multiplication of all L-values by the same correction factor does not change the ML decoding results), it is reasonable to useŝ 0 = 1 2 . This is because the saddlepoint of the matched metrics equalsŝ n = 1 2 [18] and their correction factor is then given byα = 1, that is, no correction is necessary as we would expect it. Thus, the simple rule consists in doubling the saddlepoint of the L-values' CGF α n = 2ŝ n .
(34)
Remark 2:
We recall that if we want to use the pdf conditioned on C n = 1, pL n|Cn (l|1), instead of pL n|Cn (l|0), the saddlepoint in negativeŝ n < 0, but then also for the matched metricsŝ 0 = − 1 2 . Thus, to take both cases into account we might reformulate (34) aŝ α n = 2|ŝ n |. 
IV. APPLICATION: CORRECTING THE INTERFERENCE

EFFECTS
Consider a BPSK transmission, when the sent symbols x n = 2c n − 1 pass through a channel affected by additive Gaussian noise and a BPSK interference
where h n ∈ R is the known gain of the channel, z n is a zeromean Gaussian signal with known variance σ with the gain g n ∈ R. We define also the SNR and the signalto-interference ratio (SIR), respectively, as
Although using (1) it is relatively simple to calculate the L-values in this case as
for the purpose of our examples, we assume that the receiver ignores the interference, thus uses g n = 0, and then, from (37) we obtain the L-valuel
which is mismatched due to assumed absence of interference.
To apply the correction principle we derived, we need to calculate the CGF ofL = 
Note that, instead of calculating the saddlepoint of κL(s) and correctingl n , we might directly calculate the saddlepoint of κ Y (s) and apply it to the observation y n . This is possible, of course, because the L-valuel n is a scaled version of y n , cf. (38).
To find the saddlepointŝ we differentiate (39) to obtain
whose graphical interpretation as the intersection of the righthad-and left-hand sides is shown in Fig. 1 . While (41) cannot be solved in a closed-form, we may obtain approximations in particular cases. Namely, for SN R → 0 (i.e., when σ 2 z → ∞), we easily see thatŝ → 0 so, using the linearization tanh(x) ≈ x (dashed line in Fig. 1 ), we obtain
where σ 2 N+I,n is the variance of the noise and interference. The corresponding correction factor is given by
. Note
in (11) yields exactly the same results α Gauss = α 0 . This means that for the low SNR, when the noise "dominates" the interference, the effect of noise and the interference can be modeled as a Gaussian variable with variance σ 2 N+I,n ; this is often done in practice [19] and the corrected L-values, in this case, would be calculated as For high SNR, i.e., when SN R → ∞ (i.e., σ 2 z → 0), we observe thatŝ → −∞ so taking advantage in (41) of the saturation of tanh(∞) = 1, the saddlepoint is given by
and the corresponding correction factor byα ∞ = 1 − g n /h n . The L-values in this case would be calculated as
that is, the interference-related term decreases the gain of the useful signal. Intuitively, this can be explained as follows: for high SNR, the interference can be "distinguished" from the noise and becomes the part of the transmitted constellation, i.e., sending bit c n = 1, we will effectively be able to make a difference between h n − g n or h n + g n . Moreover, for high SNR, the symbol that is the most likely to provoke the error is the one closest to the origin, that is h n − g n . This leads to assuming that BPSK symbols are sent over a channel with gain h n − g n , cf. (45). For 0 < SNR < ∞, the saddlepoint can be obtained by numerically solving (41). For example, we might use the Newton-Raphson method
andŝ (0) is the appropriately chosen starting point for the recursion, e.g.,ŝ(0) = max{ŝ ∞ ,ŝ 0 }. In this work, we used I max = 2 so a small computation load is incurred due to the on-line calculation of the the correction factors; alternatively, hnŝ < 1, that is, ignoring the interference, our reliability metric is too "optimistic" and must be scaled down. On the other hand, sinceŝ >ŝ 0 , if the mismatched L-value is calculated using the Gaussian approximation of the interference, that is using (43), the correction would beα > 1. That is, the Gaussian approximation is too "pessimistic".
We show in Fig. 2 the values of the optimal correction factors for different values of SNR and SIR. For high SNR, as predicted,α =α ∞ = 1 − g n = 1 − 10 −SIR/20 . We also show the value ofα GMI , cf. (13) and we see that it is quite close toα.
It is also interesting to compare the obtained correction factors to those that might be obtained by minimizing the actual PEP. To make it possible, we again analyze the two-state mismatch from Sec. III-A. That is, we assume that d 1 L-values affecting PEP are mismatched as in our example, while d 2 Lvalues are matched, that is, no interference is present during the transmission.
From (38) we easily deduce the distribution of the mismatched L-valuesL and the matched ones L as
, and
L is a mixture of Gaussian function, we easily obtain the analytical expression for the PEP of two-state mismatch (2SM)
and we defineα
which is shown in Fig. 2 Now, to take our solution out of the PEP-related consideration, and to verify how the correction affects the performance of a practical decoder, we consider a case where a block of N b = 1000 bits is encoded using the convolutional code (CC) of rate 1 2 with generating polynomial {15, 17} 8 [20] and the turbo code (TC) {1, 15/13} 8 [7] with rate 3 4 (obtained via puncturing of the parity bits).
We recall that for identically distributed L-values, the performance of the ML decoder cannot be improved via linear correction. Thus, to show the eventual advantage of the correction, we assume that the channel gains h n are unitaryenergy, Rayleigh variables, so the average SNR SN R = 1/N 0 is used to characterize the channel. Then, the correction factor has to be found for each value of h n that is assumed perfectly known at the receiver. The average signal-to-interference is set to SIR = 6 dB for CC and SIR = 8 dB for TC; for these values, the measurable bit-error rate (BER) results can be presented in the same range of SNR. The results of decoding (Viterbi decoding for the convolutional code and turbo decoding with five iterations for turbo-code) in terms of BER are shown in Fig. 3 . We also show the results of the decoding using true L-values (37).
For the comparison with the GMI-based correction we note that, unlike in our method, solving the GMI-based problems (13), numerical integration is needed and solutionsα GMI turns out to be sensitive to the number of points of the numerical quadrature. Due to these numerical issues, beyond SN R = 15 dB and particularly for large SIR we were not able to find the solution of (13 We can see that the correction results based on our method or on the GMI approach are similar and partially bridge the gap to the results based on the true L-values. The performance improvement is particularly notable for high average SNR, which is consistent with the results of Fig. 2 where the most significant correction (small values ofα) are obtained for high SNR.
In Fig. 3 we also show the results of the correction derived assuming that the interference is Gaussian yielding the correction factorα 0 = σ 2 z σ 2 N+I,n . Sinceα 0 is independent of the channel gains h n , it is common to all the L-values and thus irrelevant to the performance of ML decoder. For this reason, the results obtained withα 0 and withα are identical for CC, where the ML (Viterbi) decoder is used; they are thus not shown in Fig. 3 . On the other hand, the turbo decoder, based on the iterative exchange of information between the constituent decoders, depends on the accurate representation of the aposteriori probabilities via the L-values [11] . It is, therefore, sensitive to the scaling and the correction withα 0 improves the decoding results.
V. CONCLUSIONS
In this work we propose a new method to find the linear correction of the mismatched L-values. Aiming at the minimization of the probability of errors made by the maximumlikelihood decoder, we find that the correction factor equals to the twice of the value of the saddle point of the cumulant generating function (CGF) of the L-values. We illustrate our findings with the analysis of the BPSK transmission in the presence of the interference where the correction factor clearly improves the performance comparing to the mismatched metrics without correction.
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