Distributed Denial of Service (DDoS) attacks have been increasing with the growth of computer and network infrastructures in Ubiquitous computing. DDoS attacks generating mass traffic deplete network bandwidth and/or system resources. It is therefore significant to detect DDoS attacks in their early stage. Our previous approach used a traffic matrix to detect DDoS attacks quickly and accurately. However, it could not find out to tune up parameters of the traffic matrix including (i) size of traffic matrix, (ii) time based window size, and (iii) a threshold value of variance from packets information with respect to various monitored environments and DDoS attacks. Moreover, the time based window size led to computational overheads when DDoS attacks did not occur. To cope with it, we propose an enhanced DDoS attacks detection approach by optimizing the parameters of the traffic matrix using a Genetic Algorithm (GA) to maximize the detection rates. Furthermore, we improve the traffic matrix building operation by (i) reforming the hash function to decrease hash collisions and (ii) replacing the time based window size with a packet based window size to reduce the computational overheads. We perform experiments with DARPA 2000 LLDOS 1.0, LBL-PKT-4 of Lawrence Berkeley Laboratory and generated attack datasets. The experimental results show the feasibility of our approach in terms of detection accuracy and speed.
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Distributed Denial of Service (DDoS) attacks have been increasing with the growth of computer and network infrastructures in Ubiquitous computing. DDoS attacks generating mass traffic deplete network bandwidth and/or system resources. It is therefore significant to detect DDoS attacks in their early stage. Our previous approach used a traffic matrix to detect DDoS attacks quickly and accurately. However, it could not find out to tune up parameters of the traffic matrix including (i) size of traffic matrix, (ii) time based window size, and (iii) a threshold value of variance from packets information with respect to various monitored environments and DDoS attacks. Moreover, the time based window size led to computational overheads when DDoS attacks did not occur. To cope with it, we propose an enhanced DDoS attacks detection approach by optimizing the parameters of the traffic matrix using a Genetic Algorithm (GA) to maximize the detection rates. Furthermore, we improve the traffic matrix building operation by (i) reforming the hash function to decrease hash collisions and (ii) replacing the time based window size with a packet based window size to reduce the computational overheads. We perform experiments with DARPA 2000 LLDOS 1.0, LBL-PKT-4 of Lawrence Berkeley Laboratory and generated attack datasets. The experimental results show the feasibility of our approach in terms of detection accuracy and speed.
Introduction
In recent years, communication between mobile computing devices has become more common because of a rapid development of mobile computing devices, the performance improvement of communication devices, and a drop in their prices. In addition, microelectronic devices, such as a Radio Frequency IDentification (RFID) system, and Wireless Sensor Networks (WSNs) have been interconnected through the network. This Ubiquitous and Pervasive computing, which is considered as an Information Technology (IT) to fuse real physical space and cyber space, has improved human life. However, the mobile computing devices which are important components in Ubiquitous and Pervasive computing environments have been exposed in many kinds of security threats. Especially, Distributed Denial of Service (DDoS) attacks have emerged as one of the most serious threats among others [1, 2] . The intensity of DDoS attacks has become stronger through the development of network infrastructure. Basically, DDoS attacks are launched by generating an extremely large volume of traffic and they rapidly exhaust resources of target systems, such as network bandwidth and computing power. Defense mechanisms against DDoS attacks to cope with them can be classified into four categories: prevention, detection, mitigation and response [3] .
When DDoS attacks occur, the first step to thwart DDoS attacks is detection and it should be done as quickly as possible. However, it is difficult to distinguish between a DDoS attacks and normal traffic, since DDoS attacks often do not contain malicious contents in the packets. Moreover, attackers forge their source addresses to conceal their locations to make DDoS attacks more sophisticated [4] . DDoS attack detection schemes should guarantee both short detection delay and high detection rates with low false positives. Computational overheads should be also considered because a detection engine (or module) has to deal with a large volume of real-time network traffics.
Detection mechanisms can mainly be divided into two categories; the first type is to use misuse detection relying on predefined DDoS attack patterns (or signatures). There are several well-known solutions, such as NetRanger [5] , NID [6] , SecureNet PRO [7] , RealSecure [8] , NFR-NID [9] and Snort [10] [11] [12] . However, pattern based detection mechanisms are hard to detect new intrusions. The second type is to use anomaly detection which focuses on comparing the normal behavior of the system with abnormal behaviors. Thus, anomaly detection schemes may be more effective to detect unknown intrusions. Some previous approaches on anomaly detection rely on monitoring IP (internet protocol) attributes of incoming packets. Peng et al. [13] proposed a simple detection scheme using arrival rates of new source IP addresses but it takes at least 10 seconds, which is not an appropriate detection delay. Feinstein et al. [14] presented an entropy based statistical detection model that is computed on selected IP attributes of some consecutive packets. However, they did not perform any parameters optimization for their detection model so that they could not provide the optimal window size. In addition, Kim et al. [15] collected a baseline profile on various attribute combinations but the combined attributes increased computational overheads. Our previous work [16] proposed a traffic matrix to detect DDoS attacks quickly and accurately. However, it could not find out to tune up parameters of the traffic matrix and time based window size, leading to computational overheads when DDoS attacks did not occur. Moreover, the proposed hash function creates many hash collisions.
In this paper, we propose an enhanced DDoS detection model using a revised traffic matrix from our previous work [16] . The traffic matrix is built up with packet based window size to reduce the computational overheads and a reformed hash function to reduce hash collisions. It makes our proposed model effective in terms of processing overheads and detection delay. Therefore, our proposed approach can be used to detect DDoS attacks at the early stage in real-time. Furthermore, we use a Genetic Algorithm (GA) for optimization of parameters used in the traffic matrix. The GA is a well-known heuristic approach to figure out an optimal value in large search space. To maximize detection rates, we optimize three parameters in our detection model; (i) size of traffic matrix, (ii) packet based window size, and (iii) threshold value of variance from packet information. Then, we carry out experiments on not only a LBL-PKT-4 [17] dataset but also a DARPA 2000 LLDOS 1.0 [18] dataset and an attack traffic dataset that we created. The experimental results show the feasibility of our proposed approach. A preliminary version of this paper appeared in [19] .
The rest of this paper is organized as follows. In Section 2, related work is presented briefly. Our proposed detection model is presented in Section 3. In Section 4, the experiments and analysis are described. Finally, we conclude this paper in Section 5.
Related work
Anomaly detection schemes can mainly be divided into the following technical categories; rate limiting, data mining, and statistical analysis techniques. At first, rate limiting techniques detect anomalous connection behavior based on the premise that an infected host will try to connect to many different machines in a short period of time. It detects portscans by putting new connections exceeding a certain threshold in a queue. An alarm is raised when the queue length exceeds a threshold. The rate limiting techniques are easy to understand and implement as well. However, they are too simple to detect sophisticated intrusions and it is hard to set up proper threshold values. Next, data mining techniques are used to build a detection model (classifier) that can discover profile of network features. Lee and Stolfo [20] built a classification model to detect anomalies. They achieved a reasonable success in terms of classifying normal and intrusion data and reduced misclassification rates by using additional statistical features. A meta-detection model [21] was proposed to improve their previous approach. It used combined multiple detection models to increase detection accuracy but multiple models definitely made computation more complex. Finally, many detection techniques have been proposed in a statistical analysis field. Several statistical analysis based detection models, in particular those relying on monitoring IP attributes of arrival packets were proposed. Talpade et al. [22] proposed NOMAD which is a scalable and passive network monitoring system. It can detect attacks by analyzing IP packet header information such as a time to live (TTL) field, packet delay variation and traffic flow. It does not support creating the classifier for high-bandwidth traffic that is aggregated from distributed sources [3] . Peng et al. [13] proposed a simple detection scheme called Source IP address Monitoring (SIM) to detect high bandwidth attacks. The model monitors arrival rates of new source IP addresses and detects changes of them using a non-parametric Cumulative Sum (CUSUM) algorithm [23, 24] which is more suitable for analyzing a complex network environment than a parametric algorithm. Their approach showed high detection accuracy with low computational overheads. Attacks including subnet spoofed IP addresses [3, 25] can be also detected by this model. But their experimental results showed that the detection delay was between 10 and 127.3 seconds which is not satisfactory in terms of the detection delay for a real-time detection system. Feinstein et al. [14] proposed a statistical detection model to identify DDoS attacks by computing entropy and frequency-sorted distributions of specific IP attributes. The entropy could be calculated through a number of consecutive packets called a sliding window of a fixed width. They implemented an entropy model as a plug-in for Snort [11, 12] and performed experiments to Mutation probability x j
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An element which has (i, j) index of M validate it in various network traces. However, the size of a sliding window, a tunable parameter was not optimized. They set it from their experiential knowledge. Moreover, they were not concerned about subnet spoofed attacks in the experiments.
The aforementioned approaches do not satisfy several major requirements which should be achieved in DDoS detection approaches such as low processing overheads, a short detection delay and high detection rates. Our model can be operated in a real-time network environment because of an optimized traffic matrix, which is constructed by a lightweight hash function. Also, a packet based variable time window enables our model to detect DDoS attacks within a very short period of time. The parameters for detection are optimized by GA and it guarantees very high detection rates. In addition, our proposed model can detect DDoS attacks including subnet spoofed and relatively low bandwidth attacks. The details of our proposed detection model are presented in the next section.
Proposed detection model

Preliminaries
The symbols and their description in the paper are summarized in Table 1 . Fig. 1 shows the overall flow of our proposed detection model. Our model consists of three main steps: (1) parameters optimization using GA, (2) traffic matrix construction, and (3) calculation of variance. In the first step, GA optimizes three detection parameters with a training dataset. The detection parameters consist of matrix size, packet based window size, and threshold value, T . When these parameters are optimized, our proposed detection model becomes suitable for the corresponding network environments and obtains maximum detection rates. In the second step, we build up the traffic matrix by extracting source IP addresses from an inbound traffic stream and locate packets to the traffic matrix using a reformed hash function. In this paper, we use packet based window size instead of time based window size to reduce computational overheads and a new hash function to avoid hash collisions. The size of the traffic matrix and the number of packets for one traffic matrix are set by the GA in the previous step. In the final step, variance is computed from the traffic matrix. The variance of DDoS attacks is low because of dispersibility of DDoS attacks but normal traffic has a high variance. Then, we can decide whether inbound traffic is an attack or normal through comparing the computed variance and a threshold value set by the GA. Finally, our proposed detection model generates alerts when DDoS attacks are detected. Otherwise, the second and third steps are iterated continuously. Details of each step are presented in the following subsections.
Overall flow of the proposed model
Parameters optimization using the Genetic Algorithm (GA)
It is necessary to figure out optimal values of three detection parameters to maximize detection rates, since victims have different network environments. These parameters consist of traffic matrix size, the number of packets for a time window, and a threshold value of variance which makes a decision whether the state of the network is normal or under DDoS attacks. However, it is difficult to optimize these parameters because they have wide ranges. The GA is a heuristic approach for figuring out an optimal value, i.e. a suitable solution of the problem which has a large searching space. Therefore, we can achieve maximum detection rates by optimizing parameters for the corresponding network environments through the GA. The GA is mainly composed of selection, reproduction, and evaluation operations. Repeating these main operations leads to the evolution. An overall flow of the GA is shown in Fig. 2 . We set the pool for initial population to 30. Fitness of a chromosome is proportional to its detection rates. The selection operation elects a new group for the next generation. In our detection model, we use a roulette wheel selection for the selection operation which is commonly used in the GA. It gives candidates a chance to be selected for the next generation's parent according to their fitness (i.e., detection rates). The candidate of which fitness is high has a high probability of being selected. After the selection operation, the GA processes a reproduction operation composed of crossover and mutation. In our detection model, we use one-point crossover operation and set a crossover probability (P c ) for 0.6. Bit inversion is used for our mutation operation. The mutation operation helps the solution not to converge toward local optima. We set a mutation probability (P m ) for 0.05. These values (P c , P m ) should also be set properly through experiential experiments. Otherwise, it may take very long time to get an optimal solution or the local optima problem may be occurring. We adopted ordinary values of probabilities for our reproduction parameters. Finally, the fitness function evaluates chromosomes with training data. The above main operations are performed repeatedly until 50 generations if it does not satisfy the threshold value of the fitness function (e.g., detection rates value). Table 2 shows detailed properties of our detection parameters value. In the GA, the solutions which are detection parameters are represented in binary as strings of 0s and 1s. The string lengths of each parameter are computed by Eq. (1) according to parameter range and a degree of precision. In other words, the binary string length of parameter x j could be determined by Eq. (1) which has a closed interval [x (L) j , x (U) j ] and a degree of precision 10 d . The length will be a smallest integer number which is greater than or equal to l j . Consequently, our chromosome has 33 bit length of binary strings.
(1) 
Constructing a traffic matrix
A traffic matrix is built by capturing inbound traffic stream as shown in Fig. 3 . The time window is a period of time to make one traffic matrix. Our previous approach [16] used a time based window size and it led to computational overheads when DDoS attacks did not occur. Thus, we replace time based window size with packets based window size in this paper. In other words, the length of each time window depends on amounts of the traffic stream. When a large volume of traffic streams comes into the victim's network, the time window becomes short and vice versa. The time window can be a variable according to the network size/condition. All packets coming into the victim's network during one time window are mapped into the traffic matrix by a hash function using source IP addresses of the packets. The hash function produces coordinates for incoming packets to locate them in the traffic matrix. The flow of construction of a traffic matrix is shown in Fig. 4 . The IPv4 address domain is too large to map all IP addresses to the traffic matrix. Since our detection model must run in a real-time environment, the traffic matrix has to have a reasonable size to construct it fast enough and to cover as many as incoming packets. We use a hash function to reduce the scale of the traffic matrix even though hash collision sometimes can happen. In other words, different IP addresses are located in the same coordinate since their results of the hash function are same. However, the collision problem is negligible because our model restricts the number of packets for one traffic matrix.
The IPv4 address format consists of four octets. In our previous work [16] , we used a value of the first (third) octet multiplied by second (fourth) octet to calculate index (i, j). It causes more hash collisions than using the octets directly. So, we use a revised hash function as follows: i = high16 bit of IP mod n j = low16 bit of IP mod n.
(2)
Eq.
(2) shows that the hash function divides a 32 bit source IP address into high and low 16 bit addresses; the first two octets and last two octets. Modular operation is applied to each 16 bit address to compute an index of a packet. The high 16 bit address is divided by the row size of the traffic matrix and the remainder (i) is used as an index of the row. The low 16 bit address is divided by the column size of the traffic matrix and the remainder (j) is used as an index of the column. The value of a corresponding element on the index (i, j) is increased by 1. If there is no hash collision, it will indicate the number of incoming packets which have the same IP address during a time window as shown in Fig. 4 .
Variance computation
We use a variance which indicates a dispersion of the incoming traffic. The variance of DDoS attack traffic which comes from various sources (or forges its source IP address by using random generator) is much lower than that of normal traffic since the packets which have randomly generated source IP addresses are spread out to the traffic matrix uniformly. The variance (V ) of a traffic matrix is given by Eq. (3) .
M (i,j) presents an element which has (i, j) index of the traffic matrix (M). The k denotes the number of non-zero elements in M. If a hash collision does not occur during the operation, the k will be equal to the total number of source IP addresses. 
Experiments and analysis
Experimental datasets
We used three datasets in our experiments; LBL-PKT-4 [17] , DARPA 2000 LLDOS 1.0 [18] , and our own generated DDoS attacks datasets. Their properties, such as IP spoofing, duration, the number of compromised hosts, and packets per second (pps) on average, are summarized in Table 3 . The LBL-PKT-4 dataset of Lawrence Berkeley Laboratory was used to represent normal traffic data. We extracted the first 6 min trace from the LBL-PKT-4 dataset for our experiments. The trace is provided with sanitized source IP addresses due to a privacy problem. It means that the IP addresses have been renumbered as a positive integer. We converted these sanitized source IP addresses to IPv4 format, since our proposed model needs IPv4 format as source IP addresses to construct a traffic matrix. The DARPA 2000 LLDOS 1.0 dataset was used as attack traffic data. The DARPA 2000 LLDOS 1.0 dataset is a DDoS attack scenario which has been carried out over multiple networks and audit sessions. These sessions consist of 5 phases. We employed only the fifth phase traffic because it contains flood attack traffics with 6 s duration among the five phases. Therefore, the rest of the phases, the first to fourth phases, were not used in our experiments.
We generated five attack datasets which contain 16 bit subnet spoofed flood attack traffics. One dataset of them, which includes attack traffic of 5500 pps, was used to compare with the DARPA 2000 LLDOS 1.0 dataset. The rest of the generated attack datasets which have 120 durations were used for validating our detection model according to average pps of attacks. We combined the LBL-PKT-4 [17] normal dataset with the DARPA 2000 LLDOS 1.0 [18] attack dataset and each generated attack dataset together. From the three datasets, we used six combined datasets in our experiments.
Experiments for subnet IP spoofed DDoS attack detection
We carried out experiments on the DARPA 2000 LLDOS 1.0 [18] dataset and one of generated attack datasets. Both datasets have almost the same volume of attack traffics around 5500 pps. Durations are also the same as 6 s. The only different property is the range of IP spoofing: in the DARPA 2000 LLDOS 1.0 dataset, the entire fields of source IP addresses were generated randomly while our generated dataset contains packets with a 16 bit subnet spoofed source IP address. Most flood traffic of the DARPA 2000 LLDOS 1.0 dataset can be filtered by ingress/egress filtering techniques [20] which are widely deployed. The flood traffic of the DARPA 2000 LLDOS 1.0 dataset is ideal but not realistic. Therefore, we evaluated our detection model by comparing results of two datasets. We used GA to optimize parameters for each dataset and Table 4 shows the experimental results.
The optimized parameters may provide high detection rates and short detection delay. Fig. 5(a) and (b) show the changes of a variance on each dataset. In Fig. 5(a) and (b), each point indicates the value of a variance derived from a completed traffic matrix. When attack traffic comes between 30 and 36 s, the variance becomes lower than the threshold value, T which means that an attack is detected. Another marked difference during the attack phase is an interval between derived variances which represents an updating speed. These experimental results show that our proposed detection model can response to DDoS attacks almost immediately with high accuracy regardless of subnet spoofing techniques.
Furthermore, we carried out several experiments by changing the volume of attack traffics and verified our detection model by using 5-fold cross validation. We used four datasets which contain both LBL-PKT-4 [17] dataset as a normal traffic and flood attack traffic of 250 pps, 500 pps, 1000 pps, and 2000 pps respectively. The LBL-PKT-4 dataset has around 250 pps volume of traffic. Hence, the first dataset consists of the same volume of normal and attack traffic. The attack traffic of the last dataset is eight times more than the normal traffic. We evaluated our proposed detection model with these four datasets Column head description; MS (matrix size), WS (packet based window size), T (threshold value). that have a different intensity of attacks. The duration of the LBL-PKT-4 normal dataset is 360 s and each generated attack dataset comes into the victim system for 120 s after 120 s, i.e. from 120 to 240 s. We adopted 5-fold cross validation to verify our detection model. We divided each dataset into 5 folds. Firstly, the first fold for testing data was selected among the 5-folded datasets and the rest of them were used for training data. Secondly, we used the GA on the training data in order to get optimal parameters. Thirdly, the parameters were applied to the testing data and then we computed detection rates and detection delay. These processes should be carried out on the rest of the folds in the same manner. Finally, we obtained the average of detection rates and detection delay as a result of one dataset. Tables 5-8 show the optimal parameters, training results, and testing results for each dataset. Table 9 describes a summary of the results from Tables 5-8 . The results show the performance of our detection model. Average detection rates of the testing fold were over 97.4% (minimum average detection rates) and average detection delay was shorter than 1.01 s (maximum average detection delay). These experimental results showed that our detection model is very accurate and does not need much time to detect DDoS attacks regardless of the volume of attack traffics. Also, all three detection parameters were well optimized by the GA as most training folds had the highest detection rates. The optimized Table 9 Summary of the results from Tables 5-8 . parameters enable our detection model to run in different network environments. As the experimental results are shown in Table 5 , even a relatively low volume of attacks could be detected. Furthermore, our proposed detection model can detect a high volume of attacks faster than a low volume of attacks thanks to the variable window size. Additionally, we visualized the traffic matrix results of DDoS attacks and normal in Fig. 6 . Fig. 6(a) shows the traffic matrix of DDoS attacks and Fig. 6 (b) describes one of the normal traffics. The value of each element of the matrix is represented as a white-gray-black level color. If the value is high the color becomes black, whereas if the value is low it becomes white. A DDoS attack traffic is evenly distributed because the source IP addresses are spoofed randomly. Thus, we can recognize that the variance of the traffic matrix is very low. On the other hand, the legitimate traffic has relatively fewer traffic sources and the intensity of traffic concentrates to a few sources even though they have a large amount of traffic. Thus, we can figure out the high variance of the traffic matrix. These visualization results may help one to distinguish between DDoS attacks and normal without expert knowledge.
Conclusions
In this paper, we have proposed a novel detection model to detect DDoS attacks using the dispersibility of the inbound packets' source IP addresses. We have employed an enhanced traffic matrix based approach and optimized parameters through the Genetic Algorithm (GA). We showed that our proposed approach satisfies the major requirements of the detection approach such as low processing overheads, short detection delay, and high detection rates. Furthermore, our model can be used in a real-time network environment and it can be implemented easily. Constructing a traffic matrix requires only two fields of IP header such as arrival time of packet and source IP address. A simple reformed hash function was also adopted to locate packets to the traffic matrix and avoid hash collisions. A variable window based on the number of incoming packets makes our model effective in terms of the detection delay and reduces computational overheads comparable to our previous approach. Our detection model can also maximize the detection rates by optimizing detection parameters through GA according to corresponding network environments.
