Abstract. Distinguished selfadjoint extension of Dirac operators are constructed for a class of potentials including Coulombic ones up to the critical case, −|x| −1 . The method uses Hardy-Dirac inequalities and quadratic form techniques.
Introduction.
In the units in which both the speed of light c and Planck's constant are equal to 1, the Dirac operator in the presence of an external electrostatic potential V is given by (1) H 0 + V with H 0 := −i α · ∇ + β .
In (1), α 1 , α 2 , α 3 and β are 4 × 4 complex matrices, whose standard form (in 2 × 2 blocks) is
where I = 1 0 0 1 and σ k are the Pauli matrices:
If V is a bounded function which tends to 0 at infinity, one can easily prove that the operator H 0 + V with domain H 1 (R 3 , C 4 ) is self-adjoint. If V has singularities, as it is the case for instance in many models for atoms, one is interested in defining self-adjoint extensions of T := H 0 +V |C ∞ 0 (R 3 ,C 4 ) . The method used to do this depends on the singularity. Let us for instance consider Coulomb potentials −ν/|x|, ν > 0. Then for ν ∈ (0, π/2] one can use the pseudo-Friedrich extension method to define an extension which satisfies
This result is obtained by using Kato's inequality :
Actually one can prove that
When the singularities are stronger, that is, if ν ≥ √ 3/2, other methods need to be used. Various works have dealt with this issue, and it appears that for potentials V which have only a singularity at the origin, the condition
. This has been done by means of cut-off methods by Wüst [10, 11, 12] in the case of semibounded potentials V and by Schmincke [9] without the assumption of semiboundedness. These extensions are characterized by the fact that the domain is contained in D(T * ) ∩ D(r −1/2 ). On the other hand, under the same assumption (3) Nenciu proved in [6] the existence of a unique selfadjoint extensionT with domain contained in H 1/2 (R 3 , C 4 ). Finally, in the case of semibounded potentials satisfying (3), Klaus and Wüst proved in [5] that all the aforementioned self-adjoint extensions coincide.
In this paper we address the same question from a different perspective, and we prove that the existence of a distinguished self-adjoint extension of Dirac operators H 0 + V |C ∞ 0 (R 3 ,C 4 ) can be achieved whenever there exists a Hardy-like inequality involving the operators H 0 and V . This is somewhat surprising since the Dirac operator is not semibounded. This should be contrasted with the case −∆ − µ |x| 2 where the classical Hardy inequality defines the threshold of self-adjointness. In [3] Hardy-like inequalities for Dirac operators were proved. They allow potentials which cover all admissible Coulomb like singularities, that is, all the potentials V = ν |x| , ν ∈ (0, 1]. As a result, our method allows to overcome the limitation contained in assumption (3) in a natural way by constructing distinguished selfadjoint extensions for potentials satisfying (4) sup
which is the maximal possible range. One example of a Hardy-Dirac inequality is given by the following theorem.
Theorem 1 ([3]
). Let V be a function satisfying
Note that the argument in [3] proceeded in an indirect way. Using spectral analysis of the Dirac operator, i.e., its selfadjointness, Theorem 1 was established for the case ν ∈ (0, 1). From this, a simple limiting argument yields the Hardy-Dirac inequality for the case ν = 1,
This functional inequality was later derived in [2] directly, i.e. without any spectral analysis. Despite the fact that the eigenfunctions of the Dirac-Coulomb operator for ν = 1 can be explicitely constructed, nobody, to our knowledge, has ever succeeded in deducing selfadjointness of this operator from that fact.
The main result of our paper states that for any potential V for which an inequality like (6) (with c(V ) ∈ (−1, 1)) holds true, we can define a distinguished self-adjoint extension of the operator
. In particular our analysis can be applied to the critical case ν = 1 of the Dirac-Coulomb Hamiltonian. This extension will not necessarily satisfy condition (2) , that is, the domain of H 0 + V will not necessarily be a space contained in H 1/2 (R 3 ). For instance, this will be the case for the potential V = − 1 |x| . The total energy, however, will still be finite for all functions in our domain.
Our method is not limited to Dirac operators with scalar potentials. For instance a HardyDirac inequality for an hydrogenic atom in a constant magnetic field has been proved recently in [1] provided the magnetic field is not too intense. As a consequence, a distinguished selfadjoint extension can be obtained also in this case.
Main result and proof.
In what follows we use the following assumption on the potential V . 
In what follows γ is any number in (Γ, 1 + c(V )). Consider the quadratic form 
S γ is an isometric isomorphism from H 
. As a consequence, the spaces H γ ±1
are independent of γ and we denote them by H ±1 .
It suffices to prove the inequality for spinors ϕ ∈ C ∞ c (R 3 , C 2 ). The proposition follows immediately from the elementary, pointwise inequality
After this preparatory result we are ready to define an extension of the Dirac operator originally defined on
Definition 3. The domain D of the Dirac operator is the collection of all pairs
The meaning of these two expressions is in the weak sense, i.e., the linear functional (η, (V − γ)χ) + (−iσ · ∇η, ϕ) , which is defined for all test functions, extends uniquely to a bounded linear on L 2 (R 3 , C 2 ). Likewise the same for (η, (2 − γ + V )ϕ) + (−iσ · ∇η, χ) . From this definition it is clear that the domain does not depend on γ. Thus on this domain D, we define the Dirac operator as
Note that for all vectors (ϕ, χ) ∈ D the expected total energy is finite. Our main result is the following theorem.
Theorem 4.
Under the assumption (A) on the potential V , the operator H, that is
If in addition to (A) we assume that (3) holds, it is natural to ask how our results relate to the ones in [10, 11, 12] and [6] . For simplicity we shall assume that V (x) ≤ 0 and that (16) sup
|xV (x)| < 1 .
It was shown in [5] that for such potentials V (x) all these various selfadjoint extensions, which we call H W , H N coincide, i.e, H W = H N =: H W,N and the domain is given by
Here T * is the adjoint of
Note that S * is actually the operator H 0 + V defined on the set of spinors (ϕ, χ) ∈ L 2 (R 3 , C 2 ) for which (14) holds. Because of Theorem 1 we find that (A) is satisfied for such potentials. Hence we have a selfadjoint operator H with domain D which satisfies
moreover we have The following two results are important in the proof of Theorem 4.
Proposition 6. Under assumption (A) on the potential V ,
where ∇ϕ denotes the distributional gradient of ϕ. Therefore, we have the 'scale of spaces'
Proof. It suffices to prove the proposition for ϕ ∈ C ∞ c (R 3 , C 2 ). First we note that for all
This follows from the assumption that V (x) ≤ Γ for all x. Noting that 1 + c(V ) − γ > δ, we get
and for any γ ∈ (Γ, 1 + c(V )),
where, once again, the gradient is to be interpreted in the distributional sense.
Proof. By the definition of the distributional derivative, for every
Hence, the linear functional (25) η → −iσ · ∇η, F γ − V extends uniquely to a bounded linear functional on H +1 .
Proof of Theorem 4. We shall prove Theorem 4 by showing that for γ ∈ (Γ, 1 + c(V )), H + 1 − γ is symmetric and a bijection from its domain D onto L 2 (R 3 , C 4 ). To prove the symmetry we have to show that for both pairs (ϕ, χ), (φ,χ) in the domain,
First, note that since (ϕ, χ) is in the domain,
We now claim that which is symmetric in (ϕ, χ) and (φ,χ). To show that the operator is onto, pick any F 1 , F 2 in L 2 (R 3 , C 2 ). Since S γ is an isomorphism, there exists a unique ϕ in H +1 such that (32)
