Abstract-This paper presents a sensitivity investigation of the expected busy period for a controllable M/G/1 queueing system by means of a factorial design statistical analysis. We studies the effect of four important factors (parameters) that influence the expected busy period of an M/G/1 system, in which the server operates <p,N>-policy in his idle period. A 2 4 factorial experimental design is used to evaluate the sensitivity analysis of parameters on the expected busy period of a controllable M/G/1 queue. Based on the analysis of variance, we find the main effect and interaction effect of the significant factors on the system characteristics.
INTRODUCTION
In this paper, we conduct an experiment study for the sensitivity analysis of parameter patterns on the expected busy period for a controllable M/G/1 queueing system. The arrival of customers follows a Poisson process with parameter λ .
Arriving customers at the system form a single waiting line and are served in the order of their arrivals. There is a single server that provides his service for the arriving customers and operates <p,N> policy in his idle period. The concept of a <p,N>-policy in the controllable queueing system was first introduced by Feinberg and Kim [1] . An operating policy is called the <p,N>-policy if it prescribes the following conditions: (i) turn the server off when the system is empty, (ii) turn the server on if there are N (N 1 ≥ ) or more customers are present, (iii) if the server is off and the number of customers in the system reaches N, turn the server on with probability p and leave the server off with probability (1-p), and (iv) do not turn the server at other epochs.
The related statistical studies of queueing problems mostly concentrated on statistical inferences of parameters or system characteristics. An overview of literature on the statistical analysis of several queueing systems was provided by Dshalalow [2] . Rodrigues and Leite [3] applied Bayesian analysis to construct confidence intervals of an M/M/1 queue. Huang and Brill [4] built the minimum variance unbiased estimator and the maximum likelihood estimator of a collection of n independent M/G/c/c queues. Wang et al. [5] presented the maximum likelihood estimates and confidence intervals of an M/M/R/N queue with balking and heterogeneous servers. Chu and Ke [6] examined the statistical behavior of the mean response time for the ordinary M/G/1 queueing system using bootstrapping simulation. Recently, Ke and Chu [7] and Chu and Ke [8] gave a simulated analysis and comparative analysis of an ordinary G/G/1 queueing system based on a non-parametric statistical knowledge. Existing research works, including those mentioned above, most focused on the estimations or hypothesis testing of system parameters and other system characteristics. So far very few authors have studied the sensitivity investigations of parameters on the system characteristics of a queueing system using statistical analysis. As for the sensitivity analysis of queueing problems, most researchers examined the effect of changes in the specific values of the system parameters on the system characteristics or other objective functions (see Ke and Wang [9] , Wang et al. [10] and etc.). They rarely dealt with the interaction effect among parameter distributions on the system characteristics or other objective functions. Therefore, motivated by the above finding this paper is to develop a factorial design statistical analysis to investigate the main effect and interaction effect of parameters on the expected busy period for a controllable M/G/1 queueing system. A more detailed treatment of factorial design can be found in specific literature [11] .
This remainder of this paper is organized as follows. In section 2, some analytic results related to a controllable M/G/1 queueing system is briefly reviewed. In section 3, we describe the design of experiment used evaluate the sensitivity of the expected busy period for the controllable queueing system. In Section 4, we report the experimental results of our simulation. Finally, some conclusions are presented in Section 5. and is independent of general distribution V. By similar arguments of Feinberg and Kim [1] , we easily obtain the expected busy period of the controllable system given by
where
represents mean service time.
Estimating the expected busy period β
Assume that
is a random sample from V. We use ) , ( i i V U to represent interarrival time and service time for the ith customer of the controllable M/G/1 queueing system. Let U be the sample mean of U 1 , U 2 , …, U n ; and V the sample mean of V 1 , V 2 , …, V n is a random sample of V. According to Strong Law of Large Numbers (see Roussas [12] , p.196), U and V are strong consistent sample estimators of
, respectively. From statistics knowledge (Roussas [12] ), a good estimator of β is given by
To study the main effect and interaction effect of parameter distributions on the expected busy period, we perform analysis of variance on the expected busy period by means of the 2 4 factorial design.
2 4 FACTORIAL DESIGN MODEL
To explore the effect of arrival rate (λ), control probability (p), control threshold (N) and queueing types on the expected busy period of a controllable M/G/1 queueing system with <p, N>-policy, we use a 2 × 2× 2× 2 factorial experimental design which results in a total of 16 treatments. The 2 4 factorial design model is given by for i , j, k, l = 1, 2 and r = 1, 2, 3, where
The selected levels for four factors are as follows: arrival rate (λ=0.2 and 0.8), control probability (p=0.2 and 0.8), control threshold (N=5 and 15) and queueing types (M/E 4 /1 queue and M/H 4 /1 queue), where 0
. We set up levels of arrival rate as low intensity (λ=0.2) and high intensity (λ=0.8); levels of control probability as low (p=0.2) and high (p=0.8); and levels of control threshold as low (N=5) and high (N=15) in order to consider various combinations of parameter distributions. For each combination, three replicates of a sample size 100 = n each are conducted, where random samples of interarrival times (
) and service times (
) are drawn from U and V, respectively. That is, we obtain three replications of the expected busy period in the system from 100 arrivals and service times in various parameter setting. The design experimental worksheet is shown in Table 1 . They are used to find the significant factors based on the analysis of variance (ANOVA) for the expected busy period. Results of ANOVA are obtained at 5% significance level. The goal of the above experiment is to evaluate the sensitivity analysis of system parameters on the expected busy period. 
EXPERIMENTAL RESULTS AND DISCUSSIONS
First, we assume the model (equation (3)) is adequate and the error term normally and independently distributed with constant variance. The test procedure is usually summarized in an analysis of variance table, as shown in Tables 2-3. In Table 2 , it shows that the main effect is significant at 5 percent, and there are no interactions between the factors. And then, in Table 3 , we get the results that the only two factors N and λ have a significantly effect on the expected busy period and an interaction between them occurs. The effect of λ and N (i.e., t values) on the expected busy period is particularly larger and positive, which imply the high level of λ or N has a larger expected busy period. That is, the expected busy period increases when λ or N increases. Fig.1 , is disturbing since the outward-opening funnel shape indicates that the constant variance assumption is not satisfied (i.e., variance is non-homogeneous). A normal probability plot and a dot diagram of these residuals are displayed in Fig. 2 , it shows that the error term is not normal, because the dot diagram is not approximate a straight line. Because the error variance may be non-homogeneous (see Fig.1 ), Thus we investigate the possibility of using a variance-stabilizing transformation on the data. We try the inverse transformation y*=1/y to improve the homogeneity of the error variances. And then, the Fig. 3 reveals no pattern exists and the homogeneity of the error variance is satisfied. 4, the p-value is 0.701 by Anderson-Darling test and the dot diagram is approximate a straight line. Therefore, the results are displayed the error term satisfies the normality assumption under significant level 0.05. A plot of these residuals versus order of data collection is shown in Fig. 5 . There is no reason to suspect any violation of the independence or constant variance assumptions of error term. From the above listed, we conclude the inverse transformation is appropriate. The assumptions of error term in equation (3) appear to be satisfied for y* and we would conclude the test in Tables 4-5 In Table 4 , it shows that main effect and 2-way interaction are significant at 5 percent. And then, we find from Table 5 that there is a two-way interaction between factors N and λ, and p and λ. One can more convince the results of Table 3 that the two factors N and λ have a significantly interaction effect on the expected busy period. The two-way interaction effect of N and λ has a significant impact on the expected busy period. That is, The effect of the level of control threshold (N) depends on the arrival rate (λ). There also exists an interaction for p with λ. That is, the two parameters act dependently (not additive). The effect of queueing type does not have a significant impact on the expected busy period .
5. CONCLUSIONS In this paper, we performed the sensitivity of the expected busy period under 16 combinations of various levels of arrival rate (λ), control probability (p), control threshold (N) and queueing types (Type). Based on the factorial design statistical analysis, we found that a two-way interaction is presented among N, p, and λ. In a word, the significant Nλ (pλ) interaction implies that expected busy period to arrival rate depends on which control threshold (control probability) is used. That is, N with λ (p with λ) jointly affects the expected busy period.
