We consider shortest paths on time-dependent multimodal transportation networks in which restrictions or preferences on the use of certain modes of transportation may arise. We model restrictions and preferences by means of regular languages. Methods for solving the corresponding problem (called the regular language constrained shortest path problem) already exist. We propose a new algorithm, called State Dependent ALT (SDALT), which runs considerably faster in many scenarios. Speed-up magnitude depends on the type of constraints. We present different versions of SDALT, including unidirectional and bidirectional search. We also provide extensive experimental results on realistic multimodal transportation networks.
INTRODUCTION
Multimodal transportation networks include roads, public transportation, bicycle lanes, and the like. Shortest paths in such networks must satisfy some additional constraints: passengers may want to exclude some modes of transportation, for example, the bicycle when it is raining or the car at moments of heavy traffic. Furthermore, they may wish to pass by a particular location (e.g., a grocery shop) or limit the number of changes when using different modes of transportation. Feasibility also has to be assured: private cars or bicycles can only be used when they are available.
The regular language constrained shortest path problem (RegLCSP) deals with this kind of problem. It uses an appropriately labeled graph and a regular language to model constraints. A valid shortest path minimizes some cost function (distance, time, and so forth); in addition, the word produced by concatenating the labels on the arcs along the shortest path must form an element of the regular language. In Barrett et al.
[2000], a systematic theoretical study of the more general formal language constrained shortest path problem can be found. It proposes a generalization of Dijkstra's algorithm (D RegLC ) to solve RegLCSP.
In recent years, many scholars have worked on speed-up techniques for Dijkstra's algorithm [Dijkstra 1959 ] and shortest paths on continental-sized road networks can now be found in a few milliseconds [Delling et al. 2009b] . The D RegLC algorithm has received less attention. First attempts to adapt speed-up techniques of Dijkstra's algorithm to D RegLC are described by Barrett et al. [2008] .
Our Contribution. In this work, we adapt the ALT algorithm [Goldberg and Harrelson 2005] to D RegLC to speed up its performance. The ALT algorithm uses preprocessed data to guide Dijkstra's algorithm toward the target more efficiently. The idea is to adapt ALT to D RegLC by transferring some information on the regular language of the RegLCSP instance (which is known beforehand) to a preprocessing phase. For each regular language, we produce specific preprocessed data that guide D RegLC . We call this algorithm State-Dependent ALT (SDALT) and present unidirectional and bidirectional versions. We also show how to apply approximation. We provide experimental results on two realistic multimodal transportation networks of the French region Ile-de-France (which includes Paris and its suburbs) and of New York City. For both graphs, we consider various transportation modes: walking, private car, private bicycle, and public transportation. For the network of Ile-de-France, we also include rental bicycles, rental cars, and changing traffic conditions over the day. The experiments show that our algorithm performs better than D RegLC , especially for cases in which not all modes of transportation have the same speed or, more generally, when the constraints cause a major detour on the nonconstrained shortest path. We observed speed-ups of a factor of 1.5 to 40 (up to a factor of 60 with approximation), in respect to D RegLC .
RELATED WORK
Early works on the use of regular languages in the context of shortest path problems with applications to database queries include Romeuf [1988] , Mendelzon and Wood [1995] , and Yannakakis [1990] . Lozano and Storchi [2001] use a regular language represented as a finite state automaton to model path constraints (called path viability) for the biobjective, multimodal shortest path problem on a multimodal transportation network.
Algorithmic and complexity-theoretical results on the use of various types of languages for the formal language constrained shortest path problem can be found in Barrett et al. [2000] . The authors prove that the problem is solvable in deterministic polynomial time when regular languages are used and provide a generalization of Dijkstra's algorithm (D RegLC ). Experimental data on networks, including traffic information (modelled as time-dependent arc costs), can be found in Barrett et al. [2002] . Another application on multimodal time-dependent transportation networks can be found in Sherali et al. [2006] introduce turn penalties.
Recently, much effort has been put into accelerating algorithms to solve the unimodal shortest path problem on large road networks; see Delling et al. [2009b] and Bauer et al. [2010] for a comprehensive overview. Three basic concepts common to most modern speed-up techniques have been identified: bidirectional search, goal-directed search, and contraction. Dynamic time-dependent graphs are being used to model and elaborate real-time traffic conditions. Delling et al. [2011] propose a highly flexible and fast algorithm supporting arbitrary cost functions and turn costs.
The ALT algorithm [Goldberg and Harrelson 2005 ] is a bidirectional, goal-directed search technique based on the A * search algorithm [Hart et al. 1968] . It uses lower bounds on the distance to the target to guide Dijkstra's algorithm. UniALT is the Fig. 1 . Example of an automaton (left) and its backward automaton (right). Shortest paths start either by walking (label f ) or by taking a private bicycle: transfer to private bicycle (t b ) and moving on bicycle network (b) . Once the private bicycle is discarded (s 1 ), the path can be continued by walking or by taking public transportation ( p) . The trip may then be continued by using bicycle rental, by transferring at a bicycle rental station to a bicycle network (t v ), or by walking.
for all x, y ∈ R + , x ≤ y, (i, j) ∈ A; in other words, that for any arc (i, j), leaving node i earlier guarantees that one will not arrive later at node j (also called the nonovertaking property).
A path p in G is a sequence of nodes (
The cost of the path in a time-independent scenario is given by
In time-dependent scenarios, the cost or travel time γ ( p, τ ) of a path p departing from v 1 at time τ is recursively given by γ
Solving the RegLCSP
The RegLCSP consists of finding a shortest path from a source node r to a target node t with starting time τ start on the labeled graph G by minimizing some cost function (in our case, travel time); in addition, the concatenated labels along the shortest path must form a word of a given regular language L 0 . The regular language is used to model the constraints on the sequence of labels (e.g., exclusion of labels, predefined order of labels, and so forth). Any regular language L 0 can be described by a nondeterministic finite state automatonA 0 = (S, , δ, s 0 , F), consisting of a set of states S, a set of labels , a transition function δ : × S → 2 S , an initial state s 0 , and a set of final states F (for examples, see Figures 1(a) and 6(a)).
To efficiently solve RegLCSP, a generalization of Dijkstra's algorithm has first been proposed by Barrett et al. [2000] . (We denote Dijkstra's algorithm [Dijkstra 1959 ] by Dijkstra and the generalization of Dijkstra's algorithm as D RegLC throughout this article). The D RegLC algorithm can be seen as the application of Dijkstra to the product graph G × = G × S with tuples (v, s) as nodes for each v ∈ V and s ∈ S such that there is an arc ((v, s) (w, s ) ) between (v, s) and (w, s ) if there is an arc (i, j) ∈ A with label l = Label(i, j) and a transition such that s ∈ δ(l, s). To reduce storage space, D RegLC works on the implicit product graph G × by generating all the neighbors that have to be explored only when necessary. Similar to Dijkstra, D RegLC can easily be adapted to the time-dependent scenario as demonstrated by Barrett et al. [2002] .
Note some further notation we use throughout this article:
return all states and labels reachable on an automaton A by starting at state s, backward and forward, respectively. For example, in Figure 1 Figure 1(b) ). Furthermore, the concatenation of two regular languages L 1 and L 2 is the regular language
A * and ALT Algorithm
The A * algorithm [Hart et al. 1968 ] is a goa-directed search used to find the shortest path from a source node r to a target node t on a directed graph G = (V, A) with timeindependent, nonnegative arc costs (without labels on arcs). A * is similar to Dijkstra. The difference lies in the order of selection of the next node v to be settled. A * employs a key k(v) =d(v) + π (v) where the potential function π : V → R gives an underestimation of the distance from v to t andd(v) is the tentative distance from the source node r to node v. Note also that we denote by d(r, t) the cost of the shortest path between nodes r and t. At every iteration, the algorithm selects the node v with the smallest key k(v). Intuitively, this means that it first explores nodes that lie on the shortest estimated path from r to t. Thus, the closer π (v) is to the actual remaining distance, the faster the algorithm finds the target. Note that for the case in which π (v) gives an exact estimate, A * scans only nodes on shortest paths to t. In contrast, Dijkstra explores nodes in increasing distance from the source node r (see Figure 2) .
In Ikeda et al. [1994] , it is shown that A * is equivalent to Dijkstra on a graph with reduced arc costs c π vw = c vw − π (v) + π (w). Dijkstra works well only for nonnegative arc costs, therefore not all potential functions can be used. We call a potential function π feasible, if c π vw is positive for all (v, w) ∈ A. π (v) can be considered a lower bound on the distance from v to t, if π is feasible and the potential π (t) of the target is zero. Furthermore, if π and π are feasible potential functions, then max(π , π ) is a feasible potential function [Goldberg and Harrelson 2005] .
On a road network, the Euclidean distance or air distance from node v to node t can be used to compute π (v) (if distance is to be minimized π (v) is equal to the air distance and if travel time is to be minimized then π (v) is equal to the air distance divided by the maximal travel speed). A significant improvement can be achieved by using landmarks and the triangle inequality [Goldberg and Harrelson 2005] . The main idea is to select a small set of nodes ∈ L ⊂ V , spread appropriately over the network, and precompute all distances of shortest paths d ( , v) and d(v, ) between these nodes (also called landmarks) and any other node v ∈ V , by using Dijkstra. By using these landmark distances and the triangle inequality, d ( , v 
, lower bounds on the distances between any two nodes v and t can be derived (see Figure 3) . The potential function
provides a lower bound for the distance d (v, t) and is feasible. The A * algorithm based on this potential function is called ALT [Goldberg and Harrelson 2005] . The authors propose a unidirectional and bidirectional variant of ALT. As observed by Delling and Wagner [2009] , potentials stay feasible as long as arc weights only increase and do not drop below a minimal value. Based on this, the ALT algorithm can be adapted to the time-dependent scenario by selecting landmarks and calculating landmark distances by using the minimum weight cost function c 
STATE-DEPENDENT ALT
To speed up D RegLC , Barrett et al. [2008] employ, among other techniques, goal-directed search (A * search) and bidirectional search on a labeled graph with constant cost function. We go a step further and extend uni-and bidirectional ALT to speed-up D RegLC . Note that we consider labeled graphs with time-dependent arc costs. Furthermore, we enhance the potential function by integrating information about the constraints, which are modeled by the regular language L 0 (the corresponding automaton is marked as A 0 = (S, , δ, s 0 , F)), in a preprocessing phase. For example, consider a transportation network; in case L 0 excludes a certain mode of transportation, say buses, we can anticipate this constraint by ignoring the bus network during the landmark distance calculation. We will show how to anticipate more complex constraints during the preprocessing phase, and we will prove that our approach is correct and yields considerable speed-ups of D RegLC in many scenarios. We will see that one difficulty is to ensure feasibility of the potential function. Therefore, we will present two versions of SDALT: lsSDALT, which works with feasible potential functions; and lcSDALT, which also works for cases in which the potential function is not always feasible. Furthermore, we will discuss three bidirectional versions of SDALT.
Let us first look at the general structure of the algorithm. The algorithm SDALT, similar to ALT, consists of a preprocessing phase and a query phase (see Figure 4) . The main differences consist of the way landmark distances are calculated and on SDALT being based on D RegLC and not on Dijkstra. Potentials depend on the pair (v, s) . (v, s) ) and a parent node p (v, s) . It starts by computing the key k(r, s 0 ) = π (r, s 0 ) for the source node (r, s 0 ) and by inserting it into Q (line 3). At every iteration, the algorithm extracts the node (v, s) in Q with the smallest key (it is settled) and relaxes all outgoing arcs (line 9), that is, it checks and possibly updates the key and tentative distance label for every node (w, s ), where s ∈ δ (Label(v, w) , s). More precisely, a new temporary distance labeld tmp =d(v, s) + c vw (τ start +d (v, s) ) is compared to the currently assigned tentative distance label (line 10). If it is smaller, it either calculates the key k(w, s ) = π (r, s 0 ) +d tmp and inserts (w, s ) into the priority queue or decreases its key (line 14, 18) . Note that it is necessary to calculate the potential of the node (w, s ) only the first time it is visited. The cost of arc (v, w) might be time-dependent and thus has to be evaluated for time τ start +d(v, s). The algorithm terminates when a node (t, s ) with s ∈ F is settled. The resulting shortest path can be produced by following the parent nodes backward starting from (t, s ).
Preprocessing phase. Preprocessed distance data is used to guide the search algorithm. This data is produced as follows. First, as done for ALT, a set of landmarks ∈ L ⊂ V is selected by using the avoid heuristic [Goldberg and Harrelson 2005] . (Note that we calculated the landmarks on the walking network, as all our paths begin and end by walking). Then the costs of the shortest paths between all v ∈ V and each landmark are determined. Here lies one of the major differences between SDALT and ALT: different from ALT, SDALT uses D RegLC instead of Dijkstra to determine landmark distances and works on G × instead of G. This way, it is possible to constrain the cost calculation by some regular languages that we derive from L 0 . We refer to the travel time of the shortest path from (i, s) to ( j, s ), s ∈ F, which is constrained by the regular language L i→ j s , as constrained distance d s (i, j) and to the constrained distances calculated during the preprocessing phase between nodes and landmarks as constrained landmark distances. L i→ j s represents the regular language that constrains the shortest paths from (i, s) to ( j, s ), for some s ∈ F. The constrained landmark distances are used to calculate the potential function π (v, s) and to provide a lower bound on the distance d s (v, t) : Figure 5 and Equation (2)). A first answer gives Proposition 4.1:
and w 2 ∈ L v→t s be the words produced by concatenating the labels on the arcs of the shortest path with cost d s ( , v) and
(ii) The same can be proven in a similar way for
Proposition 4.1 is based on the observation that the distance of the shortest path from to t (v to ) must not be greater than the distance of the shortest path from to v to t (v to t to ). We now give three procedures to determine the regular languages
, which satisfy Proposition 4.1, in order to gain valid distance bounds for a generic node (v, s) of G × (see also 
s from all transitions and states which are not reachable.
With reference to a generic RegLCSP where the shortest path is constrained by regular language
Procedure 1. The language produced by Procedure 1 allows every combination of labels in .
Procedure 2. The language produced by Procedure 2 depends on the state s of the node (v, s). It allows every combination of labels in except those labels for which there is no longer any transition between states that are reachable from state s.
Procedure 3. The language produced by Procedure 3 produces four distinct languages
is limited by all constraints of A 0 , that is, it is constrained by A 0 , and that of d s ( , v) is constrained by the part of the constraints on A 0 occurring before state s. Similarly, to compute the bound d s (v, ) − d s (t, ), the distance calculation of d s (v, ) is limited by all constraints on A 0 occurring after state s, and that of d s (t, ) may only use labels on self-loops on final states. We modify the initial and final states, then remove from the automaton all transitions and states that are no longer reachable. If constrained shortest paths cannot be found because landmarks are not reachable from r or t, then it suffices to relax L 0 into a new language L 0 , for example, by adding self-loops, and then apply Procedure 3 to L 0 . Consider a transportation network offering different modes of transportation. Procedures 1 and 2 are based on the intuition that modes of transportation that are excluded by L 0 (Procedure 1), or are excluded from a certain state s onward (Procedure 2), should not be used to compute the bounds. Procedure 3 goes a step further with the aim to incorporate into the preprocessed data not only the exclusion of modes of transportation but also specific information from L 0 , that is, having to maintain a certain sequence of modes of transportation, or limitations on the number of changes of modes of transportation that can be made during the trip.
LABEL SETTING SDALT
One condition that must be met for the A * and ALT algorithm to work correctly is that reduced costs are positive, that is, the potential function is feasible. In this section, we present three methods on how to produce feasible potential functions for SDALT. We call the version of SDALT that uses such potential functions Label Setting SDALT (lsSDALT), as it guaranties that when a node (v, s) is extracted from the priority queue (the node is settled), it will not be visited again. Note that here label refers to the distance label of the algorithm and not to the labels on arcs, which indicate the mode of transportation.
Feasible potential functions.
We present three methods on how to produce potential functions that are feasible: a basic method (bas), an advanced method (adv), and a specific method (spe). The basic method (bas) applies Procedure 1 to determine the constrained distance calculation. All nodes (v, s), s ∈ S have the same lower bound on the distance to the target node. The advanced method (adv) applies Procedure 2, and producing different constrained landmark distances and consequently different lower bounds for nodes (v, s) with different states s ∈ S. Feasibility is guaranteed by using a slightly modified potential function:
Finally, the specific method (spe) applies Procedure 3. Potentials are feasible as proven by Proposition 5.1.
PROPOSITION 5.1. By using the regular languages produced by applying Procedure 3 (see Table I ) for the constrained landmark distance calculation for all nodes (v, s) , the potential function π (v, s) in Equation (2) is feasible.
In reference to the two arbitrary nodes ( f, s f ) and (g, s g ) and arc ( f, g), suppose π (v, s) is not feasible and that the reduced cost is c fg ( , g ) is a shortest path, this is again a contradiction.
Thus, we have that c fg
(ii) Let us now look at the potential function
. In reference to the two arbitrary nodes ( f, s f ) and (g, s g ) and arc a 
For an example of how these three methods are applied, see Figure 6 . We call the versions of lsSDALT that apply these three methods bas_ls, adv_ls, and spe_ls. We introduce a fourth standard version called std to evaluate lsSDALT. It does not constrain the landmark distance calculation by any regular language and can be seen as the application of plain uniALT to D RegLC . 
Correctness. In the case that the potential function π (v, s) is feasible, all characteristics that we discussed for uniALT also hold for SDALT, which can be seen as an A * search on the product graph G × , which uses the potential function π (v, s). Hence, lsSDALT is correct and always terminates with the correct constrained shortest path. Complexity and memory requirements. Complexity of lsSDALT is equal to the complexity of D RegLC , which is equal to the complexity of Dijkstra on the product graph G × : O(mlog n); m = |A||S| 2 and n = |V ||S| are the number of arcs and nodes of G × . The amount of memory needed to hold the distance data computed during the preprocessing phase varies depending on the chosen method. Memory requirements for std and bas_ls are proportional to |L| × |V |. They are up to an additional factor |S| and 4 × |S| higher for adv_ls and spe_ls, respectively.
Calculation of potential function. Note that the calculation of the potential function π (v, s) introduces a strong algorithmic overhead for lsSDALT. The number of calculated bounds to compute the potential function grows linearly to the number of relaxed arcs for bas_ls and spe_ls. For adv_ls, the number of calculated bounds in the worst-case scenario is an additional factor |S| higher.
LABEL CORRECTING SDALT
The algorithm lsSDALT works correctly only if reduced arc costs are nonnegative. It turns out, however, that by violating this condition, often tighter lower bounds can be produced and required memory space can be reduced. At least in our scenario, this compensates for the additional computational effort required to remedy the disturbing effects of the use of negative reduced costs on the underlying Dijkstra algorithm. In addition, it results in shorter query times and lower memory requirements. This is why we propose a version of SDALT, which can handle negative reduced costs. The major impact of this is that settled nodes may be reinserted into the priority queue for re-examination (correction). In our setting, the number of arcs with nonnegative reduced arc costs is limited and we can prove that the algorithm may stop once the target node is extracted from the priority queue. Note that in our scenario there are no negative cycles as arc costs are always nonnegative. We name the new algorithm Label Correcting SDALT (lcSDALT ).
Query. The algorithm lcSDALT is similar to lsSDALT, the difference being that it allows reinsertion of a node (v, s) into the priority queue Q. Note that it is necessary to calculate the potential of a node (v, s) only the first time it is inserted in Q (see Algorithm 2; the missing lines are the same as in Algorithm 1). decreaseKey (w, s ) in Q Correctness. The algorithm lcSDALT is based on D RegLC and uniALT. It suffices to prove that the algorithm may stop as soon as the target node (t, s ), s ∈ F is extracted from the priority queue (see Lemma 6.1 and Proposition 6.2). Note that π (t,
is the distance of the shortest path from (r, s 0 ) to (v, s) , and that there are no negative cycles as arc costs are always nonnegative. 
. . , m} is extracted from the priority queue, at PROOF. Let us suppose that a node (t, s), where s ∈ F, is extracted from the priority queue but its distance label is not optimal, sod(t, s) . By Lemma 6.1, this means that there exists some node (i, s ) in the priority queue on the shortest path from (r, s 0 ) to (t, s), which has not been settled because its key
Constrained landmark distances. The methods (bas), (adv), and (spe) may be used with lcSDALT. However, lcSDALT produces a slight overhead in respect to lsSDALT as it unnecessarily checks if newly inserted nodes in Q have previously been extracted from the priority queue (line 18). Now we present two new methods that can only be used with lcSDALT, as reduced costs may be negative: an adapted version of (adv) that we call (adv lc ) and an adapted version of (spe) that we call (spe lc ). We name the versions of lcSDALT that apply these two methods adv_lc and spe_lc.
(adv lc ). Equal to (adv), this method applies Procedure 2 to all nodes (v, s) of G × . Different to (adv), it uses Equation (2) as potential function and thereby considerably reduces the number of potentials to be calculated.
(spe lc ). The method (spe) applies the regular languages constructed by applying Procedure 3 for each state of L 0 . This is space-consuming and bounds for nodes with certain states may be worse than those produced by Procedure 2. This is why we introduce a more flexible new method (spe lc ), which provides the possibility to freely choose for each state between the application of Procedure 2 and Procedure 3. This also provides a trade-off between memory requirements and performance improvement, as Procedure 2 consumes less space than Procedure 3. The right calibration for a given L 0 and the choice of whether to use Procedure 2 or 3 is determined experimentally. See Figure 6 for an example.
Complexity and memory requirements. Complexity of lcSDALT when a feasible potential function is used is equal to the complexity of lsSDALT. If the potential function is nonfeasible, the key of a node extracted from the priority queue could not be minimal, hence already extracted nodes might have to be reinserted into the priority queue at a later point and re-examined (corrected). The algorithm lcSDALT can handle this but in this case its complexity is similar to the complexity of the Bellman-Ford algorithm (plus the time needed to manage the priority queue): O(mn log n); m = |A||S| 2 and n = |V ||S| are the number of arcs and nodes of G × . The amount of memory needed to hold the distance data computed during the preprocessing phase for spe_lc and adv_ls in the worst case is equal to spe_ls and adv_ls, respectively.
BIDIRECTIONAL SDALT
In this section, we discuss the bidirectional version of the SDALT algorithm. We introduce the approaches for bi-directional search for Dijkstra and ALT described by Pohl [1971] , , and Goldberg and Harrelson [2005] , and describe how we adapted them to SDALT.
Query. In general, bidirectional SDALT (biSDALT) works as follows. It alternates between running an lsSDALT query from source (r, s 0 ) to target (t, s ), s ∈ F (forward search) and a second lsSDALT query from all (t, s ), s ∈ F to (r, s 0 ) (backward search). Note that the backward search works on the backward automaton (see Figure 1 for an example). The potential function for the backward search, π B (see Figure 7) , is a slight modification of the potential function for the forward search, π F (equal to Equation (2)):
As π F and π B are not consistent (i.e., π F + π B = const.), we have no guarantee that the shortest path is found when the two searches first meet [Goldberg and Harrelson 2005] . Discussion of the non-time-dependent and time-dependent cases follow.
Non-time-dependent case.
For networks without time-dependent arc costs, Pohl [1971] proposes a symmetric lower bounding algorithm. When applied to the product graph G × , it works as follows. Every time the forward or backward search relaxes a node (v, s) that has already been relaxed by the opposite search, it checks whether the cost of the path (r, s 0 ) − (v, s) − (t, s f ) is smaller than that of the best shortest path (whose cost is μ) found so far. If this is the case, we update μ. The search stops when one of the searches is about to settle a node (v, s) with key k(v, s) ≥ μ, or when the priority queues of both searches are empty. Goldberg and Harrelson [2005] enhance this algorithm further: when either of the searches relaxes a node (v, s) that has been settled by the opposite search, then the search does nothing with (v, s) (pruning).
Time-dependent case. For networks with time-dependent arc costs, the algorithm becomes more complicated. The symmetric lower bounding algorithm may stop as soon as a node (v, s) with k(v, s) ≥ μ is found, because for every settled node the backward search produces correct shortest path distances to the target. In the time-dependent scenario, arc costs depend on the arrival time at the arc. But for the backward search the exact starting time from the target is not known. propose to use the minimum weight arc cost for the backward search and to use the backward query only to restrict the search space of the forward query. Their algorithm is similar to the symmetric lower bounding algorithm. Again, μ is checked and recorded at every iteration; μ is the sum of the costs of paths (r, s 0 )−(v, s) (forward search) and (v, s)−(t, s ), s ∈ F (backward search). Note that the cost of path (v, s) − (t, s ), is re-evaluated by considering the correct time-dependent arc costs. When either search settles a node (v, s) with key k(v, s) ≥ μ, then only the backward search stops. The forward search continues but only visits nodes already settled by the backward search. Pruning applies only to the backward search. prove correctness and propose the following two improvements:
Approximation. The algorithm produces approximate shortest paths of factor K if the backward search is stopped as soon as a node (v, s) with k(v, s) ≤ K · μ is found.
Tight Potential Function. In order to enhance the potential function of the backward search, information from the forward search is used. The potential function for the backward search becomes π * (S, , δ, s 0 , F) ).
At predefined checkpoints, that is, whenever the current distance exceeds
K·π F (r,s 0 ) 10 , k ∈ {1, . . . , 10}, the node (v , s ), s ∈ S, v ∈ V , that was settled most recently by the forward search, is memorized. At the checkpoints, the backward queue is flushed and all the keys are recalculated. This guarantees feasibility.
We include these improvements in our algorithm and call this new version of SDALT bi v0 . As time-dependent arcs are limited in our scenario, depending on the regular language L 0 , we propose a first variation of bi v0 that combines the symmetric lowerbounding algorithm with the time-dependent version. To do this, we set a flag on nodes visited by the backward search, indicating that the node has been reached exclusively by using time-independent arcs. If a node with flag=1 is reached by the forward search, the termination condition of the symmetric lower-bound algorithm applies. We call this version of the algorithm bi v1 . Note that the bidirectional algorithm only works correctly (pruning of backward search, approximation, tight potential function) if both π B and π F are feasible. However, whenever a node already settled by the backward search is visited by the forward search, the potential function π F can be enhanced by using the distance already calculated by the backward search. In the second variation of bi v0 , which we call bi v2 , as soon as the backward search stops we switch to lcSDALT for the forward search and use the potential π F (v, s) =d(v, s) for every visited node;d(v, s) is the distance label for node (v, s) of the backward search. This improves potentials and prevents the computation of bounds. However, this new potential function is not feasible; therefore the forward search has to switch lo lcSDALT.
Constrained landmark distances and potential function.
The potential function for the backward search is constructed semisymmetrically to the potential function of the forward search. We want to choose the regular languages for for the backward search. The basic method (bas B ) applies Procedure 1B to determine the constrained distance calculation and is equal to Procedure 1. The advanced method (adv B ) applies Procedure 2B and thus produces different constrained landmark distances for nodes with different states. Feasibility is again guaranteed by using a slightly modified potential function:
) is a lower bound for d s (v, t).
Finally, the specific method (spe B ) applies Procedure 3B. Note that when using any of the methods, (bas), (adv), or (spe), for the forward search, any of the methods defined for the backward search, (bas B ), (adv B ), or (spe B ), can be used. We provide experimental data for the combinations (bas)-(bas B ), (adv)-(adv B ), and (spe)-(spe B ), and call the algorithms bas-bi vx , adv-bi vx , and spe-bi vx , respectively, where x ∈ {1, 2, 3}. Preliminary results for the other combinations did not differ greatly, however, it shall be noted that they provide the possibility to further balance the tradeoff between memory requirements and performance improvement.
Correctness. The variants of biSDALT are based on the principles outlined by and Goldberg and Harrelson [2005] in Section 6. PROPOSITION 7.2. If solutions exist, the variants of biSDALT find a shortest path.
Memory requirements. Memory requirements to hold preprocessing data for bas-bi vx and spe-bi vx are equal to memory requirements for bas_ls and spe_ls because of symmetry in the calculation of the potential function for forward and backward search. For adv-bi vx memory requirements in the worst-case scenario are a factor 2 higher as memory requirements for adv_ls.
EXPERIMENTAL RESULTS
The algorithms are implemented in C++ and compiled with GCC 4.1. A binary heap is used as priority queue. Similar to the ALT algorithm presented by , periodical additions of landmarks (max. 6 landmarks) take place. Experiments are run on an Intel Xeon (model W3503), clocked at 2.4Ghz, with 12GB RAM.
For the evaluation of the versions of SDALT, two multimodal transportation networks have been used: Ile-de-France (IDF) and New York City (NY). Note that we did not consider real-time traffic information, perturbations on public transportation, or information about available rental cars or bicycles at rental stations. However, SDALT is robust to variations in the graph, thus this information can be included as long as minimum travel times do not change.
The network IDF is based on road and public transportation data of the French region Ile-de-France (which includes the city of Paris and its suburbs). It consists of four layers: bicycle, walking, car, and public transportation. Each arc has exactly one associated label, for example, f for arcs representing foot paths, p r for rail tracks, c t for toll roads. Each layer is connected to the walking layer through transfer arcs. See the schematic representation in Figure 8 . The cost of transfer arcs represents the time needed to transfer from one layer to another (e.g., the time needed to unchain and mount a bicycle). The graph consists of circa 3.9M arcs and 1.2M nodes. Dimensions of the graph and a list of all used labels are given in Table III . See Pyrga et al. [2007] for more information about graph models of a multimodal network and time dependency.
Data of the public transportation network has been provided by STIF 1 . It includes geographical information, as well as timetable data on bus lines, tramways, subways and regional trains. We use the realistic time-dependent model as presented by Pyrga et al. [2007] . The public transportation layer is reachable from the walking layer through transfer arcs (label t p ) that connect each public transportation station (metro stations, bus stops, etc.) to the nearest node from the walking layer. Data for the car layer is based on road and traffic information provided by Mediamobile 2 . Arc labels and costs (travel times) are set according to the road type (motorway, side street, and the like). Approximately 15% of the road arcs have a time-dependent cost function to represent changing traffic conditions throughout the day. Transfers from the car layer to the walking layer are possible at uniformly distributed transfer arcs (label t c ) between close nodes of the two layers (except for nodes belonging to low road classes, i.e., highways, motorways) or, if a rental car is used, at car rental stations 3 (label t a ). Car rental stations are located in Paris and its surroundings; cars are always assumed to be available.
The walking as well as the bicycle layer are based on road data (walking paths, cycle paths, and the like) extracted from geographical data freely available from OpenStreetMap 4 . Arc cost equals walking or biking time (pedestrians 4km/h, bikers 12km/h). Arcs are replicated and inserted in each of the layers if both walking and biking are possible. Rental bicycle stations are located mostly in the area of Paris 5 ; they serve as connection points between the walking layer and the bicycle layer, as rental bicycles have to be picked up at and returned to bicycle rental stations (label t v ). We suppose that rental bicycles are always available. The private bicycle layer is connected to the walking layer at common street intersections (label t b ).
The NY network is composed of data regarding the road and public transportation system of New York City. It consists of four layers: bicycle, walking, car, and public transportation. It is constructed in the same way as the graph of Ile-de-France and we use the same labels to mark modes of transportation. We use geographical data from OpenStreetMap for the car, walking, and cycling layers. The public transportation layer is based on data freely available from the Metropolitan Transportation Authority 6 . See Table IV for detailed information.
In addition, in both graphs, we introduced two times twenty arcs with labels z f 1 and z f 2 between nodes of the foot layer, and two times twenty arcs with labels z c 1 and z c 2 between nodes of the car layer. They represent arcs close to locations of interest, and are used to simulate the problem of reaching a target as well as passing by any pharmacy, grocery shop, and the like.
Test instances. To test the performance of the algorithms, we recorded runtimes for 500 test instances for 26 RegLCSP scenarios. Scenarios have been chosen with the intention to represent real-world queries, which may arise when looking for constrained shortest paths on a multimodal transportation network. Eleven scenarios have simple constraints that only exclude modes of transportation. The remaining 15 scenarios have more complex constraints (constraints on number of changes, sequence of modes of transportation, e.g., bicycle followed by public transportation followed by rental bicycles). These scenarios have been derived from six base-automata (I, II, III, IV, V, VI) by varying the involved modes of transportation; see Figures 9, 11, 13, 15, 17, and 19 . The regular expressions of all 26 scenarios can be found in Tables V and VII. Source node r, target node t, and start time τ start are picked at random; r and t always belong to the walking layer. Thus all paths start and end by walking. For all scenarios, we use the same 32 landmarks determined by using the avoid heuristic [Goldberg and Harrelson 2005] . The determination of the landmarks took approximately 3 minutes in our scenario. Landmarks are calculated and placed exclusively on the walking layer as We provide average runtimes for D RegLC , std, bas_ls, bas_bi vx , adv_ls, adv_lc, adv_bi vx , spe_ls, spe_lc, and spe_bi vx (abbreviated in this order on the graph). For all bidirectional versions of the algorithms, we also report average runtimes for an approximation factor of 10% and 20% (in the graph indicated for Scenario Ib). For Scenario Ia, average runtimes for D RegLC are about 530ms. Applying std results in a speed-down (680ms). Instead, bas_ls works very well (100ms) and applying bidirectional search with approximation even more so (10ms). Note that results for an approximation of 10% and 20% for this scenario coincide. For Scenario Ib, average runtimes for D RegLC are about 360ms. std and bas_ls provide a speed-up of a factor of about 3. The other algorithms do not provide better results. Preprocessing on network IDF takes less than 90s for a single regular language and up to 8m for all the regular languages determined by the chosen method (20s and 1m40s for the network NY, which is of a smaller size). See Tables VIII and IX for preprocessing times and sizes of preprocessed data for all scenarios.
For each scenario, we compare average runtimes of the different variations of SDALT (see Table VI ) with D RegLC [Barrett et al. 2000] and std (which is based on the goaldirected search algorithm go presented by Barrett et al. [2008] ). To the best of our knowledge, no other comparable methods on finding constrained shortest paths on multimodal networks exist in the literature. A direct comparison to the methods presented by Rice and Tsotras [2010] and Dibbelt et al. [2012] is not possible as they do not consider time-dependent arc costs on the road network and are only applicable to specific scenarios (further discussed in Section 9).
Discussion
Simple constraints. For a preliminary evaluation of the impact of the use of various modes of transportation, we first run tests for scenarios with simple regular expressions that exclude only modes of transportation but do not impose any other constraints. We solely applied bas_ls as the automaton has only one state. Average runtimes are listed in Table VII . Speed-ups in respect to D RegLC range from a speed-up of a factor of 1.5 to a factor of 40 (up to a factor of 55 with approximation). We observed that bas_ls is always faster than D RegLC and std, and that the faster the modes of transportation that are excluded, the higher the speed-up. This can be explained intuitively by the observation that std guides the search toward arcs with the lowest cost on the shortest unconstrained path to the target. Furthermore, time-dependency has a negative impact on runtime, especially on the runtime of bidirectional search. Lower bounds are calculated using the minimum weight cost function, thus are sometimes very different from real travel times, especially for public transportation at night as connections are not available as frequently as during the day. The stopping condition for bidirectional search for scenarios involving time-dependent arc costs is weaker than the stopping Fig. 15 . Scenario IV: The path begins either by walking or private bicycle. Once the private bicycle is discarded, the path may be continued by walking. Public transportation may be used (all public transportation without changing (Scenario IVa), with changing (Scenario IVb), or only metro/tram without changing (Scenario IVc). Finally, the target may be reached by walking or by using a rental bicycle. Fig. 16 . Experimental results for Scenario IV. The bidirectional versions of the algorithm and std are not efficient. Instead, bas_ls, adv_ls, and spe_ls provide speed-ups of a factor between 2 and 10. Fig. 17 . Scenario V: A path begins by walking or by using a private bicycle. Then either a rental car or public transportation may be used (one or two changes). At the end, a rental bicycle or walking may be used to reach the target. In Scenario Va, all public transportation may be used; in Scenario Vb, only metro and tram. . Scenario VI: Walking, rental bicycle, and rental car may be used, but either an arc with label z f 1 or z c1 has to be visited (Scenario VIb). In Scenario VIb, the metro and tram may also be used. condition used when no time-dependent arc costs are involved. That is why bidirectional search performs often worse than unidirectional search. However, the advantage of bidirectional search is that approximation can be applied. By applying approximation, bidirectional search runs in most scenarios faster than unidirectional search.
Complex constraints. Let us now look at the scenarios with more complex constraints. In Figures 10, 12, 14, 16 , 18, and 20, we report average runtimes of the different versions of SDALT by using methods (bas), (adv), and (spe) applied to 15 scenarios on the IDF network. Of those 15 scenarios, we run 5 on the NY network (Figures 21 and 21 ). See Figure 10 for information on how to read these graphs. Note that the conclusions that follow apply to both networks, IDF and NY, which proves the applicability of our algorithm to different multimodal transportation networks.
Let us examine the uni-directional versions of SDALT first. Runtimes of std are always the worst, and sometimes even lower than plain D RegLC . Again, this can be explained intuitively by the observation that it is likely to guide the search toward arcs with adv_ls gives a supplementary speed-up in cases in which initially allowed fast modes of transportation are excluded from a later state on A 0 onward. This can be observed in Scenario IV in which the use of public transportation is excluded in state s 4 , and also in Scenario V. For the latter, adv_ls provides better bounds for states s 1 and s 3 than bas_ls because it excludes public transportation and the use of a rental car, respectively, during the calculation of the constrained landmark distances. Version spe_ls has a positive impact on runtimes for scenarios in which the constrained shortest path is very different from the unconstrained shortest path. We simulate this by imposing the visit of some infrequent labels, which would generally not be part of the unconstrained shortest path. In Scenarios II, III, and VI an arc with labels z f 1 , z f 2 , or z c 1 has to be visited, which is likely to impose a detour from the unconstrained shortest path. Other cases in which spe_ls is likely to improve runtimes are scenarios in which the use of fast modes of transportation is somehow limited (e.g., in Scenario IVa public transportation can be used only once and no changes are allowed; in Scenario V exactly one change is allowed). The regular languages used to calculate the constrained landmark distances for spe_ls include information about these constraints, thus spe_ls is able to anticipate and guide the search faster to the target than bas_ls and adv_ls. Finally, versions adv_lc and spe_lc prove to be quite efficient. Especially adv_lc runs faster than adv_ls in most scenarios as it substantially reduces the number of calculated potentials; the negative effect on the runtime caused by the reinsertion of nodes turns out to be outbalanced by the lower number of visited nodes. Let us now look at the results of the bidirectional versions. We conclude that timedependent arcs, in general, have a negative impact on runtimes of the bidirectional versions of SDALT (Scenarios Ib, II, V, and IV). In some cases, bidirectional search that employs approximation runs very fast when the number of time-dependent arcs is limited (as is the case in Ia, rental cars are available only in a small part of the graph, namely Paris and its surroundings, and in IVc where no buses and trains may be used). Bidirectional search performs very well in cases in which spe_ls also works well. These are cases in which the constrained shortest path is very different from the unconstrained shortest path, for example, Scenarios III and VI. As forward and backward searches communicate with each other by using the concept of the tight potential function, the bidirectional search is able to predict these difficult constraints. Finally, version bi v2 seems to dominate the other two bidirectional versions in most cases. By looking at the number of settled nodes for each version, we found that versions bi v1 and bi v2 settled constantly fewer nodes than bi v0 , but runtimes are not always lower as the algorithmic overhead is higher.
CONCLUSIONS
We presented different versions of uni-and bidirectional SDALT, which solve the Regular Language Constraint Shortest Path Problem. Constrained shortest paths minimize costs (e.g., travel time) and must respect constraints like preferences or exclusions of modes of transportation. In our scenario, a realistic multimodal transportation network, SDALT, finds constrained shortest paths 1.5 to 40 (60 with approximation) times faster than the standard algorithm, a generalized Dijkstra's algorithm (D RegLC ).
Recent works on finding constrained shortest paths on multimodal networks report speedups of different orders of magnitude. They achieve this by using contraction hierarchies. Rice and Tsotras [2010] apply contraction to a graph consisting of different road types and limit the regular languages that can be used to constrain the shortest paths to Kleene languages (road types may only be excluded, e.g., toll roads). We use Kleene languages for the scenarios reported in Table VII . Here, SDALT provides maximum speed-ups of a factor of about 20. However, besides limiting the range of applicable regular languages, Ricke and Tsotras [2010] do not consider public transportation or traffic information (time-dependent arc cost functions), which are important components of multimodal route planning. Dibbelt et al. [2012] apply contraction only to the road network of a multimodal transportation network consisting of foot, car, and public transportation. Their scenario is comparable to Scenario IV. Here, SDALT provides maximum speed-ups of a factor of about 3 to 10. However, the authors do not consider traffic information or different road classes. SDALT considers and incorporates both. Furthermore, they do not discuss how to integrate other modes of transportation that use the road network, such as rental or private bicycles.
SDALT is a general method to speed-up D RegLC for all regular languages, which can be applied to multimodal networks including time-dependent arc costs. We discussed under which conditions SDALT should provide good speed-ups. Another advantage of SDALT, although not explicitly discussed in this work, is that the original graph is not modified by the preprocessing process, as it is based on ALT. Because of that, real-time information can be incorporated easily (changing traffic information, closures of roads, and so forth), without recalculating preprocessed data (under mild conditions).
The objective of future research on constrained shortest path calculation is to further increase speed-ups. The combination of SDALT and contraction is a viable option, although handling time dependency and considering the labels on arcs during the contraction process is not straightforward. A further area of future research is to study the multi-criteria scenario, where not only travel time but also, for example, travel cost or the number of changes, are minimized.
