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Abstract. We present a semantics of a probabilistic while-language
with soft conditioning and continuous distributions which handles pro-
grams diverging with positive probability. To this end, we extend the
probabilistic guarded command language (pGCL) with draws from con-
tinuous distributions and a score operator. The main contribution is an
extension of the standard weakest preexpectation semantics to support
these constructs. As a sanity check of our semantics, we define an al-
ternative trace-based semantics of the language, and show that the two
semantics are equivalent. Various examples illustrate the applicability of
the semantics.
1 Introduction
Research on semantics of probabilistic languages for machine learning [6, 28, 37,
15, 5] has so far focused almost exclusively on almost-surely terminating pro-
grams. These programs terminate on all possible inputs with probability one.
This seems a reasonable assumption, because not only most probabilistic mod-
els used in practice terminate with probability one, but programs which may
diverge with a positive probability also make not much sense in the context of
probabilistic inference.
However, one cannot simply assume that in the context of statistical prob-
abilistic programming, divergence is a non-existing issue which can be ignored
completely. For one thing, models which are not guaranteed to terminate actually
exist, and are not merely degenerate cases. Even if one cannot apply inference
in this case, being able to reason about such programs is important, as it helps
to define suitable approximations and check their correctness. Moreover, the line
dividing almost surely terminating and possibly diverging programs can some-
times be very thin and a small change to some parameter values may make a
terminating program diverge.
To make a case for potentially diverging probabilistic programs, consider a
variation of the tortoise and hare problem described by Icard [18] as a simple
⋆ This work is supported by the ERC Advanced Grant Project FRAPPANT (project
number 787914).
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problem in intuitive physics: a tortoise is walking at some low constant speed and
a hare, which was initially behind the tortoise and moves forward with random,
fast strides, is trying to catch it. Assuming that the tortoise is moving at a
constant speed of 1+e cm per second (where e is some small constant), and each
second the hare moves with probability 14 by a random Gaussian-distributed
distance, being 4cm on average, we would like to calculate the average time
after which the hare will catch the tortoise. We can model this problem by the
following probabilistic program:
t := 5.0;
h := 0.0;
time := 0.0;
while (h < t)
{
t := t + 1 + e;
if (flip(0.25))
h := h + Gaussian(4,2);
time := time + 1;
}
return time
where flip(p) returns true with probability p and false with probability 1 −
p and Gaussian(µ, σ) draws a random value from the Gaussian distribution
with mean µ and variance σ. It can be proven that if e = 0, the program
terminates with probability one, but if e > 0, the program may diverge with
positive probability, no matter how small e is. In other words, if the tortoise
moves at a speed strictly greater than one, the hare may never catch it.
The above program is a simple forward simulation, which does not use con-
ditioning at all. However, we may also invert the problem and ask what was
the tortoise’s head start given that the hare caught the tortoise in around one
minute. This could be modelled by the following probabilistic program:
t := Gaussian(5,2);
h := 0.0;
time := 0.0;
while (h < t)
{
t := t + 1 + e;
if (flip(0.25))
h := h + Gaussian(4,2);
time := time + 1;
}
score(Gaussian_pdf(time, 10.0, 60.0));
return t
where score intuitively multiplies the probability of the current program run
by its argument, and Gaussian pdf(µ, σ, x) = 1√
2piσ
e−
1
2σ2
(µ−x)2 is the value
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of the density function of the Gaussian distribution with mean µ and variance
σ at point x. Now, although we assume that the hare caught the tortoise, the
program may still diverge with a positive probability. In order to reason about
programs like this, we need a framework which supports soft conditioning—as
modelled by score in our setting—and is able to handle diverging programs.
As a more complicated example, let us consider the inverse intuitive physics
example from [12]1. In this model, using noisy approximate Newtonian dynamics,
a ball is falling on the ground from a certain height, potentially hitting some fixed
obstacles on the way. Given the observed final position of the ball, we want to find
the distribution on initial locations of the ball. Similarly to the above example,
this model is implemented as a simulation of the ball’s movement from the
random initial position (sampled from the prior), followed by soft conditioning on
the ball’s final position. Depending on the shapes and locations of the obstacles
and the size of the floor on which the ball is supposed to land, the program may
not terminate—the ball may get stuck in the air, blocked by obstacles, or may
fail to land on the floor and keep falling indefinitely.
Issues with program divergence may also appear when implementing models
which are not designed to be possibly diverging—be it because of mistakes in
the implementation or intricacies and subtleties of the model itself. For instance,
the implementation of the Pitman-Yor process [19] on forestdb.org, an online
repository of probabilistic models in Church [10] and WebPPL [11], occasionally
fails. According to a note on the website, a possible cause is that the program
may not almost surely terminate.
Another issue related to program divergence is that some implementations of
sampling-based algorithms do not handle detected divergence correctly—instead
of throwing an appropriate error message, they simply ignore diverging runs after
a given number of steps, which leads to misleading inference results. For instance,
consider the following WebPPL program taken from [30]:
var three_calls = function () {
if (flip(0.5)) {
return 0;
}
else {
return 1 + three_calls() + three_calls() + three_calls();
}
}
var model = function () {three_calls()}
This program does not almost surely terminate and its expected outcome is infi-
nite. However, applying WebPPL’s enumeration (exact) inference algorithm with
a bounded maximum number of executions to this program gives a distribution
assigning a probability of over 0.8 to outcome 0 and minuscule probabilities to
other outcomes. No warning about the maximum number of evaluation steps
being reached is given.
1 available online under http://probmods.org/chapters/conditioning.html.
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There has been research on the semantics of non-terminating probabilistic
programs [27, 26, 13]. However, this research was mostly aimed at analysing
randomised algorithms, rather than Bayesian inference. As a consequence, most
languages used in this line of research have no features such as continuous dis-
tributions and soft conditioning, which are the cornerstone of Bayesian proba-
bilistic programming. While some authors consider non-terminating programs
in the context of Bayesian reasoning [20, 29, 21], they normally restrict their at-
tention to discrete programs with hard conditioning by means of Boolean pred-
icates. So far, to our knowledge, the only work which comprehensively treats
non-termination in the context of semantics of Bayesian probabilistic program-
ming with continuous distributions is [3]. This paper defines a semantics which
calculates the probability of divergence and the probability of failing a hard
constraint explicitly. Soft constraints are not considered for diverging programs,
as the authors argue that the probability of divergence normalised by soft con-
straints may be undefined for some programs if unbounded scores are allowed.
The authors do not attempt to restrict the language so that scores would make
sense for diverging programs.
In this paper, we investigate how the addition of continuous distributions and
soft conditioning, necessary for most machine learning applications, affects the
semantics of potentially diverging procedural probabilistic programs. We discuss
why dealing with divergence in programs with soft conditioning is very difficult
(if at all possible) and why one cannot expect any sampling-based semantics
to fully correspond to the intuitive meaning of a potentially diverging program.
Nevertheless, we also aim to define the first semantics of a probabilistic language
supporting both continuous distributions and hard and soft conditioning which is
designed to handle diverging programs. We discuss the strengths and limitations
of this semantics and state in what sense it can be considered correct.
We provide both a denotational weakest preexpectation semantics a` la Kozen
[24] and McIver and Morgan [26] together with an operational sampling-based
semantics, and prove that the two semantics are equivalent. Hence, this paper ex-
tends the standard weakest preexpectation framework to programs with continuous
distributions and soft conditioning while being able to treat program divergence.
2 A Bayesian probabilistic while-language
We start off by presenting the syntax of a simple probabilistic while-language,
simply called PL, which will be used throughout this paper. Besides the usual
ingredients such as skip and diverge statements, assignments, sequential com-
position, conditional statements and guarded loops, the language contains three
additional constructs: (a) random draws from continuous distributions, (b) ob-
servations encoding hard conditioning, and (c) a score function used for soft
conditioning. These forms of conditioning are central to Bayesian inference.
The syntax is presented in Fig. 1 where C, C1, and C2 are programs, x is
a program variable, U denotes the continuous uniform distribution on the unit
interval, φ is a predicate over the program variables, and E is an arithmetic
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〈C〉 ::= skip no-operation
| diverge divergence
| x := E variable assignment
| x :≈ U random variable assignment
| observe(φ) hard conditioning
| score(E) soft conditioning
| C1;C2 sequential composition
| if(φ){C} conditional
| while(φ){C} guarded loop
Fig. 1. Syntax of PL
expression over the program variables. We do not specify the syntax of expres-
sions E and predicates φ—we assume these may be arbitrary, as long as the
corresponding evaluation functions are measurable (as explained later).
A few remarks concerning the syntax are in order. In order to simplify the
approximation of while loops (as used later), we use the if operator without
an else clause. This does not change the expressiveness of the language. For
the same reason, the explicit diverge statement is used as syntactic sugar for
while(true){skip}. In random assignments, we only allow sampling from the
uniform distribution U on the unit interval [0, 1]. This does not limit the expres-
siveness of the language, as samples from an arbitrary continuous distribution
can be obtained by sampling from the unit interval and applying the inverse
cumulative distribution function (inverse cdf) of the given distribution to the
generated sample. For instance, we can generate a sample from the Gaussian
distribution with mean mu and variance sigma as follows
u := U;
x := Gaussian_inv_cdf(mu,sigma,u);
where Gaussian inv cdf(µ, σ, u) returns the value of the inverse cumulative
distribution function of the Gaussian distribution with mean µ and variance σ
at point u—in other words, Gaussian inv cdf(µ, σ, u) is a value v ∈ R such
that
∫ v
−∞ Gaussian pdf(µ, σ, x) dx = u
2.
Random draws from discrete probability distributions can also be encoded
by uniform draws from the unit interval, see e.g. [31]. For instance, the state-
ment if(flip(0.25)){C} as used in the introduction is a shorthand for u :≈
U; if(u < 0.25){C}.
Let us briefly describe the semantics of the three new syntactic constructs
at an intuitive level; the rest of this paper is devoted to make this precise.
The execution of the random variable assignment x :≈ U incorporates taking a
sample from the uniform distribution U and assigning this sample to the program
variable x. The observe(φ) statement is similar to the assert(φ) statement: it
2 Note that the value of Gaussian inv cdf(µ, σ, u) is technically only defined for
u ∈ (0, 1), but we can safely extend it to [0, 1] by setting Gaussian inv cdf(µ, σ, 0)
and Gaussian inv cdf(µ, σ, 1) to some arbitrary value (say, 0), as the probability
of drawing 0 or 1 from the continuous uniform distribution on [0, 1] is zero, anyway.
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has no effect for program runs satisfying the predicate φ, but program runs
violating φ are invalid. Such invalid runs are discontinued (aka: stopped). The
crucial difference to the assert statement is that probabilities of valid program
runs are normalised with respect to the total probability mass of all valid runs.
For instance, the only valid runs of program
x := 0; y := 0;
if (flip(0.5))
x := 1;
if (flip(0.5))
y := 1;
observe(x+y=1)
are x=0, y=1 and x=1, y=0. Although in absence of the observe-statement the
probability of each such run is 1/4, their probability now becomes 1/2 due to nor-
malising 1/4 with the probability of obtaining a valid run, i.e., 1/2. (As discussed
extensively in [29], the semantics becomes more tricky when program divergences
are taken into account.) As runs are abandoned that violate the predicate φ, this
is called hard conditioning.
In contrast, the statement score(E) models soft conditioning. As effect of
executing this statement the probability of the current program run is scaled
(i.e. multiplied) by the current value of the expression E. The higher the value
of E, the more likely the combination of random variables sampled so far is
considered to be.
To illustrate how soft conditioning works, suppose that we have a function
softeq(a, b) = e−(a−b)
2
, whose value is 1 if both arguments are the same and
moves closer to 0 as the arguments move further apart. Now, consider the fol-
lowing program:
u1 := U;
x := Gaussian_inv_cdf(0,2,u1);
u2 := U;
y := Gaussian_inv_cdf(1,2,u2);
score(softeq(x,y));
The use of score has the effect that program runs in which x and y are closer
to each other are more likely.
3 Denotational semantics
We will now define the semantics of PL in a weakest precondition style manner.
This semantics builds upon the semantics of the probabilistic guarded command
language pGCL [25] extended with hard conditioning as defined in [29]. The key
object wp[[C]](f)(σ) defines the expected value of a function f with respect to
the probability distribution of final states of program C, provided the program
starts in the initial state σ. The key difference to [25, 29] is that dealing with
Weakest Preexpectation Semantics for Bayesian Inference 7
continuous distributions requires some sort of integration, and the integrated
functions must be well-behaved.
Defining a denotational semantics of a language allowing unbounded compu-
tations requires the use of domain theory, which helps to ensure that all seman-
tic functions used are well-defined. Some basic definitions from domain theory,
which are needed to understand this paper, are included in Appendix B.
Probability theory with continuous random variables is usually formalised
using measure theory and the semantics of PL follows this route. For the sake of
completeness, the main relevant ingredients of measure theory are summarised
in Appendix A. We start off by defining a measurable state space, and the do-
main of measurable expectations—the quantitative analogue of predicates. After
shortly defining the (standard) semantics of expressions and predicates, we define
a weakest preexpectation semantics of PL and subsequently generalise this to-
wards a weakest liberal preexpectation semantics that takes program divergence
explicitly into account.
3.1 Measurable space of states
In the same vein as [25, 29], the semantics wp[[C]](f)(σ) will be defined as the
expected value of the measurable function f mapping states to nonnegative reals
(extended with ∞). In order to reason about measurable functions on states, we
first define a measurable space of program states.
Let N be a countable set of variable names ranged over by xi. A program
state maps program variables to their current value. Formally, state σ is a set
{(x1, V1), . . . , (xn, Vn)} of pairs of unique variable names xi and their corre-
sponding values Vi ∈ R. The set Ωσ has the following form:
Ωσ =
⊎
n∈N
({{(x1, V1), . . . , (xn, Vn)} | ∀i ∈ 1..n xi ∈ N , Vi ∈ R.∀j 6= i xi 6= xj})
The state space Ωσ is equipped with the functions: dom(·) : Ωσ → P (N ), return-
ing the domain of a state (i.e., the set of variables which are assigned values),
and elem(·, ·) : Ωσ ×N → R⊎{⊥} such that elem(σ, x) (for convenience, abbre-
viated σ(x)) returns the value assigned to variable x in σ or ⊥ if x /∈ dom(σ).
The functions dom and elem are defined for σ = {(x1, V1), . . . , (xn, Vn)} as:
dom(σ) = {x1, . . . , xn}
elem(σ, y) = σ(y) =
{
Vi if y = xi for some i
⊥ otherwise.
Let the metric dσ on Ωσ be defined as follows:
dσ(σ1, σ2) =
{∑
x∈dom(σ1) |σ1(x) − σ2(x)| if dom(σ1) = dom(σ2)
∞ otherwise
It is easy to verify that dσ is indeed a metric. Note that on the subset of states
with a fixed domain {x1, . . . , xn}, dσ is essentially the Manhattan distance.
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Lemma 1. The metric space (Ωσ, dσ) is separable.
Proof. Consider a subset ΩQσ of Ωσ where all values are rational. Then the set
ΩQσ is countable and it can be easily verified that it is a dense subset of Ωσ.
Hence, (Ωσ, dσ) is separable. ⊓⊔
Finally, let Σσ be the Borel σ-algebra on Ωσ induced by the metric dσ. The
pair (Ωσ, Σσ) is our measurable space of states.
3.2 Domain of measurable expectations
As the weakest preexpectation semantics of PL is defined in terms of an operator
transforming measurable functions, we need to show that measurable functions
from Ωσ to R+ = R+ ∪ {+∞} form a valid domain. More specifically, these
functions must form a ω-complete partial order (whose definition is included in
Appendix B). Similarly, we need to show that the domain of bounded measurable
expectations, which will be used in the weakest liberal preexpectation semantics,
is valid. Fortunately, these facts follow immediately from basic properties of
measure theory.
Lemma 2. The set of measurable functions f : Ωσ → R+ with point-wise or-
dering forms an ω-complete partial order (ω-cpo). Similarly, the set of bounded
measurable functions f : Ωσ → [0, 1] forms an ω-cpo.
Proof. The bottom element of the set of measurable functions f : Ωσ → R+ is
the function λσ.0, mapping every state to 0. It is known that any increasing
chain of functions with co-domain R+ has a supremum, so this also holds for
chains of measurable functions. The fact that point-wise supremum of measur-
able functions to R+ is measurable is a standard result in measure theory. The
argument for bounded measurable functions is the same. ⊓⊔
3.3 Expression and predicate evaluation
The semantics makes use of two evaluation functions, σ(E) and σ(φ), which
evaluate the real-valued expression E and predicate φ, respectively, in state σ.
We assume that for each E, the evaluation function on states λ(σ,E).σ(E) is
measurable and, similarly, for all φ, the function λ(σ, φ).σ(φ) is measurable3.
We also assume that the evaluation functions are total—this means that in case
of evaluation errors, such as some variable in E not being in the domain of σ,
some value (typically 0 or false) still needs to be returned. We convert truth
values to reals by Iverson brackets [·]: [true] = 1 and [false] = 0. We write E
for λσ.σ(E) and φ for λσ.σ(φ) if it is clear from the context that E or φ denotes
a function.
3 This assumption requires a σ-algebra on expressions and predicates. This can be
defined as a Borel σ-algebra induced by a simple metric on syntactic terms, as in [5].
Weakest Preexpectation Semantics for Bayesian Inference 9
wp[[skip]](f) = f
wp[[diverge]](f) = 0
wp[[x := E]](f) = λσ.f(σ[x 7→ σ(E)])
wp[[x :≈ U ]](f) = λσ.
∫
[0,1]
f(σ[x 7→ v])λ(dv)
wp[[observe(φ)]](f) = λσ.[σ(φ)]·f(σ)
wp[[score(E)]](f) = λσ.[σ(E) ∈ (0, 1]]·σ(E)·f(σ)
wp[[C1;C2]](f) = wp[[C1]](wp[[C2]](f))
wp[[if(φ){C}]](f) = [φ]·wp[[C]](f) + [¬φ]·f
wp[[while(φ){C}]](f) = lfp X.[¬φ]·f + [φ]·wp[[C]](X)
Fig. 2. Weakest preexpectation semantics of PL
3.4 Weakest preexpectation semantics
We now have all ingredients in place to define the weakest preexpectation se-
mantics of PL. This semantics is defined by the operator wp[[C]](·), which takes a
measurable function f from Ωσ to R+—called the postexpectation—and returns
a measurable function in the same domain—called the preexpectation)—which,
for every initial state σ0, computes the expected value of f after executing the
program C starting in state σ0. In other words, if f : Ωσ → R+ is a measurable
function on states and σ0 ∈ Ωσ is the initial state, then wp[[C]](f)(σ0) yields the
expected value of f(σ), where σ is a final program state of C.
The wp-semantics of PL is defined by structural induction and is shown in
Fig. 2. The semantics of most constructs matches the wp-semantics in [29], with
the distinction that it is defined on the domain of nonnegative measurable func-
tions on states, rather than arbitrary nonnegative functions. Let us briefly ex-
plain the individual cases one by one.
Skip. The skip statement leaves the expectation f unchanged.
Divergence. The expectation of any function f with respect to the diverge
expression is 0, as no final state at which f can be evaluated is ever reached
by the program.
Assignment. For assignment x := E, the semantics just evaluates E, updates
x with the new value in the state and passes this updated state to the
expectation.
Random draw. The expected value of a measurable function f on states with
respect to the uniform random assignment x :≈ U , applied to the initial
state σ, is the Lebesgue integral of f(σ[x 7→ v]) (as a function of v) with
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respect to the Lebesgue measure µL on [0, 1]
4. By the Fubini-Tonelli theorem,
wp[[x :≈ U ]](f) is itself a measurable function.
Hard. The observe statement defines hard conditioning—it states that all runs
of the program which do not satisfy φ should be discarded and should not
affect the expectation of f .
Soft. Scoring multiplies the expectation by the argument to score, expected to
evaluate to a number in (0, 1].
Sequencing. The semantics of a sequence C1;C2 of two commands is just the
composition of the semantics of respective commands— the semantics of C2
with respect to the given input function f is the input to the semantics of C1.
Conditional. The semantics of an if(φ){C}-expression is, for initial states
satisfying the condition φ, the semantics of the body C. For other states,
the semantics is equivalent to the skip statement, as the expression does
not do anything.
Loops. The semantics of a while-loop is defined as the least fixpoint of a func-
tion which simply returns the input continuation f if φ is false (corresponding
to exiting the loop) and applies the semantics of the body to the argumentX
otherwise (which corresponds to performing another iteration). As explained
in the following paragraph (cf. Lemma 4), this has the desired effect that
the semantics of a while-loop is equivalent to the semantics of the infinite
unfolding of the loop.
Well-definedness and key properties of wp. When defining the weakest preexpec-
tation semantics of PL, we implicitly assumed that all mathematical objects used
are well defined. Specifically, we assumed that the wp transformer preserves mea-
surability and that the least fixpoint in the semantics of while-loops exists. These
properties can be proven by structural induction on the program C. The key ob-
servations used in the proof (which would not be needed in the discrete case) are
that λσ.
∫
[0,1]
(supi fi)(σ[x 7→ v])µL(dv) = λσ. supi
∫
[0,1]
fi(σ[x 7→ v])µL(dv) by
Beppo Levi’s theorem and that λσ.
∫
[0,1] f(σ[x 7→ v])µL(dv) is measurable (as a
function of σ) by the Fubini-Tonelli theorem. As both ω-continuity (as defined
in Appendix B) and measurability are required for wp[[C]] to be well defined, we
need to prove both properties simultaneously, so that the induction hypothesis
is strong enough.
Lemma 3. For every program C:
1. the function wp[[C]](·) is ω-continuous, and
2. for every measurable f : Ωσ → R+, wp[[C]](f)(·) is measurable.
Proof. By induction on the structure of C. ⊓⊔
The continuity of wp[[C]] also ensures that the expression [¬φ]·f+[φ]·wp[[C]](X) in
the semantics of while loops is continuous as a function of X . Applying Kleene’s
Fixpoint Theorem immediately gives us the following result:
4 The Lebesgue measure is usually denoted by λ in the literature. We write µL instead
to avoid confusion with the use of λσ to define a function with formal parameter σ.
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Lemma 4. Let f : Ωσ → R+ be measurable, C be a PL program and φ be a
predicate. Let
wp
〈φ,C〉Φf (X) = [¬φ]·f + [φ]·wp[[C]](X). Then lfp X.
wp
〈φ,C〉Φf (X)
exists and is equal to supn
wp
〈φ,C〉Φ
n
f (0). Thus, wp[[while(φ){C}]](f) exists and
wp[[while(φ){C}]](f) = sup
n
wp
〈φ,C〉Φ
n
f (0)
3.5 Examples
Having defined the weakest preexpectation semantics, we explain it using a few
examples. We first introduce two simple examples, which illustrate the key con-
cepts, and then show how the semantics can be applied to the tortoise and hare
program from the introduction.
Notation. To distinguish between program variables and metavariables, we write
the former in fixed-width font (such as x1) and the latter in the usual italic
form (such as x1). In functions where only the original, non-updated input state
appears in the body, we sometimes make the state implicit by removing “λσ.”
and replacing variable lookups of the form σ(x) by just variables. For instance
we write λσ.σ(x) + σ(y) simply as x+ y.
Example 1. Let us first consider a very simple instance of Bayesian linear re-
gression. We want to fit a linear function approximately to two points (0, 2) and
(1, 3), assuming that the coefficients of the function have Gaussian prior distri-
butions. A PL implementation of such a regression, using the softeq distance
squashing function mentioned at the end of Section 2, has the following form:
u1 := U;
a := Gaussian_inv_cdf(0,2,u1);
u2 := U;
b := Gaussian_inv_cdf(0,2,u2);
score(softeq(a*0 + b, 2));
score(softeq(a*1 + b, 3));
Let us now suppose that we want to calculate the expected value of the square
of thea coefficient (recall that we can only compute expectations of nonnegative
functions). We can do that by computing the weakest preexpectation of λσ.σ(a)2
(written a2 in short) with respect to the above program — that is, wp[[C]](a2),
where C is the given program. In the following derivation (as well as subsequent
examples in this chapter), we adopt the notation used in [21], where the function
directly below a statement C is a postexpectation, and the function directly
above C is the corresponding preexpectation. That is, a block of the form:
// f1
C
// f2
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states that f1 = wp[[C]](f2). We also use the letter G as an abbreviation for the
Gaussian inverse cdf 5.
We can derive the expected value of a2 as shown below. Note that the ex-
pressions between program lines are functions on program states, written using
the implicit notation explained before.
//
∫
(0,1)
∫
(0,1)
e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 ·G(0, 2, v1)2 µL(dv2)µL(dv1)
u1 := U;
//
∫
(0,1)
e−(G(0,2,v2)−2)
2−(G(0,2,u1)+G(0,2,v2)−3)2 ·G(0, 2, u1)2 µL(dv2)
a := Gaussian inv cdf(0, 2, u1);
//
∫
(0,1)
e−(G(0,2,v2)−2)
2−(a+G(0,2,v2)−3)2 ·a2 µL(dv2)
u2 := U;
// e−(G(0,2,u2)−2)
2−(a+G(0,2,u2)−3)2 ·a2
b := Gaussian inv cdf(0, 2, u2);
// e−(b−2)
2−(a+b−3)2 ·a2
score(softeq(a ∗ 0+ b, 2));
// e−(a+b−3)
2
·a2
score(softeq(a ∗ 1+ b, 3));
// a2
We observe that the expected value of a2 is independent on the initial state,
which is not surprising as the program has no free variables. For any initial state
σ, the expected value wp[[C]](a2)(σ) of a is:∫
(0,1)
∫
(0,1)
e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 ·G(0, 2, v1)2 µL(dv2)µL(dv1).
We can also represent this expression as a double integral with respect to
the Gaussian probability distribution DG with mean 0 and variance 2, using the
fact that a continuous probability distribution is a pushforward of the Lebesgue
measure by the inverse cdf of the given distribution:
wp[[C]](a)(σ) =
∫ ∫
e−(x2−2)
2−(x1+x2−3)2 ·x21DG(dx2)DG(dx1).
This expression can also be represented as a double integral of Gaussian
densities (denoted Gpdf) over R:
5 We can integrate the Gaussian inverse over the interval (0, 1) instead of [0, 1], because
the value of the Lebesgue integral at a single point does not contribute to the result
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∫ ∫
e−(x2−2)
2−(x1+x2−3)2Gpdf(0, 2, x1)Gpdf (0, 2, x2)·x21 µL(dx2)µL(dx1).
Example 2. Let us now consider a very simple example of a potentially diverging
program with continuous variables and soft conditioning. This example may be
rather contrived and does not represent any machine learning model, but it
illustrates well how the semantics works. Take the following program C:
b := 0;
k := 0;
while (b=0)
{
u := U;
k := k+1;
if(u < 1/(k+1)^2)
{
b := 1;
score(k/(k+1));
}
}
Suppose we want to compute wp[[C]](1), that is, the weakest preexpectation
of the constant function λσ.1 with respect to the program C. This may be
interpreted as the probability that the program terminates, weighted by the
scores.
As the program has a while-loop, we need to find the characteristic func-
tion
wp
〈b=0,C′〉Φ1 of this loop (whose body we denote by C
′), with respect to the
constant postexpectation 1. In this case, the characteristic function is
wp
〈b=0,C′〉Φ1(X) = [b 6= 0] + [b = 0]·wp[[C
′]](X).
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We first need to compute wp[[C′]](X):
// λσ.
σ(k)+1
(σ(k)+2)3
·X(σ[k 7→ σ(k)+1][b 7→ 1]) +
(σ(k)+2)2 − 1
(σ(k)+2)2
·X(σ[k 7→ σ(k)+1])
=
// λσ.
∫
[0,1]
[
v <
1
(σ(k)+2)2
]
·
σ(k)+1
σ(k)+2
·X(σ[k 7→ σ(k)+1][b 7→ 1])
// +
[
v ≥
1
(σ(k)+2)2
]
·X(σ[k 7→ σ(k)+1])µL(dv)
u := U;
// λσ.
[
σ(u) <
1
(σ(k)+2)2
]
·
σ(k)+1
σ(k)+2
·X(σ[k 7→ σ(k)+1][b 7→ 1])
+
[
σ(u) ≥
1
(σ(k)+2)2
]
·X(σ[k 7→ σ(k)+1])
k := k+ 1;
// λσ.
[
σ(u) <
1
(σ(k)+1)2
]
·
σ(k)
σ(k)+1
·X(σ[b 7→ 1]) +
[
σ(u) ≥
1
(σ(k)+1)2
]
·X(σ)
if(u < 1/(k+ 1)2)
{
// λσ.
σ(k)
σ(k)+1
·X(σ[b 7→ 1])
b := 1;
// λσ.
σ(k)
σ(k)+1
·X(σ)
score(k/(k+ 1));
// X
}
// X
To simplify the presentation, we assumed in the last step that X does not
depend directly on the variable u—we can show by a simple induction that this
holds for X = wp〈b=0,C′〉Φ
n
1 (0) for any n, and we only need to apply wp[[C
′]](·) to
functions X of this form. By plugging
wp[[C′]](X) = λσ.
σ(k)+1
(σ(k)+2)3
·X(σ[k 7→ σ(k)+1][b 7→ 1])
+
(σ(k)+2)2 − 1
(σ(k)+2)2
·X(σ[k 7→ σ(k)+1])
into the equation for the characteristic function, we get
wp
〈b=0,C′〉Φ1(X) = λσ.[σ(b) 6= 0] + [σ(b) = 0](
σ(k)+1
(σ(k)+2)3
X(σ[k 7→ σ(k)+1][b 7→ 1])
+
(σ(k)+2)2−1
(σ(k)+2)2
X(σ[k 7→ σ(k)+1]))
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We can now calculate subsequent terms of the sequence wp〈b=0,C′〉Φ
n
1 (0), whose
supremum is the semantics of the while-loop:
wp
〈b=0,C′〉Φ
0
1(0) = 0
wp
〈b=0,C′〉Φ
1
1(0) = [b 6= 0]
wp
〈b=0,C′〉Φ
2
1(0) = [b 6= 0] + [b = 0]
k+1
k+2
·
1
(k+2)2
wp
〈b=0,C′〉Φ
3
1(0) = [b 6= 0] + [b = 0]
k+1
k+2
·
(
1
(k+2)2
+
1
(k+3)2
)
wp
〈b=0,C′〉Φ
4
1(0) = [b 6= 0] + [b = 0]
k+1
k+2
·
(
1
(k+2)2
+
1
(k+3)2
+
1
(k+4)2
)
. . .
It follows that wp〈b=0,C′〉Φ
n
1 (0) can be represented in a closed form for any n:
wp
〈b=0,C′〉Φ
n
1 (0) = [b 6= 0] + [b = 0]·
k + 1
k + 2
·
(
n∑
i=2
1
(k + i)2
)
The correctness of this formula can be proven by a simple induction on n (which
we omit here). This means that the semantics of the while-loop has the form:
wp[[while(b = 0){C′}]](1) = sup
n
wp
〈b=0,C′〉Φ
n
1 (0)
= [b 6= 0] + [b = 0]
k+1
k+2
·
( ∞∑
i=2
1
(k+i)2
)
We can now use this result to compute the postexpectation of σ.1 with respect
to the full program (where the while-loop is the program C′, whose semantics
has already been calculated):
//
π2
12
−
1
2
=
//
1
2
·
∞∑
i=2
1
i2
b := 0;
// [b 6= 0] + [b = 0]
1
2
·
( ∞∑
i=2
1
i2
)
k = 0;
// [b 6= 0] + [b = 0]
k+1
k+2
·
( ∞∑
i=2
1
(k+i)2
)
C′
1
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In the last step, we used the well-known fact that the series
∑∞
i=2
1
i2
converges
to pi
2
6 − 1, to establish that wp[[C]](1) =
pi2
12 −
1
2 .
Example 3. In order to illustrate the wp semantics on a more realistic program,
let us recall the tortoise and hare example with soft conditioning from the intro-
duction (with the time variable removed for simplicity and the Gaussian density
in score replaced by softeq to ensure that scores are bounded). After expanding
the syntactic sugar, this program has the following form:
u1 := U;
t := Gaussian_inv_cdf(5,2,u1);
h := 0.0;
while (h < t)
{
t := t + 1 + e;
u2 := U;
if (u2 < 0.25)
{
u3 := U;
h := h + Gaussian_inv_cdf(4,2,u3);
}
}
score(softeq(t, 60.0));
Let us suppose we want to calculate the expected distance travelled by the
tortoise before it gets caught. To this end, we need to calculate wp[[C]](t) for the
above program C and apply it to the empty initial state (or in fact any initial
state, as the program contains no free variables).
Like in the previous example, we begin by calculating the characteristic func-
tion of the while-loop. We first need to compute wp[[C′]](X) for the loop body
C′. We assume that X does not depend directly on variables u2 and u3—this is
safe for X of the form X =
wp
〈h<t,C′〉Φ
n
f (0), as long as f does not depend directly
on the aforementioned variables.
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// λσ. 0.25 ·
∫
(0,1)
X(σ[t 7→ σ(t)+1+e][h 7→ σ(h)
+G(4, 2, v3)])µL(dv3) + 0.75 ·X(σ[t 7→ σ(t)+1+e])
t := t+ 1+ e;
// λσ. 0.25 ·
∫
(0,1)
X(σ[h 7→ σ(h) + G(4, 2, v3)])µL(dv3) + 0.75 ·X(σ)
=
// λσ.
∫
(0,1)
[v2 < 0.25]
∫
(0,1)
X(σ[u2 7→ v2][u3 7→ v3][h 7→ σ(h)
+G(4, 2, v3)])µL(dv3) + [v2 ≥ 0.25]X(σ[u2 7→ v2])µL(dv2)
u2 := U;
// λσ.[σ(u2) < 0.25]
∫
(0,1)
X(σ[u3 7→ v3][h 7→ σ(h)+G(4, 2, v3)]µL(dv3)
+[σ(u2) ≥ 0.25] ·X(σ)
if(u2 < 0.25)
{
// λσ.
∫
(0,1)
X(σ[u3 7→ v3][h 7→ σ(h)+G(4, 2, v3)]µL(dv3)
u3 := U;
// λσ.X(σ[h 7→ σ(h)+G(4, 2, σ(u3))])
h := h+ Gaussian inv cdf(4, 2, u3);
// X
}
// X
Thus, we have
wp
〈h<t,C′〉Φf (X) = λσ. [σ(h) ≥ σ(t)]·f(σ) + [σ(h) < σ(t)]·(0.25 ·∫
[0,1]X(σ
′
σ,v3
)µL(dv3) + 0.75 ·X(σ
′′
σ))), where σ
′
σ,v3
= σ[t 7→ σ(t) + 1 + e][h 7→
σ(h)+G(4, 2, v3)] is the state σ updated after a step where both the tortoise and
the hare moved (the latter by G(4, 2, v3)) and σ
′′
σ = σ[t 7→ σ(t) + 1 + e] is state
σ updated after a step where the hare stood still.
By the inductive definition of the wp operator, we have wp[[while(h < t){C′}]] =
supn
wp
〈h<t,C′〉Φ
n
f (0). Then supn
wp
〈h<t,C′〉Φ
n
f (0) is guaranteed to exist, but unlike
in the previous example, it does not have a nice closed form. This is indeed the
case for most real-world programs.
We can now derive the formula for the expected final value of t:
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// λσ.
∫
(0,1)
sup
n
wp
〈h<t,C′〉Φ
n
e−(t−60.0)
2
t
(0)
// (σ[t 7→ G(5, 2, σ(v1))][h 7→ 0])µL(dv1)
=
// λσ.
∫
(0,1)
sup
n
wp
〈h<t,C′〉Φ
n
e−(t−60.0)
2
t
(0)
(σ[u1 7→ v1][t 7→ G(5, 2, σ(u1))][h 7→ 0])µL(dv1)
u1 := U;
// λσ. sup
n
wp
〈h<t,C′〉Φ
n
e−(t−60.0)
2
t
(0)(σ[t 7→ G(5, 2, σ(u1))][h 7→ 0])
t := Gaussian inv cdf(5, 2, u1);
// λσ. sup
n
wp
〈h<t,C′〉Φ
n
e−(t−60.0)
2
t
(0)(σ[h 7→ 0])
h := 0.0;
// sup
n
wp
〈h<t,C′〉Φ
n
e−(t−60.0)
2
t
(0)
while(h < t){...}
// e−(t−60.0)
2
t
score(softeq(t, 60.0));
// t
In the last step, we used the fact that
wp
〈h<t,C′〉Φ
n
softeq(t,60.0)t(0) does not
depend directly on u1. We have now derived the expression for the weakest
preexpectation semantics of the program C:
wp[[C]](t) = λσ.
∫
(0,1)
sup
n
Φn(0)(σ[t 7→ Gaussian inv cdf(5, 2, σ(v1))][h 7→ 0])
where
Φ(X) = λσ. [σ(h) ≥ σ(t)]·softeq(σ(t), 60.0)σ(t)
+[σ(h) < σ(t)]·(0.25 ·
∫
(0,1)
X(σ′σ,v3)µL(dv3)
+0.75 ·X(σ′′σ)))
σ′σ,v3 = σ[t 7→ σ(t) + 1 + e][h 7→ σ(h) + Gaussian inv cdf(4, 2, v3)]
σ′′σ = σ[t 7→ σ(t) + 1 + e].
3.6 Weakest liberal preexpectation semantics
We now define a different variant of the above semantics, called the weakest liberal
preexpectation semantics (wlp). In standard, discrete pGCL without scores [25,
29], the weakest liberal preexpectation defines the expected value of a function
bounded by 1 (as per wp) plus the probability of divergence—in other words, in
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wlp[[skip]](f) = f
wlp[[diverge]](f) = 1
wlp[[x := E]](f) = λσ.f(σ[x 7→ σ(E)])
wlp[[x :≈ U ]](f) = λσ.
∫
[0,1]
f(σ[x 7→ v])µL(dv)
wlp[[observe(φ)]](f) = λσ.[σ(φ)]·f(σ)
wlp[[score(E)]](f) = λσ.[σ(E) ∈ (0, 1]]·σ(E)·f(σ)
wlp[[C1;C2]](f) = wlp[[C1]](wlp[[C2]](f))
wlp[[if(φ){C}]](f) = [φ]·wlp[[C]](f) + [¬φ]·f
wlp[[while(φ){C}]](f) = gfpX.[¬φ]·f + [φ]·wlp[[C]](X)
Fig. 3. Weakest liberal preexpectation semantics of PL
contrast to wp, the wlp operator considers the value of the input function to be
1, rather than 0, for diverging program runs. If the input function is a binary
predicate φ, wlp defines the probability of this predicate being satisfied in the
final state or the program never terminating.
In PL, the concept of weakest liberal preexpectation is similar, except that
probabilities of all outcomes again have to be multiplied by scores encountered
during the program’s execution. Formally, wp[[C]](·), takes a measurable function
f mapping Ωσ to [0, 1] and returns another measurable function fromΩσ to [0, 1].
Note that, in contrast to wp, the domain of the input function is restricted to
the unit interval.
The wlp operator is defined in Fig. 3, with changes from wp marked in blue.
The semantics of a while loop is now computed with the greatest fixpoint
rather than the least fixpoint—this has the effect that the “default” outcome
for diverging loops is 1 instead of 0. Similarly, diverge converts every function
into a constant 1 function. The remaining changes are just that the recursive
invocations to wp are replaced with calls to wlp.
Well-definedness of wlp. To show that the liberal semantics is well-defined,
we use a similar argument as for wp. First, note that if we restrict the set of
measurable functions f : Ωσ → R+ to functions f : Ωσ → [0, 1] with values in
[0, 1], the constant function λσ.1 (denoted 1 in short) is its top element. Hence,
we can invert the complete partial order to get an ω-cpo with inverse pointwise
ordering and a “bottom” element 1. The supremum of functions in this inverted
cpo corresponds to the infimum in the original cpo, so continuity of wlp can again
be proven by induction using the same domain-theoretic results. In the proof of
measurability of wlp[[C]](f), we use the fact that the infimum of a sequence
of measurable functions is measurable, just like with supremum. By Kleene’s
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Fixpoint Theorem, we again know that gfp X.[¬φ]·f+[φ]·wlp[[C]](X) exists and
equals infn
wlp
〈φ,C〉Φ
n
f (1), where
wlp
〈φ,C〉Φf (X) = [¬φ]·f + [φ]·wlp[[C]](X).
Note that the weakest liberal preexpectation is only defined for bounded
postexpectations f , as we need some upper bound to set the preexpectation to
in case of divergence. If we chose this bound to be λσ.∞, wlp would effectively
always be set to ∞ for all non almost-surely terminating programs, rendering
the semantics useless.
Example 4. To show how wlp differs from wp, let us consider Example 2 again.
This time, we want to compute wlp[[C]](1), where C is again the full pro-
gram. Like before, we begin by computing the semantics of the loop. As the
body C′ of the loop is itself loop (and diverge)-free, we have wlp[[C′]](1) =
wp[[C′]](1) = λσ. σ(k)+1(σ(k)+2)3X(σ[k 7→ σ(k)+1][b 7→ 1])+
(σ(k)+2)2−1
(σ(k)+2)2 X(σ[k 7→ σ(k)+
1])), which implies wlp〈b=0,C′〉Φ1(X) =
wp
〈b=0,C′〉Φ1(X) = λσ.[σ(b) 6= 0] + [σ(b) =
0]( σ(k)+1(σ(k)+2)3X(σ[k 7→ σ(k) + 1][b 7→ 1]) +
(σ(k)+2)2−1
(σ(k)+2)2 X(σ[k 7→ σ(k) + 1]))). The
first terms of the sequence wlp〈b=0,C′〉Φ1(1) are as follows:
wlp
〈b=0,C′〉Φ
0
1(1) = [b 6= 0]
wlp
〈b=0,C′〉Φ
1
1(1) = [b 6= 0]+[b = 0]
(
k+1
k+2
1
(k+2)2
+
(k+2)2−1
(k+2)2
)
wlp
〈b=0,C′〉Φ
2
1(1) = [b 6= 0] + [b = 0]
(
k+1
k+2
(
1
(k+2)2
+
1
(k+3)2
)
+
(k+2)2−1
(k+2)2
·
(k+3)2 − 1
(k+3)2
)
wlp
〈b=0,C′〉Φ
3
1(1) = [b 6= 0] + [b = 0]
(
k+1
k+2
(
1
(k+2)2
+
1
(k+3)2
+
1
(k+4)2
)
+
(k+2)2−1
(k+2)2
·
(k+3)2−1
(k+3)2
·
(k+4)2−1
(k+4)2
)
. . .
We can now see what the pattern is:
wlp
〈b=0,C′〉Φ
n
1 (0) = [b 6= 0] + [b = 0]·
(
k+1
k+2
·
n+1∑
i=2
1
(k+i)2
+
n+1∏
i=2
(k+i)2−1
(k+i)2
)
Moreover, we can quickly check that
∏n+1
i=2
(k+i)2−1
(k+i)2 =
k+1
k+2 ·
k+n+2
k+n+1 . We obtain
wlp[[C]] by computing the wlp of infn
wlp
〈b=0,C′〉Φ
n
1 (0) with respect to the two initial
statements, k := 0 and b := 0. Thus,
wlp[[C]](1) =
1
2
· inf
n
n+1∑
i=2
1
i2
+
1
2
n+2
n+1
=
1
2
· lim
n→∞
n+1∑
i=2
1
i2
+
1
2
n+2
n+1
=
1
2
·
(
π2
6
−1
)
+
1
2
=
π2
12
.
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3.7 Redundancy of score
With respect to the weakest preexpectations semantics, the score operator ad-
mitting only arguments bounded by one is redundant, because scoring by a
number in the unit interval can be simulated by rejection sampling without af-
fecting the expected value of the given function. We show this result in this
section.
To this end, we first need some additional concepts. Let dom(σ) be the set
of variables which are assigned values in state σ. A function f is said to be
independent of a variable x if f(σ) = f(σ[x 7→ V ]) for all σ ∈ Ωσ and V ∈ R.
Let fv(E) be the set of free variables of an expression E, and vars(E) and
vars(C) be the sets of all variables (free or bound) appearing in, respectively,
the expression E and the program C.
Lemma 5. For every expectation f , expression E and variable u such that u /∈
vars(E) and f is independent of u, it holds:
wp[[score(E)]](f) = wp[[u :≈ U ; observe(E ∈ (0, 1] ∧ u ≤ E)]](f)
wlp[[score(E)]](f) = wlp[[u :≈ U ; observe(E ∈ (0, 1] ∧ u ≤ E)]](f).
Proof. For wp we have:
wp[[u :≈ U ]](wp[[observe(E ∈ (0, 1] ∧ u ≤ E)]](f))
= λσ.
∫
[0,1]
wp[[observe(E ∈ (0, 1] ∧ u ≤ E)]](f)(σ[u 7→ v])µL(dv)
= λσ.
∫
[0,1]
[σ[u 7→ v](E) ∈ (0, 1]][v ≤ σ[u 7→ v](E)]f(σ[u 7→ v])µL(dv)
(∗) = λσ.
∫
[0,1]
[σ(E) ∈ (0, 1]][v ≤ σ(E)]f(σ)µL(dv)
= λσ.f(σ)
∫
[0,1]
[σ(E) ∈ (0, 1]][v ≤ σ(E)]µL(dv)
(Lebesgue) = λσ.f(σ) · σ(E)
= wp[[score(E)]](f).
Proof step (∗) follows from the fact that u /∈ fv(E) and that f is independent
of u. The above result also proves the second item of the lemma, as wp and wlp
coincide for programs without loops and diverge statements. ⊓⊔
Let noscore(C) denote the program obtained from program C by replacing
each expression of the form score(E) by u :≈ U ; observe(u ≤ E) for sufficiently
fresh variable u /∈ vars(E). By “sufficiently fresh” we mean that u does not
appear in the program C and that no function f whose expected value we are
interested in depends on u. (We do not formalise this notion for the sake of
brevity.)
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Lemma 6. For every expectation f we have:
wp[[noscore(C)]](f) = wp[[C]](f) and wlp[[noscore(C)]](f) = wlp[[C]](f).
Proof. By induction on the structure of C, with appeal to Lemma 5. ⊓⊔
4 Operational semantics
In addition to the denotational semantics, we also present an operational se-
mantics of PL. Apart from serving as a sanity check for the wp-semantics, this
semantics is of interest on its own: an operational semantics is typically closer to
a sample-based semantics that provides the basis for simulation-based evaluation
of probabilistic programs (such as MCMC and Metropolis Hasting), is closer to
models that are amenable to automated verification techniques such as proba-
bilistic model checking [23], and sometimes simplifies for the reasoning about
probabilistic programs, such as proving some sort of program equivalence [39].
4.1 Entropy space
A small-step operational semantics of a deterministic imperative language typ-
ically takes a program C and state σ and performs a single step of program
evaluation, returning a new program C′ and an updated state σ′. For proba-
bilistic languages, this is not possible, as a probabilistic program has multiple
updated states—in fact, infinitely and uncountably many of them for programs
with continuous distributions—depending on the outcomes of random draws. A
possible way around this is to define the operational semantics of probabilistic
languages with respect to a fixed sequence of values sampled from subsequent
distributions, called a trace. By fixing a trace, a probabilistic program can be
evaluated deterministically.
Traces often have the form of finite [5] or infinite [31] lists of values. To obtain
a compositional semantics, we will instead use an abstract, infinite structure
called entropy, as defined by [8] and [39].
Definition 1 ([39]). An entropy space is a measurable space (S,S) equipped
with a measure µS with µS(S) = 1, and measurable functions πU : S → [0, 1],
(::) : S× S→ S, πL, πR : S→ S such that:
– For all measurable functions f : [0, 1]→ R+ and Lebesgue measure λ,∫
f(πU (θ))µS(dθ) =
∫
[0,1]
f(x)µL(dx)
– (::) is a surjective pairing function defined by: πL(θL :: θR) = θL and πR(θL ::
θR) = θR
– For all measurable functions g : S× S→ R+:∫
g(πL(θ), πR(θ))µS(dθ) =
∫ ∫
g(θL, θR)µS(dθL)µS(dθR).
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An element θ ∈ S of the entropy space is called an entropy.
In the above definition, S is the set of all possible entropies and S a σ-algebra
on it. The entropy space is abstract, so we do not specify what S and S are and
what they look like, we only assume that they satisfy the above properties.
Example of an entropy space A simple concrete realisation of the entropy space,
for which the properties are satisfied, is the following:
– The set S is the set [0, 1]ω of infinite sequences of numbers in [0, 1] (the
so-called Hilbert cube). Thus, each entropy S ∈ S is an infinite sequence
S = (s1, s2, s3 . . . ) such that si ∈ [0, 1] for all i.
– The σ-algebra S is, intuitively, the product of infinitely many copies of the
Borel σ-algebra on [0, 1]. More formally, S is the σ-algebra generated by
cylinder sets of the form A1×A2× · · · ×Ak × [0, 1]× [0, 1]× [0, 1] . . . , where
A1, A2, . . . , Ak are Borel subsets of [0, 1].
– The measure µS on (S,S) is the extension of the Lebesgue measure to the
infinite product space (S,S). Formally, it is the unique (by Kolmogorov’s
extension theorem) measure such that for all finite sequences of Borel subets
A1, A2, . . . , Ak of [0, 1], we have µS(A1×A2×· · ·×Ak× [0, 1]ω) = µL(A1)×
µL(A2)× . . .×µL(Ak)×µL([0, 1])×µL([0, 1]) · · · = µL(A1)×µL(A2)× . . .×
µL(Ak)
– The function πU returns the first element of the given sequence—that is,
πU ((s1, s2, s3, . . . )) = s3.
– The functions πL and πR return the subsequences consisting of odd and even
elements of the input sequence, respectively. Thus, πL((s1, s2, s3, s4, . . . )) =
(s1, s3, . . . ) and πR((s1, s2, s3, s4, . . . )) = (s2, s4, . . . ).
– The function :: interleaves the two input sequences, so that (s1, s2, s3, . . . ) ::
(t1, t2, t3, . . . ) = (s1, t1, s2, t2, s3, t3, . . . ).
Observe that the functions πL and πR return two disjoint infinite subse-
quences of the input sequence. This means that if we want to perform two
random computations, but only have a single entropy s = (s1, s2, s3, s4 . . . ), we
can perform the first computation with the sequence πL((s1, s2, s3, s4 . . . )) =
(s1, s3, . . . ) and the second one with πR((s1, s2, s3, s4 . . . )) = (s2, s4, . . . ) and no
entropy component from the first computation will be reused in the second one.
In other words, for each new random sample we will have a “fresh” value in the
entropy.
Results presented in this paper will, however, only depend on the abstract
definition of entropy space.
4.2 Extended state space
In order to define the operational semantics and the distributions induced by it,
we need to extend the set of states Ωσ with two exception states:  , denoting
a failed hard constraint or an evaluation error, and ↑, denoting divergence. We
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denote this extended space by Ωˆσ. A metric space on Ωˆσ is defined by extending
the metric dσ on Ωσ to Ωˆσ as follows:
dˆσ(σ1, σ2) =


0 if σ1 = σ2 ∈ { , ↑}
dσ(σ1, σ2) if σ1, σ2 ∈ Ωσ
∞ otherwise.
It is easy to check that the extended metric space (Ωˆσ , dˆσ) is separable. The
σ-algebra Σˆσ on Ωˆσ is then induced by the metric dˆσ and (Ωˆσ, Σˆσ) is the mea-
surable space of all program states.
In the remainder of this section, we will use two operators to extend real-
valued functions on Ωσ to the state space Ωˆσ: for each function f : Ωσ → R+,
the extended functions fˆ , fˇ : Ωˆσ → R+ are defined as follows:
fˆ(τ) =
{
f(τ) if τ ∈ Ωσ
0 otherwise
and fˇ(τ) =


f(τ) if τ ∈ Ωσ
1 if τ = ↑
0 otherwise.
4.3 Reduction relation
To ensure that the entropy is split correctly between partial computations, we
use continuations, similarly to [39]. A continuation is represented by a list of
expressions that are to be evaluated after completing the current evaluation. We
keep track of two distinct entropies: one for the current computation and one to
be used when evaluating the continuation.
The reduction relation is defined as a binary relation on configurations, i.e.,
tuples of the form
〈θ, C,K, σ, θK , n, w〉
where C is the current program statement to be evaluated, σ is the current
program state, K is the continuation, θ and θK are, respectively, the entropies
to be used when evaluating C and the continuation K; finally, n ∈ N is the
number of reduction rules applied so far and w ∈ R ∩ [0, 1] is the weight of the
current program run so far. In order to access elements of a configuration κ, we
use functions, e.g., for κ as given above weight(κ) = w and state(κ) = σ. The
reduction relation ⊢ is a binary relation on configurations where
〈θ, C,K, σ, θK , n, w〉︸ ︷︷ ︸
configuration κ
⊢ 〈θ′, C′,K ′, σ′, θ′K , n
′, w′〉︸ ︷︷ ︸
configuration κ′
means that the configuration κ reduces to configuration κ′ in one step. Let ⊢∗
denote the reflexive and transitive closure of the reduction relation ⊢, i.e., κ ⊢∗ κ′
means that κ reduces to κ′ in zero or more reduction steps.
We present the reduction rules one-by-one for each syntactic construct of PL.
The symbol ↓ means successful termination and  is a special state reached after
a failed observation or an execution error.
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Skip. As the skip statement cannot do anything, it has no reduction rule.
Divergence. The (diverge) rule states that the diverge statement reduces to itself indef-
initely in any non-failure state σ:
diverge
σ 6=  
〈θ, diverge,K, σ, θK , n, w〉 ⊢ 〈θ, diverge,K, σ, θK , n+1, w〉
Assignment. The rule (assign) evaluates the expression E in the current state σ and sets
the value of x in the state to the outcome of this evaluation:
assign
σ 6=  σ(E) = V
〈θ, x := E,K, σ, θK , n, w〉 ⊢ 〈θ, ↓,K, σ[x 7→ V ], θK , n+1, w〉
Random draw. The rule (draw) evaluates a random draw from a uniform distribution:
draw
σ 6=  
〈θ, x :≈ U,K, σ, θK , n, w〉 ⊢ 〈πR(θ), ↓,K, σ[x 7→ πU (πL(θ))], θK , n+1, w〉
The outcome of this random draw is determined by the entropy θ and is set
to πU (πL(θ)), intuitively the first element of the “left” part of the entropy θ
6.
The value of the sampled variable is assigned to variable x. The weight w is
unchanged, as the density of the uniform distribution on [0, 1] is constant and
equal to 1 for every point in the unit interval—as all outcomes are equally
likely, there is no need to weigh the program runs.
Hard. The rules (condition-true) and (condition-false) evaluate a hard condition in
an observe statement. If the condition is satisfied, (condition-true) returns
the current state and weight unchanged, otherwise the state is set to the
error state  by (condition-false):
condition-true
σ 6=  σ(φ) = true
〈θ, observe(φ),K, σ, θK , n, w〉 ⊢ 〈θ, ↓,K, σ, θK , n+1, w〉
condition-false
σ 6=  σ(φ) = false
〈θ, observe(φ),K, σ, θK , n, w〉 ⊢ 〈θ, ↓, [], , θK , n+1, w〉
Soft. The rule (score) evaluates its argument, a real number in the unit interval,
and multiplies it by the weight of the current run so far:
score
σ 6=  v = σ(E) ∈ (0, 1]
〈θ, score(E),K, σ, θK , n, w〉 ⊢ 〈θ, ↓,K, σ, θK , n+1, w·v〉
6 If we set this value to just piU (θ), we would lose the property that an already used
“element” of the entropy cannot appear in the entropy in the subsequent configu-
ration, because we do not know what parts of θ the value of piU (θ) depends on. In
the Hilbert cube implementation discussed before, piU (θ) is equivalent to piU (piL(θ))
and “disjoint” from piR(θ), but if we defined piU (θ) to be, for instance, the second
element of the sequence encoded by θ, this would not be the case. Obviously, this
does not matter in practice, as after the (draw) rule, the expression to be evaluated
with entropy piR(θ) is empty, but it is still elegant to keep this property.
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Sequencing. The rule (seq) is used to move statements from the current statement C to
the continuation K:
seq
σ 6=  C1 6= C′1;C
′′
1
〈θ, C1;C2,K, σ, θK , n, w〉 ⊢ 〈πL(θ), C1, C2 :: K,σ, πR(θ) :: θK , n+1, w〉
If the current statement is a sequence of statements, (seq) splits it into the
first statement C1 and the sequence of remaining statements C2 in such
a way that C1 itself is a single concrete statement and not a sequence of
statements—in other words, C1 is as small as possible. The expression C1 is
then retained as the current expression to be evaluated, while C2 is pushed
onto the top of the expression stack in the continuation K. The expression
C1 is evaluated with only the “left” part of the entropy θ, and the right part
is appended to the entropy of the continuation K; it is stored to be used
later when C2 is popped from the stack and evaluated. The reason that C1
is required not to be a sequence is to ensure that there is a unique way to
split the sequence of statements into C1 and C2. If the entropy could be
split in different ways into sub-computations, this would make the semantics
nondeterministic. Note that C1 may be, e.g., an if-statement or a while
loop which includes a sequence of statements as its sub-expression; we only
require that it is not a sequence at the top level. The rule
pop
σ 6=  
〈θ, ↓, C :: K,σ, θK , n, w〉 ⊢ 〈πL(θK), C,K, σ, πR(θK), n+1, w〉
is the dual of (seq). After the current statement has been completely evalu-
ated, (pop) fetches the top statement C from the continuation K and sets
it as the next statement to be evaluated. The unused part θ of the entropy
used in evaluating the last expression is discarded and replaced by the left
part of the continuation entropy θK . If the evaluation started with an empty
continuation, πL(θK) will be the entropy “reserved” for evaluating C as it
was pushed on the continuation by (seq). Obviously, the entropy reserved
for C has to be removed from the entropy saved for evaluating the rest of
the continuation, hence the latter is set to πR(θK).
Conditional. The rules (if-true) and (if-false) are standard and self-explanatory.
if-true
σ 6=  σ(φ) = true
〈θ, if(φ){C},K, σ, θK , n, w〉 ⊢ 〈θ, C,K, σ, θK , n+1, w〉
if-false
σ 6=  σ(φ) = false
〈θ, if(φ){C},K, σ, θK , n, w〉 ⊢ 〈θ, ↓,K, σ, θK , n+1, w〉
Loops. The (while-true) and (while-false) rules are standard too. If the loop-guard
φ is true, the loop body is to be executed possibly followed by the loop itself.
Otherwise the loop terminates. The (while-true) rule reads
σ 6=  σ(φ) = true
〈θ, while(φ){C},K, σ, θK , n, w〉 ⊢ 〈θ, C; while(φ){C},K, σ, θK , n+1, w〉
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while-false
σ 6=  σ(φ) = false
〈θ, while(φ){C},K, σ, θK , n, w〉 ⊢ 〈θ, ↓,K, σ, θK , n+1, w〉
The (final) rule is a dummy rule which applies to fully evaluated programs. It
does nothing, except for increasing the step counter. Its purpose is to allow for
reasoning about infinite evaluations, as explained later.
final
σ 6=  
〈θ, ↓, [], σ, θK , n, w〉 ⊢ 〈θ, ↓, [], σ, θK , n+1, w〉
The initial configuration for program C is of the form 〈θ, C, [], σ, θK , 0, 1〉
with the initial statement C, the empty continuation, initial state σ, a zero step
count and initial weight one. Note that if the initial continuation is [], the initial
continuation entropy θK is irrelevant, as it can never be copied to the entropy
of the current expression. A program is considered fully evaluated when the
evaluation reaches a configuration where C = ↓ and K = []. In this case, only
the dummy (final) rule can be applied. Thus, if
〈θ, C, [], σ, θK , 0, 1〉 ⊢
∗ 〈θ′, ↓, [], σ′, θ′K , n, w〉
we say that the program C with initial state σ under entropy θ terminates in n
steps in the state σ′ with weight w.
Examples We demonstrate how the semantics works by revisiting two of the
examples in Section 3. For clarity, we now add line numbers to programs and
write Ci for line i of the given program C and Ci,j for the part of the program
between lines i and j. We also write πd1,...,dn(θ) (where d1, . . . , dn ∈ {L,R}) for
πd1(πd2 . . . (πdn(θ) . . . )).
Example 5. We begin by revisiting the Bayesian linear regression example:
1 u1 := U;
2 a := Gaussian_inv_cdf(0,2,u1);
3 u2 := U;
4 b := Gaussian_inv_cdf(0,2,u2);
5 score(softeq(a*0 + b, 2));
6 score(softeq(a*1 + b, 3));
Let us suppose we want to evaluate this program with an empty initial
state and with an entropy θ such that the two values sampled in the pro-
gram (which are πU (πL,L(θ)) and πU (πL,L,R,R(θ))), are, respectively, 0.5 and
v, where v ∈ (0, 1) is a value such that Gaussian inv cdf(0, 2, v) = 2. For
the particular instantiation of the entropy space shown in Section 4.1, we have
πU (πL,L((s1, s2, s3, . . . ))) = s1 and πU (πL,L,R,R((s1, s2, s3, . . . ))) = s13, so we
can assume that θ is any infinite sequence (s1, s2, s3, . . . ) whose first element
is 0.5 and thirteenth element is v. Note that Gaussian inv cdf(0, 2, 0.5) = 0,
because the Gaussian distribution is symmetric, so exactly half of the total prob-
ability mass is below the mean.
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The evaluation chain is shown below. We use colour to highlight states and
scores which have changed from the previous configuration. Since the evaluation
starts with a configuration with empty continuation, the initial continuation
entropy θK is a “dummy” entropy whose values are irrelevant and do not affect
the computation.
〈θ, u1 :≈ U ;C2,6, [], [], θK , 0, 1〉 ⊢
(seq) 〈πL(θ), u1 :≈ U, [C2,6], [], πR(θ) :: θK , 1, 1〉 ⊢
(draw) 〈πR,L(θ), ↓, [C2,6], [u1 7→ 0.5], πR(θ) :: θK , 2, 1〉 ⊢
(pop) 〈πR(θ), a := G(0, 2, u1);C3,6, [], [u1 7→ 0.5], θK , 3, 1〉 ⊢
(seq) 〈πL,R(θ), a := G(0, 2, u1), [C3,6], [u1 7→ 0.5], πR,R(θ) :: θK , 4, 1〉 ⊢
(assign) 〈πL,R(θ), ↓, [C3,6], [u1, a 7→ 0.5, 0], πR,R(θ) :: θK , 5, 1〉 ⊢
(pop) 〈πR,R(θ), u2 :≈ U;C4,6, [], [u1, a 7→ 0.5, 0], θK, 6, 1〉 ⊢
(seq) 〈πL,R,R(θ), u2 :≈ U, [C4,6], [u1, a 7→ 0.5, 0], πR,R,R(θ) :: θK , 7, 1〉 ⊢
(draw) 〈πR,L,R,R(θ), ↓, [C4,6], [u1, a, u2 7→ 0.5, 0, v], πR,R,R(θ) :: θK , 8, 1〉 ⊢
(pop) 〈πR,R,R(θ), b := G(0,2,u2);C5,6, [], [u1, a, u2 7→ 0.5, 0, v], θK , 9, 1〉 ⊢
(seq) 〈πL,R,R,R(θ), b := G(0,2,u2), [C5,6], [u1, a, u2 7→ 0.5, 0, v],
πR,R,R,R(θ) :: θK , 10, 1〉 ⊢
(assign) 〈πL,R,R,R(θ), ↓, [C5,6], [u1, a, u2, b 7→ 0.5, 0, v, 2],
πR,R,R,R(θ) :: θK , 11, 1〉 ⊢
(pop) 〈πR,R,R,R(θ), C5,6, [], [u1, a, u2, b 7→ 0.5, 0, v, 2], θK , 12, 1〉 ⊢
(seq) 〈πL,R,R,R,R(θ), score(softeq(a ∗ 0+ b, 2)), [C6],
[u1, a, u2, b 7→ 0.5, 0, v, 2], πR,R,R,R,R(θ) :: θK , 13, 1〉 ⊢
(score) 〈πL,R,R,R,R(θ), ↓, [C6], [u1, a, u2, b 7→ 0.5, 0, v, 2],
πR,R,R,R,R(θ) :: θK , 14, 1〉 ⊢
(pop) 〈πR,R,R,R,R(θ), score(softeq(a ∗ 1+ b, 3)), [],
[u1, a, u2, b 7→ 0.5, 0, v, 2], θK , 15, 1〉 ⊢
(score) 〈πR,R,R,R,R(θ), ↓, [], [u1, a, u2, b 7→ 0.5, 0, v, 2], θK , 16, e
−1〉.
Hence, with the given entropy θ, the program evaluates with score e−1 to a state
where a = 0 and b = 0.
Example 6. Let us now consider the program in Example 2:
1 b := 0;
2 k := 0;
3 while (b=0)
{
4 u := U;
5 k := k+1;
6 if(u < 1/(k+1)^2)
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{
7 b := 1;
8 score(k/(k+1))
}
}
We want to compute the final state and weight for this program, assuming
an empty initial state and an entropy θ such that the first value drawn (that
is, πU (πL,L,R,R(θ))) is 0.1, which also means the loop terminates after the first
iteration. The evaluation proceeds as follows:
〈θ, b := 0;C2,8, [], [], θK , 0, 1〉 ⊢
(seq) 〈πL(θ), b := 0, [C2,8], [], πR(θ) :: θK , 1, 1〉 ⊢
(assign) 〈πL(θ), ↓, [C2,8], [b 7→ 0], πR(θ) :: θK , 2, 1〉 ⊢
(pop) 〈πR(θ), C2,8, [], [b 7→ 0], θK , 3, 1〉 ⊢
(seq) 〈πL,R(θ), k := 0, [C3,8], [b 7→ 0], πR,R(θ) :: θK , 4, 1〉 ⊢
(assign) 〈πL,R(θ), ↓, [C3,8], [b, k 7→ 0, 0], πR,R(θ) :: θK , 5, 1〉 ⊢
(pop) 〈πR,R(θ), while(b = 0){C4,8}, [], [b, k 7→ 0, 0], θK , 6, 1〉 ⊢
(while-true) 〈πR,R(θ), C4;C5,8; while(b = 0){C4,8}, [], [b, k 7→ 0, 0], θK , 7, 1〉 ⊢
(seq) 〈πL,R,R(θ), u :≈ U, [C5,8; while(b = 0){C4,8}], [b, k 7→ 0, 0],
πR,R,R(θ) :: θK , 8, 1〉 ⊢
(draw) 〈πR,L,R,R(θ), ↓, [C5,8; while(b = 0){C4,8}], [b, k, u 7→ 0, 0, 0.1],
πR,R,R(θ) :: θK , 9, 1〉 ⊢
(pop) 〈πR,R,R(θ), k := k+ 1;C6,8; while(b = 0){C4,8}, [],
[b, k, u 7→ 0, 0, 0.1], θK, 10, 1〉 ⊢
(seq) 〈πL,R,R,R(θ), k := k+ 1, [C6,8; while(b = 0){C4,8}],
[b, k, u 7→ 0, 0, 0.1], πR,R,R,R(θ) :: θK , 11, 1〉 ⊢
(assign) 〈πL,R,R,R(θ), ↓, [C6,8; while(b = 0){C4,8}], [b, k, u 7→ 0, 1, 0.1],
πR,R,R,R(θ) :: θK , 12, 1〉 ⊢
(pop) 〈πR,R,R,R(θ), C6,8; while(b = 0){C4,8}, [], [b, k, u 7→ 0, 1, 0.1],
θK , 13, 1〉 ⊢
(seq) 〈πL,R,R,R,R(θ), if(u < 1/(k+ 1)
2){C7,8}, [while(b = 0){C4,8}],
[b, k, u 7→ 0, 1, 0.1], πR,R,R,R,R(θ) :: θK , 14, 1〉 ⊢
(if-true) 〈πL,R,R,R,R(θ), b := 1;C8, [while(b = 0){C4,8}],
[b, k, u 7→ 0, 1, 0.1], πR,R,R,R,R(θ) :: θK , 15, 1〉 ⊢
(seq) 〈πL,L,R,R,R,R(θ), b := 1, [C8, while(b = 0){C4,8}], [b, k, u 7→ 0, 1, 0.1],
πR,L,R,R,R,R(θ) :: (πR,R,R,R,R(θ) :: θK), 16, 1〉 ⊢
(assign) 〈πL,L,R,R,R,R(θ), ↓, [C8, while(b = 0){C4,8}], [b, k, u 7→ 1, 1, 0.1],
πR,L,R,R,R,R(θ) :: (πR,R,R,R,R(θ) :: θK), 17, 1〉 ⊢
(pop) 〈πR,L,R,R,R,R(θ), score(k/(k+ 1)), [while(b = 0){C4,8}],
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[b, k, u 7→ 1, 1, 0.1], πR,R,R,R,R(θ) :: θK , 18, 1〉 ⊢
(score) 〈πR,L,R,R,R,R(θ), ↓, [while(b = 0){C4,8}], [b, k, u 7→ 1, 1, 0.1],
(πR,R,R,R,R(θ) :: θK), 19, 1/2〉 ⊢
(pop) 〈πR,R,R,R,R(θ), while(b = 0){C4,8}, [], [b, k, u 7→ 1, 1, 0.1], θK, 20, 1/2〉 ⊢
(while-false) 〈πR,R,R,R,R(θ), ↓, [], [b, k, u 7→ 1, 1, 0.1], θK, 21, 1/2〉.
Hence, the program evaluates to a state where k = 1 with score 1/2.
4.4 Measure on final program states
As mentioned before, the operational semantics so far only defines the final state
and weight for a single program execution, for a fixed entropy. We now explain
how a probability distribution on final states can be obtained by integrating the
semantics over the entropy space.
Two auxiliary functions. In order to define a probability distribution over the
final program states, two auxiliary functions are technically convenient. The
function OσC : S→ Ωˆσ determines the final state of program C with initial state
σ for entropy θ ∈ S. It is defined by:
O↑C(θ) = ↑
OσC(θ) =


τ if 〈θ, C, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], τ, θK , n, w〉 and τ 6=  
 if 〈θ, C, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , n, w〉 0
↑ otherwise.
The final state of program C and proper initial state σ (i.e., σ 6= ↑ and σ 6=
 ) with entropy θ equals state τ provided its execution ends in configuration
〈·, [], τ, · · ·〉. For instance, for the program C and entropy θ from Example 6, we
have O
[]
C(θ) = [b 7→ 1, k 7→ 1, u 7→ 0.1]. If the evaluation reaches a configuration
which cannot be reduced any further (e.g., due to a failed hard constraint), the
final state equals the error state  . Note that this is also applicable to the initial
state σ =  . Finally, if the evaluation can neither be completed nor reach an
irreducible configuration, this means that the evaluation of program C with state
σ diverges with entropy θ. This results in the extended state ↑. For an example
of a computation leading to such a state, consider Example 6 again. If we take
an entropy θ′ such that the value sampled in line 4 in each iteration is 0.5, the
evaluation will never terminate and so we have O
[]
C(θ
′) = ↑. The final state of
running C from initial state ↓ is the initial state. This way of handling exceptions
ensures compositionality. We omit C and σ as sub- and superscript if they are
clear from the context.
Besides the final state obtained from a program’s run, we need also the run’s
score. The function SCσC : S→ R+ yields the score of executing program C from
initial state σ for a given entropy. This definition is a bit more complicated,
due to the handling of diverging runs. A naive solution would be to define SC
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similarly to O and return 0 for diverging runs. This would, however, mean that
the semantics would quietly ignore diverging runs, while a key motivation for this
work is to handle divergence in the presence of soft conditioning in a meaningful
way. Our proposal is to let the score for diverging runs be the limit of the
weight w as the number of steps n goes to infinity. Formally, this is done as
follows: Let us define an approximation function SCσC : S× N → R+, such that
SCσC(θ, n) returns the score for program C with entropy θ and initial state σ
after n evaluation steps:
SCσC(θ, n) =
{
w if 〈θ, C, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , n, w〉 and τ 6=  
0 otherwise.
The function SCσC : S → R+ is now defined for proper state σ as the limit, or
equivalently infimum, of its n-the approximation:
SCσC(θ) = lim
n→∞SC
σ
C(θ, n) = inf
n
SCσC(θ, n).
For the special cases σ =  and σ = ↑ we define:
SC↑C(θ) = 1 and SC
 
C(θ) = 0.
Example 7. Let us revisit the program C from Example 6 to show how the
SC function works. The program terminates with score 12 after 16 steps with
the original entropy θ used in the example. Thus, SC
[]
C(θ, 16) =
1
2 . The final
configuration reduces to itself by (diverge) infinitely many times, so we have
SC
[]
C(θ, n) =
1
2 for all n ≥ 16. Thus, SC
[]
C(θ) =
1
2 = limn→∞ SC
[]
C(θ, n) =
1
2 .
This is the same result which would be returned by a naive definition of SC,
similar to O. However, if we use the entropy θ′ described above, where all values
sampled are 0.5, this is no longer the case. In this case, we have SC
[]
C(θ, n) = 1
for all n, because the only score statement is never reached. Hence, SC
[]
C(θ
′) =
limn→∞ SC
[]
C(θ
′, n) = 1, while the naive definition would return 0.
Example 8. For a more illustrative example, we consider the trivial program C′:
i := 1;
while(true)
{
i := i+1;
score((i^2 - 1) / i^2)
}
Now, for any θ, we have SC
[]
C(θ, n) =
1
2 ·
i(n)+2
i(n)+1 , where i(n) is the number of
loop iterations completed after n steps. As the second factor converges to 1 as
n (and so i(n)) goes to infinity, it follows that SC
[]
C(θ) =
1
2 , so the limit score is
1
2 even though the program never terminates.
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Note that by the monotone convergence theorem, the limit of approximations
always exists. Thus, SC is well-defined. This can be seen as follows. As scores
are bounded by 1, and no rule other than (score) affects the weight of a program
run, a reduction step cannot increase the total score:
Lemma 7. κ ⊢ κ′ implies weight(κ) ≥ weight(κ′).
Thus, scores are antitone: k ≥ n implies SCσC(θ, k) ≤ SC
σ
C(θ, n). The monotone
convergence theorem now yields:
Lemma 8. For each PL program C, state σ and entropy θ, limn→∞ SCσC(θ, n)
exists and is finite.
To define the probability distribution of states as a Lebesgue integral involv-
ing functions O and SC, these functions need to be shown to be measurable.
Although this is a property satisfied by almost all functions used in practice and
it is known to be hard to construct non-measurable functions—to construct non-
Lebesgue-measurable sets of reals, and hence non-measurable functions on reals,
requires the Axiom of Choice [34]—measurability proofs tend to be lengthy and
tedious. A detailed proof of measurability of functions similar to OC and SCC ,
can be found in [5] when providing a semantics to a probabilistic functional
programming language. More details are in Appendix F; we summarise here the
main things:
Lemma 9. For all C and σ ∈ Ωˆσ:
(1) OσC(·) is S/Ωˆσ measurable and (2) SC
σ
C(·) is S/R measurable.
Proof. (1) Analogous to the proof of Lemma 92 in [5], more details in Ap-
pendix F. (2) Analogous to the proof of Lemma 93 in [5], it follows that SCσC(·, n)
is S/R measurable, for all n; more details in Appendix F. The result now fol-
lows by the fact that point-wise limits of measurable real-valued functions are
measurable. ⊓⊔
Distribution over final program states. We are now in a position to define the
distribution on final states in terms of the operational semantics. We first define
the distribution on entropies 〈C〉σ : S → R+, as an integral of score SC
σ
C with
respect to the standard measure on entropy space:
〈C〉σ(B) =
∫
B
SCσC(θ)µS(dθ).
For each measurable subset B ∈ S of the entropy space, 〈C〉σ(B) is the proba-
bility that if we run program C with initial state σ, the random values sampled
during execution will match some element of the set B of entropies.
The probability distribution [[C]]σ : Σˆσ → R+ on extended states can now be
defined as the push-forward measure of 〈C〉σ with respect to OσC(θ):
[[C]]σ(A) = 〈C〉σ({θ | O
σ
C(θ) ∈ A}) = 〈C〉σ(O
σ
C
−1(A))
=
∫
[OσC(θ)(A)]·SC
σ
C(θ)µS(dθ).
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For program C with 〈C〉σ(S) > 0, this distribution can be normalised as follows:
ˆ[[C]]σ(A) =
[[C]]σ(A)
〈C〉σ(S)
.
The measure [[C]]σ(A) is a measure on (Ωˆσ, Σˆσ). Let [[C]]σ|Ωσ be this measure
restricted to (Ωσ, Σσ), i.e., the space of proper states without  and ↑, such that
[[C]]σ|Ωσ(A) = [[C]]σ(A) for A ⊆ Σσ.
Example 9. We go back once again to the Bayesian linear regression program
from Example 5. We will first compute the measure [[C]]σ on program outcomes.
If the value sampled in line 1 is v1 and the value sampled in line 3 is v2,
it follows from the operational semantics that the final state is [u1 7→ v1, a 7→
G(0, 2, v1), u2 7→ v2, b 7→ G(0, 2, v2)] and the final score is
e−(G(0,2,v2)−2)
2
e−(G(0,2,v1)+G(0,2,v2)−3)
2
= e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 .
Hence, for entropy θ with πu(πL,L(θ)) = v1 and πu(πL,L,R,R(θ)) = v2:
O
[]
C(θ) = [u1 7→ v1, a 7→ G(0, 2, v1), u2 7→ v2, b 7→ G(0, 2, v2)]
SC
[]
C(θ) = e
−(G(0,2,v2)−2)2−(G(0,2,v1)+G(0,2,v2)−3)2 .
This means that the integral
∫
[O
[]
C(θ)(A)]·SC
[]
C(θ)µS(dθ) can be written as∫
f(πu(πL,L(θ)), πu(πL,L,R,R(θ)))µS(dθ), where
f(v1, v2) = [[u1, a, u2, b 7→ v1, G(0, 2, v1), v2, G(0, 2, v2)] ∈ A]
·e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 .
By the definition of entropy, we have:∫
f(πu(πL,L(θ)), πu(πL,L,R,R(θ)))µS(dθ)
=
∫ ∫
f(πu(πL(θL)), πu(πL,L,R(θR)))µS(dθL)µS(dθR)
=
∫ ∫ ∫ ∫
f(πu(θL,L)), πu(πL,L(θR,R)))µS(dθL,L)µS(dθR,L)µS(dθL,R)µS(dθR,R)
=
∫ ∫
f(πu(θL,L)), πu(πL,L(θR,R)))µS(dθL,L)µS(dθR,R).
By repeatedly applying the definition of entropy like above, we get:∫ ∫
f(πu(θL,L)), πu(πL,L(θR,R)))µS(dθL,L)µS(dθR,R)
...
=
∫ ∫
f(πu(θL,L)), πu(θL,L,R,R))µS(dθL,L)µS(dθL,L,R,R)
=
∫
[0,1]
∫
[0,1]
f(v1, v2)µL(dv1)µL(dv2).
34 Marcin Szymczak and Joost-Pieter Katoen
Thus,
[[C]]σ(A) =
∫
(0,1)
∫
(0,1)
[[u1 7→ v1, a 7→ G(0, 2, v1), u2 7→ v2, b 7→ G(0, 2, v2)] ∈ A]
·e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 µL(dv1)µL(dv2).
Now, suppose that A is a set of states such that a < 0 and b < 0. Then:
[[C]]σ(A) =
∫
(0,1)
∫
(0,1)
[G(0, 2, v1) < 0][G(0, 2, v2)] < 0]
·e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 µL(dv1)µL(dv2).
Like in Example 1, this expression can be rewritten as a double integral of
Gaussian densities over the real line:
[[C]]σ(A) =
∫ ∫
[x1 < 0][x2 < 0]·e
−p(x)·Gpdf (0, 2, x1)·Gpdf (0, 2, x2)µL(dx1)µL(dx2)
=
∫
(−∞,0)
∫
(−∞,0)
·e−p(x)·Gpdf (0, 2, x1)·Gpdf (0, 2, x2)µL(dx1)µL(dx2)
where e−p(x) = e−(x2−2)
2−(x1+x2−3)2 . Let us now compute the normalising con-
stant 〈C〉σ(S). By a similar reasoning as above, we get:
〈C〉σ(S) =
∫
SCσC(θ)µS(dθ)
=
∫
(0,1)
∫
(0,1)
e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 µL(dv1)µL(dv2)
=
∫ ∫
e−p(x)·Gpdf(0, 2, x1)·Gpdf(0, 2, x2)µL(dx1)µL(dx2)
Hence, the normalised semantics ˆ[[C]]σ(A) applied to the above set A is:
ˆ[[C]]σ(A) =
∫
(−∞,0)
∫
(−∞,0) e
−p(x)·Gpdf (0, 2, x1)·Gpdf(0, 2, x2)µL(dx1)µL(dx2)∫ ∫
e−p(x)·Gpdf (0, 2, x1)·Gpdf (0, 2, x2)µL(dx1)µL(dx2)
.
4.5 Expectations
The weakest preexpectation semantics determines the expected value of an ar-
bitrary measurable function f on states with respect to a program. We can also
obtain such expected value by integrating f with respect to the measure [[C]]σ(A)
defined just above. By change of variable, this integral can be easily transformed
into an integral with respect to the default measure on entropies.
Lemma 10. For all measurable f ,∫
f(τ)[[C]]σ|Ωσ (dτ) =
∫
fˆ(OσC(θ)) · SC
σ
C(θ)µS(dθ).
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Proof. ∫
f(τ)[[C]]σ|Ωσ (dτ) =
∫
fˆ(τ)[[C]]σ(dτ)
(by property of the pushforward) =
∫
fˆ(OσC(θ)) 〈C〉σ(dθ)
(by Radon-Nikody´m theorem) =
∫
fˆ(OσC(θ))SC
σ
C(θ)µS(dθ).
⊓⊔
Example 10. Let us compute the expected value of the variable a in the Bayesian
linear regression example. To this end, we take a function f such that f(σ) =
σ(a) if a ∈ dom(σ) and f(σ) = 0 otherwise. By a similar reasoning as in Exam-
ple 9, we get:∫
f(τ)[[C]][]|Ωσ (dτ)
=
∫
fˆ(O
[]
C(θ)) · SC
[]
C(θ)µS(dθ)
=
∫
(0,1)
∫
(0,1)
fˆ([u1 7→ v1, a 7→ G(0, 2, v1), u2 7→ v2, b 7→ G(0, 2, v2)])
·e−(G(0,2,v2)−2)
2−(G(0,2,v1)+G(0,2,v2)−3)2 µL(dv1)µL(dv2)
=
∫
(0,1)
∫
(0,1)
G(0, 2, v1)·e
−(G(0,2,v2)−2)2−(G(0,2,v1)+G(0,2,v2)−3)2 µL(dv1)µL(dv2)
This is the same result as the one we obtain using wp in Example 1.
Example 11. Let us now revisit the program from Example 2 and calculate the
expected value of the constant function f(σ) = 1 with respect to the program
using the operational semantics. To this end, we need to calculate
∫
fˆ(O
[]
C(θ)) ·
SC
[]
C(θ)µS(dθ) for the given program C. By evaluating the first two statements
in the program, like in Example 5, we can check that O
[]
C(θ) = O
σ
C′(πR,R(θ))
and SC
[]
C(θ) = SC
σ
C′(πR,R(θ)), where C
′ = while(b = 0){C′′} (C′′ being the
loop body) and σ = [b 7→ 0, k 7→ 0]. It follows from the properties of entropy
that
∫
fˆ(OσC′(πR,R(θ))) · SC
σ
C′(πR,R(θ))µS(dθ) =
∫
fˆ(OσC′(θ)) ·SC
σ
C′(θ)µS(dθ).
Now, let C′n = while
n(b = 0){C′′}. We can show (using Proposition 3 from
Appendix D and the Beppo Levi’s theorem) that∫
fˆ(OσC′(θ)) · SC
σ
C′(θ)µS(dθ) = sup
n
∫
fˆ(OσC′n(θ)) · SC
σ
C′n
(θ)µS(dθ).
Since fˆ has value 1 on all proper states and is 0 on state ↑, fˆ(OσC′n(θ)) = 1 if
OσC′(θ) is a proper state (that is, if C
′ terminates with initial state σ and entropy
θ) and fˆ(OσC′n(θ)) = 0 if C
′ does not terminate with θ. Thus, fˆ(OσC′n(θ)) = [θ ∈
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S1] + [θ ∈ S2] + . . . + [θ ∈ Sn−1], where Si is the set of entropies resulting in
termination after exactly i iterations7.
The score is only multiplied by k
k+1 in the last iteration, after which the
guard is satisfied. As long as the guard of the while-loop is false, the score stays
at 1. Thus, we have SC
[]
C(θ) = [θ ∈ S1]·
1
2 + [θ ∈ S2]·
2
3 + . . .+ [θ ∈ Sn]·
n
n+1 + [θ /∈
S1 ∪ . . . ∪ Sn]8.
Therefore, for each n,∫
fˆ(OσC′n(θ)) · SC
σ
C′n
(θ)µS(dθ) =
∫ n−1∑
k=1
k
k + 1
[θ ∈ Sk]µS(dθ)
=
n−1∑
k=1
k
k + 1
∫
[θ ∈ Sk]µS(dθ)
Now we need to calculate
∫
[θ ∈ Sk]µS(dθ) for each k. Observe that whether
θ ∈ Sk, depends only on parts of θ which are sampled from (that is, on sub-
entropies to which πU is applied). The value of [θ ∈ Sk] depends only on the
sub-entropies πp1(θ), . . . , πpk(θ), where p1, . . . , pk are the paths leading to values
sampled in subsequent iterations. An entropy θ leads to termination in the k-th
step if πU (πp1(θ)) ≥
1
4 , . . . , πU (πpk−1(θ)) ≥
1
k2
and πU (πpk(θ)) ≤
1
(k+1)2 . Thus,
by the definition of entropy, we have∫
[θ ∈ Sk]µS(dθ) =
∫ [
πU (πp1(θ)) ≥
1
4
]
· . . . ·
[
πU (πpk−1 (θ)) ≥
1
k2
]
·
[
πU (πpk(θ)) ≤
1
(k+1)2
]
µS(θ)
=
∫
· · ·
∫ [
πU (πp1 (θ)) ≥
1
4
]
· . . . ·
[
πU (πpk−1(θ)) ≥
1
k2
]
·
[
πU (πpk(θ)) ≤
1
(k+1)2
]
µS(θp1) . . . µS(θpk)
=
∫
· · ·
∫ [
v1 ≥
1
4
]
· . . . ·
[
vk−1 ≥
1
k2
]
·
[
vk ≤
1
(k+1)2
]
µL(dv1) . . . µL(dvk)
=
(
k−1∏
i=1
(i+1)2−1
(i+1)2
)
·
1
(k+1)2
=
1
2
·
1
k · (k+1)
.
7 The reason the last set is Sn−1 and not Sn is that while
1(φ){C′′} = C′′; diverge
if φ is true, so whilen(θ){C′′} only terminates if the loop body is executed at most
n− 1 times.
8 This time, the last set is Sn, because the score statement will be executed even if
the loop body is followed by diverge.
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Hence,
∑n−1
k=1
k
k+1
∫
[θ ∈ Sk]µS(dθ) =
1
2 ·
∑n−1
k=1
1
(k+1)2 , so we have∫
fˆ(O
[]
C(θ)) · SC
[]
C(θ)µS(dθ) =
∫
fˆ(OσC′(θ)) · SC
σ
C′(θ)µS(dθ)
= sup
n
∫
fˆ(OσC′n(θ)) · SC
σ
C′n
(θ)µS(dθ)
=
1
2
∞∑
k=1
1
k · (k + 1)
=
π2
12
−
1
2
This is exactly the result we obtained with the weakest preexpectation seman-
tics in Example 2. The correspondence between the weakest preexpectation and
operational semantics is the topic of the next section.
5 Equivalence of wp and operational semantics
The aim of this section is to show that the weakest preexpectation semantics of
PL is equivalent to its operational semantics. This property is formalised by two
theorems which relate the wp and wlp semantics to the operational semantics.
The first result asserts that the expected value of an arbitrary function f defined
by the weakest preexpectation operator equals the expected value of f computed
as an integral of f with respect to the distribution induced by the operational
semantics.
Theorem 1. For all measurable functions f : Ωσ → R+, PL programs C and
initial states σ ∈ Ωσ:
wp[[C]](f)(σ) =
∫
f(τ)[[C]]σ(dτ).
Proof. By Lemma 10, it suffices to prove that for all f :∫
fˆ(OσC(θ)) · SC
σ
C(θ)µS(dθ) = wp[[C]](f)(σ).
This can be proven by induction on the structure of C. The detailed proof can be
found in Appendix E. The proof makes use of several compositionality properties
of the operational semantics and properties of finite approximations of while-
loops, which are also proven in the appendix. A key insight used in the proof
is that Beppo Levi’s theorem can be used to express the expectation of f with
respect to a while-loop as the limit of expectations of f with respect to finite
approximations of the loop. ⊓⊔
The second main theorem of this paper states that the weakest liberal preex-
pectation of a non-negative function f bounded by 1 is equivalent to the expected
value of f with respect to the distribution defined by the operational semantics
plus the probability of divergence weighted by scores.
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Theorem 2. For every measurable non-negative function f : Ωσ → R+ with
f(σ) ≤ 1 for all states σ, PL program C and initial state σ ∈ Ωσ:
wlp[[C]](f)(σ) =
∫
f(τ) · [[C]]σ|Ωσ(dτ) +
∫
[OσC(θ) = ↑] · SC
σ
C(θ)µS(dθ)︸ ︷︷ ︸
probability of divergence
multiplied by the score
.
Proof. By induction on the structure of C. Details in Appendix E. ⊓⊔
Corollary 1. For every PL program C and state σ:
wlp[[C]](1)(σ) =
∫
SCσC(θ)µS(dθ).
6 Related work
Semantics of languages for Bayesian inference. Research on the semantics of
probabilistic programs dates back to the pioneering work by Saheb-Djahromi
[32] and Kozen [24], among others. However, this early work is mostly motivated
by applications such as the analysis of randomised algorithms, so the languages
involved mostly only supported discrete distributions and did not allow condi-
tioning.
A recent explosion of popularity of machine learning, and the rise of proba-
bilistic programming as a tool for Bayesian inference, have sparked a new line
of work on semantics of languages with continuous random draws and condi-
tioning. An early example of such work is the paper by Park et al. [31], who
present an operational semantics for a higher-order language with conditioning,
parametrised by an infinite trace of random values. Borgstro¨m et al. [6] define a
denotational semantics of a first-order language with both discrete and contin-
uous distributions, which also supports conditioning, including zero-probability
observations. Nori et al. [28] define a denotational semantics of an imperative
language with (hard) conditioning, similar to the weakest preexpectation se-
mantics; they however do not consider possible program divergence. Toronto et
al. [37] present a denotational semantics for a first-order functional language
which interprets programs as deterministic functions on the source of random-
ness. Huang and Morrisett [16] define a semantics for a first-order language,
restricted to computable operations. Heunen et at. [15] present a denotational
semantics of a higher-order functional language with continuous random draws
and conditioning. They manage to overcome the well-known problem with mea-
surability of higher-order function application [2] by replacing standard Borel
spaces with so-called quasi-Borel spaces. This idea, simplifying the authors’ pre-
vious work [35], has since gained a lot of attraction in the community: S´cibior et
al. [33] use quasi-Borel spaces to prove correctness of sampling-based inference
algorithms, while Va´ka´r et al. [38] define a domain theory for higher-order func-
tional probabilistic programs, which extends the quasi-Borel space approach to
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programs with higher-order recursion and recursive types. A different approach
is followed in a recent paper by Dahlqvist and Kozen [9], who define a semantics
of a probabilistic language with conditioning in terms of Banach spaces.
The operational semantics presented in this chapter is strongly inspired by
the semantics of Borgstro¨m et al. [5] and Wand et al. [39], both defined for
functional programs. The former define a measure on program outcomes by
integrating functions similar to ourO and SC, defined in terms of an operational
semantics, with respect to a stock measure on traces of random values. The latter
use a similar approach, but define their operational semantics in terms of infinite
entropies instead of finite traces, and use continuations to fix evaluation order
and split entropies between continuations consistently.
Program divergence. Another line of research on probabilistic programs, coming
mostly from the algorithms and program verification community and inspired
by earlier papers by Kozen [24] and McIver et al. [27], has focused on extend-
ing Dijkstra’s weakest precondition calculus to probabilistic programs. In this
line of work, correct handling of diverging programs has been a key issue from
the start. Recent developments [13, 22, 7] focus on problems such as analysing
runtimes, almost-sure termination (and variants thereof) and outcomes of al-
gorithms. A weakest preexpectation semantics for recursive imperative proba-
bilistic programs is given by Olmedo et al. [30]. Olmedo et al. [29] also extend
the weakest preexpectation calculus to programs with hard conditioning and
possible divergence, but their semantics only supports discrete distributions.
Combining continuous distributions, conditioning and divergence. The issue of
program divergence has so far mostly been disregarded when defining seman-
tics of Bayesian probabilistic programs, with most authors assuming that their
semantics is only applicable to almost-surely terminating programs. Conversely,
semantics designed to handle diverging programs usually did not support condi-
tioning, and when they did, they were not applicable to programs with contin-
uous distributions.
To our best knowledge, the only existing semantics supporting the combina-
tion of divergence, continuous random draws, and conditioning is the recent work
by Bichsel et al. [3]. The authors define a semantics of an imperative probabilis-
tic language with continuous and discrete distributions and hard conditioning,
in which the probability of failing a hard constraint, the probability of an execu-
tion error and the probability of divergence are defined explicitly. The semantics
calculates probability measures on final program states and the above exceptions
are treated as special states, like  and ↑ in our semantics.
Technically, the semantics in [3] is a superset of our semantics. A normalised
expectation of the form wp[[C]](f)(σ0)
wlp[[C]](1)(σ0)
can be defined in their semantics as∫
Ωσ
f(τ)[[C]](σ0)(dτ)
[[C]](σ0)(Ωσ) + [[C]](σ0)(↑)
where [[C]](σ0) is the measure on final states of program C with initial state σ0, as
defined by the semantics, and Ωσ is the set of proper states (excluding errors and
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divergence). However, we believe that extending the well-studied framework of
weakest preexpectations to the continuous case is still a significant contribution,
as it allows using established techniques, not applicable to the semantics in [3],
to analyse programs with continuous distributions, conditioning, in the presence
of possible program divergence.
7 Epilogue
In this paper, we have considered a probabilistic while-language that contains
three important ingredients: (a) sampling from continuous probability distribu-
tions, (b) soft and hard conditioning, and (c) program divergence. We have pro-
vided a weakest (liberal) preexpectation semantics for our language and showed
that soft conditioning can be encoded by hard conditioning. The wp-semantics
is complemented by an operational semantics using the concept of entropies.
The main results of this paper are the correspondence theorem between the wp-
semantics (and wlp-semantics) and the operational semantics. The paper has
been written in a tutorial-like manner with various illustrative examples.
Let us conclude with a short discussion. The interplay between divergence
and conditioning is intricate. For the discrete probabilistic setting, this has been
extensively treated in [29]. Intuitively speaking, the problem is how conditioning
is taken into account by program runs that diverge and never reach the score
statement. Consider the program:
t := 1;
x := U;
if (x > 0.5) {
while(true) { t := t+1; }
}
score(softeq(t, 1));
return t;
This program terminates with probability 1/2 with t = 1, and with the same
probability diverges increasing t ad infinitum. One would perhaps expect the
expected value of t to be 1, as the possibility of t going to infinity should
be discarded by the score statement. However, for any function f , we have
wp(while(true){t = t+1})(f) = 0 and wlp(while(true){t = t+1})(f) = 1.
Hence, the expected value of t (for the empty initial state) will be:
wp[[C]](λσ .t)([])
wlp[[C]](λσ .t)([])
=
1/2
1
=
1
2
.
A Basics of measure theory
This section presents the basic definitions of measure theory used throughout
this of the paper. For a more thorough introduction to measure theory, please
consult one of the standard textbooks such as [4].
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Measurable spaces
Definition 2. A σ-algebra Σ on a set Ω is a set consisting of subsets of Ω
which satisfies the following properties:
– ∅ ∈ Σ
– If A ∈ Σ, then Ω \A ∈ Σ (closure under complements)
– If Ai ∈ Σ for all i ∈ N, then
⋃
i∈N Ai ∈ Σ (closure under countable unions)
The tuple (Ω,Σ) of a set Ω and its σ-algebra Σ is called a measurable space. A
set A ∈ Σ is called a measurable set.
Definition 3. A σ-algebra on a set Ω generated by a set S of subsets of Ω is
the smallest σ-algebra containing S.
Definition 4. A countably generated σ-algebra on Ω is a σ-algebra generated
by a countable set of subsets of Ω
Definition 5. If (Ω1, Σ1) and (Ω2, Σ2) are measurable spaces, the product of
the σ-algebras Σ1 and Σ2 is the σ-algebra Σ1 ⊗Σ2 on Ω1 ×Ω2 defined as Σ1 ⊗
Σ2 = σ({(A1 × A2 | A1 ∈ Σ1, A2 ∈ Σ2}). This definition extends naturally to
arbitrary finite products of measures.
Definition 6. A Borel σ-algebra R on R is the σ-algebra generated by the set
of open intervals (a,∞) for a ∈ R. A Borel σ-algebra Rn on Rn is the n-fold
product of R.
Measures
Definition 7. A measure on the measurable space (Ω,Σ) is a function µ : Σ 7→
R+ such that µ(∅) = 0 and for any collection of pairwise disjoint sets A1, A2, . . . ,
µ(
⋃
i∈NAi) =
∑
i∈N µ(Ai) (i.e. µ is countably additive).
Definition 8. A product µ1 ⊗ µ2 of measures µ1 and µ2 on (Ω1, Σ1) and
(Ω2, Σ2), respectively, is the unique measure on (Ω1×Ω2, Σ1×Σ2) which satisfies
(µ1 ⊗ µ2)(A1 × A2) = µ1(A1)µ2(A2) for all A1 ∈ Σ1, A2 ∈ Σ2. This definition
extends naturally to finite products of higher dimensions.
Definition 9. The Lebesgue measure on (R,R) is the unique measure µL which
satisfies µL([a, b]) = b−a for all a, b ∈ R such that b ≥ a. The Lebesgue measure
on (Rn,Rn) is the n-fold product of µL.
Definition 10. A probability measure on (Ω,Σ) is a measure µ such that
µ(Ω) = 1. A subprobability measure on (Ω,Σ) is a measure µ with µ(Ω) ≤ 1.
Definition 11. A measure µ on (Ω,Σ) is σ-finite if there exists a sequence of
sets Ai ∈ Σ such that Ai ⊆ Ai+1 for all i and µ(Ai) <∞ and Ω =
⋃
i∈NAi.
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Measurable functions and integrals
Definition 12. A function f between measurable spaces (Ω1, Σ1) and (Ω2, Σ2)
is measurable Σ1/Σ2 if for all B ∈ Σ2, f
−1(B) ∈ Σ1. If the σ-algebras Σ1 and
Σ2 are clear from the context, we will simply call f measurable.
Definition 13. For a measurable space (Ω,Σ), a simple function g : Ω → R+
is a measurable Σ/R function with a finite image set, which can be expressed as
g(x) = Σni=1αi[x ∈ Ai], where Ai = f
−1(α1). The Lebesgue integral of a simple
function g(x) = Σni=1αi[x ∈ Ai] with respect to a measure µ on (Ω,Σ) is defined
as: ∫
g(x)µ(dx) =
n∑
i=1
αiµ(Ai)
The Lebesgue integral of any measurable function f is then defined as the limit
of integrals of simple functions pointwise smaller than f :∫
f(x)µ(dx) = sup
{∫
g(x)µ(dx) | g simple, g ≤ f
}
Theorem 3 (Beppo Levi). Let fi : X → R+ be a (pointwise) non-decreasing
sequence of positive measurable functions and let f = limn→∞
∫
fi be the point-
wise limit of the sequence.Then f is measurable and∫
f dµ = lim
n→∞ fn dµ
The same holds for non-increasing sequences, provided that
∫
f0 dµ <∞.
Note that the limit and supremum of a non-decreasing sequence coincide.
limit and infimum of a non-increasing sequence also coincide.
Metric and topological spaces
Definition 14. A metric on a set Ω is a function d : Ω × Ω → R+ such that
d(x, x) = 0 and d(x, y) + d(y, z) ≥ d(x, z) for all x, y, z ∈ Ω. The pair (Ω, d) is
called a metric space.
Definition 15. If (Ω, d) is a metric space, A ⊆ Ω is open if every element
x ∈ A has a neighbourhood which is completely enclosed in A, i.e. there exists
ǫ > 0 such that {y ∈ Ω | d(x, y) < ǫ} ⊆ A.
Definition 16. If (Ω1, d1) and (Ω2, d2) are metric spaces, then a product of
(Ω1, d1) and (Ω2, d2) is the metric space (Ω1 × Ω2, d12), where d12 is the Man-
hattan product of metrics d1 and d2, defined as
d12((x1, y1), (x2, y2)) = d1(x1, y1) + d2(x2, y2).
This definition naturally extends to finite products of higher dimensions.
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A product of topological spaces can also be defined using the standard Eu-
clidean product metric d12((x1, y1), (x2, y2)) =
√
d1(x1, y1)2 + d2(x2, y2)2, both
metrics induce the same topologies. We use Manhattan products as they are
easier to work with.
Definition 17. A topology on a set Ω is a set O of subsets of Ω such that
– ∅ ∈ O
– Ω ∈ O
– For all O1, . . . , On ∈ O, O1 ∩O2 ∩ · · · ∩On ∈ O
– If Oi ∈ O for all i ∈ N, then
⋃
n∈NOi ∈ O.
The pair (Ω,O) is called a topological space and the elements of the topology O
are called open sets.
Definition 18. If (Ω1,O1) and (Ω2,O2) are topological spaces, then a product
of (Ω1, d1) and (Ω2, d2) is the metric space (Ω1×Ω2,O1×O2), where the product
of topologies O1×O2 is the smallest topology on Ω1×Ω2 which makes both left and
right projections continuous. This definition naturally extends to final products
of higher dimensions.
Definition 19. A function f between metric spaces (Ω1, d1) and (Ω2, d2) is
continuous if for every x ∈ Ω1 and ǫ > 0, there exists δ such that for all y ∈ Ω1,
if d1(x, y) < ǫ, then d2(f(x), f(y)) < δ.
Definition 20. A function f between topological spaces (Ω1,O1) and (Ω2,O2)
is continuous if for every open set O ∈ O2, f−1(O) ∈ O1.
From metric to measurable spaces
Definition 21. A topology on Ω induced by a metric d is the smallest topology
which contains all open sets of the metric space (Ω, d).
Definition 22. The Borel σ-algebra B(Ω,O) is the σ-algebra generated by a
topology O on Ω.
Definition 23. We call the Borel σ-algebra on Ω generated by the topology in-
duced by the metric d the σ-algebra induced by d. We denote such a σ algebra
by B(Ω, d).
The following lemmas are well-established results:
Lemma 11. If O1 and O2 are, respectively, topologies on Ω1 and Ω2 induced
by metrics r1 and r2, and a function f between the metric spaces (Ω1, d1) and
(Ω2, d2) is continuous, then f is also continuous as a function between topological
spaces (Ω1,O1) and (Ω2,O2).
Lemma 12. If f is a continuous function between topological spaces (Ω1,O1)
and (Ω2,O2) and Σ1 and Σ2 are the Borel σ-algebras on, respectively, Ω1 and
Ω2 generated by topologies O1 and O2, then the function f is measurable.
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Corollary 2. If (Ω1, d1) and (Ω2, d2) are metric spaces and f is a continuous
function from Ω1 to Ω2, then f is measurable B(Ω1, d1)/B(Ω2, d2)
Lemma 13. If (Ω1, d1) and (Ω2, d2) are separable metric spaces, then for the
Manhattan product d12 of metrics d1 and d2
B(Ω1 ×Ω2, d12) = B(Ω1, d1)× B(Ω2, d2)
Corollary 3. If (Ω1, d1), (Ω2, d2), (Ω3, d3) and (Ω4, d4) are separable met-
ric spaces and f is a continuous function from Ω1 × Ω2 to Ω3 × Ω4 (with
respect to corresponding product metrics) then f is measurable B(Ω1, d1) ×
B(Ω2, d2)/B(Ω3, d3)× B(Ω4, d4).
All the above results extend naturally to arbitrary finite products.
B Basics of domain theory
This section includes some basic definitions from domain theory which are re-
quired to understand the paper. For readers wanting a more complete, tutorial-
style introduction, there are many resources available, including [17] and [1].
Please note that we use the notions of ω-complete partial order and ω-
continuity, defined in terms of countable sequences of increasing values (ω-
chains), rather than the more general notions of complete partial order (requiring
existence of suprema of directed sets) and continuity (requiring the given func-
tion to preserve suprema of all subsets of the domain). While ω-completeness
and ω-continuity are technically weaker than completeness and continuity, re-
spectively, they are sufficient for our purposes, as they allow applying the Kleene
Fixpoint Theorem.
Definition 24 (Partially-ordered set). A partially-ordered set is a pair (D,⊑
) of set D and relation ⊑ such that:
– For each a ∈ D, a ⊑ a (reflexiveness)
– For each a, b, c ∈ D, if a ⊑ b and b ⊑ c, then a ⊑ c (transitivity)
– For each a, b ∈ D, if a ⊑ b and b ⊑ a, then a = b (antisymmetry)
Definition 25 (ω-chain and its supremum). A ω-chain in a partially-ordered
set (D,⊑) is an infinite sequence d0, d1, d2, . . . such that for all i, di ∈ D and
di ⊑ di+1. The supremum supi di of a chain d0, d1, d2, . . . is the supremum of
the set {d0, d1, d2, . . . } of elements of the chain.
Definition 26 (ω-complete partial order). A ω-complete partial order (ω-
cpo) is a partial order (D,⊑) such that for each ω-chain d0, d1, d2, . . . in (D,⊑),
the supremum supi di exists in D.
Definition 27 (Monotone function). A function f : D → D′ between ω-cpos
(D,⊑) and (D′,⊑′) is monotone if f(d) ⊑′ f(d′) for each d, d′ ∈ D such that
d ⊑ d′.
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Definition 28 (ω-continuous function). A function f : D → D′ between ω-
cpos (D,⊑) and (D′,⊑′) is ω-continuous if it is monotone and for each ω-chain
d0, d1, d2, . . . in (D,⊑), f(supi di) = supi f(di).
Note that in the definition above, the requirement that f is monotone ensures
that f(d0), f(d1), f(d2), . . . is a ω-chain.
Definition 29 (Least fixpoint). Let (D,⊑) be a ω-cpo and f : D → D a
function on (D,⊑). A fixpoint of f is an element d ∈ D such that f(d) = d. A
least fixpoint of f is a fixpoint d0 of f such that for all other fixpoints d of f ,
d0 ⊑ d.
Theorem 4 (Kleene Fixpoint Theorem). Let (D,⊑) be a ω-cpo and f : D →
D a ω-continuous function. Then f has a least fixpoint, which is the supremum
of the chain ⊥, f(⊥), f(f(⊥)), . . . , that is, supi f
i(⊥).
C Proofs for the wp and wlp semantics
In order to prove that wp[[C]](f) is measurable for all f , we first need to prove
that the state update λ(x, σ,E).σ[x 7→ σ(E)] is measurable. Since states are a
new structure, not discussed in the proofs of measurability in [36], we present
the proof in more detail than other measurability proofs in this paper.
We define a metric dN on variables as dN (x, x) = 0 and dN (x, y) = ∞ for
x 6= y. The metric space (N , dN ) induces the usual discrete σ-algebra on N .
Lemma 14. The update function h : N×Ωσ×(R⊎Z)→ Ωσ defined by h(x, σ, v) =
σ[x 7→ v], is measurable.
Proof. We prove that this function is continuous, which implies measurabil-
ity. Take x1, x2 ∈ N , σ1, σ2 ∈ Ωσ and V1, V2 ∈ R ⊎ Z. If dom(σ1) 6= dom(σ2)
then dσ(σ1, σ2) = ∞, so trivially dσ(h(x1, σ1, V1), h(x2, σ2, V2)) ≤ dN (x1, x2) +
dσ(σ1, σ2) + dT (V1, V2) = ∞. The same holds when x1 6= x2 (which implies
dN (x1, x2) = ∞). The inequality also immediately holds if V1 ∈ R and V2 ∈ Z
(or vice versa), because then dT (V1, V2) =∞.
Now, suppose that x1 = x2 = x, dom(σ1) = dom(σ2) = {y1, . . . , yn} and
either V1, V2 ∈ R or V1, V2 ∈ Z. Now, if x = yk for some k, then
dσ(h(x, σ1, V1), h(x, σ2, V2)) =
∑
i∈1..n,i6=k
dT (σ1(yi), σ2(yi)) + dT (V1, V2)
≤
∑
i∈1..n
dT (σ1(yi), σ2(yi)) + dT (V1, V2)
= dσ(σ1, σ2) + dT (V1, V2) + dN (x, x)
If x 6= xk for any k, we simply have:
dσ(h(x, σ1, V1), h(x, σ2, V2)) =
∑
i∈1..n
dT (σ1(yi), σ2(yi)) + dT (V1, V2)
= dσ(σ1, σ2) + dT (V1, V2) + dN (x, x)
Thus, hx is continuous, and so measurable. ⊓⊔
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Restatement of Lemma 3 For every program C, the function wp[[C]](·)
is ω-continuous. Moreover, for every measurable f : Ωσ → R+, wp[[C]](f)(·) is
measurable.
Proof (of Lemma 3). By induction on the structure of C. The continuity part
of the proof is largely similar to the proof of the analogous property in [13],
with additional care needed because of the use of Lebesgue integration. We need
to show that for any C and any ω-chain f1 ≤ f2 ≤ f3 . . . , wp[[C]](supi fi) =
supi wp[[C]](fi) and that wp[[C]](f) is measurable for any measurable f .
– Case C = x :≈ U :
• Continuity:
wp[[C]](sup
i
fi) = λσ.
∫
[0,1]
(sup
i
fi)(σ[x 7→ v])µL(dv)
(by Beppo Levi’s theorem) = λσ. sup
i
∫
[0,1]
fi(σ[x 7→ v])µL(dv)
(sup taken wrt pointwise ordering) = sup
i
λσ.
∫
[0,1]
fi(σ[x 7→ v])µL(dv)
= sup
i
wp[[C]](fi)
• Measurability:
We have
wp[[C]](f) = λσ.
∫
[0,1]
g(x, σ, v)µL(dv)
where g(x, σ, v) = f(σ[x 7→ v]). Now, take h(x, σ, v) = σ[x 7→ v]. Then
g = f ◦ h. We know that substitutions are measurable (Lemnma 14),
so h is measurable. This means that g is measurable, as it is a com-
position of measurable functions. Thus, by the Fubini-Tonelli theorem,
λσ.
∫
[0,1]
g(x, σ, v)µL(dv) is measurable, so wp[[C]](f) is measurable.
– Case C = score(E):
• Continuity:
wp[[C]](sup
i
fi) = λσ. [σ(E) ∈ (0, 1]]σ(E) · (sup
i
fi)(σ)
(multiplying by a constant preserves sup) = λσ. sup
i
([σ(E) ∈ (0, 1]]σ(E) · fi(σ))
(sup taken wrt pointwise ordering) = sup
i
λσ. [σ(E) ∈ (0, 1]]σ(E) · fi(σ)
= sup
i
wp[[C]](fi)
• Measurability:
We have wp[[C]](f) = λσ. [σ(E) ∈ (0, 1]]σ(E) · f(σ). The substitution
σ(E) is measurable by assumption (as a function of σ). Meanwhile,
[σ(E) ∈ (0, 1]] is a composition of the measurable function σ(E) and
the indicator function of the measurable set (0, 1], which is obviously
measurable. Finally, f is measurable by assumption, so the pointwise
product of these three functions is measurable.
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– Case C = observe(φ):
• Continuity:
wp[[C]](sup
i
fi) = λσ.[σ(φ)](sup
i
fi)(σ)
(multiplying by a constant preserves sup) = λσ. sup
i
([σ(φ)]fi(σ))
(sup taken wrt pointwise ordering) = sup
i
λσ. [σ(φ)]fi(σ)
= sup
i
wp[[C]](fi)
• Measurability:
We have wp[[C]](f) = λσ.[σ(φ)]f(σ). The function σ.[σ(φ)] is measurable
by assumption (we only allow measurable predicates in the language),
and f is measurable by assumption of the lemma, hence their pointwise
product is measurable.
– Case C = (x := E):
• Continuity:
wp[[C]](sup
i
fi) = λσ.(sup
i
fi)(σ[x 7→ σ(E)])
(sup taken wrt pointwise ordering) = λσ. sup
i
fi(σ[x 7→ σ(E)])
(sup taken wrt pointwise ordering) = sup
i
λσ.fi(σ[x 7→ σ(E)])
= sup
i
wp[[C]](fi)
• Measurability:
We have wp[[C]](f) = λσ.f(σ[x 7→ σ(E)]). This can be represented as
a composition of functions λσ.f ◦ F2 ◦ F1(σ), where F1(σ) = (σ, σ(E))
and F2(σ, V ) = σ[x 7→ V ]. The function F1 is measurable, because the
identity function λσ.σ is trivially measurable, and λσ.σ(E) is measurable
by assumption, so both components of F1 are measurable. The function
F2 is measurable by Lemma 14. Hence, wp[[C]](f) is measurable as a
composition of measurable functions.
– Case C = while(φ){C′}:
• Continuity: We have:
wp[[C]](sup
i
fi) = wp[[while(φ){C
′}]](sup
i
fi)
= lfp X.[¬φ](sup
i
fi) + [φ]wp[[C
′]](X)
Take Φf (X) = [¬φ]f+[φ]wp[[C′]](X). By induction hypothesis, wp[[C′]](·)
is continuous, so Φf (·) is continuous for all f : Ωσ → R+. Moreover, it
can be easily checked that for any X , f 7→ Φf (X) is continuous as a
function of f (which means that f 7→ Φf is continuous). Thus,
wp[[C]](sup
i
fi) = sup
n
Φnsupi fi(0) = sup
n
(sup
i
Φfi)
n(0)
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By Theorem 2.1.19.2 from [1], the function Φ 7→ supn Φ
n(0) is continu-
ous. If f1, f2, . . . is an increasing chain, then Φf1 , Φf2 , . . . is also an in-
creasing chain (because Φf is monotone in f). Thus, supn(supi Φfi )
n(0) =
supi(supn Φ
n
fi
(0)) = supi wp[[C]](fi), as required.
• Measurability:
The function Φf (X) = [¬φ](f) + [φ]wp[[C′]](X) is continuous for all
measurable f by the induction hypothesis, so by the fixpoint theorem
lfp X.Φf (X) exists in the domain of measurable functions.
– Case C = C1;C2:
• Continuity:
We have :
wp[[C]](sup
i
fi) = wp[[C1]](wp[[C2]](sup
i
fi))
By induction hypothesis, wp[[C2]](supi fi) = supi wp[[C2]](fi). The induc-
tion hypothesis also states that wp[[C2]](fi) is measurable for all mea-
surable fi, which also means that supi wp[[C2]](fi) is measurable. Hence,
wp[[C1]](supi wp[[C2]](fi)) is well-defined. By applying the induction hy-
pothesis again, we get wp[[C1]](supi wp[[C2]](fi)) = supi wp[[C1]](wp[[C2]](fi)),
as required.
• Measurability:
By induction hypothesis, wp[[C2]](f) is measurable, and so wp[[C1]](wp[[C2]](f))
is also measurable by induction hypothesis.
– The other cases are straightforward.
⊓⊔
D Proofs for the operational semantics
D.1 Properties of the operational semantics
This section consists of proofs of properties of the operational semantics which
are needed to prove Proposition 1.
Basic properites We begin by stating two basic properties: that reduction is
deterministic and that the weight always stays positive.
Lemma 15 (Evaluation is deterministic). For any configuration κ, if κ ⊢ κ′
and κ ⊢ κ′′, then κ′ = κ′′.
Lemma 16. If κ ⊢ κ′ and weight(κ) > 0, then weight(κ′) > 0.
Invariance of reduction relation The functions OσC and SC
σ
C are defined in
terms of reduction chains which start at configurations with K = [], n = 0 and
w = 1. However, in order to reason about evaluation of compositions of terms,
we need to deal with reduction sequences starting at intermediate configurations,
where this property does not hold. The following lemmas show that the reduction
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relation is preserved by modifying the initial and final step count, weight and
continuation.
Proving invariance of the semantics under step count and weight change is
straightforward:
Lemma 17. If 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θ′K , n + n
′, w′〉, then for
all w′′ > 0 and integer n′′ ≥ −n, 〈θ, C,K, σ, θK , n+ n′′, w′′w〉 ⊢∗ 〈θ′, C′,K ′, σ′,
θ′K , n+ n
′′ + n′, w′′w′〉.
Proof. Simple induction on n′. ⊓⊔
The rest of this section shows that the semantics is also preserved by extend-
ing the initial continuation. In the following lemmas, we write K@K ′ for the
concatenation of two continuations K and K ′ (recall that a continuation is a list
of expressions).
Lemma 18. – If 〈θ, C,K ′, σ, θK , n, w〉 ⊢ 〈θ′, C′,K ′′, σ′, θ′K , n+1, w
′〉 and σ′ 6=
 and (C,K ′) 6= (↓, []), then 〈θ, C,K ′@K,σ, θK , n, w〉 ⊢ 〈θ′, C′,K ′′@K,σ′,
θ′K , n+ 1, w
′〉.
– If 〈θ, C,K ′, σ, θK , n, w〉 ⊢ 〈θ′, C′,K ′′, , θ′K , n + 1, w
′〉 then 〈θ, C,K ′@K,σ,
θK , n, w〉 ⊢ 〈θ′, C′, [], , θ′K , n+ 1, w
′〉.
Proof. By inspection of the reduction rules. ⊓⊔
Lemma 19. If 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n + n
′, w′〉, then there
exists a unique nˆ ≤ n′ such that 〈θ, C,K, σ, θK , n, w〉 ⊢∗min 〈θ′, ↓, [], σ′, θ′K , n+ nˆ,
w′〉
Proof. Obvious. ⊓⊔
Lemma 20. If 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θ′K , n+n
′, w′〉 and (C′,K ′) 6=
(↓, []) and σ′ 6=  , then for all K ′′, 〈θ, C,K@K ′′, σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′@K ′′,
σ′, θ′K , n+ n
′, w′〉.
Proof. By induction on n′:
– Base case: n′ = 0: trivial
– Induction step: Let n′ > 0. Then we have 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ,
θˆK , n + 1, wˆ〉 ⊢∗ 〈θ′, C′,K ′, σ′, θ′K , n + n
′, w′〉. We now need to split on the
derivation of 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n+ 1, w〉.
• If 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n+1, wˆ〉 was derived with (seq),
then C = C1;C2, Kˆ = C2 :: K and we have 〈θ, C1;C2,K, σ, θK , n,
w〉 ⊢ 〈πL(θ), C1, C2 :: K,σ, πL(θ) :: θK , n + 1, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θ′K ,
n+ n′, w′〉.
By (seq), 〈θ, C1;C2,K@K ′′, σ, θK , n, w〉 ⊢ 〈πL(θ), C1, C2 :: K@K ′′, σ,
πL(θ) :: θK , n+ 1, w〉, and by the induction hypothesis, 〈πL(θ), C1, C2 ::
K@K ′′, σ, πL(θ) :: θK , n+ 1, wˆ〉 ⊢∗ 〈θ′, C′,K ′@K ′′, σ′, θ′K , n+ n
′, w′〉.
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• If 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n+1, wˆ〉 was derived with (pop),
then C = ↓ and K = C′ :: K ′′′ and we have 〈θ, ↓, C′ :: K ′′′, σ, θK , n,
w〉 ⊢ 〈πL(θK), C
′,K ′′′, σ, πR(θK), n + 1, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θ′K , n + n
′,
w′〉.
By (pop), 〈θ, ↓, C′ :: K ′′′@K ′′, σ, θK , n, w〉 ⊢ 〈πL(θK), C′,K ′′′@K ′′, σ,
πR(θK), n + 1, w〉, and by induction hypothesis, 〈πL(θK), C′,K ′′′@K ′′,
σ, πR(θK), n+ 1, w〉 ⊢∗ 〈θ′, C′,K ′@K ′′, σ′, θ′K , n+ n
′, w′〉.
• Otherwise, we have Kˆ = K and by inspection of the reduction rules,
〈θ, C,K@K ′′, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ,K@K ′′, σˆ, θˆK , n + 1, wˆ〉, so the result
follows immediately by applying the induction hypothesis (note that
(C′,K ′) 6= (↓, []) implies that 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n+
1, wˆ〉 is not derived with (final)).
⊓⊔
Corollary 4. If 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θ′K , n+n
′, w′〉 and σ′ 6=  
and (C′,K ′) 6= (↓, []), then for all w′′ > 0, integer n′′ ≥ −n and K ′′, 〈θ, C,
K@K ′′, σ, θK , n+ n′′, w′′w〉 ⊢∗ 〈θ′, C′,K ′@K ′′, σ′, θ′K , n+ n
′′ + n′, w′′w′〉.
The reason we added the condition (C′,K ′) 6= (↓, []) to the premise of
Lemma 20 is that in our semantics, a “final” configuration with statement ↓
and empty continuation reduces to itself (by the (final) rule) infinitely. If we re-
placed [] with some non-empty continuation K, the rule (pop) would be applied
instead of (final) and the reduction would be completely different. The statement
〈θ, C,K, σ, θK , n, w〉 ⊢
∗ 〈θ′, ↓, [], σ′, θ′K , n+ n
′, w′〉 says nothing about how many
times the rule (final) was applied at the end, so we do not know what the final
configuration after n′ steps would be if we appended some continuation K ′ to
K.
Because of that, we need to treat the case (C′,K ′) = (↓, []) separately. We
first introduce some new notation: we write 〈θ, C,K, σ, θK , n, w〉 ⊢∗min 〈θ′, ↓, [],
σ′, θ′K , n+ n
′, w′〉 if 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n+ n
′, w′〉 and there
is no n′′ < n′ such that 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′′, ↓, [], σ′′, θ′′K , n + n
′′, w′′〉
(or, equivalently, 〈θ, C,K, σ, θK , n, w〉 ⊢
∗ 〈θ′, ↓, [], σ′, θ′K , n + n
′, w′〉 was derived
without (final)).
Lemma 21 (Evaluation with continuation). If 〈θ, C, [], σ, θK , n, w〉 ⊢∗min 〈θ
′,
↓, [], σ′, θ′K , n+ n
′, w′〉 and σ′ 6=  , then 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, ↓,K, σ′, θ′K ,
n+ n′, w′〉.
Proof. We will prove a more general statement:
If 〈θ, C,K ′, σ, θK , n, w〉 ⊢∗min 〈θ′, ↓, [], σ′, θ′K , n+ n
′, w′〉, then 〈θ, C,K ′@K,σ,
θK , n, w〉 ⊢∗ 〈θ′, ↓,K, σ′, θ′K , n+ n
′, w′〉,
by induction on n′:
– Base case: n′ = 0: This implies that C = ↓ and w′ = w and K ′ = [] and
θ′K = θK , so the result follows trivially.
– Induction step: for n′ > 0, we have 〈θ, C,K ′, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ ′, σˆ, θˆK ,
n+1, wˆ〉 ⊢∗min 〈θ′, ↓, [], σ′, θ′K , n+n
′, w′〉, where (C,K ′) 6= (↓, []), as otherwise
the configuration would reduce in 0 steps.
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By Lemma 18, 〈θ, C,K ′@K,σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ ′@K, σˆ, θˆK , n+ 1, wˆ〉 and
by induction hypothesis, 〈θˆ, Cˆ, Kˆ ′@K, σˆ, θˆK , n + 1, wˆ〉 ⊢∗ 〈θ′, ↓,K, σ′, θ′K ,
n+ 1 + (n′ − 1), w′〉, which ends the proof.
⊓⊔
Corollary 5. If 〈θ, C, [], σ, θK , n, w〉 ⊢∗min 〈θ
′, ↓, [], σ′, θK , n+ n′, w′〉 and σ′ 6=  ,
then 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, ↓,K, σ′, θK , n+ n′, w′〉.
We also need to show that reductions leading to a failed observation are also
preserved when appending a continuation.
Lemma 22. If 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], , θ′K , n + n
′, w′〉 then for all
K ′′, 〈θ, C,K@K ′′, σ, θK , n, w〉 ⊢∗ 〈θ′, C′, [], , θ′K , n+ n
′, w′〉.
Proof. If n′ = 0, the result follows trivially.
If n′ > 0, then we have σ 6=  (otherwise the initial configuration would not
reduce), and so the last rule in the derivation of 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, C′,
K ′, , θ′K , n+ n
′, w′〉 must have been (condition-false).
Hence, 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, observe(φ), Kˆ, σ′, θ′K , n + n
′ − 1, w′〉 ⊢
〈θ′, ↓, [], , θ′K , n + n
′, w′〉, where σ′ 6=  and σ′(φ) = false. By Lemma 20,
〈θ, C,K@K ′′, σ, θK , n, w〉 ⊢∗ 〈θ′, observe(φ), Kˆ@K ′′, σ′, θ′K , n + n
′ − 1, w′〉. By
applying (condition-false) again, we get 〈θ′, observe(φ), Kˆ@K ′′, σ′, θ′K , n+n
′−1,
w′〉 ⊢ 〈θ′, ↓, [], , θ′K , n+ n
′, w′〉, as required. ⊓⊔
Lemma 23. If C1 6= C′1;C
′′
1 and 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢
∗ 〈θ′, ↓, [],
 , θ′K , n, w〉, then 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢
∗ 〈θ′, ↓, [], , θ′K , n+ 1, w〉.
Proof. By Lemma 22 〈πL(θ), C1, [C2], σ, πR(θ) :: θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], , θ′K , n,
w〉. As 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢ 〈πL(θ), C1, [C2], σ, πR(θ) :: θK , 1, 1〉 by (seq),
Lemma 17 yields 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], , θ′K , n+ 1, w〉. ⊓⊔
Sequencing We now use the above results to relate the final and intermediate
configurations in the reduction of a statement C1 to the intermediate configura-
tions reached when reducing C1;C2.
Lemma 24 (Context evaluation for simple sequencing). If C1 6= C′1;C
′′
1
and 〈θ, C1, [], σ, θK , n, w〉 ⊢
∗
min 〈θ
′, ↓, [], σ′, θK , n+ n′, w′〉 and σ′ 6=  , then
〈θ::πL(θK), C1;C2, [], σ, πR(θK), n, w〉 ⊢∗ 〈πL(θK), C2, [], σ′, πR(θK), n + n′ + 2,
w′〉.
Proof. By (seq): 〈θ::πL(θK), C1;C2, [], σ, πR(θK), n, w〉 ⊢ 〈θ, C1, [C2], σ, θK , n+1,
w〉.
By Lemma 21 (and the fact that we can change n): 〈θ, C1, [C2], σ, θK , n+ 1,
w〉 ⊢∗ 〈θ′, ↓, [C2], σ′, θK , (n+ 1) + n′, w′〉.
By (pop), 〈θ′, ↓, [C2], σ′, θK , (n + 1) + n′, w′〉 ⊢ 〈πL(θK), C2, [], σ′, πR(θK),
(n+ 1) + n′ + 1, w′〉, as required. ⊓⊔
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Lemma 25. If C1 6= C′1;C
′′
1 and 〈θ, C1, [], σ, θK , n, w〉 ⊢
∗ 〈θ′, C′,K, σ′, θ′K , n +
n′, w′〉 and σ′ 6=  and (C′,K ′) 6= (↓, []), then 〈θ::πL(θK), C1;C2, [], σ, πR(θK),
n, w〉 ⊢∗ 〈θ′, C′,K@[C2], σ′, θ′K , n+ n
′ + 1, w′〉.
Proof. By (seq), we have 〈θ::πL(θK), C1;C2, [], σ, πR(θK), n, w〉 ⊢ 〈θ, C1, [C2], σ,
θK , n+1, w〉. Then, by Corollary 4, 〈θ, C1, [C2], σ, θK , n+1, w〉 ⊢∗ 〈θ′, C′,K@[C2],
σ′, θ′K , n+ n
′ + 1, w′〉, as required. ⊓⊔
Splitting a sequence evaluation We now show that if a sequence C1;C2 of
statements evaluates under entropy θ to a proper state, then C1 in itself must
evaluate under πL(θ), and that if the evaluation of C1;C2 results in an error, then
C1 cannot diverge. These properties will be needed to show compositionality of
the semantics.
To prove the first of the above properties, we first prove that if a configuration
with an empty continuation reduces completely, then the continuation entropy
θK in the final configuration will be identical to the original one (intermediate
steps may extend θK , but all sub-entropies added to θK will subsequently be
removed). In the following lemma, we write |K| for the length of list K.
Lemma 26. If 〈θ, C,K, σ, θˆK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n + n
′, w′〉 and σ′ 6=  
and π
|K|
R (θˆK) = θK , then θ
′
K = θK .
Proof. By induction on n′:
– Base case: n′ = 0: then obviously |K| = 0 and θˆK = θK , so the result follows
trivially.
– Induction step: if n′ > 0, then 〈θ, C,K, σ, θˆK , n, w〉 ⊢ 〈θ′′, C′′,K ′, σ′′, θ′′K ,
n+ 1, w′′〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n+ n
′, w′〉.
Now we need to split on the first rule in this derivation chain.
If the first transition was derived with (seq), then |K ′| = |K|+ 1 and θ′′K =
πR(θ) :: θˆK . We have π
|K′|
R (θ
′′
K) = π
|K|+1
R (πR(θ) :: θˆK) = π
|K|
R (πR(πR(θ) ::
θˆK)) = π
|K|
R (θˆK) = θK , so by induction hypothesis, θ
′
K = θK .
If the first transition was derived with (pop), then |K ′| = |K| − 1 and
θ′′K = πR(θˆK). Thus, π
|K′|
R (θ
′′
K) = π
|K⊢1
R (πR(θˆK)) = π
|K|
R (θˆK) = θˆK , so by
induction hypothesis, θ′K = θK .
Otherwise, we haveK ′ = K (note that σ′ 6=  implies σ′′ 6=  ) and θ′′K = θˆK ,
so π
|K′|
R (θ
′′
K) = θK . By induction hypothesis, θ
′
K = θK .
⊓⊔
Corollary 6. If 〈θ, C, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n + n
′, w′〉 and σ′ 6=  ,
then θ′K = θK .
We now prove that if C1;C2 successfully evaluates with entropy θ, then C1
also successfully evaluates with entropy πL(θ).
Lemma 27 (Interpolation for Continuations). If 〈θ, C,K1@K2, σ, θK , n,
w〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n + n
′, w′〉 and σ′ 6=  , then 〈θ, C,K1, σ, θK , n, w〉 ⊢∗ 〈θ′′,
↓, [], σ′′, θ′′K , n+ n
′′, w′′〉, where σ′′ 6=  .
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Proof. By induction on n′.
– Base case: n′ = 0: in this case, C = ↓ and K1 = K2 = [], so the result follows
trivially.
– Induction step: suppose 〈θ, C,K1@K2, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n + 1,
wˆ〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n+ n
′, w′〉.
If 〈θ, C,K1@K2, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n + 1, wˆ〉 was derived with
(seq), then C = C1;C2, C1 6= C′1;C
′′
1 , Kˆ = C2 :: K1@K2, θˆ = πL(θ),
wˆ = w and θˆK = πR(θ) :: θK . By (seq), we have 〈θ, C1;C2,K1, σ, θK , n,
w〉 ⊢ 〈πL(θ), C1, C2 :: K1, σ, πR(θ) :: θK , n+ 1, w〉. By induction hypothesis,
〈πL(θ), C1, C2 :: K1, σ, πR(θ) :: θK , n+ 1, w〉 ⊢∗ 〈θ′′, ↓, [], σ′′, θ′′K , n+ n
′′, w′′〉
and σ′′ 6=  . Hence, 〈θ, C1;C2,K1, σ, θK , n, w〉 ⊢∗ 〈θ′′, ↓, [], σ′′, θ′′K , n + n
′′,
w′′〉, as required.
If 〈θ, C,K1@K2, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ, Kˆ, σˆ, θˆK , n + 1, wˆ〉 was derived with
(pop), then C = ↓, K1@K2 = Cˆ :: Kˆ, wˆ = w, θˆ = πL(θK) and θˆK = πR(θK).
• If K1 6= [], then K1 = Cˆ :: Kˆ1 and Kˆ = Kˆ1@K2 and we have 〈θ, ↓,
Cˆ :: Kˆ1, σ, θK , n, w〉 ⊢ 〈πL(θK), Cˆ, Kˆ1, σ, πR(θK), n+1, w〉. By induction
hypothesis, 〈πL(θK), Cˆ, Kˆ1, σ, πR(θK), n + 1, w〉 ⊢∗ 〈θ′′, ↓, [], σ′′, θ′′K , n +
n′′, w′′〉 and σ′′ 6=  . Hence, we have 〈θ, ↓, Cˆ :: Kˆ1, σ, θK , n, w〉 ⊢∗ 〈θ′′, ↓,
[], σ′′, θ′′K , n+ n
′′, w′′〉.
• If K1 = [], then trivially 〈θ, ↓, [], σ, θK , n, w〉 ⊢
∗ 〈θ, ↓, [], σ, θK , n, w〉 in
zero steps.
Otherwise, Kˆ = K1@K2 and θˆK = θK and by inspection of the reduction
rules, 〈θ, C,K1, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ,K1, σˆ, θK , n+1, wˆ〉. Hence, by induction
hypothesis, 〈θ, C,K1, σ, θK , n, w〉 ⊢ 〈θˆ, Cˆ,K1, σˆ, θK , n+1, wˆ〉 ⊢
∗ 〈θ′′, ↓, [], σ′′,
θ′′K , n+ n
′′, w′′〉 and σ′′ 6=  , as required.
⊓⊔
Lemma 28 (Interpolation). If C1 6= C′1;C
′′
1 and 〈θ, C1;C2, [], σ, θK , n, w〉 ⊢
∗
〈θ′, ↓, [], σ′, θK , n+ n′, w′〉 and σ′ 6=  , then 〈πL(θ), C1, [], σ, πR(θ) :: θK , n, w〉 ⊢∗
〈θ′′, ↓, [], σ′′, θK , n+ n′′, w′′〉, where σ′′ 6=  .
Proof. The first rule applied in the derivation of 〈θ, C1;C2, [], σ, θK , n, w〉 ⊢
∗ 〈θ′,
↓, [], σ′, θK , n+n′, w′〉 is (seq), which gives 〈θ, C1;C2, [], σ, θK , n, w〉 ⊢ 〈πL(θ), C1,
[C2], σ, πR(θ) :: θK , n+ 1, w〉. Hence, 〈πL(θ), C1, [C2], σ, πR(θ) :: θK , n+ 1, w〉 ⊢∗
〈θ′, ↓, [], σ′, θK , n+n′, w′〉. By applying Lemma 27 with K1 = [] and Corollary 6,
we get 〈πL(θ), C1, [], σ, πR(θ) :: θK , n+ 1, w〉 ⊢∗ 〈θ′′, ↓, [], σ′′, πR(θ) :: θK , n+ n′′,
w′′〉, where σ′′ 6=  , as required. ⊓⊔
Finally, we show that if the evaluation of C1;C2 with entropy θ yields an
error, then the evaluation of C1 under πL(θ) either terminates successfully or
also results in an error (depending on where the error in the evaluation of C1;C2
occurred)—at any rate, C1 does not diverge.
Lemma 29. If C1 6= C′1;C
′
2 and 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢
∗ 〈θ′, C′,K, σ′, θ′K , n,
w〉 0, then either 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗ 〈θ′′, ↓, [], σ′′, θK , n′, w′〉 or
〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗ 〈θ′′, C′′1 ,K
′′, σ′′, θK , n′, w′〉 0.
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Proof. The statement in the lemma is equivalent to saying that it is not the case
that for all k, 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗ 〈θ′′, C′′1 ,K
′′, σ′′, πR(θ) :: θK ,
k, w′〉 with (C′′1 ,K
′′) 6= (↓, []). Suppose for contradiction that the negation of this
statement holds. By (seq), we have 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢ 〈πL(θ), C1, [C2], σ,
πR(θ) :: θK , 1, 1〉, so 〈πL(θ), C1, [C2], σ, πR(θ) :: θK , 1, 1〉 ⊢∗ 〈θ′, C′,K, σ′, θ′K , n,
w〉.
Take k = n − 1. Then we have 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗ 〈θ′′,
C′′1 ,K ′′, σ′′, πR(θ) :: θK , n − 1, w′〉 ⊢ 〈θˆ, Cˆ1, Kˆ, σˆ, θˆK , n, wˆ〉, where σ′′ 6=  (oth-
erwise the middle configuration would not reduce) and (C′′1 ,K
′′) 6= (↓, []). By
Corollary 4, we have 〈πL(θ), C1, [C2], σ, πR(θ) :: θK , 1, 1〉 ⊢∗ 〈θ′′, C′′1 ,K
′′@[C2],
σ′′, πR(θ) :: θK , n, w′〉. Hence, 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′′, C′′1 ,K
′′@[C2], σ′′,
πR(θ) :: θK , n, w
′〉 and 〈θ′′, C′′1 ,K
′′@[C2], σ′′, πR(θ) :: θK , n, w′〉 = 〈θ′, C′,K, σ′,
θ′K , n, w〉, since reduction is deterministic. By Lemma 18, this implies that 〈θ
′,
C′,K, σ′, θ′K , n, w〉 reduces, contradicting the assumption. ⊓⊔
Corollary 7. If C1 6= C′1;C
′
2 and 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢
∗ 〈θ′, C′,K, σ′, θ′K ,
n, w〉 0, then OσC1(πL(θ)) 6=↑.
D.2 Properties of the semantic functions
Compositionality of sequencing. A desirable and useful property of the
semantic functions is compositionality with respect to sequencing, i.e., the ability
to defineOσC1;C2 in terms ofO
σ1
C1
andOσ2C2 for some states σ1 and σ2. Similarly for
SCσC1;C2 . We can easily express the semantics of C1;C2 in terms of the semantics
of C1 and C2 if C1 is not a sequence of statements. (Recall the explanation of
the rule (seq).)
Proposition 1 (Simple sequencing for final states). If C1 6= C′1;C′2, then:
OσC1;C2(θ) = O
τ
C2
(πR(θ)) and SC
σ
C1;C2(θ) = SC
σ
C1
(πL(θ)) · SC
τ
C2
(πR(θ))
where τ stands for the state OσC1(πL(θ)).
Below, we prove Proposition 1. To simplify presentation, we split it into two
separate lemmas, one concerning final states and one concerning scores.
Lemma 30 (Simple sequencing for final states). If C1 6= C′1;C
′
2, then
OσC1;C2(θ) = O
O
σ
C1
(piL(θ))
C2
(πR(θ))
Proof. If σ =↑, then LHS = RHS =↑ directly by definition.
If σ =  , the result also follows trivially, so let us suppose σ 6=  and σ 6=↑.
We need to consider several cases:
– If OσC1(πL(θ)) =  , then 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢
∗ 〈θ′, C′1,K, τ,
θ′K , n, w〉 0. By (seq), we have 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢ 〈πL(θ), C1, [C2], σ,
πR(θ) :: θK , 1, 1〉.
If τ 6=  , then by Lemmas 20 and 17, 〈πL(θ), C1, [C2], σ, πR(θ) :: θK , 1,
1〉 ⊢∗ 〈θ′, C′1,K@[C2], τ, θ
′
K , n + 1, w〉 0. Moreover, 〈θ
′, C′1,K, τ, θ
′
K , n, w〉 0
Weakest Preexpectation Semantics for Bayesian Inference 55
implies C′1 6= ↓ (because otherwise the configuration would reduce by (fi-
nal) or (pop)), so by inspection, 〈θ′, C′1,K@[C2], τ, θ
′
K , n + 1, w〉 0. Thus,
OσC1;C2(θ) =  .
If τ =  , then C′1 = ↓, K = [] and by Lemmas 22 and 17 we have 〈πL(θ), C1,
[C2], σ, πR(θ) :: θK , 1, 1〉 ⊢∗ 〈θ′, ↓, [], , θ′K , n+1, w〉 0. Hence, O
σ
C1;C2
(θ) =  .
– If OσC1(πL(θ)) =↑, then RHS =↑. Moreover, we have neither 〈πL(θ), C1, [],
σ, πR(θ) :: θK , 0, 1〉 ⊢
∗ 〈θ′, ↓, [], τ, θK , n, w〉 nor 〈πL(θ), C1, [], σ, πR(θ) :: θK ,
0, 1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , n, w〉 0.
Now, suppose for contradiction that LHS 6=↑. Then we have either 〈θ,
C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], τ, θK , n, w〉 (with τ 6=  ) or 〈θ, C1;C2, [],
σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , n, w〉 0.
First, suppose that 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], τ, θK , n, w〉, where
τ 6=  . By Lemma 28, this implies that 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗
〈θ′′, ↓, [], τ ′, πR(θ) :: θK , n′, w′〉 and so OσC1(πL(θ)) = τ
′ 6=↑, contradicting
the assumption.
If 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , n, w〉 0, then by Corollary 7,
we get a contradiction.
– If OσC1(πL(θ)) /∈ { , ↑}, but O
O
σ
C1
(piL(θ))
C2
(πR(θ)) =  , we have 〈πL(θ), C1,
[], σ, πR(θ) :: θK , 0, 1〉 ⊢∗min 〈θ
′, ↓, [], τ ′, πR(θ) :: θK , n, w〉 for some τ ′ 6=  ,
where OσC1(πL(θ)) = τ
′, and 〈πR(θ), C2, [], τ ′, θK , 0, 1〉 ⊢∗ 〈θ′′, C′′,K ′, τ, θ′K ,
n′, w′〉 0. By Lemma 24, 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈πR(θ), C2, [], τ ′, θK , n+
2, w〉. By Lemma 17, 〈πR(θ), C2, [], τ ′, θK , n+2, w〉 ⊢∗ 〈θ′′, C′′,K ′, τ, θ′K , n+
2+n′, ww′〉, where the last configuration clearly does not reduce, as changing
the last two components cannot make any rule apply. Hence, OσC1;C2(θ) =  ,
as required.
– If OσC1(πL(θ)) /∈ { , ↑}, but O
O
σ
C1
(piL(θ))
C2
(πR(θ)) =↑, we have again 〈πL(θ),
C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢
∗
min 〈θ
′, ↓, [], τ ′, πR(θ) :: θK , n, w〉 for some τ ′ 6=  .
Again, by Lemma 24, we have 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈πR(θ), C2, [], τ ′,
θK , n + 2, w〉, but we have neither 〈πR(θ), C2, [], τ ′, θK , 0, 1〉 ⊢∗ 〈θ′′, ↓, [], τ ′′,
θK , n
′, w′〉 nor 〈πR(θ), C2, [], τ ′, θK , 0, 1〉 ⊢∗ 〈θ′′, C′′,K ′, τ, θ′K , n
′, w′〉 0.
Suppose for contradiction that LHS 6=↑. Then we have either 〈θ, C1;C2,
[], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], τ, θK , nˆ, wˆ〉 (with τ 6=  ) or 〈θ, C1;C2, [], σ, θK , 0,
1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , nˆ, wˆ〉 0.
In the former case, the determinicity of reduction implies 〈πR(θ), C2, [], τ ′,
θK , n + 2, w〉 ⊢∗ 〈θ′, ↓, [], τ, θK , nˆ, wˆ〉, so by Lemma 17, 〈πR(θ), C2, [], τ ′, θK ,
0, 1〉 ⊢∗ 〈θ′, ↓, [], τ, θK , nˆ− n− 2, wˆ/w〉, which contradicts the assumption.
Similarly, in the latter case, 〈πR(θ), C2, [], τ ′, θK , n + 2, w〉 ⊢∗ 〈θ′, C′,K, τ,
θ′K , nˆ, wˆ〉 0, which violates the assumption.
Hence, OσC1;C2(θ) =↑.
– Finally, suppose that OσC1(πL(θ)) /∈ { , ↑} and O
O
σ
C1
(piL(θ))
C2
(πR(θ)) /∈
{ , ↑}. Then we have again 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗min 〈θ′,
↓, [], τ ′, πR(θ) :: θK , n′, w′〉 for some τ ′ 6=  and 〈θ, C1;C2, [], σ, θK , 0,
1〉 ⊢∗ 〈πR(θ), C2, [], τ ′, θK , n′, w′〉 by Lemma 24. Since OσC1(πL(θ)) = τ
′ and
O
O
σ
C1
(piL(θ))
C2
(πR(θ)) = τ
′′ 6=  , we have 〈πR(θ), C2, [], τ ′, θK , n′, w′〉 ⊢∗ 〈θ′′, ↓,
[], τ ′′, θK , n′′, w′′〉. This also implies that
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〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′′, ↓, [], τ ′′, θK , n′′, w′′〉, and so OσC1;C2(θ) =
τ ′′ = O
O
σ
C1
(piL(θ))
C2
(πR(θ)).
⊓⊔
Lemma 31 (Simple sequencing for scores). If C1 6= C′1;C
′
2 then SC
σ
C1;C2(θ) =
SCσC1(πL(θ)) · SC
O
σ
C1
(piL(θ))
C2
(πR(θ))
Proof. If σ =  or σ =↑, the property holds trivially, so let us assume σ /∈ { , ↑}.
We need to consider three cases:
– If OσC1(πL(θ)) = σ
′ /∈ { , ↑}, then 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗min 〈θ
′,
↓, [], σ′, πR(θ) :: θK , n, w〉 and SCσC1(πL(θ)) = w.
By Lemma 24, 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈πR(θ), C2, [], σ′, θK , n+ 2, w〉.
Now, fix a k ≥ 0.
• If 〈πR(θ), C2, [], σ′, θK , 0, 1〉 ⊢∗ 〈θ′′, C′2,K, σ′′, θ′K , k, w
′〉, then
SC
O
σ
C1
(piL(θ))
C2
(πR(θ), k) = w
′. By Lemma 17, 〈πR(θ), C2, [], σ′, θK ,
n + 2, w〉 ⊢∗ 〈θ′′, C′2,K, σ′′, θ′K , n + 2 + k, ww
′〉, which implies 〈θ,
C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′′, C′2,K, σ
′′, θ′K , n + 2 + k, ww
′〉, and so
SCσC1;C2(θ, n+ 2 + k) = ww
′ = SCσC1(πL(θ))SC
O
σ
C1
(piL(θ))
C2
(πR(θ), k).
• If there is no configuration 〈θ′′, C′2,K, σ
′′, θ′K , k, w
′〉 such that
〈πR(θ), C2, [], σ′, θK , 0, 1〉 ⊢∗ 〈θ′′, C′2,K, σ′′, θ′K , k, w
′〉, then
SC
O
σ
C1
(piL(θ))
C2
(πR(θ), k) = 0. If we had 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′′,
C′2,K, σ′′, θ′K , n + 2 + k, ww
′〉, then, by determinacy of reduction,
〈πR(θ), C2, [], σ′, θK , n + 2, w〉 ⊢∗ 〈θ′′, C′2,K, σ
′′, θ′K , n + 2 + k, ww
′〉. By
Lemma 17 and Lemma 16 (which ensures w > 0), 〈πR(θ), C2, [], σ′, θK ,
0, 1〉 ⊢∗ 〈θ′′, C′2,K, σ′′, θ′K , k, w
′〉, which contradicts the assumption.
Hence, there is no configuration 〈θ′′, C′2,K, σ
′′, θ′K , n+ 2 + k, ww
′〉 such
that 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′′, C′2,K, σ
′′, θ′K , n + 2 + k, ww
′〉, and
so SCσC1;C2(θ, n+ 2 + k) = 0.
In either case, SCσC1;C2(θ, n+2+k) = SC
σ
C1
(πL(θ)) ·SC
O
σ
C1
(piL(θ))
C2
(πR(θ), k)
for all k ≥ 0. Thus, we have
SCσC1;C2(θ) = limn→∞SC
σ
C1;C2(θ, n)
= lim
k→∞
SCσC1;C2(θ, n+ 2 + k)
= lim
k→∞
SCσC1(πL(θ)) · SC
O
σ
C1
(piL(θ))
C2
(πR(θ), k)
= SCσC1(πL(θ)) limk→∞
SC
O
σ
C1
(piL(θ))
C2
(πR(θ), k)
= SCσC1(πL(θ))SC
O
σ
C1
(piL(θ))
C2
(πR(θ))
– If OσC1(πL(θ)) =  , then SC
O
σ
C1
(piL(θ))
C2
(πR(θ)) = 0, so RHS = 0. More-
over, we have 〈πL(θ), C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, τ, θ′K , n, w〉 0.
If τ =  , then C′ =  and K = [] (as the last rule applied must have
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been (condition-false)), so by Lemma 23, 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓,
[], , θ′K , n + 1, w〉. Hence, SC
σ
C1;C2(θ, n
′) = 0 for all n′ > n + 1, and so
SCσC1;C2(θ) = 0.
– If OσC1(πL(θ)) =↑, then RHS = SC
σ
C1
(πL(θ)) and for all k, we have 〈πL(θ),
C1, [], σ, πR(θ) :: θK , 0, 1〉 ⊢
∗ 〈θ′, C′′1 ,K, σ
′, πR(θ) :: θ′K , k, w〉, where (C
′′
1 ,K) 6=
(↓,K) and σ′ 6=  . Fix k ≥ 0. We have SCσC1(πL(θ), k) = w and by
Lemma 25, 〈θ, C1;C2, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′′1 ,K@[C2], σ′, θ′K , k+1, w〉, which
implies SCσC1;C2(θ, k + 1) = w. Hence, SC
σ
C1;C2(θ, k + 1) = SC
σ
C1
(πL(θ), k).
Thus,
SCσC1;C2(θ) = limn→∞SC
σ
C1;C2(θ, n)
= lim
k→∞
SCσC1;C2(θ, k + 1)
= lim
k→∞
SCσC1(πL(θ), k)
= SCσC1(πL(θ))
as required.
⊓⊔
Restatement of Proposition 1 If C1 6= C′1;C
′
2, then O
σ
C1;C2
(θ) =
O
O
σ
C1
(piL(θ))
C2
(πR(θ)) and SC
σ
C1;C2(θ) = SC
σ
C1
(πL(θ)) · SC
O
σ
C1
(piL(θ))
C2
(πR(θ))
Proof. This is a combination of Lemma 30 and Lemma 31. ⊓⊔
Proposition 1 is not applicable when C1 is not a sequence of statements, as we
cannot know what part of the entropy θ will be used in the evaluation of which
expression without knowing the length of the statement list in C1. However, the
above result can be generalised using finite shuffling functions, as defined by [39].
Definition 30 ([39]).
– A path is a function [d1, . . . , dn] : S→ S parametrised by a list of directions
d1, . . . , dn ∈ {L,R}, such that [d1, . . . , dn](θ) = (πd1 ◦ . . . ◦ πdn)(θ).
– A finite shuffling function (FSF) is a function φ : S → S such that either φ
is a path or φ(θ) = φ1(θ) :: φ2(θ), where φ1 and φ2 are FSFs.
– A sequence of paths is non-duplicating if no path in the sequence is a suffix
of another path.
– A FSF φ is non-duplicating if the sequence of all paths appearing in its
definition is non-duplicating.
The following key result shows that entropy rearrangements via FSFs have no
effect under integration:
Lemma 32 ([39], Th. 7.6). Any non-duplicating FSF φ is measure-preserving,
i.e., for any measurable9 g : S→ R+:∫
g(φ(θ))µ(dθ) =
∫
g(θ)µ(dθ).
9 The result in [39] considers g with co-domain [0,∞) rather than R+. It is however,
not difficult to check that their result extends to the latter case.
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We now have everything in place to define a version of Proposition 1 for an
arbitrary split of a sequencing statement:
Proposition 2 (Sequencing for final states). If C = C1;C2, there exists a
non-duplicating FSF ψ such that:
OσC(θ) = O
τ
C2
(πR(ψ(θ))) and SC
σ
C(θ) = SC
σ
C1
(πL(ψ(θ))) · SC
τ
C2
(πR(ψ(θ)))
with τ denoting OσC1(πL(ψ(θ))).
Proof. By induction on the structure of C.
– Base case: C1 6= C′1;C
′′
1 : the equality holds trivially for ψ = Id by Lemma 30.
– Induction step: If C1 is a sequence of statements, then C1 = C
′
1;C
′′
1 for some
C′1 such that C′1 6= Cˆ′1Cˆ′′1 .
We have:
OσC′1;C′′1 ;C2(θ)(by Lemma 30) = O
O
σ
C′
1
(piL(θ))
C′′1 ;C2
(πR(θ))
(by induction hypothesis) = O
O
O
σ
C′1
(piL(θ))
C′′
1
(piL(ψ(piR(θ))))
C2
(πR(ψ(πR(θ))))
for some non-duplicating FSF ψ.
Thus, if θ = θ1 :: θ2, then
OσC′1;C′′1 ;C2(θ1 :: θ2) = O
O
O
σ
C′
1
(θ1)
C′′1
(piL(ψ(θ2)))
C2
(πR(ψ(θ2)))
Now, take ψˆ such that ψˆ(θ1 :: θ2) = (θ1 :: πL(ψ(θ2))) :: πR(ψ(θ2)).
Then
O
O
σ
C′
1
;C′′
1
(piL(ψˆ(θ1::θ2)))
C2
(πR(ψˆ(θ1 :: θ2))) = O
O
σ
C′
1
;C′′
1
(θ1::piL(ψ(θ2)))
C2
(πR(ψ(θ2)))
(by Lemma 30) = O
O
O
σ
C′
1
(θ1)
C′′1
piL(ψ(θ2))
C2
(πR(ψ(θ2)))
= OσC′1;C′′1 ;C2(θ1 :: θ2)
as required.
For SC, we have:
SCσC′1;C′′1 ;C2(θ)(by Lemma 31) = SCC
′
1
(πL(θ))SC
O
σ
C′1
(piL(θ))
C′′1 ;C2
(πR(θ))
(by induction hypothesis) = SCC′1(πL(θ))SC
O
σ
C′
1
(piL(θ))
C′′1
(πL(ψ(πR(θ))))
SC
O
O
σ
C′1
(piL(θ))
C′′1
(piL(ψ(piR(θ))))
C2
(πR(ψ(πR(θ))))
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for the same ψ. Thus, for ψˆ defined above, we have:
SCC′1;C′′1 (πL(ψˆ(θ1 :: θ2)))SC
O
σ
C′
1
;C′′
1
(piL(ψˆ(θ1::θ2)))
C2
(πR(ψˆ(θ1 :: θ2)))
= SCC′1;C′′1 (θ1 :: πL(ψ(θ2)))SC
O
σ
C′
1
;C′′
1
(θ1::piL(ψ(θ2)))
C2
πR(ψ(θ2))
(*) = SCC′1(θ1)SC
O
σ
C′1
(θ1)
C′′1
(πL(ψ(θ2)))SC
O
O
σ
C′1
(θ1)
C′′1
(piL(ψ(θ2)))
C2
(πR(ψ(θ2)))
= SCσC′1;C′′1 ;C2(θ1 :: θ2)
as required, where the equality (*) follows from Lemmas 30 and 31.
Now we only need to show that ψˆ is a non-duplicating FSF.
First, let us show that ψˆ is indeed a FSF. To this end, we need to show
that if ψ is a FSF, then ψ′(θ) = ψ(πR(θ)) is also a FSF. We prove this by
induction on the structure of ψ:
• Base case: if ψ is a path [d1, . . . , dn], then ψ◦πR is the path [d1, . . . , dn, R],
so it is a FSF.
• Induction step: Suppose that ψ(θ) = ψ1(θ) :: ψ2(θ) and that ψ1 ◦πR and
ψ2 ◦ πR are FSFs. Then we have ψ(πR(θ)) = ψ1(πR(θ)) :: ψ2(πR(θ)) =
(ψ1 ◦ πR)(θ) :: (ψ2 ◦ πR)(θ), so ψ ◦ πR is a FSF by definition.
Now, we show that ψ′′(θ) = πL(ψ(πR(θ))) = πL(ψ′(θ)) is a FSF: if ψ′ is
a path [d1, . . . , dn], then ψ
′′ is a path [L, d1, . . . , dn], and if ψ′ = ψ′1 :: ψ
′
2,
then πL(ψ
′(θ)) = πL(ψ′1(θ) :: ψ
′
2(θ)) = ψ
′
1(θ). Similarly, we can show that
πR(ψ(πR(θ))) is a FSF. Hence, ψˆ is a FSF by definition.
Finally, we need to show that ψˆ is non-duplicating.
We can show by a simple induction that for any ψ, the set of paths Pψ◦piR in
ψ ◦πR is {pR | p ∈ Pψ}, where Pψ is the set of paths in ψ and juxtaposition
denotes concatenation.
If ψ is a path p, then πL ◦ ψ ◦ πR and πR ◦ ψ ◦ πR are paths LpR and RpR.
Hence, the set of paths in ψˆ is {[L], LpR,RpR}. It is instantly clear that no
path is a suffix of another, so ψˆ is non-duplicating.
If ψ(θ) = ψ1(θ) :: ψ2(θ), then (πL◦ψ◦πR)(θ) = πL(ψ1(πR(θ)) :: ψ2(πR(θ))) =
ψ1(πR(θ)), so the set of paths in πL◦ψ◦πR is {pR | p ∈ Pψ1}, where Pψ1 is the
set of paths in ψ1. Similarly, the set of paths in πR ◦ψ◦πR is {pR | p ∈ Pψ2},
where Pψ2 is the set of paths in ψ2. Since Pψ = Pψ1 ∪ Pψ2 , the set of paths
in the entire definition of ψˆ is {[L]} ∪ {pR | p ∈ Pψ}. It is clear that [L]
is not a suffix of any path of the form pR (as all such paths end with R).
Moreover, if there were paths p1, p2 ∈ Pψ such that p1R was a suffix of p2R,
then p1 would be a suffix of p2, which would contradict the assumption.
Hence, ψˆ is non-duplicating, which ends the proof.
⊓⊔
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D.3 Approximating while-loops
To simplify reasoning about while-loops, it is useful—and common in program
semantics—to consider finite approximations of loops in which the maximal num-
ber of iterations is bounded. To that end, we define the n-th unfolding of a
guarded loop inductively as follows:
while0(φ){C} = diverge
whilen+1(φ){C} = if(φ){C; whilen(φ){C}}.
In the limit, bounded while-loops behave as standard while-loops. We use
this result to define the evaluation of measurable function f on successful termi-
nation states of a while-loop, scaled by its score as a limit of approximations.
As we are interested in f on proper states, we use fˆ rather than f .
Proposition 3. Let loop C = while(φ){C′} and Cn = whilen(φ){C′} its n-th
approximation. Then:
fˆ(OσC(θ)) · SC
σ
C(θ) = sup
n
fˆ(OσCn(θ)) · SC
σ
Cn(θ).
The following monotonicity property is relevant later when proving the relation-
ship between the operational semantics of PL and its denotational semantics. As
before let Cn = whilen(φ){C′}.
Proposition 4. If n ≥ k and fˆ( ) = fˆ(↑) = 0, then fˆ(OσCn(θ)) · SC
σ
Cn(θ) ≥
fˆ(Oσ
Ck
(θ)) · SCσCk(θ).
Similarly, we want to show that the sequence fˆ(OσCn(θ))·SC
σ
Cn(θ) approximates
fˇ(OσC(θ)) · SC
σ
C(θ). This result allows us to express the anticipated value of
the function fˆ for a given fixed entropy as a limit of approximations, and by
integrating both sides with respect to the measure on entropies we get that the
expected value of fˆ can also be expressed as a limit of approximations. We will
use this result in the proof of Theorem 2. Recall that fˇ(τ) = 1 for τ = ↑.
Proposition 5. Let loop C = while(φ){C′} and Cn = while(φ){C′} its n-th
approximation. Take a function f ≤ 1. Then
fˇ(OσC(θ)) · SC
σ
C(θ) = inf
n
fˇ(OσCn(θ)) · SC
σ
Cn(θ).
Proposition 6. If n ≥ k and f ≤ 1, then
fˇ(OσCn(θ)) · SC
σ
Cn(θ) ≤ fˇ(O
σ
Ck(θ)) · SC
σ
Ck(θ).
The rest of this section is the proof of Propositions 3, 4, 5 and 6, which
will be needed to prove the case of while-loops in Theorem 1 and Theorem 2.
The first key fact that we want to show is that for non-diverging executions, a
bounded while-loop of the form whilen(φ){C} behaves just like while(φ){C}
for a sufficiently large n. We formalise and prove it using two auxiliary relations
on configurations.
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Replacing while(φ){C} with whilen(φ){C} We first prove that in all non-
divering configurations, if the expression is of the form while(φ){C}, we can
replace it with whilen(φ){C} for a large enough n, without changing the final
configuration reached after reduction is completed. To this end, we first define
an indexed relation (∼n) on configurations. We begin with auxiliary relations
C ∼n C′ and K ∼n K ′, defined inductively as follows:
C ∼0 C′
For n > 0:
C ∼n C
↓ ∼n ↓
k ≥ n
while(φ) {C} ∼n whilek(φ) {C}
k ≥ n
whilek(φ) {C} ∼n while(φ) {C}
k ≥ n l ≥ n
whilek(φ) {C} ∼n whilel(φ) {C}
C2 ∼n C′2
C1;C2 ∼n C1;C′2
∀i ∈ 1..n Ci ∼n C′i
[C1, . . . , Cn] ∼n [C′1, . . . , C
′
n]
We then naturally extend the definition to configurations:
〈θ, C,K, σ, θK ,m,w〉 ∼0 〈θ′, C′,K ′, σ′, θ′K ,m
′, w′〉
For n > 0:
C ∼n C′ K ∼n K ′
〈θ, C,K, σ, θK ,m,w〉 ∼n 〈θ, C′,K ′, σ, θK ,m,w〉
We can immediately check that if two configurations are related by (∼n) for
some n > 0, then if we perform one step of reductions on both of them, the
resulting configurations are guaranteed to be related at least by (∼n−1).
Lemma 33. ∼n is a stratified bisumulation—that is, 〈θ, C,K, σ, θK ,m,w〉 ∼0
〈θ′, C′,K ′, σ′, θ′K ,m
′, w′〉 and for n > 0:
– if 〈θ, C,K, σ, θK ,m,w〉 ∼n 〈θ, C′,K ′, σ, θK ,m,w〉 and
〈θ, C,K, σ, θK ,m,w〉 ⊢ 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m + 1, w
′′〉, then 〈θ, C′,K ′, σ,
θK ,m,w〉 ⊢ 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ 1, w
′′〉 and 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m+ 1,
w′′〉 ∼n−1 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ 1, w
′′〉
– if 〈θ, C,K, σ, θK ,m,w〉 ∼
n 〈θ, C′,K ′, σ, θK ,m,w〉 and
〈θ, C′,K ′, σ, θK ,m,w〉 ⊢ 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m + 1, w
′′〉, then 〈θ, C,K, σ,
θK ,m,w〉 ⊢ 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m + 1, w
′′〉 and 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m + 1,
w′′〉 ∼n−1 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ 1, w
′′〉
Proof. By inspection. ⊓⊔
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This result naturally generalises to multi-step reduction.
Corollary 8. If 〈θ, C,K, σ, θK ,m,w〉 ∼n 〈θ, C′,K ′, σ, θK ,m,w〉 and 〈θ, C,K,
σ, θK ,m,w〉 ⊢∗ 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m + n
′, w′′〉 and n′ < n then 〈θ, C′,K ′, σ,
θK ,m,w〉 ⊢∗ 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m + n
′, w′′〉 and 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m + n
′,
w′′〉 ∼n−n
′
〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ n
′, w′′〉 (and vice versa).
This leads us to the desired result for terminating runs.
Lemma 34. If 〈θ, while(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θK , n + n′, w′〉,
then there exists k such that 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θK ,
n+ n′, w′〉
Proof. Take k = n′ + 1. We clearly have while(φ){C} ∼n
′+1 whilen
′+1(φ){C},
and so 〈θ, while(φ){C}, [], σ, θK , n, w〉 ∼n
′+1 〈θ, whilen
′+1(φ){C}, [], σ, θK , n,
w〉. By Corollary 8, 〈θ, whilen
′+1(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θK ,
n + n′, w′〉, where ↓ ∼1 C′ and [] ∼1 K ′, which implies C′ = ↓ and K ′ = [].
Thus, the statement always holds for k = n′ + 1. ⊓⊔
This result leads to the following statement about theOσC and SC
σ
C functions:
Lemma 35. For each φ, C, σ, θ, such that Oσ
while(φ){C}(θ) ∈ Ωσ there is
a k such that Oσ
while(φ){C}(θ) = O
σ
whilek(φ){C}(θ) and SC
σ
while(φ){C}(θ) =
SCσwhilek(φ){C}(θ)
Proof. If Oσ
while(φ){C}(θ) ∈ Ωσ, then by definition of O, 〈θ, while(φ){C}, [], σ,
θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n, w〉, where σ
′ 6=  . This implies Oσ
while(φ){C}(θ) =
σ′ and SCσwhile(φ){C}(θ) = w. By Lemma 34, there is a k such that 〈θ,
whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, ↓, [], σ′, θ′K , n, w〉. Thus, O
σ
whilek(φ){C}(θ) =
σ′ and SCσwhilek(φ){C}(θ) = w. ⊓⊔
We can also show that if the evaluation of while(φ){C} gets stuck, so does
the evaluation of whilek(φ){C} for large enough k.
Lemma 36. If 〈θ, while(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K, σ′, θ′K , n+n
′, w′〉 0,
then there exists k such that 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′′,K ′, σ′,
θ′K , n+ n
′, w′〉 0.
Proof. Again, take k = n′ + 1. We have while(φ){C} ∼n
′+1 whilen
′+1(φ){C},
and so 〈θ, while(φ){C}, [], σ, θK , n, w〉 ∼n
′+1 〈θ, whilen
′+1(φ){C}, [], σ, θK , n,
w〉. By Corollary 8, 〈θ, whilen
′+1(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′′,K ′, σ′, θK ,
n + n′, w′〉, where C′ ∼1 C′′ and K ∼1 K ′. By case analysis on the derivation
of C′ ∼1 C′′, and using the fact that K and K ′ must have the same length, we
conclude that 〈θ′, C′,K, σ′, θ′K , n + n
′, w′〉 reduces if and only if 〈θ′, C′′,K ′, σ′,
θ′K , n+ n
′, w′〉 reduces. ⊓⊔
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Replacing whilen(φ){C} with while(φ){C} We now prove the converse
to the above result—that if whilen(φ){C} evaluates with some entropy θ, the
unbounded loop while(φ){C} evaluates to the same configuration. We begin
with another relation E on configurations, which effectively states that for two
configurations κ1 and κ2, if κ1 E κ2 and κ1 evaluates, then κ2 is guaranteed to
evaluate to the same final configuration. This relation is defined inductively as
follows:
C E C
↓E ↓
whilek(φ) {C}E while(φ) {C′}
k ≤ l
whilek(φ) {C}E whilel(φ) {C′}
divergeE C
C2 E C
′
2
C1;C2 E C1;C
′
2
∀i ∈ 1..n Ci E C′i
[C1, . . . , Cn]E [C1, . . . , Cn]
C E C′ K EK ′
〈θ, C,K, σ, θK ,m,w〉E 〈θ, C
′,K ′, σ, θK ,m,w〉
Lemma 37. E is a simulation—that is, if 〈θ, C,K, σ, θK ,m,w〉 E 〈θ, C′,K ′, σ,
θK ,m,w〉 and 〈θ, C,K, σ, θK ,m,w〉 ⊢ 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m + 1, w
′′〉 and C 6=
diverge, then 〈θ, C′,K ′, σ, θK ,m,w〉 ⊢ 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+1, w
′′〉 and 〈θ′′,
C′′,K ′′, σ′′, θ′′K ,m+ 1, w
′′〉E 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ 1, w
′′〉
Proof. By case analysis on the reduction rules. ⊓⊔
Corollary 9. If 〈θ, C,K, σ, θK ,m,w〉 E 〈θ, C′,K ′, σ, θK ,m,w〉 and 〈θ, C,K, σ,
θK ,m,w〉 ⊢∗ 〈θ′′, C′′,K ′′, σ′′, θ′′K ,m+ n
′, w′′〉 and C′′ 6= diverge, then
〈θ, C′,K ′, σ, θK ,m,w〉 ⊢∗ 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ n
′, w′′〉 and 〈θ′′, C′′,K ′′, σ′′,
θ′′K ,m+ n
′, w′′〉E 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ n
′, w′′〉
We can now show the desired result for terminating reductions.
Lemma 38. If 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θK , n + n′, w′〉,
then 〈θ, while(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θK , n+ n′, w′〉.
Proof. We have 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 E 〈θ, while(φ){C}, [], σ, θK , n,
w〉, so by Corollary 9, 〈θ, while(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θK , n+n′,
w′〉 where ↓E C′ and []EK ′, which implies C′ = ↓ and K ′ = []. ⊓⊔
If the evaluation of whilek(φ){C} gets stuck, so does the evaluation of
while(φ){C}.
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Lemma 39. If 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θ′, C′,K ′, σ′, θ′K , n
′, w′〉 and Cˆ E C and
Kˆ EK, then 〈θ, Cˆ, Kˆ, σ, θK , n, w〉 ⊢ 〈θ′′, C′′,K ′′, σ′′, θ′′K , n
′′, w′′〉.
Proof. By case analysis on the derivation of Cˆ E C. ⊓⊔
Lemma 40. If 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K, σ′, θ′K , n+n
′, w′〉 0,
then 〈θ, while(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′′,K ′, σ′, θ′K , n+ n
′, w′〉 0.
Proof. If C′ 6= diverge, then by Corollary 9, 〈θ, while(φ){C}, [], σ, θK , n, w〉 ⊢∗
〈θ′, C′′,K ′, σ′, θK , n+ n′, w′〉 where C′ E C′′ and K EK ′. By Lemma 39, if 〈θ′,
C′′,K ′, σ′, θK , n+n′, w′〉 reduces, then 〈θ′, C′,K, σ′, θK , n+n′, w′〉 also reduces,
contradicting the assumption. Hence, 〈θ′, C′′,K ′, σ′, θK , n+n′, w′〉 0, as required.
If C′ = diverge, then σ′ =  , as otherwise 〈θ′, diverge,K, σ′, θ′K , n + n
′,
w′〉 would reduce by (diverge). However, 〈θ′, diverge,K, , θ′K , n+n
′, w′〉 is not
derivable from any initial configuration other than itself. Hence, n′ = 0 and
k = 0 and σ =  . Since no configuration with state  reduces, we have 〈θ,
while(φ){C}, [], , θK , n, w〉 0, as required. ⊓⊔
Corollary 10. Oσ
while(φ){C}(θ) ≥ O
σ
whilek(φ){C}(θ) for all k.
Replacing one bounded loop with another We now prove that a bounded
loop whilek(φ){C} can be safely replaced by another bounded loop with a higher
bound.
Lemma 41. If m ≥ k and 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θK ,
n+ n′, w′〉, then 〈θ, whilem(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, ↓, [], σ′, θK , n+ n′, w′〉
Proof. We have 〈θ, whilek(φ){C}, [], σ, θK , n, w〉E〈θ, whilem(φ){C}, [], σ, θK , n,
w〉, so by Corollary 9, 〈θ, whilem(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K ′, σ′, θK , n+
n′, w′〉 where ↓E C′ and []EK ′, which implies C′ = ↓ and K ′ = []. ⊓⊔
We show the same property for reductions which get stuck.
Lemma 42. If m ≥ k and 〈θ, whilek(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′,K, σ′, θ′K ,
n+n′, w′〉 0, then 〈θ, whilem(φ){C}, [], σ, θK , n, w〉 ⊢∗ 〈θ′, C′′,K ′, σ′, θ′K , n+n
′,
w′〉 0.
Proof. If C′ 6= diverge, then by Corollary 9, 〈θ, whilem(φ){C}, [], σ, θK , n,
w〉 ⊢∗ 〈θ′, C′′,K ′, σ′, θK , n+ n′, w′〉 where C′ EC′′ and K EK ′. By Lemma 39,
if 〈θ′, C′′,K ′, σ′, θK , n + n′, w′〉 reduces, then 〈θ′, C′,K, σ′, θK , n + n′, w′〉 also
reduces, contradicting the assumption. Hence, 〈θ′, C′′,K ′, σ′, θK , n + n′, w′〉 0,
as required.
If C′ = diverge, then σ′ =  , as otherwise 〈θ′, diverge,K, σ′, θ′K , n + n
′,
w′〉 would reduce by (diverge). However, 〈θ′, diverge,K, , θ′K , n+n
′, w′〉 is not
derivable from any initial configuration other than itself. Hence, n′ = 0 and
k = 0 and σ =  . Since no configuration with state  reduces, we have 〈θ,
whilem(φ){C}, [], , θK , n, w〉 0, as required. ⊓⊔
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The above results lead to the following properties of semantic functions:
Corollary 11. If n ≥ k, then Oσ
whilen(φ){C}(θ) ≥ O
σ
whilek(φ){C}(θ) (w.r.t. flat
CPO with bottom ↑).
Lemma 43. If Oσ
whilek(φ){C}(θ) ∈ Ωσ and O
σ
whilel(φ){C}(θ) ∈ Ωσ, then
SCσwhilek(φ){C}(θ) = SC
σ
whilel(φ){C}(θ).
Proof. Assume w.l.o.g. that l ≥ k. Then the result follows directly from Lemma 41.
⊓⊔
Proofs of Propositions 3 and 4 Having shown the above properties of while-
loop approximations, we are now ready to prove Propositions 3 and 4.
Restatement of Proposition 4 If n ≥ k, then fˆ(Oσ
whilen(φ){C}(θ))
SCσwhilen(φ){C}(θ) ≥ fˆ(Oσwhilek(φ){C}(θ))SC
σ
whilek(φ){C}(θ).
Proof (of Proposition 4). If Oσ
whilek(φ){C}(θ) =  or O
σ
whilek(φ){C}(θ) =↑, then
RHS = 0, so the inequality holds trivially.
If Oσ
whilek(φ){C}(θ) ∈ Ωσ, then by Corollary 11, O
σ
whilen(φ){C}(θ) =
Oσ
whilek(φ){C}(θ) and by Lemma 43, SC
σ
whilen(φ){C}(θ) =
SCσwhilek(φ){C}(θ). Hence, f(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ) =
f(Oσ
whilek(φ){C}(θ))SC
σ
whilek(φ){C}(θ). ⊓⊔
Restatement of Proposition 3 fˆ(Oσ
while(φ){C}(θ))SC
σ
while(φ){C}(θ) =
supn fˆ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ)
Proof (of Proposition 3). If Oσ
while(φ){C}(θ) /∈ Ωσ, then LHS = 0. If
Oσ
whilen(φ){C}(θ) ∈ Ωσ for some n, then we get a contradiction by Lemma 38, so
we have Oσ
whilen(φ){C}(θ) /∈ Ωσ, which implies RHS = 0.
Now, assume that Oσ
while(φ){C}(θ) ∈ Ωσ. Then by Lemma 35, there ex-
ists k such that Oσ
while(φ){C}(θ) = O
σ
whilek(φ){C}(θ) and SC
σ
while(φ){C}(θ) =
SCσwhilek(φ){C}(θ).
By Corollary 11 we know that Oσ
whilel(φ){C}(θ) = O
σ
whilek(φ){C}(θ) for all
l ≥ k and either Oσ
whilek(φ){C}(θ) = O
σ
whilel
′ (φ){C}(θ) or O
σ
whilel
′(φ){C}(θ) =↑ for
all l′ ≤ k. Hence, for all l, either fˆ(Oσ
whilel(φ){C}(θ)) = fˆ(O
σ
whilek(φ){C}(θ)) or
fˆ(Oσ
whilel(φ){C}(θ)) = 0.
By Lemma 43, for all l, either Oσ
whilel(φ){C}(θ) /∈ Ωσ or SC
σ
whilel(φ){C}(θ) =
SCσwhilek(φ){C}(θ). Hence, for all l, either fˆ(O
σ
whilel(φ){C}(θ))SC
σ
whilel(φ){C}(θ) =
fˆ(Oσ
whilek(φ){C}(θ))SC
σ
whilek(φ){C}(θ) or fˆ(O
σ
whilel(φ){C}(θ))SC
σ
whilel(φ){C}(θ) =
0.
Thus, supn fˆ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ) = fˆ(O
σ
whilek(φ){C}(θ))
SCσwhilek(φ){C}(θ), and so fˆ(O
σ
while(φ){C}(θ))SC
σ
while(φ){C}(θ) =
supn fˆ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ), as required. ⊓⊔
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Proofs of Propositions 5 and 6 Finally, we prove Propositions 5 and 6, which
are required by Theorem 2. One final additional result needed for these proofs
is that SCσwhilen(φ){C}(θ) and SC
σ
whilen(φ){C}(θ, l) (for any l) are decreasing as
functions of n.
Lemma 44. If n ≥ k, then SCσwhilen(φ){C}(θ) ≤ SC
σ
whilek(φ){C}(θ).
Proof. If Oσ
whilek(φ){C}(θ) =  , then O
σ
whilen(φ){C}(θ) =  by Corollary 11.
Hence, SCσwhilek(φ){C}(θ) = SC
σ
whilen(φ){C}(θ) = 0.
Now, suppose that Oσ
whilek(φ){C}(θ) 6=  . If there exists l such
that 〈θ, whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗min 〈θ′, diverge,K, τ, θ′K , l, w〉, then
by Lemma 45, 〈θ, whilen(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C,K ′, τ, θ′K , l, w〉 and
〈θ′, diverge,K, τ, θ′K , l, w〉 E 〈θ
′, C,K ′, τ, θ′K , l, w〉. Since 〈θ
′, diverge,K, τ, θ′K ,
m,w〉 ⊢ 〈θ′, diverge,K, τ, θ′K ,m + 1, w〉, for all l
′ ≥ l, we have
SCσ
whilel
′ (φ){C}(θ, l
′) = w. For each l′ ≥ l, we either have 〈θ, whilen(φ){C}, [],
σ, θK , 0, 1〉 ⊢∗ 〈θ′, C,K ′, τ, θ′K , l, w〉 ⊢
∗ 〈θ′′, C′,K ′′, τ ′, θ′′K , l
′, w′〉, where w′ ≤ w′
by Lemma 7, and so SCσwhilen(φ){C}(θ, l′) = w′ or whilen(φ){C} does not re-
duce in l′ steps under θ, in which case SCσwhilen(φ){C}(θ, l
′) = 0. In either case,
SCσwhilen(φ){C}(θ, l
′) ≤ SCσwhilek(φ){C}(θ, l
′) for all l′ ≥ l, so the result holds by
a property of the limit of a sequence.
If there exists no l such that 〈θ, whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗min 〈θ′,
diverge,K, τ, θ′K , l, w〉, then for all l, we have 〈θ, while
k(φ){C}, [], σ, θK ,
0, 1〉 ⊢∗ 〈θ′, C,K, τ, θ′K , l, w〉, where C 6= diverge. By Corollary 9,
〈θ, whilen(φ){C}, [], σ, θK , 0, 1〉 ⊢
∗ 〈θ′, C′,K ′, τ, θ′K , l, w〉 for some C
′, K ′,
and so SCσwhilek(φ){C}(θ, l) = SC
σ
whilen(φ){C}(θ, l) for all l, which implies
SCσwhilek(φ){C}(θ) = SC
σ
whilen(φ){C}(θ). ⊓⊔
Lemma 45. If 〈θ, C,K, σ, θK ,m,w〉E〈θ, C′,K ′, σ, θK ,m,w〉 and 〈θ, C,K, σ, θK ,
m,w〉 ⊢∗min 〈θ
′′, diverge,K ′′, σ′′, θ′′K ,m+ n
′, w′′〉 then
〈θ, C′,K ′, σ, θK ,m,w〉 ⊢∗ 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m + n
′, w′′〉 and 〈θ′′, diverge,
K ′′, σ′′, θ′′K ,m+ n
′, w′′〉E 〈θ′′, C′′′,K ′′′, σ′′, θ′′K ,m+ n
′, w′′〉
Proof. Follows from Corollary 9 and Lemma 37. ⊓⊔
Lemma 46. If n ≥ k, then for all l, SCσwhilen(φ){C}(θ, l) ≤ SC
σ
whilek(φ){C}(θ, l).
Proof. If 〈θ, whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, σ′, θ′K , l
′, w〉 0 for some
l′ < l, then
〈θ, whilen(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′′,K ′, σ′, θ′K , l
′, w〉 0 by Lemma 42, and
so SCσwhilen(φ){C}(θ, l) = SC
σ
whilek(φ){C}(θ, l) = 0.
If 〈θ, whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, diverge,K, σ′, θ′K , l, w〉, then
SCσwhilek(φ){C}(θ, l) = w and there must exist a l
′ ≤ l such that 〈θ,
whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗min 〈θ
′, diverge,K, σ′, θ′K , l
′, w〉. Moreover, by
Lemma 45, 〈θ, whilen(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′′,K ′, τ, θ′K , l
′, w〉 and 〈θ′,
diverge,K, τ, θ′K , l
′, w〉E 〈θ′, C′′,K ′, τ, θ′K , l
′, w〉. If we have 〈θ′, C′′,K ′, τ, θ′K , l
′,
w〉 ⊢∗ 〈θ′′, C′′′,K ′′, τ, θ′′K , l, w
′〉, then SCσwhilen(φ){C}(θ, l) = w
′ ≤ w by Lemma 7.
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Otherwise, SCσwhilen(φ){C}(θ, l) = 0. In either case, SC
σ
whilen(φ){C}(θ, l) ≤
SCσwhilek(φ){C}(θ, l) = 0.
If 〈θ, whilek(φ){C}, [], σ, θK , 0, 1〉 ⊢∗ 〈θ′, C′,K, σ′, θ′K , l, w〉 and C
′ 6=
diverge, then by Corollary 9, 〈θ, whilen(φ){C}, [], σ, θK , 0, 1〉 ⊢ 〈θ′,
C′′,K ′, τ, θ′K , l, w〉 and 〈θ
′, C′,K, τ, θ′K , l, w〉 E 〈θ
′, C′′,K ′, τ, θ′K , l, w〉. Thus,
SCσwhilen(φ){C}(θ, l) ≤ SC
σ
whilek(φ){C}(θ, l) = w. ⊓⊔
Restatement of Proposition 5 For all f ≤ 1,
fˇ(Oσ
while(φ){C}(θ))SC
σ
while(φ){C}(θ) = infn fˇ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ)
Proof (of Proposition 5). If Oσ
while(φ){C}(θ) ∈ Ωσ, then by Lemma 35, there
exists k such that Oσ
while(φ){C}(θ) = O
σ
whilek(φ){C}(θ) and SC
σ
while(φ){C}(θ) =
SCσwhilek(φ){C}(θ). By similar reasoning as in the proof of Proposition 3, for all
l, either fˇ(Oσ
whilel(φ){C}(θ)) = fˇ(O
σ
whilek(φ){C}(θ)) or fˇ(O
σ
whilel(φ){C}(θ)) = 1, so
fˇ(Oσ
whilel(φ){C}(θ)) ≥ fˇ(O
σ
whilek(φ){C}(θ)) for all l.
By Lemma 43, for all l, either Oσ
whilel(φ){C}(θ) /∈ Ωσ or SC
σ
whilel(φ){C}(θ) =
SCσwhilek(φ){C}(θ). If O
σ
whilel(φ){C}(θ) /∈ Ωσ, then l < k because of Corol-
lary 11. Moreover, by Lemma 44, if l < k, then SCσwhilek(φ){C}(θ) ≤
SCσwhilel(φ){C}(θ). Hence, SC
σ
whilek(φ){C}(θ) ≤ SC
σ
whilel(φ){C}(θ)
for all l. This implies infn fˇ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ) =
fˇ(Oσ
whilek(φ){C}(θ))SC
σ
whilek(φ){C}(θ) = fˇ(O
σ
while(φ){C}(θ))SC
σ
while(φ){C}(θ).
If Oσ
while(φ){C}(θ) =  , then by Lemma 36, O
σ
whilek(φ){C}(θ) =
 for some k. Thus, infn fˇ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ) = 0 =
fˇ(Oσ
while(φ){C}(θ))SC
σ
while(φ){C}(θ).
If Oσ
while(φ){C}(θ) =↑, then fˇ(O
σ
while(φ){C}(θ)) = 1. By Lemma 10,
Oσ
whilek(φ){C}(θ) =↑ for all k. Since fˇ(↑) = 1, we only need to show that
SCσwhile(φ){C}(θ) = infn SC
σ
whilen(φ){C}(θ).
First, observe that from Corollary 8, it follows that for all l, for all
k ≥ l, SCσwhile(φ){C}(θ, l) = SC
σ
whilek(φ){C}(θ, l). Thus, for such fixed l,
SCσwhile(φ){C}(θ, l) = infn SC
σ
whilen(φ){C}(θ, l). Hence,
SCσwhile(φ){C}(θ) = inf
l
SCσwhile(φ){C}(θ, l)
= inf
l
inf
n
SCσwhilen(φ){C}(θ, l)
= inf
n
inf
l
SCσwhilen(φ){C}(θ, l)
= inf
n
SCσwhilen(φ){C}(θ)
In the equality inf l infn SC
σ
whilen(φ){C}(θ, l) = infn inf l SC
σ
whilen(φ){C}(θ, l),
we used the fact that inf l infn SC
σ
whilen(φ){C}(θ, l) =
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liml→∞ limn→∞ SCσwhilen(φ){C}(θ, l) and that SC
σ
whilen(φ){C}(θ, l) is de-
creasing in both n and l, which means that by Theorem 4.2 from [14],
liml→∞ limn→∞ SCσwhilen(φ){C}(θ, l) = limn→∞ liml→∞ SC
σ
whilen(φ){C}(θ, l).
⊓⊔
Below, we write 〈θ, C,K, σ, θK , n, w〉 ⊢∗min 〈θ
′, diverge,K ′, σ′, θ′K , n+ n
′, w′〉
if 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, diverge,K ′, σ′, θ′K , n + n
′, w′〉 and there is no
n′′ < n′ such that 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′′, diverge,K ′′, σ′′, θ′′K , n+ n
′′, w′′〉
(or, equivalently, 〈θ, C,K, σ, θK , n, w〉 ⊢∗ 〈θ′, diverge,K ′, σ′, θ′K , n+ n
′, w′〉 was
derived without (diverge)).
Restatement of Proposition 6 If n ≥ k and f ≤ 1, then
fˇ(Oσ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ) ≤ fˇ(O
σ
whilek(φ){C}(θ))SC
σ
whilek(φ){C}(θ).
Proof (of Proposition 6). By Corollary 11, Oσ
whilen(φ){C}(θ) ≥ O
σ
whilek(φ){C}(θ).
Since fˇ is antitone (we have fˇ(τ) ≤ fˇ(↑) = 1 for all τ ≥↑), this implies
fˇ(Oσ
whilen(φ){C}(θ)) ≤ fˇ(O
σ
whilek(φ){C}(θ)). By Lemma 44, SC
σ
whilen(φ){C}(θ) ≤
SCσwhilek(φ){C}(θ), so fˇ(O
σ
whilen(φ){C}(θ))SC
σ
whilen(φ){C}(θ) ≤
fˇ(Oσ
whilek(φ){C}(θ))SC
σ
whilek(φ){C}(θ), as required. ⊓⊔
E Proofs of Theorems 1 and 2
Restatement of Theorem 1 For all measurable functions f : Ωσ → R+,
PL programs C and initial states σ ∈ Ωσ:
wp[[C]](f)(σ) =
∫
f(τ)[[C]]σ(dτ).
Proof. By Lemma 10, it suffices to prove that for all f :∫
fˆ(OσC(θ)) · SC
σ
C(θ)µS(dθ) = wp[[C]](f)(σ).
This can be proven by induction on the structure of C. We refrain from treating
all cases but restrict ourselves to some interesting cases:
– Case C = x :≈ U . ∫
fˆ(Oσx:≈U (θ)) · SC
σ
x:≈U (θ)µS(dθ)
=
∫
f(σ[x 7→ πU (πL(θ))])µS(dθ)
(property entropy) =
∫
[0,1]
f(σ[x 7→ v])µL(dv)
(definition wp) = wp[[x :≈ U ]](f)(σ).
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– Case C = C1;C2 with C1 6= C′1;C
′
2.∫
fˆ(OσC1;C2(θ)) · SC
σ
C1;C2(θ)µS(dθ)
(Proposition 1) =
∫
fˆ(OτC2(πR(θ))) · SC
τ
C2
(πR(θ)) · SC
σ
C1
(πL(θ))µS(dθ)
(property entropy) =
∫ ∫
fˆ(OρC2(θR)) · SC
ρ
C2
(θR)µS(dθR)︸ ︷︷ ︸
=g(ρ)
·SCσC1(θL)µS(dθL)
where τ = OσC1(πL(θ)) and ρ = O
σ
C1
(θL). We have:
∫
gˆ(OσC1(θL)) · SC
σ
C1
(θL)µS(dθL)
(induction hypothesis) = wp[[C1]](g)(σ)
= wp[[C1]](λτ.
∫
fˆ(OτC2(θR)) · SC
τ
C2
(θR)µS(dθR))(σ)
(induction hypothesis) = wp[[C1]](λτ.wp[[C2]](f)(τ))(σ)
= wp[[C1]](wp[[C2]](f))(σ)
(definition wp) = wp[[C1;C2]](f)(σ)
– Case C = score(E). By inspecting the reduction rules, it follows:
Oσscore(E)(θ) =
{
σ if σ(E) ∈ (0, 1]
 otherwise
which implies fˆ(Oσ
score(E)(θ)) = [σ(E) ∈ (0, 1]] · fˆ(σ) and
SCσscore(E)(θ) =
{
σ(E) if σ(E) ∈ (0, 1]
0 otherwise
= [σ(E) ∈ (0, 1]] · σ(E).
Thus, we have:
∫
fˆ(Oσscore(E)(θ)) · SC
σ
score(E)(θ)µS(dθ)
=
∫
[σ(E) ∈ (0, 1]] · fˆ(σ) · σ(E)µS(dθ)
= [σ(E) ∈ (0, 1]] · fˆ(σ) · σ(E)
(σ ∈ Ωσ by assumption) = [σ(E) ∈ (0, 1]] · f(σ) · σ(E)
= wp[[score(E)]](f)(σ).
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– Case C = while(φ){C′}. Let Cn = whilen(φ){C′}. We derive:∫
fˆ(OσC(θ)) · SC
σ
C(θ)µS(dθ)
(Proposition 3) =
∫
sup
n
fˆ(OσCn(θ)) · SC
σ
Cn(θ)µS(dθ)
(Beppo Levi’s Theorem) = sup
n
∫
fˆ(OσCn(θ)) · SC
σ
Cn(θ)µS(dθ)
(∗) = sup
n
wp
〈φ,C′〉Φ
n
f (0)(σ)
(Kleene’s Fixpoint Theorem) = wp[[while(φ){C′}]](f)(σ).
When applying the Beppo Levi’s Theorem, we used the fact that the se-
quence fˆ(OσCn(θ)) · SC
σ
Cn(θ) is monotonic in n (Proposition 4). In order to
show that the proof step (∗) is correct, we need to show:∫
fˆ(OσCn(θ)) · SC
σ
Cn(θ)µS(dθ) =
wp
〈φ,C′〉Φ
n
f (0)(σ) for all n.
We prove this statement by induction on n, using Proposition 2:
• Base case: n = 0:∫
fˆ(Oσdiverge(θ))︸ ︷︷ ︸
=0
·SCσdiverge(θ)µS(dθ)︸ ︷︷ ︸
=1
= 0 =
wp
〈φ,C′〉Φ
0
f (0)(σ)
• Induction step: we distinguish σ(φ) = true and σ(φ) = false. For the
latter case we have: ∫
fˆ(σ) · 1µS(dθ) = f(σ).
For the case σ(φ) = true we derive:∫
fˆ(OσCn+1(θ)) · SC
σ
Cn+1(θ)µS(dθ)
=
∫
fˆ(OσC′;Cn(θ)) · SC
σ
C′;Cn(θ)µS(dθ)
(Prop. 2) =
∫
fˆ(OτCn(πR(ψ(θ))))·SC
σ
C′(πL(ψ(θ)))·SC
τ
Cn(πR(ψ(θ)))µS(dθ)
(Prop˙ 32) =
∫
fˆ(OρCn(πR(θ))) · SC
σ
C′(πL(θ)) · SC
ρ
Cn(πR(θ))µS(dθ)
(entropy) =
∫ ∫
fˆ(OρCn(θR)) · SC
ρ
Cn(θR)µS(dθR) · SC
σ
C′(θL)µS(dθL)
where τ = OσC′(πL(ψ(θ))) and ρ = O
σ
C′(πL(θ)).
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Now let p(τ) =
∫
fˆ(OτCn(θR)) · SC
τ
Cn(θR)µS(dθR) for τ ∈ Ωσ. Then:∫
pˆ(OσC(θL)) · SC
σ
C(θL)µS(dθL)
(outer IH) = wp[[C]](p)(σ)
= wp[[C]]
(
λτ.
∫
fˆ(OτCn(θR)) · SC
τ
Cn(θR)µS(dθR)
)
(σ)
(inner IH) = wp[[C]]
(
λτ.wp〈φ,C′〉Φ
n
f (0)(τ)
)
(σ)
= wp[[C]]
(
wp
〈φ,C′〉Φ
n
f (0)
)
(σ)
(definition
wp
〈φ,C〉
Φf ) =
wp
〈φ,C′〉Φ
n+1
f (0)(σ).
Hence, the equality (∗) is correct, which finishes the proof. ⊓⊔
The second main theorem of this paper states that the weakest liberal preex-
pectation of a non-negative function f bounded by 1 is equivalent to the expected
value of f with respect to the distribution defined by the operational semantics
plus the probability of divergence weighted by scores.
Restatement of Theorem 2 For every measurable non-negative function
f : Ωσ → R+ with f(σ) ≤ 1 for all states σ, PL program C and initial state
σ ∈ Ωσ:
wlp[[C]](f)(σ) =
∫
f(τ)·[[C]]σ|Ωσ (dτ)+
∫
[OσC(θ) = ↑] · SC
σ
C(θ)µS(dθ)︸ ︷︷ ︸
probability of divergence multiplied by the score
.
Proof. By induction on the structure of C. The proof is essentially the same as
the proof of Theorem 1, except that in the case of while-loops, we use Proposi-
tion 5 instead of Proposition 3 to show that the while-loop can be replaced by
the limit of its finite approximations.
Similarly to Theorem 1, the equation we want to prove can be rewritten as:
wlp[[C]](f)(σ) =
∫
fˇ(OσC(θ)) · SC
σ
C(θ)µS(dθ)
The proof goes as follows. Let C = while(φ){C′} and Cn = whilen(φ){C′}.∫
fˇ(OσC(θ)) · SC
σ
C(θ)µS(dθ)
(Proposition 5) =
∫
inf
n
fˇ(OσCn(θ)) · SC
σ
Cn(θ)µS(dθ)
(Beppo Levi’s Theorem) = inf
n
∫
fˇ(OσCn(θ)) · SC
σ
Cn(θ)µS(dθ)
(∗) = inf
n
wlp
〈φ,C′〉Φ
n
f (1)(σ)
(Kleene’s Fixpoint Theorem) = wlp[[while(φ){C′}]](f)(σ)
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In order to show that step (∗) is correct, we need to show that
∫
fˇ(OσCn(θ)) ·
SCσCn(θ)µS(dθ) = infn
wlp
〈φ,C′〉Φ
n
f (1)(σ) for all n. This can be proven by induc-
tion on n; the proof is almost identical to the proof of (∗) from Theorem 1.
When applying the Beppo Levi’s Theorem, we used the fact that the sequence
fˇ(OσCn(θ)) · SC
σ
Cn(θ) is decreasing in n (Proposition 6) and that
∫
fˇ(OσC0(θ)) ·
SCσC0(θ)µS(dθ) <∞, which can be checked immediately. ⊓⊔
F Proving measurability
The proofs of measurability are similar to [36], with the difference that we are
working with an imperative language. In this section, we sketch the proofs of
measurability of functions OσC(·) and SC
σ
C(·, n), without going into the details,
which are conceptually the same as in [36].
F.1 Measurability of single-step reduction
Let us define:
g(θ, C,K, σ, θK , n, w) =


(θ′, C′,K ′, σ′, θ′K , n+ 1, w
′)
if 〈θ, C,K, σ, θK , n, w〉 ⊢ 〈θ′, C′,K ′, σ′, θ′K , n+ 1, w
′〉
(θ, C,K, , θK , n+ 1, 0) otherwise
We need to show that g is measurable. The only interesting cases are (assign),
which modifies state (we need to show g is still continuous in this case) and
(draw), which modifies both state and trace, and (seq) and (pop), which modify
both the main trace and the trace for continuation.
We can show that g is measurable by considering g as a disjoint union of
sub-functions defined on measurable subsets of combinations corresponding to
given reduction rules (e.g. gif−true and gif−false reducing conditional choices,
gwhile−true and gwhile−false reducing while-loops, gsample reducing sampling state-
ments etc.) and showing that each sub-function is measurable. The reasoning is
very similar to the one presented in Appendix E.1 of [36], so we omit the full
proof and only show measurability of sub-functions modifying states and infinite
traces, which were not present in [36].
From continuity to measurability The easiest way of proving measurability
of a function is often proving that this function is continuous as a function be-
tween the metric spaces which gave rise to the domain and codomain measurable
spaces—by Corollary 2, continuity implies measurability. Moreover, Corollary 3
states that if a function f between products of separable metric spaces is contin-
uous with respect to the Manhattan products of metrics, then it is measurable
with respect to products of the given measurable spaces. We will make heavy
use of these results in the proofs below.
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Additional Borel σ-algebras In order to carry out the proofs, we need to define
separable metric spaces on statements C, expressions E and continuations K,
which will induce Borel σ-algebras. These metrics are straightforward metrics
on syntactic terms, similar to the metrics on lambda-terms in [36]. We omit
the details, but these metrics would be defined so that dC(C1;C2, C
′
1;C
′
2) =
dC(C1;C
′
1) + dC(C2;C
′
2) and dK(C :: K,C
′ :: K ′) = dC(C;C′) + dK(K,K ′)
(where dK(K,K
′) =∞ if K and K ′ have different lengths).
It is easy to check that all the above metric spaces are separable—for each
of them, a dense subset can be obtained by replacing reals with rationals. All
subspaces of separable metric spaces can also be shown to be separable.
We also need to define σ-algebras on step sizes n and weights w—these will
be the standard discrete σ-algebra on Z+ and the Borel σ-algebra on [0, 1],
respectively.
Measurability of (assign) We define:
gassign(θ, x := E,K, σ, θK , n, w) = (θ, ↓,K, σ[x 7→ σ(E)], θK , n+ 1, w)
= (gassign1 (θ, x := E,K, σ, θK , n, w),
gassign2 (θ, x := E,K, σ, θK , n, w),
. . . ,
gassign7 (θ, x := E,K, σ, θK , n, w))
where:
gassign1 (θ, x := E,K, σ, θK , n, w) = θ
gassign2 (θ, x := E,K, σ, θK , n, w) = ↓
gassign3 (θ, x := E,K, σ, θK , n, w) = K
gassign4 (θ, x := E,K, σ, θK , n, w) = σ[x 7→ σ(E)]
gassign5 (θ, x := E,K, σ, θK , n, w) = θK
gassign6 (θ, x := E,K, σ, θK , n, w) = n+ 1
gassign7 (θ, x := E,K, σ, θK , n, w) = w
Lemma 47. gassign is measurable.
Proof. The functions gassign1 , gassign3 , gassign5 , gassign7 are simple projections,
so they are trivially measurable. The function gassign2 is a constant function, so it
is also measurable. Function gassign4 is a composition of a function returning the
tuple (x, σ, σ(E)) from the configuration, which can easily be shown measurable
(projections are measurable, the function extracting E from x := E can be
shown continuous and substitution σ(E) is measurable by assumption), and the
state update function, which is measurable by Lemma 14. Function gassign6 is a
composition of a projection (returning the sixth component n from a tuple) and
a function adding 1 to a number, which is continuous and measurable.
Hence, gassign is measurable, as all its components are measurable. ⊓⊔
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Measurability of (draw) Let us define:
gdraw ((θ, x :≈ U,K, σ, θK , n, w)) = (πR(θ), ↓,K, σ[x 7→ πU (πL(θ))], θK , n+ 1, w)
= (gdraw1 (θ, x := E,K, σ, θK , n, w),
gdraw2 (θ, x := E,K, σ, θK , n, w),
. . . ,
gdraw7 (θ, x := E,K, σ, θK , n, w))
where:
gdraw1 (θ, x := E,K, σ, θK , n, w) = πR(θ)
gdraw2 (θ, x := E,K, σ, θK , n, w) = ↓
gdraw3 (θ, x := E,K, σ, θK , n, w) = K
gdraw4 (θ, x := E,K, σ, θK , n, w) = σ[x 7→ πU (πL(θ))]
gdraw3 (θ, x := E,K, σ, θK , n, w) = θK
gdraw6 (θ, x := E,K, σ, θK , n, w) = n+ 1
gdraw7 (θ, x := E,K, σ, θK , n, w) = w
Lemma 48. gassign is measurable.
Proof. We only need to show the measurability of gdraw1 and gdraw4 , as the other
functions are identical to the ones used in the definition of gassign .
The function gdraw1 is a composition of the projection returning the first
component θ of the configuration, and the function πR, which is measurable by
the axiomatisation of the entropy space, so it is measurable.
Function gdraw4 is measurable by the same argument as gassign4 , except that
the measurable evaluation σ(E) is replaced by πU (πL(θ)), which as a composition
of two measurable (by assumption) functions and the measurable projection
returning θ is also measurable. ⊓⊔
Measurability of (seq) and (pop) Define:
gseq((θ, C1;C2,K, σ, θK , n, w)) = (πL(θ), C1, C2 :: K,σ, πR(θ) :: θK , n+ 1, w)
= (gseq1 (θ, x := E,K, σ, θK , n, w),
gseq2 (θ, x := E,K, σ, θK , n, w),
. . . ,
gseq7 (θ, x := E,K, σ, θK , n, w))
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where:
gseq1 (θ, C1;C2,K, σ, θK , n, w) = πL(θ)
gseq2 (θ, C1;C2,K, σ, θK , n, w) = C1
gseq3 (θ, C1;C2,K, σ, θK , n, w) = C2 :: K
gseq4 (θ, C1;C2,K, σ, θK , n, w) = σ
gseq5 (θ, C1;C2,K, σ, θK , n, w) = πR(θ) :: θK
gseq6 (θ, C1;C2,K, σ, θK , n, w) = n+ 1
gseq7 (θ, C1;C2,K, σ, θK , n, w) = w
Lemma 49. gseq is measurable.
Proof. The function gseq1 is measurable as a composition of projection and a
function measurable by assumption. The metrics dC and dK on statements and
continuations (whose formal definitions are omitted) satisfy dC(C1;C2, C
′
1;C
′
2) =
dC(C1;C
′
1) + dC(C2;C
′
2) and dK(C :: K,C
′ :: K ′) = dC(C;C′) + dK(K,K ′),
which makes it easy to show that gseq2 and gseq3 are measurable, as compo-
sitions of projections and continuous functions. Meanwhile, gseq5 is composed
from measurable projections and the functions πR and (::), measurable by as-
sumption, so it is measurable. ⊓⊔
The proof of measurability of (pop) is analogous.
F.2 Measurability of Oσ
C
(·) and SCσ
C
(·, n)
Once we have proven the measurability of state updates, the proof of Lemma 9
(measurability of OσC(·)) is analogous to the proof of Lemma 92 in [5].
The proof of measurability of SCσC(·, n) is even simpler—for each fixed n,
we can represent SCσC(·, n) as an n-fold composition of g, followed by a projec-
tion returning the weight w from the configuration. The projection is obviously
continuous, and so measurable. Since a composition of measurable functions is
measurable, this shows that SCσC(·, n) is measurable.
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