This paper deals with designing covariance upperbound controllers for a linear system that can be used in a networked control environment in which control laws are calculated in a remote controller and transmitted through a shared communication link to the plant. In order to compensate for possible packet losses during the transmission, two different techniques are often employed: the zero-input and the hold-input strategy. These use zero input and the latest control input, respectively, when a packet is lost. For each strategy, we synthesize a class of output covariance upperbound controllers for a given covariance upperbound and a packet loss probability. Existence conditions of the covariance upperbound controller are also provided for each strategy. Through numerical examples, performance of the two strategies is compared in terms of feasibility of implementing the controllers.
Introduction
Recent advancement of communication and network technologies and also the paradigm change from centralized engineering systems to distributed systems have prompted development of networked control systems (NCSs) in control engineering. With the use of such systems, many benefits can be obtained, such as flexible system architectures, reduced installation and maintenance costs, etc. [1] . Naturally, NCS are now being applied to many engineering fields including mobile sensor networks, automated highway systems, and UAVs.
However, since communication links directly connecting between various subsystems in ordinary control systems are replaced by a shared network in NCS, it is possible that data packets containing control and/or measurement information may be lost during the communication. Ref. [2] dealt with an optimal filtering problem in the presence of multiple packet losses and the packet-loss problem at both measurement and control links was considered in Refs. [3, 4] . Due to these packet losses and time delays, performance of a system using an NCS can be degraded and, in some cases, system instability may arise (see Refs. [5] [6] [7] .).
To reduce these adverse effects of NCSs, there have been many researches to evaluate the effect of packet losses and to design satisfactory controllers in the presence of data losses during communication (see Refs. [4, 8] ). One of the most popular approaches to model intermittent packet losses is to use a Bernoulli random variable with the packet loss probability (see Refs. [4, 9] ).
For example, consider the control schematic shown in Fig.  1 where we use a network communication between the controller and the plant. The control strategy shown in the figure is called zero-input approach in which if a packet is correctly transferred ( ν 1 k = ) from the controller to the plant, then the actuator command is equal to the controller output . The other approach is called hold-input strategy where, for the case of packet loss, one-step past actuator command is used. The schematic of this approach is shown in Fig. 2 . Here it is assumed that the packet losses are modeled using a Bernoulli random variable with the probability [ ]
Refs. [4, 9] deal with the linear quadratic optimal controller in the presence of packet loss modeled by a Bernoulli random variable ν k .
Covariance upper bound controllers [10] have been known as one of the few design approaches that directly handles a system's state or output covariance. In this paper, we develop a covariance upper bound controller with the zero-input and the hold-input strategies in the presence of packet losses between the controller and the plant. In general, NCSs' measurement data are also transmitted through a network communication link to the controller, so the effect of packet losses in the link should be considered. However, for the rather simple syntheses of covariance upperbound controllers here, we consider only the effect of control data packet losses as described in Figs. 1 and 2 .
The structure of this paper is as follows. In Section 2, we introduce the basic structures and mathematical models of the zero-input and the hold-input strategies and the necessary theorems related to covariance upperbound controllers. Sections 3.1 and 3.2 focus on designing covariance upperbound controllers for the zero-input strategy and the hold-input strategy, respectively. Then, in Section 4, for a scalar and a multivariable system, via numerical simulations, performance of the two strategies is compared in terms of feasibility of implementing the controllers. Finally, Section 5 concludes this study.
Problem definition and preliminaries
We consider the following linear discrete-time system as dealt with in Ref. [9] 1 Plant :
Output :
Controller :
where x is given to a remote controller employing a simple static state feedback.
The connection between the controller and the actuator in the networked control system treated in this paper is made by a lossy wireless communication channel. Therefore, the packet containing control information can be lost during the transmission through the network link, which is, in this study, modeled by a stochastic binary variable
with the packet loss probability [ ]
so that the expectation becomes
It is assumed that this random variable ν k is statistically independent of the process noise sequence k w . Now we consider two different relations between the actuator command a k u and the controller output c k u : the zeroinput strategy and the hold-input strategy.
Zero input strategy
In the zero-input strategy the actuator command input to the plant (1) is given by , if a packet is correctly transmitted ν (ν 1),
, otherwise (ν 0).
Thus, the closed-loop system (as depicted in Fig. 1 ) is described by
Hold-input strategy
This strategy uses the latest control input for the actuator command, i.e. 
if a packet is lost, from which we obtain the following closedloop system modeled by
The system schematic is shown in Fig. 2 .
Preliminaries for covariance control
The objective of this work is to design state feedback controllers using the zero-input strategy or the hold-input strategy such that the output covariance of the system at steady state is bounded by a given positive-definite matrix Ω , i.e., Fig. 1 . Zero-input approach [9] . Fig. 2 . Hold-input approach [9] . lim { } .
This requires that the resulting closed-loop system with the zero-input strategy or the hold-input strategy is mean-square stable whose definition [11] is given below. [11] ).
To synthesize covariance upperbound controllers, we need the following lemma (see Ref. [11] ) on the state covariance equation at steady state.
Lemma 1:
The following are equivalent:
admits a symmetric and positive definite solution M for some given symmetric and positive definite matrix .
Q
(ii) The Lyapunov equation ( 
admits a symmetric and positive definite solution .
P
The following Lemma 2 will be used for deriving state feedback gains achieving the output covariance bounded by a given value (see Ref. [10] ). 
(ii) The following two conditions hold
If the above statements hold, then all matrices K satisfying (13) are given by
where G is an arbitrary matrix such that 1 < G and
Here, the matrix [ ]
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Zero-input strategy
The closed-loop state and the output equation are respectively given by Eq. (6)
Then the state covariance
So if the system is mean-square stable, then the state covariance equation at steady-state is given by
with lim .
Now we consider the Lyapunov-like equation
where z P is any symmetric and positive definite matrix. This equation also can be expressed as
for some . > Q 0 Then by subtracting Eq. (23) from Eq. (25), we find that there exists a > X 0 such that
Now applying (ii) of Lemma 1 yields the following lemma. Now we find all state feedback gains z L such that the output covariance at steady state is bounded above by a given matrix Ω , e.g.,
Note that the state covariance is given by Eq. (23) and the solution z P from Eq. (24)
is an upper bound for X . Therefore, if T p z p < C P C Ω , the output covariance at steady state satisfies our objective
To find all such state feedback gains z L , we use Lemma 2 simply by using = C I in Eq. (13). This is one of the main results of this study. 
Then all such state feedback gains are given by
where z G is an arbitrary matrix such that 1 z < G and
Hold-input strategy
For the hold-input strategy, from Eq. (8), we have the state equation
Hence,
It can be shown that the above equation can be expressed as (see Appendix A.1)
where 1 2 , , ,
, . 
only h L will be used for implementing the controller and other block elements are dummy matrices.
Then the covariance equation corresponding to Eq. (36) becomes Now using the arguments similar to those in Section 3.1, it suffices for
to find a gain L such that h > P 0 and
It seems that direct application of Lemma 2 yields such a gain L . However, due to the fact that 
Theorem 2:
Let a symmetric matrix Ω and a packet loss probability ν be given and consider the system (8) . Then the following statements are equivalent:
(ii) There exists a matrix h > P 0 such that
In this case, all such state feedback gains are given by
where h G is an arbitrary matrix such that and
(53) 11 12 21 22 . h ⎡ ⎤ ⎢ ⎥ ⎣ ⎦ P P P P P (54)
Numerical examples
Scalar system case
In order to highlight the meaning of each condition in the theorems and to compare performance difference between zero-input and hold-input strategies, we consider a simple scalar case: , and compare the feasible bounds for both strategies. The result is shown in Fig. 3 .
For these values of system parameters, it is observed that the covariance upperbound controllers of the zero-input strategy performs better than that of the hold-input strategy, since the zero-input strategy can obtain the same level of output covariance with a higher level of packet-loss probability. However, this holds only for the numerical values used here. Making a general statement about performance differences between the two strategies requires much work which is one of the future research topics. for the zero-input and the hold-input strategy take 0 and the previous values, respectively, when packets are lost ( ν 0 k = ). From the figure, it seems that the zero-input strategy provides a faster response than that of the hold-input case. However it is important to note that both covariance upperbound controllers only guarantee the upperbound of output covariance at the steady state. We may choose a non-zero gain matrices G z and G h in Eqs. (33) and (48) for a special purpose.
Multi-variable system case
For a multivariabe system, we consider the pendubot system used in Ref. [4] which is a control laboratory experiment consisting of a two-link planar robot with torque actuation only on the first link. The state vector k x consists of the first link angle and the angular speed, and the second link angle and the angular speed
The following system matrices are obtained by linearizing at an up-right position, i.e., an unstable equilibrium point given by 1 2 θ π * = and 2 0 θ * = and discretizing with sampling period 0.005 second. For a detailed description of the pendubot system, see Ref. [4] or [12] . 
Same as the scalar system case, we compare the feasibility regions of both covariance upperbound controllers by changing the packet loss probability ν and the upperbound Θ of the two state variables 1 θ and 2 θ , setting 2 2 2 .
The resulting feasible regions of the both strategies are shown in Fig. 5 . This shows the similar trend shown in the scalar system and also that the zero-input strategy's feasible area is wider than that of the hold-input case.
Conclusion
The zero-input and the hold-input strategies are two representative approaches for compensating control packet losses which can be happened in shared networks for control systems. In this paper we synthesized covariance upperbound controllers with these two strategies with existence conditions for such controllers. According to the numerical simulations to compare the performance of both strategies in the presence of control packet losses, the covariance upperbound controller with the zero input strategy seems to show better performance than the controller with the hold input strategy because the feasible regions for the zero input strategy were wider than those of hold input strategy. However, making a general statement on the relative performance comparison between the two requires further analytical study and is a topic of future research. Also, here we considered only the effect of control packet losses. In the future, analysis including packet losses in measurement data links to controller and various covariance upperbound controllers other than the state feedback will be considered. 
from which we obtain Eq. (36).
A.2 Proof for theorem 2
After expanding and completing the square, it can be shown that the inequality (42) is equivalent to † 1 1 1
where † ( )
and the relation 
which can be further reduced to 1 11 ( ) ( ) .
Here, 11 > P 0 is a block element of h P , i.e., 
