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Ferromagnetic materials tend to develop very complex magnetiza-
tion patterns whose time evolution is modeled by the so-called
Landau–Lifshitz–Gilbert equation (LLG). In this paper, we construct
time-periodic solutions for LLG in the regime of soft and small
ferromagnetic particles which satisfy a certain shape condition.
Roughly speaking, it is assumed that the length of the particle is
greater than its hight and its width. The approach is based on a
perturbation argument and the spectral analysis of the correspond-
ing linearized problem as well as the theory of sectorial operators.
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1. Introduction
Ferromagnetic materials show a large variety of magnetic microstructures, which can be made
visible with the help of the magneto-optical Kerr effect microscopy (we refer to the book by Hubert
and Schäfer [1] for a description of this microscopy method and plenty of beautiful magneto-optical
images). Roughly speaking, one observes regions where the magnetization is almost constant (named
magnetic domains) and transition layers separating them (known as domain walls).
The theory of micromagnetism, as presented in the book by Brown [2] (see also [1] and the book
by Aharoni [3]) explains the multiple magnetic phenomena (in the static case) by (local) minimiza-
tion of a certain energy functional, the micromagnetic energy E . The quantity to be predicted is the
magnetization vector m :Ω → J s S2 ⊂ R3 of a ferromagnetic sample Ω ⊂ R3, where the pointwise
constraint |m(x)| = J s (also known as “saturation constraint”) reﬂects the experimentally conﬁrmed
fact that the magnitude of the magnetization is constant (the positive scalar J s is called saturation
magnetization). In suitable units, the micromagnetic energy E(m) associated with the magnetization
vector m is given by
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∫
Ω
|∇m|2 dx+ Q
∫
Ω
ϕ(m)dx+
∫
R3
∣∣H[m]∣∣2 dx− 2
∫
Ω
hext ·mdx
and we can assume w.l.o.g. that J s = 1, i.e., m has values in the unit sphere S2. On the right-hand side,
the four terms are called exchange energy, anisotropy energy, stray ﬁeld energy, and external ﬁeld
energy, respectively. The exchange energy explains the tendency towards parallel alignment, where
the positive material constant d is called exchange length or Bloch line width. Preferred directions
due to crystalline anisotropies – so-called easy axis – are modeled by the material function ϕ : S2 →
[0,∞) and the positive quality factor Q . Furthermore, the magnetization m induces a magnetic ﬁeld
H[m] – the so-called stray ﬁeld – that solves the Maxwell equations of magnetostatics
div
(
H[m] + χΩm
) = 0
curl H[m] = 0 in R
3 (1)
and whose energy contribution is given by the stray ﬁeld energy. Finally, the external ﬁeld energy
captures the interactions of m with an external magnetic ﬁeld hext.
In view of their different behavior, the four energies can never simultaneously achieve their min-
imal values. For example, the exchange energy prefers constant magnetizations, whereas the stray
ﬁeld energy favors divergence free magnetizations. The resulting competition between the four ener-
gies explains (some of) the observed microstructures in ferromagnetic materials.
Most of the (qualitative) mathematical theory so far has focused on the static case (an extensive
list of references can be found in the survey article by DeSimone, Kohn, Müller, and Otto [4]). Here
instead, the corresponding evolution equation with regard to time-periodic solutions is studied. In the
physics community, this equation is known as Landau–Lifshitz–Gilbert equation (LLG) and given by
mt = αm × Heff −m × (m × Heff) in R × Ω
(“×” denotes the usual vector product in R3) together with homogeneous Neumann boundary condi-
tions
∂m
∂ν
= 0 on R × ∂Ω
and the saturation constraint |m| = 1. Here 2Heff = −∇L2 E(m) is the effective magnetic ﬁeld and
α ∈ R is a parameter. The so-called “gyromagnetic” term αm × Heff describes a precession around
Heff, whereas the “damping” term −m × (m × Heff) tries to align m with Heff. Mathematically speak-
ing, the Landau–Lifshitz–Gilbert equation is a hybrid heat and Schrödinger ﬂow for the free energy E .
The paper at hand addresses the following question:
Do there exist time-periodic solutions for LLG
when the external magnetic ﬁeld is periodic in time?
Due to the complexity of LLG, one cannot expect to obtain a universally valid answer to that question.
Here we restrict ourself to the regime of soft and small ferromagnetic particles. “Soft” refers to the
case when Q = 0, and “small” means that |Ω| = η3  1, where |Ω| denotes the three-dimensional
Lebesgue measure of Ω . In this case, the effective magnetic ﬁeld Heff is given by
Heff = d2	m + H[m] + hext
with stray ﬁeld H[m] and external magnetic ﬁeld hext. If we neglect the precession term (i.e. α = 0),
LLG is simply the harmonic map heat ﬂow into the sphere with an additional lower order (but non-
local) term. We therefore expect that in general solutions of LLG tend to develop singularities in
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of course, makes it a diﬃcult task to construct time-periodic solutions. Even in the case hext = 0,
the most natural time-periodic solutions for LLG – namely minimizers of the micromagnetic energy
functional – are not regular in general (see Hardt, Kinderlehrer [6] and Carbou [7]).
The situation is more accommodating in the case of small ferromagnetic particles. Indeed, a scaling
argument shows that the exchange energy determines the behavior of the magnetization to a large
extent. Thus, it is to be expected that for very small samples, minimizers of the micromagnetic energy
functional are nearly constant (but still not trivial). In [8] a reduced model for small bodies is derived
by means of Γ -convergence, and it turns out that the celebrated model of Stoner and Wohlfarth [9]
is recovered. As expected, the limiting energy functional is deﬁned on a ﬁnite-dimensional space,
which makes it easy to study its local and global minimizers. Moreover, as shown in [8], the limiting
energy functional captures the asymptotic behavior of local and global minimizers of the full energy
functional as the size of the particle tends to zero. For small particles, it is therefore possible to show
that minimizers of the micromagnetic energy functional are regular, provided ∂Ω is smooth enough
(see [10,11]).
In this paper, regular minimizers of the micromagnetic energy functional form our starting point
for the construction of time-periodic solutions. We make use of a perturbation argument based on
the spectral properties of the corresponding linearized problem and the implicit function theorem.
Besides the fact that we work with small particles, we also have to impose additional assumptions
on the shape of the ferromagnetic sample in terms of the eigenvalues of the demagnetizing tensor T
(see Section 6). The resulting magnetic shape anisotropy is used to rule out nontrivial zeros for the
linearization. As a consequence, we can show the existence of T -periodic solutions for LLG in the
regime of soft and small ferromagnetic particles satisfying a certain shape condition, where at the
same time it is assumed that the amplitude λ of the T -periodic external magnetic ﬁeld is suﬃciently
small (see Theorem 7.1). We note that a related existence result for Néel walls in thin ferromagnetic
ﬁlms is proved in [12].
The paper is organized as follows: In Section 2 we introduce the rescaled LLG for small particles
and show the existence of regular solutions close to a regular minimizer in Section 3 with the help of
analytic semigroups and optimal regularity theory. We explain our perturbation argument in Section 4
and derive the necessary spectral properties of the linearization in Sections 5 and 6. This is used in
Section 7 to prove the existence of time-periodic solutions.
2. Energy functional and LLG for small particles
2.1. Scaling of the energy functional and regularity
We consider a small and soft ferromagnetic particle modeled by Ωη = ηΩ ⊂ R3. Here, Ω ⊂ R3 is a
bounded domain with |Ω| = 1, and η > 0 is a (small) parameter representing the size of the particle.
In order to have a magnetization vector deﬁned on a ﬁxed domain, we rescale space by x → 1/ηx
and obtain – after a further renormalization of the energy by η – the rescaled energy functional (here
stated with hext = 0)
Eηres(m) = d2
∫
Ω
|∇m|2 dx+ η2
∫
R3
∣∣H[m]∣∣2 dx.
The rescaled magnetization m :Ω → S2 is now deﬁned on a ﬁxed domain independent of η, and the
corresponding stray ﬁeld H[m] is a solution of the static Maxwell equations (1). In the sequel we vary
the (small) parameter η and set d = 1 for convenience.
With standard methods from the calculus of variations, it can easily be seen that Eηres admits a
minimizer mη in the set of admissible functions deﬁned by
H1
(
Ω, S2
)= {m ∈ H1(Ω,R3) ∣∣ |m| = 1 almost everywhere}.
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requirement H[u] ∈ L2(R3,R3). Moreover, we have the following basic lemma for the stray ﬁeld op-
erator H :
Lemma 2.1. The stray ﬁeld operator H deﬁnes a linear and bounded mapping from L2(Ω,R3) to L2(R3,R3)
and satisﬁes the identity
∫
R3
H[u] · H[v]dx = −
∫
Ω
H[u] · v dx
for every u, v ∈ L2(Ω,R3). In particular, the mapping u → H[u]|Ω is symmetric on L2(Ω,R3).
Proof. The proof is standard (see, for example, [4]). We remark that H[u] is actually a gradient, and
therefore, we obtain the stated identity with the help of the weak formulation for H[v]. 
Furthermore, we know that minimizers of Eηres become “regular” if η > 0 is suﬃciently small. More
precisely, the following theorem holds (consult [10] or [11] for a proof):
Theorem 2.1. Let Ω ⊂ R3 be a bounded C2,1-domain. There exist positive constants η0 = η0(Ω) and C0 =
C0(Ω) with the following property: If mη is a minimizer of Eη on H1(Ω, S2)with parameter 0< η η0 , then
mη ∈ H2N
(
Ω,R3
)∩ C1,γ (Ω,R3) and ‖∇mη‖L∞  C0η (2)
for every γ ∈ (0,1), where “N” stands for homogeneous Neumann boundary conditions ∂mη
∂ν = 0 (ν is the
outer normal of ∂Ω). Moreover, mη satisﬁes the Euler–Lagrange equation
	mη + |∇mη|2mη − η2mη · H[mη]mη + η2H[mη] = 0. (3)
We call minimizers mη of E
η
res which satisfy property (2) “regular minimizers”. In the sequel we
frequently make use of the vector identities
(a × b) · c = −(c × b) · a and a × (b × c) = (a · c)b − (a · b)c (4)
for a,b, c ∈ R3. In particular, we have that
	m + |∇m|2m = −m × (m × 	m) (5)
for all m ∈ H2(Ω,R3) with |m| = 1, and we can rewrite the Euler–Lagrange equation (3) as follows:
mη ×
(
mη ×
(
	mη + η2H[mη]
))= 0.
From here we see that
mη ‖ 	mη + η2H[mη] (6)
for all regular minimizers mη of E
η
res, where “‖” stands for “parallel”.
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Now, we consider LLG for our soft ferromagnetic particle Ωη . If we rescale space and time by
x → 1/ηx and t → 1/η2t , respectively, we obtain the rescaled LLG
mt = αm × H reseff −m ×
(
m × H reseff
)
in R × Ω (7)
together with homogeneous Neumann boundary conditions and saturation constraint |m| = 1. Again,
the rescaled magnetization m :R × Ω → S2 is now deﬁned on a ﬁxed domain independent of the
parameter η, and the rescaled effective magnetic ﬁeld H reseff is given by
H reseff = 	m + η2H[m] + η2hext.
With the help of (6), we see that regular minimizers of Eηres are stationary solutions for the rescaled
LLG if hext = 0.
In the following we assume throughout that Ω is a bounded C2,1-domain and that η is suﬃciently
small. In order to prove the existence of T -periodic solutions for the rescaled LLG in the case of T -
periodic external magnetic ﬁelds with small amplitude, we perturb a regular minimizer of Eηres and
introduce a new parameter λ. To be more precise, we replace the external magnetic ﬁeld hext by λh,
where h :R × Ω → R3 is T -periodic in time and λ ∈ R.
3. Existence of solutions and dependence on the data
In this section we show the existence of solutions for the rescaled LLG close to a regular minimizer
mη of E
η
res by means of the implicit function theorem and optimal regularity theory for the linearized
problem. Moreover, we prove the differentiability of these solutions with respect to λ and the initial
value. Our proof employs the theory of sectorial operators and analytic semigroups (see the book
by Lunardi [13] for a self-contained presentation). First of all, we recall the central deﬁnition of this
theory:
Deﬁnition 3.1. Let X be a Banach space and A : D(A) ⊂ X → X be a linear operator. We say that A
is sectorial if there are constants ω ∈ R, θ ∈ (π/2,π), and M > 0 such that the resolvent set ρ(A)
contains the sector Sθ,ω = {λ ∈ C | λ = ω, |arg(λ − ω)| < θ}, and the resolvent estimate
∥∥R(λ, A)∥∥ M|λ − ω|
is satisﬁed for all λ ∈ Sθ,ω . Moreover, we denote by (et A)t0 the analytic semigroup generated by the
sectorial operator A.
We remark that sectorial operators A : D(A) ⊂ X → X are closed, and the domain of deﬁnition
D(A) becomes a Banach space when equipped with the graph norm ‖·‖D(A) of A deﬁned as usual by
‖x‖D(A) = ‖x‖X + ‖Ax‖X for x ∈ D(A).
In the sequel we work with an equivalent version for the rescaled LLG given by
mt = 	m + αm × 	m + |∇m|2m + αη2m ×
(
H[m] + λh)− η2m × (m × (H[m] + λh)) (8)
together with homogeneous Neumann boundary conditions and saturation constraint |m| = 1. This is
indeed equivalent to (7) thanks to (5). To be able to work in linear spaces, we ﬁrst forget about the
pointwise constraint |m| = 1 and show a posteriori that this is true if it is satisﬁed by the initial value.
For λ = 0 the linearization Lη of the right-hand side of (8) with respect to m at mη is given by
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+ αη2u × H[mη] − η2mη ×
(
mη × H[u]
)− η2mη × (u × H[mη])
− η2u × (mη × H[mη]) (9)
for u ∈ H2N(Ω,R3). We remark that the linear operator Lη is well-deﬁned as a mapping from
H2N (Ω,R
3) to L2(Ω,R3) thanks to the embedding H2(Ω,R3) ↪→ L∞(Ω,R3). Furthermore, we can
show that Lη is sectorial:
Lemma 3.1. The linear operator Lη : H2N(Ω,R3) ⊂ L2(Ω,R3) → L2(Ω,R3) is sectorial, and the graph norm
of Lη is equivalent to the H2-norm.
Proof. We use the decomposition Lη = Lη1 + Lη2 , where
Lη1 : H2N
(
Ω,R3
)⊂ L2(Ω,R3)→ L2(Ω,R3) :u → 	u + αmη × 	u,
and show that Lη1 is sectorial. For this we use the deﬁnitions and notations from [14] and write
Lη1u = A	u =
⎛
⎝ 1 −αm
η
3 αm
η
2
αmη3 1 −αmη1
−αmη2 αmη1 1
⎞
⎠	u =
3∑
j,k=1
a jk∂ j∂ku,
where a jk = δ jk A ∈ C(Ω,R3×3). For x ∈ Ω , ξ ∈ R3 \ {0}, and ζ ∈ C3 \ {0} we ﬁnd
∑
j,k,r,s
arsjk(x)ξ
jξkζrζ s =
∑
j,r,s
Ars(x)
(
ξ j
)2
ζrζ s = |ξ |2
∑
r,s
Ars(x)ζrζ s.
With the decomposition ζ = ζ 1 + ı˙ζ 2, where ζ 1, ζ 2 ∈ R3, it is easy to see that
Re
∑
j,k,r,s
arsjk(x)ξ
jξkζrζ s = |ξ |2|ζ |2 > 0.
This shows that the symbol of Lη1 is strongly uniformly elliptic. If we set A = Lη1 and B = ∂ν (ν is
the unit outer normal of ∂Ω), then we obtain with the help of [14, Theorem 4.2] that (A,B) is
a normally elliptic boundary value problem of second order. Now, [14, Theorem 2.4] implies that
the L2-realization of (A,B), i.e., the operator Lη1 , is sectorial. Moreover, the open mapping theorem
implies that the graph norm of Lη1 is equivalent to the H2-norm.
Next, we show that Lη2 is a lower order perturbation of Lη1 . For this we ﬁrst recall that ∇mη
belongs to L∞(Ω,R3×3), and thanks to [15, Lemma 2.3], we know that the restricted stray ﬁeld
operator
H : H2
(
Ω,R3
)→ H2(Ω,R3) :m → H[m]|Ω
is linear and bounded. In particular, we ﬁnd H[mη] ∈ L∞(Ω,R3), and the Euler–Lagrange equation
(3) implies 	mη ∈ L∞(Ω,R3). A combination of these facts together with the Sobolev embedding
theorem shows that Lη2 : H2N (Ω,R3) → L2(Ω,R3) is a compact operator. Now, the perturbation result
[13, Proposition 2.4.3] implies that Lη is sectorial, and similarly as above, we see that the graph norm
of Lη is equivalent to the H2-norm. The lemma is proved. 
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tion spaces of Hölder continuous functions (we use the notation from [13]). Let therefore 0 < β < 1
be given and X be a Banach space. The space C0,ββ (]0, T ], X) is the set of all bounded functions
f : ]0, T ] → X such that
[ f ]
C0,ββ (]0,T ],X) = sup0<<T 
β [ f ]C0,β ([,T ],X) < ∞.
This forms a Banach space with norm deﬁned by
‖ f ‖
C0,ββ (]0,T ],X) = ‖ f ‖C(]0,T ],X) + [ f ]C0,ββ (]0,T ],X).
Moreover, we write C1,ββ (]0, T ], X) for the set of all bounded and differentiable mappings f from
]0, T ] to X with f ′ ∈ C0,ββ (]0, T ], X). Again, this is a Banach space with norm deﬁned by
‖ f ‖
C1,ββ (]0,T ],X) = ‖ f ‖C(]0,T ],X) +
∥∥ f ′∥∥
C0,ββ (]0,T ],X).
We can now state the required optimal regularity result which is a combination of [13, Corollary 4.3.6]
(ii) and (iii):
Lemma 3.2. Suppose X is a Banach space and A : D(A) ⊂ X → X is a densely deﬁned sectorial operator. Let
0 < β < 1, 0< T < ∞, u0 ∈ D(A), and f ∈ C([0, T ], X)∩ C0,ββ (]0, T ], X) be given. Furthermore, let u be the
mild solution of
ut = Au + f (t), u(0) = u0,
by deﬁnition
u(t) = etAu0 +
t∫
0
e(t−s)A f (s)ds, 0 t  T .
Then u is a strict solution, this means u ∈ C1([0, T ], X)∩ C([0, T ], D(A)) and the above equation holds point-
wise. Moreover, we have the optimal regularity result ut , Au ∈ C([0, T ], X) ∩ C0,ββ (]0, T ], X).
Next, we deﬁne the Banach spaces
X = C1([0, T ], L2)∩ C([0, T ], H2N)∩ C0,ββ (]0, T ], H2N)∩ C1,ββ (]0, T ], L2)
and
Y = C([0, T ], L2)∩ C0,ββ (]0, T ], L2)
with respective norms
‖·‖X = ‖·‖C1([0,T ],L2) + ‖·‖C([0,T ],H2N ) + ‖·‖C0,ββ (]0,T ],H2N ) + ‖·‖C1,ββ (]0,T ],L2)
and
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We come to our existence result:
Lemma 3.3. Let 0< β < 1 and h ∈ C0,β (R, L2(Ω,R3)) be given. Furthermore, let mη be a regular minimizer
of Eηres with parameter η > 0. Then there exists an open neighborhood Uη of mη in H
2
N (Ω,R
3) and an open
neighborhood Vη of 0 in R such that
mt = 	m + αm × 	m + |∇m|2m + αη2m ×
(
H[m] + λh)− η2m × (m × (H[m] + λh))
(LLG)η
possesses a unique solution m(·,u, λ) ∈ X (in a certain small neighborhood of mη) with m(0) = u
and ∂m
∂ν = 0 for all u ∈ Uη and all λ ∈ Vη . Moreover, the mapping (u, λ) → m(·,u, λ) is smooth and
Dum(T ,mη,0) = eTLη .
Proof. We deﬁne F : X × R → Y by
F (m, λ) =mt − 	m − αm × 	m − |∇m|2m − αη2m ×
(
H[m] + λh)+ η2m × (m × (H[m] + λh))
and G : X × H2N × R → Y × H2N by G(m,u, λ) = (F (m, λ),m(0) − u). Thanks to the embeddings
H2(Ω) ↪→ L∞(Ω) and H1(Ω) ↪→ L4(Ω), it is easy to see that F and G are well-deﬁned and smooth.
Moreover, we know that G(mη,mη,0) = (0,0) since regular minimizers of Eηres are stationary solu-
tions for LLG with hext = 0.
In the sequel we prove that DmG(mη,mη,0) is invertible. For this we have to show that for all
f ∈ Y and all u ∈ H2N there exists a unique m ∈ X such that mt = Lηm+ f (t) and m(0) = u. Let there-
fore f and u be given. Since Lη is sectorial, we ﬁnd a unique mild solution m. Thanks to Lemma 3.2,
we obtain m ∈ X , where we have also used that the graph norm of Lη is equivalent to the H2-norm.
We conclude that DmG(mη,mη,0) is invertible. With the help of the implicit function theorem, we
ﬁnd open neighborhoods Uη of mη in H2N , Vη of 0 in R, and a smooth mapping m :Uη × Vη → X
such that m(·,mη,0) =mη and G(m(·,u, λ),u, λ) = (0,0) for all u ∈ Uη and λ ∈ Vη . Hence, m(·,u, λ)
is the solution we are looking for.
For the remaining statement, we have to calculate the derivative Dum(T ,mη,0) and use the iden-
tity G(m(·,u,0),u,0) = (0,0) to see that
(0,0) = DmG(mη,mη,0) ◦ Dum(·,mη,0)(h) + DuG(mη,mη,0)(h)
for all h ∈ H2N . We now set v = Dum(·,mη,0)(h) for a given h ∈ H2N and ﬁnd vt = Lηv and v(0) = h.
We conclude v(t) = etLηh for all t ∈ [0, T ] and thus Dum(T ,mη,0) = eTLη . The lemma is proved. 
We continue by showing that the pointwise constraint |m| = 1 is conserved under time evolution:
Lemma 3.4. Under the assumptions of Lemma 3.3, let u ∈ Uη with |u| = 1 and λ ∈ Vη be given. Then we have
|m(t,u, λ)| = 1 for all 0 t  T .
Proof. We write m = m(·,u, λ) and deﬁne b = |m|2 − 1. Because of H2N(Ω) ↪→ L∞(Ω), the space
H2N (Ω) forms an algebra, and we ﬁnd b ∈ C1([0, T ], L2) ∩ C([0, T ], H2N ) and 	b = 2	m ·m + 2|∇m|2.
Next, we calculate:
bt = 2mt ·m = 2
(
	m + |∇m|2m) ·m = 	b − 2|∇m|2 + 2|∇m|2|m|2 = 	b + 2|∇m|2b.
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1
2
d
dt
‖b‖2L2 + ‖∇b‖2L2 = 2
∫
Ω
|∇m|2|b|2 dx.
We now use the Hölder inequality with (3,2,6) and ﬁnd for the right-hand side the estimate
2
∫
Ω
|∇m|2|b|2 dx 2‖∇m‖2L6‖b‖2L4  C‖m‖2H2‖b‖2L4  C‖b‖2L4 .
In order to estimate ‖b‖2
L4
in terms of ‖b‖2
L2
and ‖∇b‖2
L2
, we make use of the interpolation inequality
‖u‖L4  ‖u‖
1
4
L2
‖u‖
3
4
L6
for all u ∈ L6(Ω) and the embedding H1(Ω) ↪→ L6(Ω). We conclude
2
∫
Ω
|∇m|2|b|2 dx C‖b‖
1
2
L2
‖b‖
3
2
L6
 C‖b‖2L2 + C‖b‖
1
2
L2
‖∇b‖
3
2
L2
.
With the help of the Young inequality, we obtain
2
∫
Ω
|∇m|2|b|2 dx C‖b‖2L2 +
1
2
‖∇b‖2L2 ,
thus
1
2
d
dt
‖b‖2L2 +
1
2
‖∇b‖2L2  C‖b‖2L2 .
Since b(0) = 0, the Gronwall inequality implies the statement of the lemma. 
4. Continuation method
From now on, we assume that h ∈ C0,β (R, L2(Ω,R3)), where 0 < β < 1, is a T -periodic function.
As above, we denote by m(·,u, λ) the solution of (LLG)η for u ∈ H2N close to mη and λ ∈ R close to 0.
Since mη is a stationary solution for (LLG)η with λ = 0, we already have a T -periodic solution m with
|m| = 1. We now ask whether we can ﬁnd T -periodic solutions m of (LLG)η with |m| = 1 for λ = 0.
To answer this question, we adapt a well-known method from the theory of ordinary differential
equations to our situation. This method – the so-called continuation method – relies on the implicit
function theorem and has an obvious extension to time-dependent partial differential equations. See,
for example, the book by Amann [16] for a description of this method in the setting of ODEs. In
contrast to [16], we have a non-standard situation at hand. In fact, due to the saturation constraint
|m| = 1, we have to work on an inﬁnite-dimensional manifold and refer to the book by Abraham,
Marsden and Ratiu [17] for the notion of inﬁnite-dimensional manifolds modeled on Banach spaces.
Lemma 4.1. The set M = {u ∈ H2N (Ω,R3) | |u| = 1 pointwise} deﬁnes a smooth submanifold of the space
H2N (Ω,R
3). For all u0 ∈ M, the tangent space Tu0M of M at u0 is given by
Tu0M =
{
u ∈ H2N
(
Ω,R3
) ∣∣ u · u0 = 0 pointwise}.
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3) → H2N (Ω) :u → |u|2 − 1 and remark that F is well-deﬁned
and smooth since H2N (Ω) forms a smooth algebra. Moreover, we have that DF (u)v = 2u · v for all
u, v ∈ H2N(Ω,R3). In the sequel we show that 0 is a regular value for F . This means we have to show
that DF (u) is surjective for all u ∈ F−1(0) and H2N (Ω,R3) = N(DF (u)) ⊕ X(u) for all u ∈ F−1(0),
where X(u) is a closed subspace of H2N (Ω,R
3). Let therefore u ∈ F−1(0) be given. For f ∈ H2N (Ω) we
deﬁne v = 2−1u f ∈ H2N (Ω,R3). Then DF (u)v = f , hence DF (u) is surjective. Moreover, N(DF (u)) is
a closed subspace of H2N (Ω,R
3), and since H2N (Ω,R
3) is a Hilbert space, we ﬁnd a closed subspace
X(u) ⊂ H2N (Ω,R3) such that H2N (Ω,R3) = N(DF (u)) ⊕ X(u). This shows that 0 is a regular value
for F . The well known submersion theorem (see, for example, [17, Submersion Theorem 3.5.4]) implies
that M = F−1(0) is a smooth submanifold of H2N (Ω,R3) and Tu0M = N(DF (u0)) for all u0 ∈ M. The
lemma is proved. 
We make use of the following important observation (valid in a certain small neighborhood of the
minimizer mη):
m(·,u, λ) possesses a T -periodic extension to R that solves (LLG)η
if and only if m(T ,u, λ) = u.
In particular, m =m(·,u, λ) deﬁnes a T -periodic solution for (LLG)η with saturation constraint |m| = 1
if and only if m(T ,u, λ) = u and |u| = 1. In order to solve the parameter dependent ﬁxed point equa-
tion on M, we need the following version of the implicit function theorem on inﬁnite-dimensional
manifolds:
Lemma 4.2. Let N be a smooth manifold and f :U × V → N be a smooth mapping, where U ⊂ N , V ⊂ R
are open subsets and 0 ∈ V . Suppose that f (u0,0) = u0 for some u0 ∈ U and that the operator D1 f (u0,0)−
I : Tu0N → Tu0N is an isomorphism. Then there exist an open neighborhood W ⊂ V of 0 and a smooth
mapping g :W → U such that g(0) = u0 and f (g(λ), λ) = g(λ) for all λ ∈ W .
Proof. We choose an admissible chart around the point u0. This means that we have an open neigh-
borhood U0 ⊂ U of u0 in N together with an C∞-diffeomorphism ϕ :U0 → ϕ(U0), where ϕ(U0) is an
open subset of a Banach space E . We can assume that ϕ(u0) = 0, and after shrinking U0 and V , we
can deﬁne F :ϕ(U0)× V → E : (w, λ) → ϕ( f (ϕ−1(w), λ))− w . Then F is a smooth mapping between
Banach spaces and F (0,0) = 0. Moreover, we ﬁnd with the chain rule that
D1F (0,0) = Dϕ(u0) ◦ D1 f (u0,0) ◦ Dϕ−1(0) − I = Dϕ(u0) ◦
(
D1 f (u0,0) − I
) ◦ Dϕ−1(0),
hence D1F (0,0) is an isomorphism. We can now use the implicit function theorem and ﬁnd an open
neighborhood W ⊂ V of 0 and a smooth mapping g :W → ϕ(U0) such that
0 = F (g(λ),λ)= ϕ( f (ϕ−1 ◦ g(λ),λ))− g(λ)
for all λ ∈ W . Finally, we deﬁne g = ϕ−1 ◦ g , and the statement of the lemma follows. 
In view of Lemma 4.2, we have to study the invertibility of the linear operator
Dum(T ,mη,0) − I = eTLη − I
on the tangent space TmηM. We start by analyzing the restriction of Lη to the tangent space TmηM
and deﬁne
Dη = TmηML
2 = {u ∈ H2N(Ω,R3) ∣∣ u ·mη = 0}L2 .
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Lηu belongs to Dη .
Proof. “⊂”: Let u ∈ Dη be given. We ﬁnd a sequence un ∈ TmηM such that un → u in L2. Moreover,
we can assume un → u almost everywhere in Ω . In particular, we obtain that u · mη = 0 almost
everywhere in Ω .
“⊃”: Let u ∈ L2(Ω,R3) with u ·mη = 0 be given. We ﬁnd a sequence un ∈ C∞0 (Ω,R3) such that
un → u almost everywhere in Ω and in L2. We deﬁne vn = un − (un ·mη)mη ∈ TmηM for n ∈ N and
ﬁnd vn → u in L2, hence u ∈ Dη .
For the remaining statement, let u ∈ TmηM be given. Thanks to what we have just shown, it is
enough to check that Lηu ·mη = 0. From (9) we obtain
Lηu ·mη = 	u ·mη + 2∇u : ∇mη − η2u · H[mη] − α
(
mη ×
(
	mη + η2H[mη]
)) · u,
where we have used the vector identities (4). Because of u ·mη = 0, we get
0 = 	(u ·mη) = 	u ·mη + u · 	mη + 2∇mη : ∇u,
hence
Lηu ·mη = −
(
	mη + η2H[mη]
) · u − α(mη × (	mη + η2H[mη])) · u.
The fact (6) implies the statement of the lemma. 
Thanks to the previous lemma, we can deﬁne the linear operator Lη0 by
Lη0 : TmηM ⊂ Dη → Dη :u → Lηu.
Moreover, we can show that Lη0 is sectorial:
Lemma 4.4. The linear operator Lη0 is sectorial and etL
η
0 = etLη |Dη .
Proof. First of all, we prove the existence of a sector Sθ,ω ⊂ ρ(Lη) as in Deﬁnition 3.1 such that
R
(
λ,Lη)(Dη) ⊂ TmηM
for all λ ∈ Sθ,ω . For this we use that A : H2N (Ω) ⊂ L2(Ω) → L2(Ω) : v → 	v + 2|∇mη|2v deﬁnes a
sectorial operator (A = Laplacian + “lower order term”). Since Lη is a sectorial operator as well, we
can choose a sector Sθ,ω ⊂ ρ(A) ∩ ρ(Lη). Let now λ ∈ Sθ,ω and f ∈ Dη be given. We have to show
that u = R(λ,Lη) f belongs to TmηM. The deﬁnition of u implies λu − Lηu = f , and multiplication
with mη leads to λu ·mη −Lηu ·mη = 0. With the help of (9) and the identity 	(u ·mη) = 	u ·mη +
u · 	mη + 2∇u : ∇mη , we obtain
Lηu ·mη = 	(u ·mη) + |∇mη|2u ·mη − u · 	mη + η2
(
mη ×
(
mη × H[mη]
)) · u
− α(mη × 	mη) · u − αη2
(
mη × H[mη]
) · u.
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Lηu ·mη = 	(u ·mη) + 2|∇mη|2u ·mη +
(
mη ×
(
mη ×
(
	mη + η2H[mη]
))) · u
− α(mη × (	mη + η2H[mη])) · u
= 	(u ·mη) + 2|∇mη|2u ·mη,
where we have used the identity (5) and the fact (6). In particular, we have λ(u ·mη)−A(u ·mη) = 0,
hence u ·mη = 0 and u ∈ TmηM.
From what we have shown above, we obtain Sθ,ω ⊂ ρ(Lη0 ) and R(λ,Lη0 ) = R(λ,Lη)|Dη for all
λ ∈ Sθ,ω . The required resolvent estimate is also satisﬁed, and we conclude that Lη0 is sectorial and
etL
η
0 = etLη |Dη . The lemma is proved. 
We use Lemma 4.4 in the following way: Assume for the moment that eTL
η
0 − I :Dη → Dη is
invertible. Then we also have that eTLη − I : TmηM → TmηM is invertible. Indeed, since eTL
η
0 =
eTLη |Dη , we see that eTL
η − I : TmηM → TmηM is injective. Moreover, for f ∈ TmηM we ﬁnd a
unique u ∈ Dη such that eTLηu − u = f . Thanks to the smoothing property of eTLη , we obtain u =
eTLηu − f ∈ TmηM, hence eTLη − I : TmηM → TmηM is surjective.
Working with eTL
η
0 on Dη has the advantage that we can use the spectral mapping theorem for
sectorial operators (see, for example, [13, Corollary 2.3.7]). In particular we have that
1 /∈ σ (eTLη0 ) ⇔ 2kπı˙
T
/∈ σ (Lη0) for all k ∈ Z.
Furthermore, we know that the resolvents of Lη0 are compact due to the compact Sobolev embed-
ding H2N (Ω) ↪→ L2(Ω). This shows that the spectrum σ(Lη0 ) consists entirely of isolated eigenvalues
with ﬁnite-dimensional eigenspaces (see, for example, [18, Theorem 6.29]), hence σ(Lη0) = σP (Lη0 ).
In particular, for
eTL
η − I : TmηM → TmηM
being invertible, it is enough to check that σP (Lη0)∩ ı˙R = ∅. In the subsequent sections, we prove the
validity of this statement in two steps. First, we show that ı˙t /∈ σP (Lη0 ) for every t ∈ R \ {0}, and then
we prove that 0 /∈ σP (Lη0 ). It turns out that the latter statement requires a restriction on the shape
of Ω , and our particle – or equivalently η – has to be suﬃciently small.
5. Spectral analysis for Lη0 – First step
In this section we prove the following lemma:
Lemma 5.1. The linear operator Lη0 satisﬁes σP (Lη0) ∩ ı˙R \ {0} = ∅.
Proof. Let t ∈ R \ {0} be given. We have to show that ı˙t − Lη0 : TmηM ⊂ Dη → Dη is injective. Let
therefore u ∈ TmηM be such that 0= ı˙tu − Lη0u. We obtain
0 = (αmη × · − I)
(
ı˙tu − Lη0u
)
and rewrite Lη0u with the help of (4) as follows:
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+ αη2u × H[mη] − η2mη · H[u]mη + η2H[u] − η2mη · H[mη]u − η2u · H[mη]mη. (10)
Next, we calculate:
αmη × Lη0u = αmη × 	u + α2mη · 	umη − α2	u + α|∇mη|2mη × u + α2mη · 	mηu
+ α2η2mη · H[u]mη − α2η2H[u] + α2η2mη · H[mη]u + αη2mη × H[u]
− αη2mη · H[mη]mη × u.
Furthermore, we ﬁnd:
Lη0u − αmη × Lη0u
= (1+ α2)	u + (1+ α2)η2H[u] − (1+ α2)η2mη · H[mη]u − (1+ α2)η2mη · H[u]mη
− α2mη · 	umη − α2mη · 	mηu + 2∇u : ∇mηmη + |∇mη|2u − η2u · H[mη]mη
− α(	mη + |∇mη|2mη − η2mη · H[mη]mη + η2H[mη])× u.
We observe that the last term is equal to zero thanks to the Euler–Lagrange equation (3). We now
take the L2-scalar product with u and obtain
(Lη0u − αmη × Lη0u,u)L2
= −(1+ α2)
∫
Ω
|∇u|2 dx+ (1+ α2)η2
∫
Ω
H[u] · u dx
− (1+ α2)η2
∫
Ω
mη · H[mη]|u|2 dx− α2
∫
Ω
mη · 	mη|u|2 dx+
∫
Ω
|∇mη|2|u|2 dx.
Since H is L2-symmetric (see Lemma 2.1), we conclude (Lη0u−αmη ×Lη0u,u)L2 ∈ R. We now decom-
pose u = u1 + ı˙u2 into real and imaginary part and calculate:
(αmη × · − I)ı˙tu = ı˙αtmη × u1 − αtmη × u2 − ı˙tu1 + tu2.
Again, we take the L2-scalar product with u and ﬁnd
(
(αmη × · − I)ı˙tu,u
)
L2 = −ı˙t
∫
Ω
|u|2 dx+ 2αt
∫
Ω
(mη × u1) · u2 dx.
In particular, we obtain
0 = Im((αmη × · − I)(ı˙tu − Lη0u),u)L2 = −ı˙t
∫
Ω
|u|2 dx,
hence u = 0. The lemma is proved. 
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In general we cannot expect that 0 /∈ σP (Lη0 ) since symmetries of the domain Ω lead naturally to
a nontrivial kernel of Lη0 . Assume, for example, that we can ﬁnd a smooth path R :R → SO(3) such
that R(0) = I and R(t)(Ω) = Ω for all t ∈ R. Then m(t) deﬁned by m(t) = R(t) ◦mη ◦ R(t)T is also a
minimizer of Eηres for all t ∈ R. In particular, m(t) is a stationary solution for the rescaled LLG with
hext = 0, and differentiation shows w = ddtm(t)|t=0 ∈ TmηM and Lη0w = 0. If w = 0, then we conclude
that 0 ∈ σP (Lη0). We also remark that, due to the non-local stray ﬁeld H , it is diﬃcult to investigate
the dimension of the kernel of Lη0 , even for symmetric domains Ω .
In order to rule out nontrivial zeros of Lη0 , we need a restriction on the shape of Ω . We can
conveniently capture the relation between geometry and non-local stray ﬁeld with the help of the
demagnetizing tensor T deﬁned by
T :R3 → R3 :u → −
∫
Ω
H[u]dx.
From the deﬁnition we see that T is linear, symmetric, and positive deﬁnite, and we can therefore
write without loss of generality T in diagonal form T = diag(λ1, λ2, λ3) with positive eigenvalues λ1,
λ2, λ3. In the remaining chapter, we assume that the smallest eigenvalue λ1 of T is simple, that is
λ1 < λ2  λ3, which, roughly speaking, means that the length of Ω is greater than its height and
its width. For rotation ellipsoids, explicit formulas for the demagnetizing tensor are available (see [1,
Section 3.2.5]), and we see that the set of bounded C2,1-domains with the property λ1 < λ2  λ3
is not empty. The magnetic shape anisotropy as expressed above keeps minimizers mη of E
η
res close
to the e1-axis, provided η is small enough. Before we prove this statement, we need a reﬁned L2-
estimate for the gradient of mη and start with some notations:
We decompose an arbitrary function u ∈ H2N (Ω,R3) by u = u + u, where
u =
∫
Ω
u dx and u = u −
∫
Ω
u dx. (11)
From the deﬁnition we ﬁnd
∫
Ω
u dx = 0 and
∫
Ω
u · u dx = 0. (12)
This in particular implies that
‖u‖L2  C‖∇u‖L2 = C‖∇u‖L2 (13)
and
‖u‖2L2 = |u|2 + ‖u‖2L2  |u|2 + C‖∇u‖2L2 . (14)
Furthermore, we write u = (u1,u2,u3) and u = (u1,u2,u3).
Lemma 6.1. There exist positive constants η0 = η0(Ω) and C0 = C0(Ω) such that the estimates
‖∇mη‖L2  C0η2 is true for every minimizer mη ∈ H1(Ω, S2) of Eηres whenever 0< η η0 .
2476 A. Huber / J. Differential Equations 250 (2011) 2462–2484Proof. Let mη =mη +mη be a minimizer of Eηres. The saturation constraint |mη| = 1 implies
1 = |mη|2 + 2mη ·mη + |mη|2,
and by integration we obtain together with (12) the identity
1 = |mη|2 +
∫
Ω
|mη|2 dx. (15)
With the help of the Poincaré inequality and (2), we see that |1− |mη|2| Cη2 for η small enough.
Therefore, we can introduce the constant comparison function v =mη/|mη| ∈ H1(Ω, S2). Since mη is
a minimizer, we ﬁnd Eηres(mη) Eηres(v) and rewrite this inequality as follows:
∫
Ω
|∇mη|2 dx η2
∫
R3
H
[
mη
|mη| −mη
]
· H
[
mη
|mη| +mη
]
dx.
With the help of the Hölder inequality, we obtain
∫
Ω
|∇mη|2 dx η2
∥∥∥∥H
[
mη
|mη| −mη
]∥∥∥∥
L2
∥∥∥∥H
[
mη
|mη| +mη
]∥∥∥∥
L2
 2η2
∥∥∥∥ mη|mη| −mη
∥∥∥∥
L2
.
Moreover, we have the identity
∥∥∥∥ mη|mη| −mη
∥∥∥∥
2
L2
=
∫
Ω
∣∣∣∣ mη|mη| −mη
∣∣∣∣
2
dx =
∫
Ω
(
1− |mη|
)2
dx,
and since |mη| 1, we can estimate as follows:
(
1− |mη|
)2 = 1− 2|mη| + |mη|2  1− 2|mη|2 + |mη|2 = 1− |mη|2.
This together with the Poincaré inequality shows that
∥∥∥∥ mη|mη| −mη
∥∥∥∥
2
L2

∫
Ω
(
1− |mη|2
)
dx =
∫
Ω
|mη −mη|2 dx C
∫
Ω
|∇mη|2 dx.
We conclude
‖∇mη‖2L2  2η2
∥∥∥∥ mη|mη| −mη
∥∥∥∥
L2
+ 2η2‖mη −mη‖L2  Cη2‖∇mη‖L2 + Cη2‖∇mη‖L2
= Cη2‖∇mη‖L2 .
The lemma is proved. 
By interpolation between L2 and L∞ , we obtain the following corollary:
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every 2  p  ∞, we have ‖∇mη‖Lp  C0η1+
2
p whenever mη ∈ H1(Ω, S2) is a minimizer of Eηres with
parameter 0< η η0 .
We can now show that minimizers of Eηres stay close to the e1-axis, provided the parameter η is
small enough.
Lemma 6.2. There exist positive constants η0 = η0(Ω) and C0 = C0(Ω) such that we either have
‖mη − e1‖L∞  C0η or ‖mη + e1‖L∞  C0η for every minimizer mη ∈ H1(Ω, S2) of the rescaled energy
functional Eηres whenever 0< η η0 .
Proof. Let mη be a minimizer of E
η
res. For convenience we write m =mη and use again the decompo-
sition m =m+m from (11). We choose the constant comparison function e1 ∈ H1(Ω, S2) and employ
the deﬁnition of T combined with Lemma 2.1 to ﬁnd that
∫
R3
∣∣H[m]∣∣2 dx 1
η2
Eηres(m)
1
η2
Eηres(e1) = −
∫
Ω
H[e1] · e1 dx = Te1 · e1 = λ1.
It follows that
λ1 −
∫
Ω
H[m] ·mdx−
∫
Ω
H[m] ·mdx−
∫
Ω
H[m] ·mdx−
∫
Ω
H[m] ·mdx
 Tm ·m − 2
∫
Ω
H[m] ·mdx.
From here we obtain
λ1  λ1m21 + λ2m22 + λ3m23 − 2
∫
Ω
H[m] ·mdx λ1m21 + λ2
(
m22 +m23
)− 2
∫
Ω
H[m] ·mdx
because of λ3  λ2. Due to the saturation constraint |m| = 1, we can use (15), and therefore we ﬁnd
λ1  (λ1 − λ2)m21 + λ2 − λ2
∫
Ω
|m|2 dx− 2
∫
Ω
H[m] ·mdx.
With Lemma 6.1 and the Poincaré inequality, we obtain the estimate
(λ2 − λ1)
∣∣1−m21∣∣ λ2
∫
Ω
|m|2 dx+ 2
∫
Ω
H[m] ·mdx C‖∇m‖2L2 + 2
∥∥H[m]∥∥L2‖m‖L2  Cη2.
Since λ1 < λ2, we conclude |1−m21| Cη2 for η small enough. We now have to distinguish the cases
m1  0 and m1 < 0. If m1  0, then we get
|m − e1|2 = (1−m1)2 +m22 +m23  1−m21 + 1−m21 −
∫
|m|2 dx Cη2.
Ω
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to see that
‖m −m‖L∞  C‖m −m‖W 1,6  C
(‖m −m‖L6 + ‖∇m‖L6) C‖∇m‖L6  Cη
for η small enough. We now conclude
‖m − e1‖L∞  ‖m −m‖L∞ + |m − e1| C0η.
Similarly, we ﬁnd ‖m+ e1‖L∞  C0η if m1 < 0. The lemma is proved. 
The statement 0 /∈ σP (Lη0 ) is a consequence of the estimates established in the next two lemmas.
In the sequel we assume without loss of generality that mη = (mη1 ,mη2 ,mη3) satisﬁes
‖∇mη‖Lp  C0η1+
2
p and ‖mη − e1‖L∞  C0η (16)
for 2 p ∞ and η small enough (replace mη by −mη if necessary). We now state the ﬁrst estimate:
Lemma 6.3. There exist positive constants η0 = η0(Ω) and C = C(Ω) such that
(−Lη0u,u)L2  (1− Cη − C |α|η 12 )‖∇u‖2L2
+ η2((λ2 − λ1)|u|2 − α(λ3 − λ2)u2u3 − Cη|u|2 − C |α|η 12 |u|2)
for every u ∈ TmηM and every 0< η η0 .
Proof. Let u ∈ TmηM be given. For convenience we write
∫ = ∫
Ω
and ﬁnd with the help of (10) the
identity
(−Lη0u,u)L2 =
∫
|∇u|2 dx− α
∫
(mη × 	u) · u dx−
∫
|∇mη|2|u|2 dx− αη2
∫ (
mη × H[u]
) · u dx
− η2
∫
H[u] · u dx+ η2
∫
mη · H[mη]|u|2 dx
= ‖∇u‖2L2 − I1 − I2 − I3 − I4 − I5.
In the following we analyze each term separately. We remark that ‖∇u‖2
L2
and I4 are our good terms,
and because of I3, we have to do some extra work in form of Lemma 6.4. For I1 we get by integration
by parts that
I1 = α
∫
u1
(∇mη3 · ∇u2 − ∇mη2 · ∇u3)dx+ α
∫
u2
(∇mη1 · ∇u3 − ∇mη3 · ∇u1)dx
+ α
∫
u3
(∇mη2 · ∇u1 − ∇mη1 · ∇u2)dx.
With the help of the Hölder inequality, the embedding H1(Ω) ↪→ L4(Ω), (14), and (16), we obtain
the estimate
I1  C |α|‖∇mη‖L4‖u‖L4‖∇u‖L2  C |α|η1+
1
4 |u|η 14 ‖∇u‖L2 + C |α|η1+
1
2 ‖∇u‖22 .L
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I1  C |α|η2+ 12 |u|2 + C |α|η 12 ‖∇u‖2L2 + C |α|η1+
1
2 ‖∇u‖2L2  C |α|η2+
1
2 |u|2 + C |α|η 12 ‖∇u‖2L2 .
Similarly, we can estimate I2 as follows:
I2  ‖∇mη‖2L4‖u‖2L4  Cη3
(‖u‖2L2 + ‖∇u‖2L2
)
 Cη3|u|2 + Cη3‖∇u‖2L2 .
Next, we split I3 into two terms:
I3 = αη2
∫ (
(mη − e1) × H[u]
) · u dx+ αη2
∫ (
e1 × H[u]
) · u dx = I13 + I23.
For the ﬁrst term, we ﬁnd with (14) and (16) the estimate
I13  |α|η2‖mη − e1‖L∞
∥∥H[u]∥∥L2‖u‖L2  C |α|η3‖u‖2L2  C |α|η3|u|2 + C |α|η3‖∇u‖2L2 .
For the second term, we use the decomposition u = u + u from (11) and obtain:
I23 = αη2
∫ (
e1 × H[u]
) · u dx+ αη2
∫ (
e1 × H[u]
) · u dx+ αη2
∫ (
e1 × H[u]
) · u dx
+ αη2
∫ (
e1 × H[u]
) · u dx.
The deﬁnition of the demagnetizing tensor T, the Hölder inequality, and the estimate (13) imply
I23 −αη2(e1 × Tu) · u + C |α|η1+
1
2 |u|η 12 ‖∇u‖L2 + C |α|η2‖∇u‖2L2 .
Again, the Young inequality leads to the estimate
I23 −αη2(e1 × Tu) · u + C |α|η3|u|2 + C |α|η‖∇u‖2L2 .
We observe that e1 × Tu = (0,−λ3u3, λ2u2) hence (e1 × Tu) · u = −(λ3 − λ2)u2u3. We conclude
I3  αη2(λ3 − λ2)u2u3 + C |α|η3|u|2 + C |α|η‖∇u‖2L2 .
For I4 we obtain the estimate
I4 = η2
∫
H[u] · u dx+ 2η2
∫
H[u] · u dx+ η2
∫
H[u] · u dx
−η2Tu · u + Cη3|u|2 + Cη‖∇u‖2L2 .
We rewrite I5 as follows
I5 = −η2
∫
(mη − e1) · H[mη − e1]|u|2 dx− η2
∫
(mη − e1) · H[e1]|u|2 dx
− η2
∫
e1 · H[mη − e1]|u|2 dx− η2
∫
e1 · H[e1]|u|2 dx
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I5  η2‖mη − e1‖L∞‖mη − e1‖L2‖u‖2L4 + η2‖mη − e1‖L∞
∥∥H[e1]∥∥L2‖u‖2L4
+ η2‖mη − e1‖L2‖u‖2L4 − η2
∫
e1 · H[e1]|u|2 dx.
We obtain with the help of the embedding H1(Ω) ↪→ L4(Ω) that
I5  Cη3|u|2 + Cη3‖∇u‖2L2 − η2
∫
e1 · H[e1]|u|2 dx.
Moreover, we observe that
−η2
∫
e1 · H[e1]|u|2 dx = η2Te1 · e1|u|2 − 2η2
∫
e1 · H[e1]u · u dx− η2
∫
e1 · H[e1]|u|2 dx.
From here we get together with the Hölder inequality, Young inequality, and the Sobolev embedding
H1(Ω) ↪→ L4(Ω) the estimate
−η2
∫
e1 · H[e1]|u|2 dx η2λ1|u|2 + Cη2|u|‖u‖L2 + η2‖u‖2L4  η2λ1|u|2 + Cη3|u|2 + Cη‖∇u‖2L2 .
We conclude I5  η2λ1|u|2 + Cη3|u|2 + Cη‖∇u‖2L2 . Summarizing, we have shown so far that
(−Lη0u,u)L2  (1− Cη − C |α|η 12 )‖∇u‖2L2
+ η2(Tu · u − λ1|u|2 − α(λ3 − λ2)u2u3 − Cη|u|2 − C |α|η 12 |u|2)
for all u ∈ TmηM. Moreover, we can write Tu · u =
∑3
i=1 λiu2i , hence
Tu · u − λ1|u|2 =
3∑
i=1
λiu
2
i − λ1
3∑
i=1
u2i  (λ2 − λ1)
3∑
i=2
u2i .
Because of u ·mη = 0 and (16), we have that
|u1| =
∣∣∣∣
∫
u · e1 dx
∣∣∣∣=
∣∣∣∣
∫
u · (e1 −mη)dx
∣∣∣∣ ‖u‖L2‖e1 −mη‖L2  Cη‖u‖L2 ,
thus u21  Cη2|u|2 + Cη2‖∇u‖2L2 . We obtain the estimate
Tu · u − λ1|u|2 = (λ2 − λ1)|u|2 − (λ2 − λ1)u21  (λ2 − λ1)|u|2 − Cη2|u|2 − Cη2‖∇u‖2L2 .
This proves the lemma. 
To state the second estimate, we introduce for u ∈ TmηM the test function w[u] ∈ H2N(Ω,R3)
deﬁned by w[u] = (0,−u3,u2). It is easily seen that u · w[u] = 0 and
∫
Ω
∇u : ∇w[u]dx = 0 for every
u ∈ TmηM.
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(−Lη0u,αw[u])L2  αη2(λ3 − λ2)u2u3 − C(α2 + |α|)η 12 ‖∇u‖2L2 − C
(
α2 + |α|)η2+ 12 |u|2
for every u ∈ TmηM and every 0< η η0 .
Proof. Let u ∈ TmηM be given. For convenience we write w = w[u],
∫ = ∫
Ω
and ﬁnd from (10) the
identity
(−Lη0u,αw)L2 = −α2
∫
(mη × 	u) · w dx− 2α
∫
∇u : ∇mηmη · w dx− α2
∫
(u × 	mη) · w dx
− α2η2
∫ (
mη × H[u]
) · w dx− α2η2
∫ (
u × H[mη]
) · w dx
+ αη2
∫
mη · H[u]mη · w dx− αη2
∫
H[u] · w dx+ αη2
∫
u · H[mη]mη · w dx
= −I1 − I2 − I3 − I4 − I5 − I6 − I7 − I8.
We analyze each term separately. For I1 we remark that mη × w = (−mη1u1,−mη1u2,−mη1u3) since
mη · u =mη1u1 +mη2u2 +mη3u3 = 0. It follows
I1 = −α2
∫
(mη × w) · 	u dx = α2
∫ (
mη1u1	u1 +mη1u2	u2 +mη1u3	u3
)
dx,
and by integration by parts, we obtain
I1 = −α2
∫
mη1 |∇u|2 dx− α2
∫
(u1∇u1 + u2∇u2 + u3∇u3) · ∇mη1 dx.
Thanks to ‖mη − e1‖L∞  C0η, we have mη1  0 for η small enough, hence
I1 −α2
∫
(u1∇u1 + u2∇u2 + u3∇u3) · ∇mη1 dx.
Together with the Hölder inequality, Young inequality, (14), (16), and the Sobolev embedding
H1(Ω) ↪→ L4(Ω), we get
I1  Cα2η2+
1
2 |u|2 + Cα2η 12 ‖∇u‖2L2 .
Similarly, we ﬁnd for I2 the estimate I2  C |α|η2+ 12 |u|2 + C |α|η 12 ‖∇u‖2L2 . For I3 we obtain by inte-
gration by parts the identity
I3 = 2α2
∫
u3∇u3 · ∇mη1 dx− α2
∫
u1∇u3 · ∇mη3 dx− α2
∫
u3∇u1 · ∇mη3 dx
− α2
∫
u1∇u2 · ∇mη2 dx− α2
∫
u2∇u1 · ∇mη2 dx+ 2α2
∫
u2∇u2 · ∇mη1 dx.
With the usual inequalities, we get I3  Cα2η2+
1
2 |u|2 + Cα2η 12 ‖∇u‖22 . We decompose I4 as follows:L
2482 A. Huber / J. Differential Equations 250 (2011) 2462–2484I4 = α2η2
∫ (
(mη − e1) × H[u]
) · w dx+ α2η2
∫ (
e1 × H[u]
) · w dx = I14 + I24.
For I14 we ﬁnd with the Hölder inequality, (14), and (16) the estimate
I14  α2η2‖mη − e1‖L∞‖u‖2L2  Cα2η3|u|2 + Cα2η3‖∇u‖2L2 .
We decompose I24 with the help of (11) as follows:
I24 = α2η2
∫ (
e1 × H[u]
) · w dx+ α2η2
∫ (
e1 × H[u]
) · w dx
+ α2η2
∫ (
e1 × H[u]
) · w dx+ α2η2
∫ (
e1 × H[u]
) · w dx.
We obtain with the Hölder inequality, Young inequality, and (13) the estimate
I24  α2η2
∫ (
e1 × H[u]
) · w dx+ Cα2η3|u|2 + Cα2η‖∇u‖2L2 .
Moreover, we observe with the help of the demagnetizing tensor T that
α2η2
∫ (
e1 × H[u]
) · w dx = −α2η2(e1 × Tu) · w = −α2η2(λ3u23 + λ2u22)
and conclude
I4 −α2η2
(
λ3u
2
3 + λ2u22
)+ Cα2η3|u|2 + Cα2η‖∇u‖2L2 .
We decompose I5 as follows:
I5 = α2η2
∫ (
u × H[mη − e1]
) · w dx+ α2η2
∫ (
u × H[e1]
) · w dx = I15 + I25.
With the Hölder inequality, the embedding H1(Ω) ↪→ L4(Ω), (14), and (16), we ﬁnd the estimate
I15  α2η2‖u‖2L4‖mη − e1‖L2  Cα2η3|u|2 + Cα2η3‖∇u‖2L2 .
In view of (11), we split the second term as follows:
I25 = α2η2
∫ (
u × H[e1]
) · w dx+ α2η2
∫ (
u × H[e1]
) · w dx
+ α2η2
∫ (
u × H[e1]
) · w dx+ α2η2
∫ (
u × H[e1]
) · w dx.
With the usual arguments, we obtain
I25  α2η2
∫ (
u × H[e1]
) · w dx+ Cα2η3|u|2 + Cα2η‖∇u‖2L2 .
Moreover, we have thanks to the demagnetizing tensor T that
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∫ (
u × H[e1]
) · w dx = −α2η2(u × Te1) · w = α2η2(λ1u23 + λ1u22),
and this shows
I5  α2η2
(
λ1u
2
3 + λ1u22
)+ Cα2η3|u|2 + Cα2η‖∇u‖2L2 .
Since w · e1 = 0, we ﬁnd for I6 together with (14) and (16) that
I6 = −αη2
∫
mη · H[u](mη − e1) · w dx C |α|η3|u|2 + C |α|η3‖∇u‖2L2 .
We decompose I7 as follows
I7 = αη2
∫
H[u] · w dx+ αη2
∫
H[u] · w dx+ αη2
∫
H[u] · w dx+ αη2
∫
H[u] · w dx
and ﬁnd as usual the estimate
I7  αη2
∫
H[u] · w dx+ C |α|η3|u|2 + C |α|η‖∇u‖2L2 .
Furthermore, we see with the help of the demagnetizing tensor T that
αη2
∫
H[u] · w dx = −αη2Tu · w = −αη2(λ3 − λ2)u2u3
and conclude
I7 −αη2(λ3 − λ2)u2u3 + C |α|η3|u|2 + C |α|η‖∇u‖2L2 .
We make again use of w · e1 = 0 and obtain
I8  C |α|η2‖mη − e1‖L∞‖u‖2L4  C |α|η3|u|2 + C |α|η3‖∇u‖2L2 .
Since λ3, λ2 > λ1, the statement of the lemma follows. 
A combination of Lemmas 6.3 and 6.4 yields the desired result:
Lemma 6.5. There is a positive constant η0 = η0(Ω,α) such that 0 does not belong to the point spectrum of
Lη0 for every 0< η η0 .
7. Existence of T -periodic solutions
Finally, we can state our main result, which is to the author’s best knowledge the ﬁrst existence
result concerning time-periodic solutions for the three-dimensional LLG.
Theorem 7.1. Let Ω ⊂ R3 be a bounded C2,1-domain with volume |Ω| = 1 such that the smallest eigenvalue
of the demagnetizing tensor T is simple. Furthermore, let h ∈ C0,β (R, L2(Ω,R3)) be T -periodic, where T > 0
and 0 < β < 1. Then there is a positive constant η0 = η0(Ω,α) with the following property: For every pa-
rameter 0 < η  η0 there exists an open neighborhood V = V (η,α,h,Ω) of 0 in R such that the rescaled
LLG possesses a T -periodic solution belonging to C1(R, L2(Ω,R3)) ∩ C(R, H2N (Ω,R3)) for every λ ∈ V . By
scaling the statement carries over to the original LLG on Ωη = ηΩ .
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η
res are regular for every
0 < η  η0(Ω). Let now 0 < η  η0(Ω) be given and mη be a minimizer of Eηres. The regularity as-
sumptions on h imply together with Lemma 3.3 the existence of a unique solution m(·,u, λ) for (LLG)η
close to mη for all u ∈ U , λ ∈ V , where U is an open neighborhood of mη in H2N (Ω,R3), and V is an
open neighborhood of 0 in R. Moreover, the mapping f deﬁned by f :U × V → H2N(Ω,R3) : (u, λ) →
m(T ,u, λ) is smooth, and because of Lemma 3.4, we have f (U ∩M× V ) ⊂ M. Since h is T -periodic,
we know that m(·,u, λ) deﬁnes a T -periodic solution for (LLG)η with saturation constraint |m| = 1 if
and only if f (u, λ) = u and u ∈ M. In particular, it is enough to solve the parameter dependent ﬁxed
point equation f (u, λ) = u on M. With the help of Lemma 3.3 we ﬁnd that D1 f (mη,0)u = eTL
η
0u for
u ∈ TmηM. Thanks to Lemmas 5.1 and 6.5 we know that σP (Lη0)∩ ı˙R = ∅ whenever 0 < η η0(Ω,α).
Now, the discussion at the end of Section 4 shows that D1 f (mη,0) − I is invertible on TmηM, and
the theorem follows from Lemma 4.2. 
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