Recent work has shown that space-variant regularization in image restoration provides better results than space-invariant regularization. However, the optimal choice of the regularization parameter is usually unknown a priori. In previous work, the generalized cross-validation (GCV) criterion was shown to provide accurate estimates of the optimal regularization parameter. We introduce a modi ed form of the GCV criterion that incorporates space-variant regularization and data error terms. Furthermore, we present an e cient method for estimating the GCV criterion for the space-variant case using iterative image restoration techniques. This method performs nearly as well as the exact criterion for the image restoration problem. In addition, we propose a Wiener lter interpretation for choosing the local weighting of the regularization. This interpretation suggests the use of a multi-stage estimation procedure to estimate the optimal choice of the local regularization weights. Experiments con rm the value of the modi ed GCV estimation criterion as well as the multi-stage procedure for estimating the local regularization weights.
Introduction
We consider image restoration where the degradation process is expressed in terms of the equation g = Df + n; (1) where f and g are the lexicographically ordered original and degraded images, and n is random noise uncorrelated with the image f. The linear degradation operator D is assumed known. The goal is to recover an estimatef of f given only g and D. Because of the presence of noise, some form of regularization is necessary to stabilize the solution 1]. In particular, a stabilizing functional is added to the data error term to bias the restoration away from a solution in which noise is ampli ed. The stabilizing functional has the e ect of smoothing the restored image. However, if the stabilizing functional enforces smoothness in a space-invariant manner, the restored image may contain undesirable artifacts such as ringing near edges and insu cient noise smoothing in at 0 To appear in IEEE Transactions on Image Processing, May 1994. This work was supported in part by the Joint Services Electronics Program under Contract DAAL-03-90-C-0004. 1 regions of the image. Space-variant regularization has proved to be an e ective means of reducing these artifacts 2{4].
In previous work, we demonstrated that the method of generalized cross-validation (GCV) provides a reliable estimate of the global regularization parameter for image restoration 5] . However, our approach required both the regularization prescription and the blur to be space-invariant to evaluate the GCV criterion in a feasible manner. Therefore, in this work we introduce a new method for estimating the GCV criterion in the context of space-variant regularization. Furthermore, by adopting a Wiener lter interpretation of the space-varying regularization problem, we argue for a slight revision of previous methods for choosing the local regularization weights. A multi-stage iterative procedure allows the local regularization to be optimized to approximate the statistics of the original image.
Analysis of Space-Varying Regularization
The regularized solution may be found by minimizing the following expression with respect tof:
(g ? Df) T R(g ? Df) + (Lf) T S(Lf); (2) where L is the regularization operator, is the regularization parameter, and S and R are diagonal matrices. S weights the relative degree to which the restored image will be regularized at each point, and R controls the relative weight given to each pixel in the restoration. The minimizer of this expression is denotedf .
The minimizer of (2) can be written explicitly as:
A Wiener lter interpretation serves to elucidate the proper choice of the regularization operator L, the weights in S and R, and the regularization parameter . Let be a zero-mean white noise process with
2 E ] denotes expectation, and I is the identity matrix. Suppose that f = HW :
The matrix W is a diagonal weight matrix that re ects the fact that the image f is assumed to be generated by a noise source whose variance is not constant over the image. The weights in W scale the variance appropriately over the image. Thus,
The observation noise n is zero-mean and white with E nn T ] = 2 n ;
where is a diagonal matrix normalized so that the smallest entry is 1. 
then the regularized solution in (3) will be optimal in the mean-square error (MSE) sense. Thus, we should select = 2 n = 2 , L = H ?1 , and S = (WW T ) ?1 . If L is chosen to be H ?1 , then Lf will be a completely decorrelated signal. In addition, the variance at each point in Lf will be proportional to the weight at the corresponding diagonal element of WW T . The optimal weight matrix S will then be proportional to the reciprocal of the local variance at each point in the original.
Unfortunately, these choices require a great deal of a priori information, most of which is generally unavailable. A satisfactory regularization operator can be estimated directly from the data 5]. However, a reasonable a priori approximation for L can be made for most images. Choosing L to be the discrete Laplacian operator has proved to yield good results for a wide variety of images; that is, it is known to closely approximate a decorrelating lter for typical images. We assume from this point that the discrete Laplacian is an adequate approximation of the optimal regularization operator.
Because the original image is a sample from a random process, the local variance cannot be computed at each point even if the original image is available. However, if we assume that the local variance is approximately constant over a small region, then we can estimate the local variance as 2 This estimator is only useful if a reliable estimate of the original image f is available. This suggests the use of a multi-stage estimation procedure. A space-invariant restoration is obtained in the rst stage, and the resulting restoration is used as an estimate of the original to de ne the weight matrix for the next restoration. This restoration is in turn used to de ne a new weight matrix, and so on until there is only a marginal change in the restoration at each stage. In this way, a reliable estimate of the weight matrix can be computed that is based on an estimator of the local variance of the original image. Although we o er no formal proof of convergence, our experience suggests that the weights converge after only a few stages of the procedure. In addition to the local weights, the global regularization parameter must be determined to completely specify the regularization prescription. In the next section, we describe a method for estimating this parameter directly from the degraded image data. The GCV estimate has the property that the minimizer^ of the expected value of V ( ) approaches the minimizer of the expected value of kDf ? Df k 2 R as N ! 1. Thus, for reasonably large N we can expect the minimizer of V ( ) to yield a good estimate of the optimal regularization parameter. Furthermore, if the regularization operator L is chosen to yield the analogy to the Wiener lter, then the expected value of the GCV criterion will yield the regularization parameter that minimizes the mean-square error in the restored image (in the circulant case) 6]. In the noncirculant case, we must appeal to the more easily analyzed circulant case as well as experimental evidence. Our results show that the GCV choice very nearly minimizes MSE, demonstrating its near-equivalence to the Wiener lter estimate.
E cient Estimator of the GCV Criterion
For large data sets, the exact GCV criterion can be computed only at great computational expense. In previous work 5], the restoration lter was assumed space-invariant, and the GCV criterion could be evaluated with order N log 2 N operations using a 2-D FFT. However, such an approach cannot be used for space-variant regularization, since the restoration lter can no longer be approximated by a circulant matrix.
Equation (12) shows the primary di culty in evaluating the GCV criterion. The numerator can be computed by an iterative solution of a single linear system of equations. The denominator, on the other hand, cannot be computed so easily. In fact, evaluating the denominator requires the equivalent of N linear system solutions. This is clearly prohibitive when N is large, as in image 5 restoration.
Fortunately, the denominator term can be estimated accurately in a computationally e cient manner, particularly when N is large. Consider the following lemma:
Lemma 1 Let B be an N N matrix and let u = (u 1 ; :::; u N ) T be a vector of N independent samples of a zero-mean random variable U with a variance of one. Then E u T Bu] = trB:
Proof The proof is straightforward.
Thus, u T Bu is an unbiased estimate of trB. This property can be used to estimate the denominator term in the GCV expression, a fact that was observed independently by Girard 7] , Hutchinson 8] , and the present author 9]. Girard proposed using samples of a normal random variable.
Hutchinson, on the other hand, proposed the use of samples from a discrete random variable that takes the values 1, ?1 each with probability 1 2 . Although the two estimators performed similarly in simulation studies 8], we chose Hutchinson's method because of its simplicity and the fact that we achieved marginally lower variance with it. We call this estimator randomized GCV (RGCV). The usefulness of the estimator depends critically on the variance being reasonably small. For the case of image restoration, the variance of the estimator is quite small so that averaging of several estimates is unnecessary.
The quantity u T (I ? A)u can be computed by iteratively solving only one linear system of equations. As a result, the computation required for the RGCV estimate is in general 1 N the computation required for the exact GCV criterion.
Evaluation of the GCV Estimate
Iterative image restoration can be used not only to obtain an e cient image restoration but also to estimate the GCV criterion in (12). The numerator term k(I ? A)gk 2 R can be expressed as kg ? Df k 2 R . Sincef can be determined using iterative restoration, the numerator term can be evaluated in a straightforward manner.
As discussed in the previous section, the denominator term tr(I ? A)] 2 can be estimated by The termŵ can be computed using an iterative solution in the same manner asf was computed.
If the u term is substituted for g in the expression to be minimized (2), the procedure is identical to the one used to computef . The denominator can then be computed easily, and the RGCV criterion is complete.
The GCV criterion (and its estimate) is expressed by a nonlinear function whose minimizer cannot be determined analytically. Therefore, the RGCV criterion must be minimized by numerical techniques. A number of minimizing algorithms are available for nding the minimum of V ( ). We chose Brent's method, which performs a parabolic interpolation at each step. This method does not require any derivative information.
Experimental Results
The following experiments used two images: the cameraman image (Figure 1(a) ) blurred by an 11-pixel horizontal uniform linear motion and the building image (Figure 2 
Noise was added at levels of 20, 30, 40, and 50 dB blurred signal-to-noise ratio (BSNR) for each image. BSNR is de ned here as BSNR = 10 log blurred image variance noise variance (17)
All restorations were performed using a conjugate-gradients algorithm. The experiments consisted of two parts. The rst part checked the reliability of RGCV as a regularization parameter estimator.
Since the exact GCV criterion cannot be computed with present resources, the estimator was examined for low sample variance in a Monte-Carlo experiment with the cameraman image. In this experiment, the results were compared to Hunt's residual method as well as the minimum MSE (MMSE) choice. The second experiment demonstrated the improved restorations that can be obtained using a multi-stage approach to estimate the weight matrix S using the building image.
Experiment 1
This experiment was designed to test the reliability of the procedure described here as an estimator of the GCV criterion. The blurred cameraman image was used at 20, 30, 40 and 50 dB BSNR. Two weight matrices were used for each image | the identity matrix (denoted I in the tables) and the optimal matrix computed from the original with P = Q = 2 (denoted S in the tables). The discrete
Laplacian was used as the regularization operator in each case. The regularization parameter was determined using RGCV with 10 di erent realizations of the random vector u. The mean and standard deviation were computed for parameter and the MSE of the restoration result. Table 1 shows the performance of the RGCV technique as an estimator of the regularization parameter. For comparison purposes, the choice dictated by Hunt's method is also given, assuming exact knowledge of the noise variance. Finally, the MMSE choice is given as a reference point.
The results of this experiment show that RGCV is quite reliable as an estimator of the regularization parameter. The standard deviations of the parameter were quite small. However, a more critical measure of the estimator performance is the standard deviation of the restoration MSE. Table 2 shows the MSE measures for the various experiments. Judged on the basis of this measure, the variance of the estimator is inconsequential | the restored image is insensitive to small variations of the regularization parameter near the optimal value. Thus, a single \restora-tion" of a random vector u su ces to estimate the GCV criterion in a reliable manner. Figure 1 shows the results of this experiment for the 20 dB BSNR case. Figures 1(c), (d) , and (e) show the RGCV, residual, and MMSE restorations for space-invariant regularization. The RGCV, residual, and MMSE restorations are given in Figures 1(f) , (g), and (h) for the space-variant case.
In every case, the restoration MSE was within 0.6% of the optimal value, a di erence that is virtually invisible. This represents a signi cant improvement over the residual method, for which the MSE ranged from 106% to 160% of the optimal value. The subjective di erence between the two methods is not as dramatic, although the residual method clearly tends to oversmooth the image and creates more noticeable artifacts in the process. Furthermore, these experiments demonstrate that the extended GCV criterion performs well for locally weighted regularization.
Experiment 2
The blurred building image was used in this experiment to illustrate the improvement obtainable with a multi-stage approach. The image was successively restored and the weight matrix recomputed to obtain an improved estimate of the optimal weight matrix. Our experience with this technique showed that three or four stages are su cient to capture most of the potential improvement. The nal restorations in this experiment were the result of four restorations each: in the rst stage, the image was restored in a space-invariant manner; in the subsequent stages, a new weight matrix was computed from (11) using the previous restoration result as an estimate for the original image.
The results of this experiment were impressive. Table 3 shows the MSE obtained for each signal-to-noise ratio after four iterations. For comparison purposes, the MMSE obtainable with the \ideal" weights (from (11) with P = Q = 2) is shown as well. In one case, the multi-stage approach actually outperformed the \ideal" case. This is due to the fact that the ideal weights are based on samples of the local variance rather than the local variance itself. For the lower BSNR cases, the results diverged from the optimal performance. Because these cases required more smoothing, the local weights could not be determined as accurately as for the higher BSNR cases. Results for the 30 dB case are shown in Figure 2 . Although the MSE is slightly higher than the optimal restoration, the restored image (Figure 2(d) ) is actually more subjectively pleasing than the MMSE restoration shown in (e).
Conclusions
The Wiener lter viewpoint outlined in Section 2 motivated a de nition of the local weights slightly di erent from previously proposed de nitions. This de nition of the weight matrix entries has all the advantages of previously used de nitions and has a rmer mathematical justi cation. The stochastic version of generalized cross-validation yields impressive results, with computation on the same order as that needed to restore the image. For both space-invariant and space-variant cases, the RGCV choice of the regularization parameter yields restorations virtually indistinguishable from the optimal restoration. Furthermore, with the weights de ned as in Section 2, the multistage weight matrix estimation procedure allows space-variant regularization approaching optimal performance. 
