In chip design, one of the main objectives is to decrease its clock cycle. On the design stage, this time is usually estimated by using worst-case (interval) techniques, in which we only use the bounds on the parameters that lead to delays. This analysis does not take into account that the probability of the worst-case values is usually very small; thus, the resulting estimates are over-conservative, leading to unnecessary over-design and under-performance of circuits. If we knew the exact probability distributions of the corresponding parameters, then we could use Monte-Carlo simulations (or the corresponding analytical techniques) to get the desired estimates. In practice, however, we only have partial information about the corresponding distributions, and we want to produce estimates that are valid for all distributions which are consistent with this information.
CASE STUDY
Decreasing clock cycle: a practical problem. In chip design, one of the main objectives is to decrease the chip's clock cycle. It is therefore important to estimate the clock cycle on the design stage.
The clock cycle of a chip is constrained by the maximum path delay over all the circuit paths D def = max(D1, . . . , DN ), where Di denotes the delay along the i-th path. Each path delay Di is the sum of the delays corresponding to the gates and wires along this path. Each of these delays, in turn, depends on several factors such as the variation caused by the current design practices, environmental design characteristics (e.g., variations in temperature and in supply voltage), etc.
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It is necessary to take probabilities into account. The worst-case analysis does not take into account that different factors come from independent random processes. As a result, the probability that all these factors are at their worst is extremely small. For example, there may be slight variations of delay time from gate to gate, and this can indeed lead to gate delays. The worst-case analysis considers the case when all these random variations lead to the worst case; since these variations are independent, this combination of worst cases is highly unprobable.
As a result, the current estimates of the chip clock time are over-conservative, over up to 30% above the observed clock time. Because of this over-estimation, the clock time is set too high -i.e., the chips are usually over-designed and underperforming; see, e.g., [6, 7, 8, 22, 21, 23, 24] . To improve the performance, it is therefore desirable to take into account the probabilistic character of the factor variations.
Robust statistical methods are needed. If we knew the exact probability distributions of the corresponding parameters, then we could use Monte-Carlo simulations (or the corresponding analytical techniques) to get the desired estimates. In practice, however, we only have partial information about the corresponding distributions. For a few parameters, we know the exact distribution, but for most parameters, we only know the mean and some characteristic of the deviation from the mean -e.g., the interval that is guaranteed to contain possible values of this parameter.
In principle, we could pick up some distributions which are consistent with this partial information -e.g., truncated normal distributions, compute the maximum delays D corresponding to all these distributions, and then take the largest Dmax of these computed maximum delays D as the clock time. This procedure will guarantee that the path delay D does not exceed the clock time if the actual distribution is one of the picked ones. However, it is quite possible that some other possible distributions (different from the ones we picked), the corresponding path delay D is larger than Dmax. As a result, we may be underestimating the clock time. If we set the clock time too low, we may have operations that did not have time to finish before the next cycle starts -and this is even worse than overestimating.
It is therefore desirable to provide bounds that work for all the distributions which are consistent with the given information. In statistics, estimates which are guaranteed for all distributions from some non-parametric class are called robust (see, e.g., [13] ). In these terms, our objective is to provide robust statistical estimates for the clock time.
What we do in this paper. In this paper, we develop general techniques that allow us, in particular, to provide robust estimates for the clock time.
In deriving these estimates, we will use the extensions of interval methods to cases with partial information about probabilities described, e.g., in [11, 17, 18, 19] ; see also [1, 2, 3, 4, 5, 20] .
TOWARDS A MATHEMATICAL FOR-MULATION OF THE PROBLEM
Case study: how the desired delay D depends on the parameters. The variations in the each gate delay d are caused by the difference between the actual and the nominal values of the corresponding parameters. It is therefore desirable to describe the resulting delay d as a function of these differences x1, . . . , xn. Since these differences are usually small, we can safely ignore quadratic (and higher order) terms in the Taylor expansion of the dependence of d on xj and assume that the dependence of each delay d on these differences can be described by a linear function. As a result, each path delay Di -which, as we have mentioned, is the sum of delays at different gates and wirescan also be described as a linear function of these differences, i.e., as Di = ai + n X j=1 aij · xj for some coefficients ai and aij.
Thus, the desired maximum delay
(1)
How we can describe such functions in general terms. In this paper, we will use two properties of the time delay. First, we will use the fact that the time delay is always non-negative; second, we will use the fact that the dependence (1) is convex. Let us recall that a function f :
for every x, y ∈ R m and for every α ∈ (0, 1). It is known that the maximum of several linear functions is convex, so the function (1) is convex. Vice versa, every convex function can be approximated, with an arbitrary accuracy, by maxima of linear functions -i.e., by expressions of type (1) .
So, in general terms, we can say that we are interested in the robust statistical properties of the value y = F (x1, . . . , xn), where F is a non-negative convex function of the variables xj.
Our objective. We want to find the smallest possible value y0 such that for all possible distributions consistent with the known information, we have y ≤ y0 with the probability ≥ 1 − ε (where ε > 0 is a given small probability).
What information we can use. What information can we use for these estimations? We can safely assume that different factors xj are statistically independent. About some of the variables xj, we know their exact statistical characteristics; about some other variables xj, we only know their interval ranges [x j , xj] and their means Ej.
Additional property:
the dependency is nondegenerate. We only have partial information about the probability distribution of the variables xj. For each possible probability distribution p, we can find the largest value yp for which, for this distribution, y ≤ yp with probability ≥ 1 − ε. The desired value y0 is the largest of the values yp corresponding to different probability distributions p: y0 = sup p∈P yp, where P denotes the class of probability distributions p which are consistent with the known information.
If we learn some additional information about the distribution of xj -e.g., if we learn that xj actually belongs to a proper subinterval of the original interval [x j , xj] -we thus decrease the class P of distributions p which are consistent with this information, to a new class P ⊂ P. Since the class has decreased, the new value y 0 = sup p∈P yp is the maximum over a smaller set and thus, cannot be larger than the original value y0: y 0 ≤ y0.
From the purely mathematical viewpoint, it is, in principle, possible that the desired value y does not actually depend on some of the variables xj. In this case, if we narrow down the interval of possible values of the corresponding variable xj, this will not change the resulting value y0.
For the chip design problem, it is reasonable to assume that such variables have already been weeded out, and that the resulting function F (x1, . . . , xn) is non-degenerate in the sense that every time we narrow down one of the intervals [x j , xj], the resulting value y0 actually decreases: y 0 < y0.
As a result, we arrive at the following problem.
FORMULATION OF THE PROBLEM AND THE MAIN RESULT
GIVEN:
• natural numbers n, and k ≤ n;
• a real number ε > 0;
• a function y = F (x1, . . . , xn) (algorithmically defined) such that for every combination of values x k+1 , . . . , xn, the dependence of y on x1, . . . , x k is convex; • n − k probability distributions x k+1 , . . . , xne.g., given in the form of cumulative distribution function (cdf) Fj(x), k + 1 ≤ j ≤ n; • k intervals x1, . . . , x k , and
we have F (x1, . . . , xn) ≥ 0 with probability 1.
TAKE: all possible joint probability distributions on R n for which:
• all n random variables are independent;
• for each j from 1 to k, xj ∈ xj with probability 1 and the mean value of xj is equal to Ej; • for j > k, the variable xj has a given distribution Fj(x).
FIND: find the smallest possible value y0 such that for all possible distributions consistent with the known information, we have y def = F (x1, . . . , xn) ≤ y0 with probability ≥ 1 − ε.
PROVIDED: that the problem is non-degenerate in the sense that if we narrow down one of the intervals xj, the value y0 decreases.
The
• xj = x j with probability p
• xj = xj with probability p j
Comment. The proof of Proposition 1 is given in the special (last) section of this paper.
RESULTING ALGORITHM FOR COM-PUTING Y0
Because of Proposition 1, we can compute the desired value y0 by using the following Monte-Carlo simulation:
• We set each value xj, 1 ≤ j ≤ k, to be equal to xj with probability p j and to the value x j with the probability p j .
• We simulate the values xj, k < j ≤ n, as random variables distributed according to the distributions Fj(x).
• For each simulation s, 1 ≤ s ≤ Ni, we get the simulated values x (s) j , and then, a value y
n ). We then sort the resulting Ni values y (s) into an increasing sequence
and take, as y0, the Ni · (1 − ε)-th term y (N i ·(1−ε)) in this sorted sequence.
Comment about Monte-Carlo techniques. Before presenting the algorithm for computing the upper bound on y0, let us remark that some readers may feel uncomfortable with the use of Monte-Carlo techniques. This discomfort comes from the fact that in the traditional statistical approach, when we know the exact probability distributions of all the variables, Monte-Carlo methods -that simply simulate the corresponding distributions -are inferior to analytical methods. This inferiority is due to two reasons:
• First, by design, Monte-Carlo methods are approximate, while analytical methods are usually exact.
• Second, the accuracy provided by a Monte-Carlo method is, in general, proportional to ∼ 1/ √ Ni, where Ni is the total number of simulations. Thus, to achieve reasonable quality, we often need to make a lot of simulations -as a result, the computation time required for a Monte-Carlo method becomes much longer than for an analytical method.
In robust statistic, there is often an additional reason to be uncomfortable about using Monte-Carlo methods:
• Practitioners use these methods by selecting a finite set of distributions from the infinite class of all possible distributions, and running simulations for the selected distributions.
• Since we do not test all the distributions, this practical heuristic approach sometimes misses the distributions on which the minimum or maximum of the corresponding distribution is actually attained.
In our case, we also select a finite collection of distributions from the infinite set. However, in contrast to the heuristic (un-justified) selection -which is prone to the above criticism, our selection is justified. Proposition 1 guarantees that the values corresponding to the selected distributions indeed provide the desired value y0 -the largest over all possible distributions p ∈ P.
In such situations, where a justified selection of MonteCarlo methods is used to solve a problem of robust statistics, such Monte-Carlo methods often lead to faster computations than known analytical techniques. The speed-up caused by using such Monte-Carlo techniques is one of the main reasons why they were invented in the first place -to provide fast estimates of the values of multi-dimensional integrals. Many examples of efficiency of these techniques are given, e.g., in [25] ; in particular, examples related to estimating how the uncertainty of inputs leads to uncertainty of the results of data processing are given in [26] .
Comment about non-linear terms. In the formula (1), we ignored quadratic and higher order terms in the dependence of each path time Di on the parameters xj. It is known that the maximum D = max i Di of convex functions Di is always convex. So, according to Proposition 1, the above algorithm will work if we take quadratic terms into consideration -provided that each dependence Di(x1, . . . , x k , . . .) is still convex.
PROOF OF PROPOSITION 1
By definition, y0 is the largest value of yp over all possible distributions p ∈ P. This means that for the given y0, for all possible distributions p ∈ P, we have Prob(D ≤ y0) ≥ 1 − ε. Let p ∈ P be the "worst-case" distribution, i.e., the distribution for which the probability Prob(D ≤ y0) is the smallest. Let us show that this "worst case" occurs when all k variables x1, . . . , x k have the 2-point distributions described in Proposition 1.
Let us fix the value j ≤ k and show that in the "worst case", xj indeed has the desired 2-point distribution. Without losing generality, we can take j = 1. Let us fix the distributions for x2, . . . , x k as in the worst case. Then, the fact that the probability Prob(D ≤ y0) is the smallest means that if we replace the worst-case distribution for x1 with some other distribution, we can only increase this probability. In other words, when we correspondingly fix the distributions for x2, . . . , x k , the probability Prob(D ≤ y0) attains the smallest possible value at the desired distribution for x1.
In reality, the distribution for x1 is located on an interval x1 = [x 1 , x1], i.e., on a set with infinitely many points. However, with an arbitrary large value N (and thus, for an arbitrarily small discretization error δ = (x1 − x 1 )/N ), we can assume that all the distributions are located on a finite grid of values
The smaller δ, the better this approximation. Thus, without losing generality, we can assume that the distribution of x1 is located on finitely many points vi.
In this approximation, the probability distribution for x1 can be described by the probabilities qi
The minimized probability Prob(D ≤ y0) can be described as the sum of the probabilities of different combinations (x1, . . . , xn) over all the combinations for which D(x1, . . . , xn) ≤ y0. We assumed that all the variables xj are independent. Thus, the probability of each combination (x1, . . . , xn) is equal to the product of the corresponding probabilities p1(x1) · p2(x2) · . . . Since the probability distributions for x2, . . . are fixed, the minimized probability is thus a linear combination of probabilities p1(vi), i.e., of the probabilities qi. In other words, the minimized probability has the form N P i=0 ci · qi for some coefficients ci.
By describing the probability distribution on x1 via the probabilities qi = p1(vi) of different values vi ∈ [x 1 , x1], we automatically restrict ourselves to distributions which are located on this interval. The only restrictions that we have on the probability distribution of x1 is that it is a probability distribution, i.e., that qi ≥ 0 for all i and 
It is known that the solution to the linear programming problem is always attained at a vertex of the corresponding constraint set. In other words, in the solution to the linear programming problem with N + 1 unknowns q0, q1, . . . , qN , at least N + 1 constraints are equalities. Since we already have 2 equality constraints, this means that out of the remaining constraints qi ≥ 0, at least N − 1 are equalities. In other words, this means that in the optimal distribution, all but two values of qi = p1(vi) are equal to 0.
Thus, the "worst-case" distribution for x1 is located on 2 points v and v within the interval [x 1 , x1]. Let us prove, by reduction to a contradiction, that these two points cannot be different from the endpoints of this interval. Indeed, let us assume that they are different. Without losing generality, we can assume that v ≤ v . Then, this "worst-case" distribution is actually located on the proper subinterval [v, v ] ⊂ [x 1 , x1] of the original interval x1. Since the maximum y0 of yp is attained on this distribution, replacing the original interval x1 with its proper subinterval [v, v ] would not change the value y0 -while our assumption of non-degeneracy states that such a replacement would always lead to a smaller value y0. This contradiction shows that the values v and v -on which the worst-case distribution is located -have to be endpoints of the interval [ x 1 , x1] .
In other words, we conclude that the worst-case distribution is located at 2 points: x 1 and x1. Such a distribution is uniquely determined by the probabilities p 1 and p 1 of these two points. Since the sum of these probabilities is equal to 1, it is sufficient to describe one of these probabilities, e.g., p 1 ; then, p 1 = 1 − p 1 . The condition that the mean of x1 is E1, i.e., that
uniquely determines p 1 (and hence p 
CONCLUSIONS
In chip design, one of the main objectives is to decrease its clock cycle.
On the design stage, this time is usually estimated by using worst-case (interval) techniques, in which we only use the bounds on the parameters that lead to delays. This analysis does not take into account that the probability of the worst-case values is usually very small; thus, the resulting estimates are over-conservative, leading to unnecessary over-design and under-performance of circuits. Instead of the largest possible value of the delay, it is reasonable to determine the clock time as the time y0 for which the probability that the actual delay y exceeds y0 does not exceed a given small value ε.
If we knew the exact probability distributions of the corresponding parameters, then we could use Monte-Carlo simulations (or the corresponding analytical techniques) to get the desired value y0. In practice, however, we only have partial information about the corresponding distributions, and we want to produce the value y0 which is valid for all distributions which are consistent with this information.
In this paper, we describe a general technique that allows us, in particular, to compute this value y0. This technique uses Monte-Carlo simulations with specially selected "worst-case" distributions, distributions for which the delay is provably largest among all distributions from the given class. Thus, to guarantee that Prob(y ≤ y0) ≥ 1 − ε for all distributions from the given class, it is sufficient to check this inequality for the selected "worst-case" distributions.
ACKNOWLEDGMENTS
This work was supported in part by the Army Research Lab grant DATM-05-02-C-0046. The authors are thankful to Vladik Kreinovich for his help and to the anonymous referees for their valuable suggestions.
