This study focused on the performance of the rotated general regression neural network (RGRNN), as an enhancement of the general regression neural network (GRNN), in monthly-mean river flow forecasting. The study of forecasting of monthly mean river flows in Heihe River, China, was divided into two steps: first, the performance of the RGRNN model was compared with the GRNN model, the feed-forward error back-propagation (FFBP) model and the soil moisture accounting and routing (SMAR) model in their initial model forms; then, by incorporating the corresponding outputs of the SMAR model as an extra input, the combined RGRNN model was compared with the combined FFBP and combined GRNN models. In terms of model efficiency index, R 2 , and normalized root mean squared error, NRMSE, the performances of all three combined models were generally better than those of the four initial models, and the RGRNN model performed better than the GRNN model in both steps, while the FFBP and the SMAR were consistently the worst two models. The results indicate that the combined RGRNN model could be a useful river flow forecasting tool for the chosen arid and semi-arid region in China.
Introduction
Almost half of the countries in the world face problems caused by aridity (UNESCO 1979) . Therefore, integrated river basin management and water resource allocation are required for improving utilization efficiency of water resources in arid and semi-arid regions to solve or alleviate the drought-caused issues. For designing the water resources management programme of multifunctional reservoirs, acceptable flow forecasts for specific river basins are indispensable. The estimation of magnitude of river flows for an ensuing period (hours, days, months, or possibly longer) is also required due to the importance of flow magnitudes during crucial periods. Monthly inflows are frequently adopted by hydrologists for the analysis of the operation of water resources management in river basins (Loucks 2000, Bosona and Gebresenbet 2010) .
In northwest China, most rivers flow in arid and semiarid areas, the age of the hydrological stations is usually not long enough for the river flow record length to exceed 50 years, and for many flow stations the observation periods are less than 30 years (Wang et al. 2008) . With limited hydrological data, there are difficulties in forecasting long-term flows, thus increasing the difficulty of ensuring the accuracy and generalization ability of river flow forecasting. Effective prediction of river flows in arid and semi-arid regions, with rational integrated river basin management and allocation strategies, could dramatically promote the development of industry and agriculture downstream. Therefore, effective and feasible river flow prediction models are urgently required.
In recent years, the artificial neural network (ANN) has become an increasingly popular modelling tool for river flow forecasting. This popularity can be gauged by the numerous studies which have dealt with the application of neural networks for daily, weekly and monthly river flow forecasting in the literature (Shamseldin 1997 , Jain et al. 1999 , Coulibaly et al. 2000 , Chang and Chen 2001 , Dibike and Solomatine 2001 , Shamseldin et al. 2002 , Cigizoglu 2003a , 2003b , Rajurkar et al. 2004 , Cigizoglu 2005a , 2005b , Goswami et al. 2005 . In the majority of these studies, the feed-forward error back-propagation (FFBP) method was applied to train the neural networks (Thirumalaiah and Deo 1998 , Imrie et al. 2000 , Maier and Dandy 1998 . As the FFBP method used for river flow forecasting has many features (i.e. rapid development, rapid execution and parsimony in terms of the data requirements compared to the other traditional models, Shamseldin 2010), it was found to be superior to conventional stochastic models in river flow forecasting (Cigizoglu 2003a (Cigizoglu , 2003b . However, these back propagation networks have some drawbacks: one disadvantage is that they are sensitive to the initial selection of architectures of the networks and parameters, such as the learning rate and momentum, which determine the iteration times to converge to the desired solution; another problem is that the FFBP method can fall into the local minima instead of reaching the global minimum (Tomandl and Schober 2001) .
The general regression neural network (GRNN), first put forward by Specht, can overcome these drawbacks in the FFBP networks (Specht 1991) . The GRNN is a method of estimating the joint probability density function (pdf) to calculate the regression of the dependent variables on the independent variables directly through the observed data without an iteration process, and the network finally converges at the optimized regression surface where samples accumulate the most. When this one-pass learning algorithm is compared with other statistical learning methods, its efficiency in the calculation has obvious advantages (Parojčić et al. 2007, Erkmen and Yildirim 2008) , as only one free parameter needs to be determined. It was also found to be superior to FFBP in intermittent daily river flow forecasting (Cigizoglu 2005a (Cigizoglu , 2005b . It is usually assumed in GRNN that each dimension of the sample's data are Gaussian in distribution. However, the method may fail if the data of a given dimension are not consistent with a Gaussian distribution, such as there being large variance between modes in a multimodal distribution. In this condition, the single value of the only free parameter, the smoothing parameter σ, will not give a smooth estimated density.
The rotated general regression neural network (RGRNN), as an enhancement to the GRNN, was proposed in this study for monthly river flow forecasting. The variance of data trained in different coordinates by the RGRNN method was proved more reasonable Ghorbanian 2007, Ghorbanian and Gholamrezaei 2009 ). Moreover, only one new parameter rotation angle θ is introduced by this method, depending on the smoothing parameter σ, which can be considered as another advantage.
In this study, a conceptual model, the soil moisture accounting and routing (SMAR) model and the three ANN models above, were applied for monthly mean flow forecasting of the Heihe River, which is the second largest inland river in China and flows through the arid and semi-arid regions in the northwest of this country. These models were trained in two steps: firstly, the initial models were trained with observed river flows and related hydrological data; then the combination methodology was applied (Shamseldin 1997 , Shamseldin et al. 2002 , so training the three ANN models by adding the output values of the SMAR model to the input layer.
A justification for applying the combination methodology for river flow forecasting is that there is no 'super-model' available that performs better than the other available models under all conditions (Shamseldin et al. 2002) . Even in humid regions, where much work has been carried out, hydrological modelling is of only moderate accuracy, involving numerous assumptions, simplifications, and averaging over space and time (Pilgrim et al. 1988) . While some aspects of arid and semi-arid region hydrology are described by simplified modelling, there is a high possibility that greater errors and uncertainties will continue to characterize results for arid and semi-arid regions. The combined model could provide a unique source of information to the ANN models (Shamseldin 1997 ). The RGRNN model was used to simulate the compressor performance map Ghorbanian 2007, Ghorbanian and Gholamrezaei 2009 ), but the efficiency of the RGRNN model applied to forecast river flows had never been researched. In this study, the specific objective was to compare the monthly mean river flow forecasting performance of the RGRNN model and the combined RGRNN model with the other initial and combined models to determine the most appropriate river flow forecasting method for arid and semi-arid regions.
Methods of river flow forecasting
The SMAR model
The SMAR (soil moisture accounting and routing) model was originally called the 'layers model' (O'Connell et al. 1970) , then the present name was proposed by Kachroo (1992) , Kachroo and Liang (1992) and Kachroo and Natale (1992) . The SMAR model is a lumped quasi-physical, conceptual rainfall-evaporation-runoff model, the advantages of which are its simple concept and structure with only a few parameters compared to other complex models. The SMAR model has been shown to have satisfactory results in arid and semiarid areas Lin 1992, Zhang et al. 1994 ).
The SMAR model has two mutually complementary components, i.e. the water balance component and the runoff routing component. The non-linear water balance (i.e. soil moisture accounting procedure) component maintains a balance between rainfall, evaporation, runoff and the soil water storage capacity, using a number of empirical and assumed functions based on physical reality; the runoff routing component simulates the attenuation effects of the catchment by routing the different generated runoff components (the outputs from the water balance part) through linear storage systems (Shamseldin 1997) . Figure 1 shows the SMAR model based on the general structure of Shamseldin (1997) .
The SMAR model assumes that the catchment is formed by a number of horizontally distributed soil layers. The maximum depth of water attributed to each layer is 25 mm, except for the bottom layer which may have a maximum depth less than 25 mm. The parameter of total water storage depth of the model is represented by Z.
The evaporation (E) of the SMAR model can be obtained either from data measured by evaporation pan, or from a formula derivation. The evaporation capacity of the catchment is estimated by multiplying by the conversion coefficient T. Evaporation occurs when rainfall is not enough to meet the needs of the potential evaporation value (T × E) or no rain has occurred. It is assumed that evaporation occurs from the first layer at the potential evaporation rate, and then the evaporation potential rate of the second layer is the value (T × E) multiplied by a coefficient C, which is less than unity. After depletion of the water depth in the second layer, the evaporation potential rate of the third layer is C 2 , and so on for deeper layers. Therefore, if all layers were full without follow-up rainfall, the soil moisture storage of whole catchment would be reduced in an exponential manner. Runoff occurs when the rainfall exceeds the potential evaporation (T × E) depth. A part of the excess rainfall (i.e. rainfall minus potential evaporation), H', is transformed into direct runoff component r 1 , where the value of H' is between 0 and H (the proportional constant H is a model parameter).
The parameter Y of SMAR represents the maximum infiltration capacity. If there is excess rainfall after removing the direct runoff component r 1 and satisfying the needs of the maximum infiltration capacity of Y mm per day, the runoff component r 2 is generated. By subtracting both the direct runoff r 1 and the runoff component r 2 (if the remaining rainfall exceeds the maximum infiltration capacity after generating direct runoff), the rest of the rainfall supplies each soil layer from the top layer to the lowest, until either the rainfall is exhausted or all the layers are full. The remaining surplus is further divided into two parts (according to the weighting parameter g): one is a groundwater flow component r g , and the other part is regarded as the subsurface flow component r 3 . The total generated surface runoff r s in the structure is defined as r s = r 1 + r 2 + r 3 .
The final output of SMAR has two components: the total generated surface runoff r s and the groundwater runoff r g . Two parameters, that is the shape parameter n and the lag nK, recommended by the gamma function model (Nash 1957 ) are applied to the allocation process for the total generated surface runoff r s . The groundwater runoff part of r g is routed through a single linear reservoir with the storage coefficient K g .
In this version, the SMAR model generally has nine parameters. Some of the parameters can be fixed at suitably selected values while the remaining parameters are generally estimated by optimization to minimize the selected measure of error between the observed and modelled discharges.
Evaporation ( 
The FFBP model
The FFBP neural network is a conventional multi-layer, feed-forward neural network trained with a back-propagation (BP) algorithm. The basic type of multi-layer feedforward neural network is usually composed of three layers, namely the input, hidden and output layers, with neurons distributed in each layer where the information flows successively in the forward direction (Fig. 2) . The FFBP method consists of two steps. Firstly, in the feedforward step, the external input information at the input nodes is propagated forward to compute the output information signals at the output units. Secondly, in the backpropagation step, connection strengths are modified based on the differences between the computed and observed information signals at the output units (Eberhart and Dobbins 1990).
The numbers of nodes in the input and hidden layers are estimated by a trial-and-error process in the calibration period.
For a particular time period i, the input layer of the FFBP neural network model used for monthly mean river flow forecasting receives the external input vector Q i that has the antecedent observed discharges as its elements; Q i has the form:
in which Q i-n is the observed discharge of the nth month before the ith time period and n is number of discharges in Q i . Each of the observed discharges is assigned as an input to one neuron in the input layer.
The hidden layer is an intermediate layer where each neuron receives its inputs from the pathways connecting to the neurons of the input layer and produces a single output. The input-output transformation in each hidden neuron is achieved by a mathematical non-linear transfer function which can be expressed as:
in which Y i,k is the output of the kth hidden neuron for the ith time period, f() is the nonlinear transfer function, w j,k is the connection weight, which is assigned to the connection pathway between the kth hidden neuron and the jth neuron in the input layer, and w o,k is the threshold (or bias) of the kth hidden neuron. The logistic function (Maier et al. 2000) was used in the present study as the nonlinear transfer function, and the Y i,k also has the form:
The same logistic transformation function is generally used for all of the neurons in the hidden layer. The output layer has a single neuron which produces the final network output. This single output neuron receives an input array Z i ¼ ðY i;1 ; Y i;2 ; . . . ; Y i;m Þ, which is the output of the m hidden neurons. The outputŶ i of the period i has the form:
where w k is the connection weight between the kth neuron in the hidden layer and the single output neuron and wo is the corresponding output neuron threshold value. The output signal produced is compared with the observed output signal with the aid of an error function. The global error function most commonly used is the quadratic (mean squared error) function:
where E(i) is the global error function at discrete time i,Ŷ i is the predicted network output at i, and Q i the input at i. Each connection weight and threshold are adjusted depending on the learning rate η, the momentum value μ, the derivative of the transfer function and the node output. The weight update equation for the connection weight between nodes j and k is given by:
where w j,k is the connection weight between nodes j and k, f'() is the derivative of the transfer function with respect to its input, Y i is the current output of processing element i. The aim of the back-propagation algorithm is to adjust the connection weights and the thresholds until the global minimum in the error surface has been reached. Obviously, the range of the logistic function is bounded in [0, 1] . In order to compare the outputs of the network and the observed values conveniently, the rescaling function was used: where Q ti is the rescaled discharge, Q i is the observed discharge and Q max is the maximum actual observed discharge of the calibration period; the range of Q ti is bounded in [0.1, 0.85].
The GRNN model
The GRNN model (Specht 1991 ) is a variation of the radial basis neural networks based on kernel regression networks (Celikoglu 2006) . It approximates any arbitrary function between input and output vectors and draws the estimated value of the function from the training data directly. The training set consists of values of inputs x, each with a corresponding value of an output y. This regression method produces the estimated value of y, which minimizes the squared error. In contrast to the three layers of neurons in early networks, the GRNN consists of four layers: an input layer, a pattern layer, a summation layer and an output layer (see Fig. 3 ). The first layer is fully connected to the second layer, in which each unit represents a training pattern and its output is a measure of the distance of the input from the stored patterns. Each pattern layer unit is connected to the two neurons in the summation layer: the S-summation neuron, which computes the sum of the weighted outputs of the pattern layer; and the D-summation neuron, which calculates the unweighted outputs of the pattern neurons. The output layer divides the output of each S-summation neuron by that of each D-summation neuron, yielding the predicted value corresponding to a particular input vector (Specht 1991, Singh and Deo 2007) . Hence, the GRNN is a method for estimating the joint pdf of x and y. The system of the GRNN is completely general as the pdf is derived from the data with no preconceptions about its form. Let X represent a particular measured value of the random variable x. With the joint continuous probability density function f(x,y) of observations of i and y, the regression of y on X can be calculated by:
where E[y|X] is the expected value of output, given the input vector X. The probability estimatorf ðX; YÞ is estimated by sample values X i and Y i of the random variables x and y. The value of σ, the window width, smoothing parameter, or simply the kernel size, is the only important computing parameter to be determined. In equation (9), n is the total number of sample observations and p is the dimension of the vector variable x: f ðX; YÞ ¼ 1
The probability estimatef ðx; yÞ distributes a sample probability for each sample X i and Y i , which is also the sum of sample probability. Substitutingf ðx; yÞ into E½y X j , theŶðXÞ value is estimated optimally as follows:
defining the scale function D 2 i as:
In the present study, the observed discharge Q i was also applied as the external input vector and the output of the GRNN model was the estimated discharge. The trial and error process was adopted to determine the smoothing parameter σ in the calibration period, thus the samples in the calibration period were used for finding the appropriate smoothing parameter. For a given σ, one sample was removed at a time to build a corresponding network upon the rest of the samples. The newly built network was then used to estimate Y for the remaining samples. The mean squared error between the actual sample values Y i and their estimates can be calculated by repeating the process for each of the sample values. Then, adjusting the value of σ and repeating the whole process, the final σ of the network accepted is the value having the minimum error between sample values and predicted values. When the smoothing parameter σ is made large, the estimated density is forced to be smooth and in the limit becomes a multivariate Gaussian with covariance σ 2 I. In contrast, a smaller value of σ allows the estimated density to assume non-Gaussian shapes, but there is a possibility that wild points may have a very great effect on the estimate (Specht 1991) .
However, as mentioned above, if the data of a given dimension are not consistent with Gaussian distribution, such as large variance between modes in multimodal distribution. A better method to estimate the pdf was proposed by Wasserman (1993) 
usually taken to be a constant, each sample value X i receives its own smoothing parameter σ i , and the modified probability estimator takes the following form:
The modified GRNN (Gholamrezaei and Ghorbanian 2007) was proposed to overcome the drawback and calculate the variable kernel estimates of multivariate densities, which yields the following conditional mean:
However, this method would cancel out the instant learning capability of the GRNN and exceed the load of computation and time.
The RGRNN model A coordinate transformation was proposed by Gholamrezaei and Ghorbanian (2007) and Ghorbanian and Gholamrezaei (2009) associated with the basic GRNN to overcome the difficulty of predicting a multimodal distribution with large variance differences between modes. The method is named the rotated GRNN (RGRNN). An input vector X ¼ fx 1 ; x 2 ; . . . ; x t ; . . . ; x p g is applied to the network to provide the output Y. It is assumed that the distribution of the data in the dimension t is multimodal with large variance differences. A coordinate transformation is applied to (x t ,Y). The basic idea is to train the network in a new coordinate such that the variance differences between modes are not only kept small but are also in the same order, so that all data in dimension t have roughly the same variances. It has the following relationships:
where θ is the rotation angle. The input vector in the transformed system is given by:
In this condition, the regression of X 0 on Y 0 is: 
where
ij Þ 2 , a back transformation into the original coordinate, will give:
Substituting D 0 i 2 intoŶ 0 ðX 0 Þ, after manipulation inŶ 0 ðX 0 Þ, the desired conditional mean can be given as:
where:
The inputs, output and structure of the RGRNN model were similar to the GRNN model in this study. There are only two parameters required in the RGRNN technique, the smoothing factor σ and the angle of rotation θ, significantly reducing the number of adjustable parameters. In this technique, the trial-and-error process was also applied to find the optimum values of θ and σ in the calibration period. The values of θ and σ giving the least error were used in the final network.
Study area and analysis of data
The Heihe River has the second largest inland river basin in China, an area of 143 000 km 2 located between 96°42 0 -102°0 0 0 E and 37°41 0 -42°42 0 N (Fig. 4 . It lies to the west of the Shiyang River basin and to the east of the Shule River basin. Administratively, the basin includes part of Qilian County in Qinghai Province, and some counties and cities in Gansu Province, which are the arid and semi-arid regions in the northwest of China (Lu et al. 2003) .
The upstream of the Heihe River above the Yingluoxia Valley is the main runoff generation area (Li et al. 2001) . The annual runoff of Heihe River remains stable. The main contribution to annual runoff is the rainfall in the upper reaches of the Heihe River, and secondly, glacier meltwater from the Qilian Mountains. However, the distribution of annual runoff in each month is very imbalanced (Feng et al. 2000) .
In this study, monthly river flow values of the Yingluoxia station on Heihe River for the period January 1970-December 1999 (360 months) were used. The first 20 years were used as the model calibration (or training) period, while the remaining 10 years were used as the model verification (or testing) period. The monthly statistical parameters (i.e. mean discharge q, standard deviation s x , skewness coefficient c sx , and first-order autocorrelation coefficient r 1 ) of the observed data in the calibration and verification periods are presented in Table 1 .
Methods
The four selected individual models (i.e. SMAR, FFBP, GRNN and RGRNN) were applied to the monthly river flow forecasting of Yingluoxia station in the upstream of Heihe River. The performances of the four models were compared in two steps. Firstly, the prediction accuracy of monthly mean river flows of these four models was compared by using the observed flow and related hydrological data to train the models. Secondly, the output values of the SMAR model were incorporated into the input layers of the ANN models; i.e. one node was added to the input layer node number of each ANN model, FFBP, GRNN and RGRNN. The resulting three combined models were referred to as C-FFBP, C-GRNN and C-RGRNN method, respectively.
The performance evaluation measures used for the models developed in this paper were the well-known coefficient of determination, R 2 (Nash and Sutcliffe 1970) and the normalized root mean squared error, NRMSE (Shamseldin et al. 2002) . The criterion R 2 is closely linked to the leastsquares objective function; it can be mathematically expressed as:
where F o = Σ(q i -q)2 is the initial variance for the discharges, where q is the mean discharge of the calibration period; and F ¼ P ðq i Àq i Þ 2 is the residual model variance, i.e. the sum of the squares of the differences between the observed discharges q i and the model-estimated dischargesq i .
The NRMSE is based on the generalization of RMSE by the mean of the observed discharges in the calibration period, q, to evaluate performances of different models and the flow values of different flow bands (i.e. low, medium, high flows). The discharge values exceeded 85% and 15% of the time were chosen subjectively as the limits, i.e. the discharge values occurring <15% of the time were designated as the low-flow band, and those occurring >85% were the high-flow band; the remainder were regarded as medium flows. In the Heihe River basin, the medium discharges can basically meet the demand for water for industry and agriculture in the separate months, while the months with high flows could store surplus water for the months with low flows. The NRMSE is given by:
whereq i is the estimated discharge, q is the mean discharge of the calibration period and j is the number of flow values in the corresponding flow band. The strategy for selecting the appropriate structures of the neuron networks is experiment, i.e. a trial and error procedure. In the FFBP and C-FFBP models, the stutures comprise an input layer, an output layer and one or more hidden layers. As the application of more than one hidden layer increases the number of the parameters to be estimated, increasing the computation complexity without substantially improving the efficiency of the network (Shamseldin 1997) , only one hidden layer was applied in both models in this study. An appropriate number of neurons can be found by calibrating the network and evaluating its performance over a range of different increasing values of the numbers of input layer and hidden layer neurons in order to obtain near-maximum efficiency with as few neurons as necessary, i.e. to be sensibly parsimonious in the number of parameters required and so reduce the complexity of the structure. More specifically, for a given number of nodes in the hidden layer of the FFBP model, one node is added to the input layer at a time until there is no further improvement in performance; then the process is repeated but changing the number of hidden layer nodes. The final numbers of nodes accepted in the two layers provide a concise structure with the appropriate simulation performance. The trial and error procedure applied in the C-FFBP model was similar to the FFBP model. In the structures of the GRNN, C-GRNN, RGRNN and C-RGRNN models, only the numbers of nodes in the input layers needed to be determined, and the procedures applied were all similar to those applied for the FFBP model. For the FFBP model, as mentioned above, a single hidden layer was applied in this study, and a trial and error procedure used for selecting the appropriate number of neurons in the input and hidden layers. According to the principle of parsimony, the structure of the model with six nodes, i.e. six previous monthly flow data (at times t-1, t-2,. . ., t-6) in the input layer, and two nodes in the hidden layer was found to be most efficient in this study. No obvious improvement in the performance was seen with increase in the number of nodes or layers in the hidden layer. As only the estimated flow value of the next month was required, only one neuron was given in the output layer. After selecting a particular network structure, the next step was to estimate the connection weights (w k ) and the different neuron threshold values (w o ), which were adjusted by the gradient descent method using the back-propagation algorithm until the best training results were found. More detailed description of the back-propagation training process is given in the literature (Imrie et al. 2000, Maier and Dandy 1998) . The structure of the C-FFBP model was similar to the FFBP model; the outputs of the SMAR model were incorporated into the input layer of the FFBP model as an added input node to the input layer. The number of previous monthly flow data in the input layer remained the same. Accordingly, the input layer node number of the C-FFBP model increased from six to seven. Then the parameters in the C-FFBP model were trained in the same way as with the FFBP model.
In the structure of the GRNN and RGRNN models, the method for determining the number of the nodes in the input layer was similar to that for the FFBP model. As the number of the nodes in the pattern layer was equal to the dimension of the input vectors, there was only one pattern node. The numbers of the nodes in the summation layer and the output layer were two and one, respectively, as explained before. The structures of the six antecedent monthly flow values in the input layer were employed by both models. In the GRNN model, the only parameter, the smoothing parameter σ, was determined by the trial and error process in the calibration period. Figure 5 For the conceptual rainfall-evaporation-runoff model, the optimum parameter values of the SMAR model, incorporating the groundwater reservoir, were obtained from Zhang et al. (1994) .
The model performances in the verification period were also plotted in the form of hydrographs of continuous series.
Results

Monthly flow forecasting by the initial models
The four initial models were applied for monthly mean flow forecasting to investigate their performance.
One month-ahead forecasting based on the antecedent monthly river flows was carried out using FFBP first, and the best performance in the calibration period was a structure with six nodes in the input layer and two in the hidden layer (R 2 = 89.6%, NRMSE = 0.58). However, in the verification period ( Fig. 7(a) ) there were obvious deviations (R 2 = 76.5%, NRMSE = 1.27), mainly at high flows.
The efficiency values (R 2 ) of RGRNN were higher than for GRNN in the calibration period (R 2 = 94.3% and 92.1%, NRMSE = 0.38 and 0.47 respectively), but the difference was marginal. As explained previously, the only parameter required in GRNN is the smoothing parameter σ. By considering the criterion that higher smoothing parameter values should be taken for training datasets of limited length (Specht 1991) , the highest R 2 and lowest NRMSE values for the verification period were obtained when σ = 0.23; Fig. 7(b) shows the simulation result with GRNN in this architecture for the verification period. The hydrograph shows a satisfactory forecast of medium flows, but the high flows were underestimated (only slightly better than FFBP), and some low flows were overestimated (R 2 = 81.7% and NRMSE = 0.85).
The predictions of the river flow obtained through the proposed RGRNN method in the transformed coordinate are shown in Fig. 7(c) . Values of σ and θ were optimized using the trial and error method (σ = 0.19, θ = 55°). A comparison between the RGRNN result and the GRNN in this part of the study revealed that not only was there a general agreement for observed flows of the RGRNN (R 2 = 88.7%, NRMSE = 0.62), but there is also an elimination of the inaccuracy observed in GRNN. The RGRNN results were closer to the observations than GRNN, especially in extreme flow regions of the hydrograph, although there were still some underestimations in the peaks.
The study continued with the conceptual SMAR model for the purpose of comparison with the ANN methods. Differing from the three previous ANN forecasts, the agreement in the extreme flow regions was better, although still with some over/underestimation in the peaks and low flows, and deviations can be observed from the medium flows in Fig. 7 (d) (R 2 = 87.6%, NRMSE = 0.64 and R 2 = 77.5%, NRMSE = 1.13, in the calibration and verification periods, respectively).
In conclusion, comparison of the performance of the four models revealed that, the RGRNN performed better than the other forms of ANN model both in calibration and verification, although the differences of model efficiency in the calibration period were marginal; RGRNN was also superior to the SMAR model in terms of the selected criteria, see Tables 2 and 3 . The performance of GRNN ranked second; it captured the medium flows and provided rational predictions, but overestimated the peaks. The FFBP model had the worst performance. The FFBP network fell into different local error minima, and thus a global minimum was not attained, which led to high deviations in extreme flows. However, this drawback was not found in the forecasts of the GRNNN or RGRNN networks. They learn the data in one pass through and can generalize from the examples immediately (Specht 1991) , while the FFBP network requires multiple iterations to converge to the optimum value, which can be considered another drawback to the FFBP method. The result of the SMAR model approximated to the GRNN, but the structure was more complex than the ANN models with more parameters required; SMAR showed better agreement in extreme flow regions but failed to capture the medium flows.
Monthly flow forecasting of the combined models
The combined methodology was used to produce aggregate discharge forecasts to compare the performance with their initial models. The outputs of SMAR were incorporated into the input layer of the ANN models as an added input node.
When the C-FFBP network was trained using the combined methodology, an improvement in forecasting performance was clear, see Fig. 8 (a) (R 2 = 91.5%, NRMSE = 0.51 and R 2 = 82.3%, NRMSE = 0.79, in the calibration and verification periods, respectively). The C-FFBP provided closer forecasts compared with the FFBP, but deviations were still found from the peaks and low flows of the observed hydrograph.
To obtain reasonable performance criteria for the C-GRNN network in the calibration period (R 2 = 92.7%, NRMSE = 0.24), a value of σ = 0.17 was required. The final forecasting performance is noticeably improved in Fig. 8(b) (R 2 = 86.2%, NRMSE = 0.58), which was attributed mainly to the closer approximation of the observed peak flows than by the initial GRNN.
The C-RGRNN model obtained optimal performance in the calibration period with σ = 0.16 and θ = 46°( R 2 = 94.5%, NRMSE = 0.17), and further improvement was provided in forecasting accuracy in the verification period (R 2 = 93.1%, NRMSE = 0.23). Apart from improvement of the overall shape of the observed hydrograph in Fig. 8(c) , relative to the training using only observed flows, only some overestimation during verification occurs by C-RGRNN, mainly due to the added inputs from the SMAR model containing extreme values beyond the limits of the initial observed record.
Further comparison of the performance of the seven models is given by the criterion NRMSE in the verification period. A zero NRMSE represents a perfect match of the forecast discharge with the observed discharge; higher NRMSE values indicate poorer model performance. Table 4 shows the NRMSE values for different flow bands of models in the verification period. The C-RGRNN had the best performance in all the flow bands. The RGRNN ranked second in the case of the low and the medium flow bands, but its performance in the high flow was worse than by C-GRNN, which was only slightly worse than C-RGRNN. The third rank of the low and the medium flow bands was the C-GRNN, but the differences compared with RGRNN were marginal. The C-FFBP had the worst performance of all the combined models, but was better than the initial FFBP, which had the worst performance of all seven models (though was a little better in the medium flow band than SMAR).
Conclusions
The study showed that all three ANN models had significant improvements when combined with the SMAR model for the upper Heihe River basin. Both the peak and low flows of the combined models had better simulations than their initial models, indicating that introduction of information from the SMAR model in the calibration period increased the learning ability of the ANN models. The conceptual SMAR model contains the basic topographic, meteorological and hydrological information, including evaporation capacity, infiltration capacity and soil moisture, and is closely linked with physical hydrological processes. The ANN models combined with the physical rainfall-evaporation-runoff model can be used to overcome the issue that black-box type models cannot describe the internal mechanisms of basins. SMAR is appropriate for forecasting runoff generation from excess rain in arid and semi-arid regions and could dramatically improve the efficiency of river flow forecasting when combined with the ANN models.
Overall, the superiority of RGRNN over other models was observed in both steps of this study. The performance of RGRNN was consistently better than GRNN (see Tables 2, 3 and 4). The initial RGRNN model could provide fairly good river flow forecasting for the upstream of Heihe River while a very satisfactory model performance was obtained using C-RGRNN.
The GRNN model provided plausible predictions in this study; however, it failed to capture the high flows in either of the two forecasting steps. GRNN becomes highly inaccurate when the distribution of data is multimodal with large variance differences, and further when no single value of the width of the estimating kernel σ will give smooth interpolation.
In light of the results, the C-RGRNN network can be regarded as a credible alternative to conventional ANNs and the conceptual SMAR model for one month ahead river flow forecasting in the arid and semi-arid regions of northwest China. Accurate predictions of river flows in the next month provide hydrologists with important information for water resources management for the next month, and/or for designing effective ecological environment management strategy for arid and semi-arid regions. Further studies will continue with combining other conceptual or distributed hydrological models that have reliable performance in arid and semi-arid regions with ANN networks to test the efficiency, and other rivers of the arid and semi-arid regions of northwestern China, such as the Tarim River, will be included in the research to verify the generalization capability of the combined models.
