Many natural languages contain gender subclasses. Although membership in these classes may appear arbitrary, there are actually a variety of linguistic cues that indicate subclass membership. In three experiments using artificial languages, we manipulated properties of phonological markers and examined what conditions most easily allow adults to generalize subclass knowledge. Results suggest that generalization only occurs when some studied items are systematically marked and the process consists of two components. One component involves making a link between the phonological markers and the indicators (e.g., definite and indefinite articles) of subclass membership. This allows generalization to new words containing markers. This generalization is facilitated when markers are of high perceptual salience, high frequency, or in initial position. A second component involves linking indicators within a subclass to each other. This allows correct generalization to unmarked items if at least one subclass indicator is known. This second type of generalization may be facilitated when memory load is low, such as when subclass membership is indicated by highly salient and redundant markers.
Lexical items in natural languages fall into different form classes such as noun, verb, adjective, adverb, determiner, preposition, and so on. In addition, many of these form classes contain grammatical subclasses. Members of different subclasses act differently from each other, and knowledge of subclass membership is essential in order to form grammatical sentences. For example, in many languages, the noun form class is divided into two or more linguistic subclasses traditionally denoted by the term grammatical gender. Nouns that are members of the masculine gender subclass may take different articles, different adjectival endings, and different case inflections from nouns that are members of the feminine subclass. Therefore, in order to achieve grammatical mastery, language learners must know not only the form class of an item but also know its subclass.
At one time, some researchers thought that linguistic subclasses were arbitrary (Bloomfield, 1933; Maratsos & Chalkley, 1980) , and they proposed very powerful learning mechanisms to enable learners to acquire such arbitrary classes (Pinker, 1984) . However, research into the structure of linguistic subclasses has shown that they are far from arbitrary. Indeed, membership can be indicated by a variety of types of cues. For example, Corbett (1991) cited examples of languages where membership in a gender subclass is determined by semantic features (e.g., Tamil), semantic and morphological features (e.g., Swahili), and semantic and phonological features (e.g., Hausa). The German language uses all three of these cues to mark gender subclass. German is a particularly interesting case because of its complexity. German has three gender subclasses: masculine, feminine, and neuter. At first glance, gender subclass membership seems nearly impossible to determine. For example, the furniture in a living room may contain a masculine chair (der Stuhl), a feminine lamp (die Lampe), and a neuter piano (das Klavier). Or very similar pieces of furniture may be designated by masculine (der Diwan), feminine (die Couch), and neuter (das Sofa) synonyms (for a humorous take on German gender, and German in general, see Twain, 1880) . However, a systematic investigation of German nouns has shown there are numerous cues to gender on the semantic, morphological, and phonological levels (Köpcke, 1982; Köpcke & Zubin, 1983 , 1984 MacWhinney, Leinbach, Taraban & McDonald, 1989; Mills, 1986; Zubin & Köpcke, 1981 , 1986 . For example, on the semantic level superordinate terms are neuter (e.g., das Gemüse (the vegetables)), on the morphological level words ending with -ling tend to be masculine (e.g., der Schmetterling (the butterfly)), and on the phonological level words ending with a fricative ϩ/t/ tend to be feminine (e.g., die Luft (the air)). Although the efficacy of these cues in predicting gender has not been established for all German nouns, a test on German monosyllabic nouns showed that gender membership could be predicted with 90% accuracy using 44 cues (Köpcke, 1982) . Thus, a subclass structure that seemed arbitrary turned out to be systematic and predictable, if somewhat complex.
Studies of native speakers acquiring and using gender subclasses have shown that they are sensitive to cues that mark membership. For example, adults are faster and more accurate in explicitly identifying the gender of an existing word if it contains strong rather than weak or ambiguous phonological cues to gender (French: Desrochers, Paivio, & Desrochers, 1989; Desrochers & Pavio, 1990; Italian: Bates, Devescovi, Pizzamiglio, D'Amico, & Hernandez, 1995; Bates, Devescovi, Hernandez & Pizzamiglio, 1996) . Children also show sensitivity to the phonological form of real words in determining gender. In acquiring Hebrew, in which correct plural formation depends on grammatical gender, very young children base their plural formations on phonological form (Levy, 1983b) . Although mastery of the gender system is accomplished somewhat later in German speaking children, they also show sensitivity to the phonological form of real words in determining gender (MacWhinney, 1978; Mills, 1986) .
Studies using nonce words have confirmed these results. When adult native speakers were asked to determine the gender of nonce words containing phonological or morphological cues to gender, they picked the gender indicated by the cues much more often than chance (French: Tucker, Lambert, Rigault, & Segalowitz, 1968; German: Mills, 1986 ). When presented with nonce words containing phonological or morphological cues to gender, children preferentially chose an item's grammatical gender based on these cues, even in the face of conflicting information about an item's natural gender (French: Karmiloff-Smith, 1979; Spanish: Cain, Weber-Olsen, & Smith, 1987; Perez-Pereira, 1991) . When phonological cues are less consistent and mark other functions in addition to gender, such as in Icelandic, children used the semantic cue of natural gender to determine grammatical gender (Mulford, 1985) . In controlled laboratory settings, it has also been shown that learners could acquire and generalize word subclass knowledge if such subclasses were systematically marked by meaning or form similarities. In contrast, arbitrary categories were not acquireable (Braine, 1987; Braine, Brody, Brooks, Sudhalter, Ross, Catalano, & Fisch, 1990; Brooks, Braine, Catalano, Brody, & Sudhalter, 1993) . For example, Brooks et al. taught learners an artificial language containing two noun subclasses. In one version of the language, the systematically marked version, 60% of the items in each class were marked by a unique phonological ending. Class I words were marked by -oik, and class II by -oo. The remaining 40% of words in each class were unmarked and had no similarities to each other. In the other version of the language, which we will call the unsystematically marked version, there was no systematic marking of word class. Sixty percent of the words in each class were still considered marked; however, each phonological marker was as likely to occur in class I as in class II. That is, half of the marked words in class I had the -oik ending and half the -oo ending. The same was true for class II. As in the first version of the language, the remaining words in each class were considered unmarked and had no similarities to each other.
Learners were exposed to items in the artificial language in sentential contexts involving three different prepositions. Each word class used a different form for each preposition. For example, the preposition at was represented as ast for class I words, and as tev for class II words; similarly, the preposition to was represented as eef for class I words, and as foo for class II words. The task of the learner was to learn the language and be able to correctly produce sentences in the language, including the correct form of each preposition for each word class. For example, if the learner was asked to say ''Someone is at the chair'' (choik-a class I word), the correct utterance would contain choik-ast; an incorrect utterance would contain choik-tev. Brooks et al. (1993) tested mastery of subclass information in two ways. First, they examined how well learners were able to produce the correct prepositional form for words that they had studied. They found that learners of the systematically marked language outperformed learners of the unsystematically marked language on both marked studied words and on unmarked studied words. Second, Brooks et al. examined how well learners were able to generalize their knowledge of word class to unstudied combinations and new words. Here again they found superior performance for the learners in the systematically marked version of the language. Learners of the unsystematically marked version of the language showed no generalization; even when they were given a word with one preposition and were asked to provide the other prepositions appropriate for that word, their performance was at chance levels. For example, given a new word blip and told that in order to say at blip one said blip-ast, learners were not able to correctly infer that the correct way to say to blip would be blip-eef. That is, they did not learn to generalize from one preposition to another.
Thus, evidence from acquisition of gender subclasses in natural languages and subclasses in artificial languages indicates that systematic marking of subclass membership aids acquisition. Indeed, arbitrary subclasses may be very difficult if not impossible to acquire. Natural languages differ, however, in how they use markers to indicate subclass. Markers may be few and highly reliable, or they may be numerous and less reliable. Markers may be syllabic or asyllabic (based on less than a full syllable, such as a single phoneme). Markers may be word final or word initial. Markers may occur on a large majority of words or may not be present on many words. Such differences in marker properties may have an effect on how readily gender subclasses are acquired (Braine, 1987; Mills, 1986) .
Whether these properties of markers affect rate of acquisition has yet to be systematically investigated in the controlled environment of an artificial language system. The experiments reported below examined whether manipulating certain properties of the markers increased learning and generalization of subclass structure. The experiments focused exclusively on phonological markers, although as noted above, markers of subclass membership may occur on the morphological and semantic levels as well. We chose phonological markers because of the strong influence they have been shown to exert on child language learners in acquiring gender subclasses (Cain, Weber-Olsen, & Smith, 1987; Karmiloff-Smith, 1979; Levy, 1983a,b; MacWhinney, 1978; Mills, 1986; Perez-Pereira, 1991) as well as their importance for form class in general (Cassidy & Kelly, 1991) . After establishing that only systematically marked subclasses could be acquired (Experiment 1), the properties manipulated included marker frequency (Experiment 2), marker salience (Experiment 2 and 3), marker position (Experiment 3), and marker redundancy (Experiment 3).
In addition to examining how properties of markers affect the acquisition of subclass information, the experiments examined the process by which the subclasses were formed. As shown below, rather than all words contributing equally to the learning process, marked words allowed learners to form subclasses, and subclass structure was then generalized from these core words. A model of this process is outlined in the general discussion section.
OVERVIEW OF THE TASK
All the experiments reported in this paper used the same task, a variant of the Brooks et al. (1993) paradigm, to assess learning and generalization of subclass membership. Learners were told that they must learn how to greet various individuals in a new culture. There were, however, two different subclasses of people in this culture, those of high status (class I) and those of low status (class II). People were greeted differently according to their social class. Analogous to definite and indefinite articles indicating gender in real languages, there were also two different greetings (or, as a more general term, subclass indicators) for each subclass. For example, in Experiment 1 the daytime greeting, good day, was jai for class I individuals and fow for class II individuals and the evening greeting, good evening, was quo for class I individuals and mih for class II individuals.
During the study phase of the task, learners were given the names of individuals, and told what the appropriate greeting would be for that person in either the day or the evening. Across the studied combinations, some names occurred with both day and evening greetings, and some with only one of these greetings. In study conditions where class membership was marked by phonological cues, 60% of names in each class were marked-that is, they contained a phonological marker, while 40% of the names were unmarked-that is, class membership could not be determined from their phonological form.
During study, the rate of acquisition was assessed by giving tests of the studied combinations. Learners were given a previously studied name and asked to provide a previously studied subclass indicator for that name. After the study phase was over, a final test of learning and generalization was administered, which contained three different types of items. The first item type, identical to those given during acquisition, consisted of studied combinations of names and subclass indicators. Performance on these studied combinations measured the ultimate level of learning of subclass membership on words that were given. Note that above chance performance on these items could be achieved simply by good memorization-no knowledge of subclass structure would be necessary. However, if performance on words containing phonological markers was higher than that on words that did not contain markers, this would show that learners used the markers in determining correct greetings.
The second type of item consisted of unstudied combinations of greetings and names. That is, learners were given a name that was studied with only one subclass indicator and asked to supply the subclass indicator that they did not study (e.g., a word studied only with the evening greeting was then tested for the day greeting). For marked words, learners could perform well by using one of two strategies. First, they could just use the ending to help determine the appropriate subclass indicator. Second, they could recall the previously studied subclass indicator and then by applying knowledge of which pair of indicators go together within a subclass, determine the other indicator. For unmarked words, learners would only be able to perform well by using this second strategy.
The third type of item on the final test consisted of names that were not presented during the study phase. Performance on these items measured the ability of learners to generalize subclass knowledge to totally new words. Some of these new words contained the same phonological markers that were present on studied words. Without any other information, learners were asked to provide the appropriate subclass indicator for these words. Good performance here would show that learners used markers to determine subclass membership. Others of these words were unmarked-that is, there was no information contained in the form of the word that indicated class membership. Here learners were told what one of the appropriate subclass indicators would be for this word and were asked to provide the other. Good performance here would show that learners determined which indicator pairs corresponded to each subclass, so that given one, they could supply the other. Table 1 provides a summary of how participants should perform on marked and unmarked items on the different tests depending on what kind of strategy they used. All learners should do well on marked and unmarked items that they studied. However, the ability to generalize to items in the tests of unstudied combinations and new items differs between the strategies. First, if participants used a sheer memorization strategy, they would not be able to generalize to nonstudied material, as they would have no coherent idea of subclass structure. Therefore, they should perform at chance levels on all tests of unstudied combinations and new items. Second, if participants used the phonological markers to determine subclass membership, they should be able to generalize to marked items. Unmarked items, however, would remain at chance. Third, if participants linked the two subclass indicators for a category to each other, they should be able to generalize to all items where at least one of the greetings is known. Therefore, they would perform above chance on both marked and unmarked items in the tests of unstudied combinations, as they had studied the other greeting for those words. On the test of new items, however, they would only perform above chance on unmarked items where the experimenter supplied one of the greetings and asked for the other. They would not perform above chance on marked items, as no greeting was given in this case. Finally, it is possible that learners could use both the phonological markers and knowledge of which indicators go together in making their subclass judgments. In this case, performance would be above chance for both marked and unmarked words in all tests.
EXPERIMENT 1
Experiment 1 compared three different language type conditions. In the systematically marked condition, 60% of words in each word class contained the same marker. For example, marked words in class I contained the ending -ash, and marked words in class II contained the ending -gor. In the unsystematically marked condition, the same endings were used, but distributed evenly across the two word classes. That is, marked class I words were equally likely to be marked by -ash or -gor; the same was true of class II words. In the unmarked control condition, there were no markers on any class I or class II words.
The first two conditions were replications of those used in Brooks et al. (1993) . The third condition was added to provide a baseline for learning and generalization when no markers were available. Indeed, the superior performance of the systematically marked condition over the unsystematically marked condition in Brooks et al. (1993) may have resulted not from improved learning in the former group. Rather, it may be the result of depressed learning in the latter group from confusion due to having the same phonological markers appearing in both word classes. The inclusion of the completely unmarked control condition allows us to distinguish between these two possibilities.
Method
Participants. Participants were 48 undergraduate students at Louisiana State University who volunteered in exchange for psychology course extra credit. There were 16 participants in each of three language type conditions.
Stimuli. Twenty nonsense words were created to represent proper names. The 20 names were divided into two categories of ten words each. In the systematically marked condition six of the ten words in class I ended with the marker -ash and six of the ten class II words ended with the marker -gor. The remaining four words in each class were unmarked. In the unsystematically marked condition half of the marked words from each category were exchanged with each other so that each category contained an equal number of -ash and -gor words. For the control condition all words were unmarked. Here, the endings -ash and -gor were replaced by various different syllables. For comparison purposes, words in the control condition corresponding to marked words in the other conditions will still be considered ''marked.'' For instance, the words opris and chagoo will be called marked not because they include markers but because they parallel the marked words oprash and chagor within the marked conditions. To test for generalization of subclass membership to new names, 16 new words, eight marked and eight unmarked, were also devised. The same new words were used for all language type conditions. All stimuli are presented in Appendix A. In all conditions, the words in class I were paired with the greetings jai and quo (good day and good evening, respectively) and all words in class II were paired with the greetings fow and mih (good day and good evening, respectively). Four of the six marked words and two of the four unmarked words in each class were presented with both greetings. The remaining two marked words and two unmarked words in each class were only presented with one greetinghalf with the day greeting and half with the evening greeting. The stimuli were recorded on and presented via audio cassette tapes.
Procedure. Participants were tested in groups of up to six individuals in sessions lasting approximately 50 -60 min. Participants were told that their task was to learn to correctly greet people in a new culture and that people of different social classes were greeted differently. Before being exposed to any names, participants learned the two different greetings for good day (jai and fow) and the two different greetings for good evening (quo and mih) via repeated exposure. Participants were not told which greetings corresponded to which social class, nor were they told which day greeting went with which evening greeting.
After this introduction to the greetings, acquisition trials began. For each presentation trial, the participants heard a time of day and a name-greeting phrase repeated twice; for example, ''day, oprash jai, oprash jai.'' After a block of ten such trials, participants were reminded of the day and evening greetings. They then received an acquisition test on the ten names in the block. They heard a time of day and a name (e.g., ''day, oprash'') and then were asked to write down the correct greeting (e.g., jai) on an answer sheet. The participants then heard the correct phrase on the tape, before going on to the next test item. A block of ten words had equal numbers of class I and II words, equal numbers of day and evening greetings, and corresponding to the study ratio, had six marked and four unmarked words. The entire study set consisted of four blocks of ten trials each. Participants went through two sequential passes of the four block set.
Each word was presented two times in the study set. For the majority of the words this included one presentation with each word's day greeting and one presentation with each word's evening greeting. However, for two marked words and two unmarked words in each class, the word was heard both times with either its day or its evening greeting. The unstudied name-greeting combinations served as generalization test items during the final test.
After completing the acquisition trials, participants took a final test. Participants were given a time of day and a name and were asked to write down the correct greeting. However, unlike acquisition trials, no feedback was given. The final test had two parts. The first part consisted of the 32 studied combinations and eight unstudied combinations randomly mixed together. The second part consisted of 16 totally new words, half of which contained markers and half of which did not. For the words and condition where the name alone would suffice to indicate subclass membership (i.e., marked words in the systematically marked condition), learners were given the name and time of day and asked to supply the correct greeting (e.g., ''closash, greet closash in the daytime''). For words and conditions where the word alone would not give any information as to subclass membership (i.e., marked words in the unsystematically marked and control conditions, and unmarked words for all conditions), the word was given with one of the greetings and learners were asked to provide the other (e.g., ''In the daytime you hear ''closash jai,'' greet closash in the evening'').
Results

Data analysis.
All data analyses employed a 3 (language type: systematically marked, unsystematically marked, and unmarked control) ϫ 2 (word type: marked vs unmarked) mixed model ANOVA. For analysis by subjects, language type was a between-subjects factor and word type was within subjects. For analysis by items, language type was within items and word type was a between-items factor. In addition, the analysis of the acquisition data was broken down by the first vs second pass through the study set. This introduced an additional withinsubjects/items factor of exposure (first pass vs second pass). Table 2 contains cell means for all learning and generalization tests.
In addition to the above analyses, individual cell means in each test were also compared to chance. Above chance performance on a particular cell would indicate some knowledge of subclass membership for those items in that group of learners.
As a matter of convention, both F 1 and F 2 statistics are reported even if only one F is statistically significant. Obviously, effects significant only in the subjects analysis cannot be taken to be generalizable across items. Effects significant only in the items analysis should be discounted because they do not generalize across all learners. Effects will be considered reliable only if they are found significant in both analyses.
Acquisition tests. The main effect of language type was significant, F 1 (2,45) ϭ 3.37, p Ͻ .05, MS e ϭ 0.044; F 2 (2,76) ϭ 13.28, p Ͻ .0001, MS e ϭ 0.016. According to a Tukey HSD post hoc test, Q(3,45) ϭ 3.67, p Ͻ .05, performance was higher in the systematically marked condition (M ϭ 74.28, SD ϭ 11.68) than in the unmarked control condition (M ϭ 64.62, SD ϭ 10.45). Performance in the unsystematically marked condition was intermediate to the other two conditions (M ϭ 69.40, SD ϭ 9.31) and was not significantly different from either of them. The main effect of word type was significant across subjects but not items, F 1 (1,45) ϭ 15.92, p Ͻ .001, MS e ϭ 0.010; F 2 (1,38) ϭ 1.60, p ϭ .21, MS e ϭ 0.121, with performance higher on unmarked items (M ϭ 72.33, SD ϭ 12.15) than on marked items (M ϭ 66.54, SD ϭ 12.19). This advantage of unmarked items was not expected. It might indicate that the words randomly assigned to the unmarked category might have been a priori easier to learn or that marked words might initially pose some difficulty, perhaps because they all sounded somewhat similar.
In order to check that all groups did succeed in learning something during acquisition despite group differences, the performance of each group on marked and unmarked words was compared to chance (50%). As indicated in Table 2, all groups performed above chance. Thus, all participants were able to learn something about the presented items.
The main effect of amount of exposure was also significant, F 1 (1,45) ϭ 50.80, p Ͻ .0001, MS e ϭ 0.010; F 2 (1, 38) ϭ 37.72, p Ͻ .0001, MS e ϭ 0.019. Performance improved between the first and second halves of the study set (first pass: M ϭ 64.13, SD ϭ 10.53; second pass: M ϭ 74.74, SD ϭ 13.58).
Final test: studied combinations. There was a significant main effect of language type, F 1 (2,45) ϭ 4.49, p Ͻ .05, MS e ϭ 0.040; F 2 (2, 60) ϭ 11.74, p Ͻ .0001, MS e ϭ 0.017. A post hoc NewmanKeuls test indicated that performance was higher in the systematically marked condition (M ϭ 72.24, SD ϭ 17.24) compared to either of the other conditions: unsystematically marked (M ϭ 58.49, SD ϭ 11.30) and unmarked control (M ϭ 60.21, SD ϭ 13.25), Q(3,45) ϭ 3.89, Q(2,45) ϭ 3.40, ps Ͻ .05, respectively. The latter two conditions did not differ significantly from each other. There was no effect of word type-the advantage found for unmarked words in acquisition (by subjects analysis only) was no longer evident. To check that all groups evidenced knowledge of studied items, the performance of each group on marked and unmarked words was compared to chance (50%). All groups performed above chance.
Final test-generalization: unstudied combinations. The main effect of language type was significant across subjects and approached significance across items, F 1 (2,45) ϭ 4.55, p Ͻ .05, MS e ϭ 0.062; F 2 (2,12) ϭ 2.84, p Ͻ .09, MS e ϭ 0.025. A Tukey HSD post hoc test indicated that performance was higher in the systematically marked condition (M ϭ 62.50, SD ϭ 21.41) than in the unmarked control condition (M ϭ 43.75, SD ϭ 15.14); Q(3,45) ϭ 4.23, p Ͻ .05. Performance in the unsystematically marked condition was intermediate to the other two conditions and was not significantly different than either of them (M ϭ 51.56, SD ϭ 15.73).
The main effect of word type was significant over subjects but not over items, F 1 (1,45) ϭ 4.25, p Ͻ .05, MS e ϭ 0.074; F 2 (1,6) ϭ 2.50, p ϭ .16, MS e ϭ 0.032. Performance this time was higher on marked words (M ϭ 58.33, SD ϭ 27.45) than on unmarked words (M ϭ 46.88, SD ϭ 26.11). Thus, in generalization, marked items showed superior performance, despite the fact that unmarked words were easier to learn during acquisition. However, one cannot draw a strong conclusion here as the effect was not significant across items.
To test if learners had generalized subclass structure to unstudied name-greeting combinations, the performance of each group on marked and unmarked words was compared to chance (50%). As indicated in Table 2 , only learners in the systematically marked condition showed any evidence of generalization of subclass knowledge, and that only for marked words. Thus, for marked words only, these learners were able to determine the second, unpresented greeting for a name. Even evidence for mastery in this cell was weak as it missed significance in the items analysis.
Final test-generalization: new items. No main effects nor interactions were significant in the ANOVA by subjects. By items, however, the main effect of language condition was significant, F 1 (2,45) ϭ .89, p ϭ .42, MS e ϭ 0.144; F 2 (2,28) ϭ 53.23, p Ͻ .0001, MS e ϭ 0.006. Although the cell means, given in Table 2 , do seem quite different, with superior performance by the systematically marked group, this difference probably failed to reach significance in the subjects analysis because both the unsystematically marked and unmarked control conditions had large standard deviations, making it difficult to distinguish between groups. Participants in these latter two conditions tended to either be correct, pairing jai with quo and fow with mih, or totally incorrect, pairing jai with mih and fow with quo. This is the result one would expect if participants randomly paired a day greeting with an evening greeting.
To examine if learners were able to successfully generalize subclass structure to new items, performance in each language condition for both marked and unmarked new items was tested against chance (50%). As shown in Table  2 , only learners in the systematically marked condition showed above chance performance, this time on both marked and unmarked words. Thus, learners in this group appear to have been able to both use markers to determine greetings and use one greeting from a subclass to determine the other.
Discussion
Learners in the systematically marked condition were able to learn and generalize subclass membership. While all groups performed above chance on acquisition and final tests of studied name-greeting pairs, the systematically marked condition showed superior learning to the unmarked control group during acquisition and had better final performance on studied words than either the unsystematically marked group or the unmarked control group. More importantly, learners in the systematically marked condition were the only ones to show the ability to generalize subclass membership. There was weak evidence (i.e., in the subjects analysis only) in the unstudied combinations test that they were able to correctly supply the unstudied name-greeting combination for marked words at a rate greater than chance. There was better evidence in the more stringent test of generalization to new items that these learners could supply the correct greeting for both marked and unmarked new words at a rate better than chance.
In comparing the above chance results of learners in the systematically marked condition to the predictions made in Table 1 , the closest match is found in the last column, which includes both the phonological markers and the indicator pairing strategies combined. Consider, for example, their performance on new items. Above chance performance on marked items indicates use of phonological markers. That is, when supplied with a new marked word in the absence of any greeting they were able to supply a correct greeting. Above chance performance on unmarked items shows use of indicator pairings. That is, when supplied with a new unmarked word and one of the greetings, they were able to supply the other greeting.
It is somewhat puzzling that learners in the systematically marked condition were not able to provide a second greeting for unmarked words in the unstudied combination generalization test, when they were able to do so for totally new unmarked words. Note, however, that in the former case, the learner had to recall what the greeting studied with that particular name was and then supply the other greeting. In the latter case, the greeting was supplied by the experimenter and the learner then gave the other greeting. The former situation obviously entails a greater memory load. If learners could not correctly recall the previously studied greeting, they would not be able to supply the correct new greeting.
Experiment 1 replicates the work of Brooks et al. (1993) . Only learners in the systematically marked condition were able to learn and generalize subclass membership. Learners in the unsystematically marked and unmarked control conditions, while able to learn some studied words, showed no ability to generalize.
Since Brooks et al. (1993) had only used the systematically marked condition and unsystematically marked control, it was not clear whether the difference in performance between the two groups reflected superior performance of the former or inferior performance of the latter. The addition of the unmarked control in the current study allowed us to distinguish between these two possibilities. Since the unsystematically marked and unmarked groups did not differ in performance, the conclusions of Brooks et al. are supported. The systematically marked group demonstrated superior performance.
Since no differences in learning or generalization performance were ever found between the unsystematically marked and unmarked control groups, either one of these conditions could serve as an appropriate baseline condition. In the following experiments, we chose to use the unmarked control. This condition had no common markers, either within or across subclasses.
EXPERIMENT 2 Experiment 1 established that individuals were able to learn subclasses that were systematically marked, but otherwise failed to generalize knowledge about subclasses. However, the way in which subclass information is marked varies widely over languages. For example, in Spanish, gender information is largely carried by the endings -o (masculine) and -a (feminine), in conjunction with natural gender. That is, there are only a few markers, they are highly frequent, and they are very reliable. Thus, it is not surprising that use of these phonological markers in Spanish is largely mastered by 4 years of age (Perez-Pereira, 1991). Other languages, such as German, have a multitude of markers, which are of relatively low frequency and which vary in their reliability (Köpcke, 1982; Köpcke & Zubin, 1983; 1984; MacWhinney, Leinbach, Taraban, & McDonald, 1989; Mills, 1986; Zubin & Köpcke, 1981; 1986) . It follows that gender mastery in German may be delayed relative to Spanish. Indeed, 5-and 6-year-old German speakers still make a number (14%) of gender marking errors, at least in experimental tasks with real words, and children do not reach adult level performance on nonce words containing markers even by age 8 (Mills, 1986) . Thus, gender categories in languages that use only a few high frequency markers may be more rapidly acquired than those in languages that use a variety of lower frequency markers. (However, it should also be noted that the acquisition of the German gender system is complicated by case inflections on definite and indefinite articles, and this may contribute to the lateness of the acquisition).
Data from an experiment using the artificial language learning paradigm have supported the hypothesis that high frequency markers aid in the acquisition of syntactic classes. Learners who were taught an artificial language with high frequency markers clearly learned the association between the markers and the syntactic classes that they mark. With the same artificial language, but with low frequency markers, learners either failed to learn the association or learned it more slowly (Valian & Coulson, 1988) .
In Experiment 2 we compared the subclass learning and generalization performance of participants taught a language with one high frequency marker for each subclass to that of participants taught a language with two lower frequency markers for each subclass, as well as to that of participants taught unmarked, control languages. In the first two conditions, both of which included markers, note that number of markers and frequency of the individual markers naturally covaried. For expositional purposes, we refer to the first condition as the high frequency marker condition and to the second condition as the low frequency marker condition, although the number of markers also differed between the conditions. In addition to marker frequency, the rate of acquisition of linguistic categories may be influenced by the salience of the marker. In general, grammatical markers that are highly salient (e.g., stressed and/or syllabic) are acquired more rapidly than those that are less salient (e.g., unstressed, asyllabic, bound, etc.; Slobin, 1985) . Thus, increasing the salience of a marker may increase the speed with which subclass membership is acquired. Salience in Experiment 2 was operationalized by length of the marker, with high salience markers consisting of a full syllable and low salience markers consisting of a single phoneme.
Thus, Experiment 2 crossed the factor of marker salience (high vs low) with the factor of marker frequency (high, low, and unmarked) for a total of six conditions.
Method
Participants. Participants were 120 undergraduate students at Louisiana State University who volunteered in exchange for psychology course extra credit. There were 20 participants in each of six language type conditions. Stimuli. Twenty new nonsense words, divided into two categories of ten words each, were created to represent proper names. In conditions involving markers, six words in each condition were marked, and the remaining four were unmarked. In the high salience, high frequency marker condition, class I marked words ended in the syllable -glot, and class II marked words ended in the syllable -rish. In the low salience, high frequency marker condition, class I marked words ended with -t, and class II marked words ended with -sh. In the high salience, low frequency marker condition, three of the marked class I words ended in the syllable -glot and three in the syllable -thope. Three of the marked class II words ended in the syllable -rish and three in the syllable -wek. In the low salience, low frequency marker condition corresponding markers were the phonemes -t and -p for class I words and -sh and -k for class II words.
Because high salience markers were syllabic, while low salience markers were single phonemes, words in the former conditions were longer by one syllable than words in the second condition. Thus, it was necessary to have two unmarked control conditions. The first, designated as high salience unmarked control, had words that were two or three syllables long, but no common endings were used across words. The second, the low salience unmarked control, had words that were one or two syllables long; again, no common endings were used across words. Words in the unmarked control conditions that corresponded to marked words in the other conditions are called marked words, although obviously no consistent markers were present.
Sixteen new words, eight marked and eight unmarked, were also devised for each condition to test generalization of subclass membership knowledge to new names. All stimuli are given in Appendix B.
In all conditions, the words in class I were paired with the greetings jad and quone (good day and good evening, respectively) and all words in class II were paired with the greetings foith and moob (good day and good evening, respectively). Rather than being given after the names as in Experiment 1, greetings in Experiment 2 were given before the names (e.g., jad ersumglot). As in Experiment 1, four of the six marked words and two of the four unmarked words in each class were presented with both greetings. The remaining two marked words and two unmarked words in each class were only presented with one greeting-half with the day greeting and half with the evening greeting.
Procedure. The procedure was identical to that of Experiment 1.
Results
Data analysis. All data analyses employed a 2 (marker salience: high vs low) ϫ 3 (marker frequency: single high frequency markers, multiple low frequency markers, and no markers) ϫ 2 (word type: marked vs unmarked) mixed design ANOVA. For analysis by subjects, the first two factors were between subjects, while word type was within subjects. For analysis by items, salience and frequency were within-items factors and word type was between items. In addition, the acquisition data contained an extra within-subject/items factor of exposure (first vs second pass). As in Experiment 1, all cell means were also tested against chance. Cell means for all learning and generalization tests are given in Table 3 .
Acquisition tests. There was no main effect of marker salience. Marker frequency was only significant in the items analysis indicating this factor did not consistently influence all participants, F 1 (2,114) ϭ .61, p ϭ .54, MS e ϭ 0.065; F 2 (2,76) ϭ 4.71, p Ͻ .05, MS e ϭ 0.009.
The main effect of word type was significant over subjects and marginally significant over items, F 1 (1,114) ϭ 39.35, p Ͻ .0001, MS e ϭ 0.012; F 2 (1,38) ϭ 3.95, p Ͻ .06, MS e ϭ 0.115. Performance was higher on unmarked words (M ϭ 71.93, SD ϭ 14.17) than on marked words (M ϭ 65.64, SD ϭ 13.18). This initial easier acquisition of unmarked words replicates a finding from Experiment 1, even though different nonce words were used in the two studies. This result is further examined in the general discussion.
In order to check that all groups did succeed in learning something during acquisition, the performance of each group on marked and unmarked words was compared to chance (50%). All groups performed above chance (see Table 3 ).
Performance increased with the amount of exposure, F 1 (1,114) words was only significant in low salience conditions (Tukey HSD Q(4,240) ϭ 2.36, p Ͻ .05). No other main effects or interactions were significant. In order to check that all groups learned the studied items, the performance of each group on marked and unmarked words was compared to chance (50%). As indicated in Table 3 , all groups performed above chance.
Final test-generalization: unstudied combinations. No main effects or interactions in the ANOVA were significant. However, tests comparing each cell mean to chance showed that learners in the high salience, high frequency marker condition were able to perform above chance on marked words, but only in the subjects analysis. No other means were significantly different than chance.
Final test-generalization: new items. The only significant effect in the ANOVA was that of word type, F 1 (1,114) ϭ 5.01, p Ͻ .05, MS e ϭ 0.077; F 2 (1,14) ϭ 10.44, p Ͻ .01, MS e ϭ 0.015, this time with performance higher on marked words (M ϭ 57.92, SD ϭ 27.55) than on unmarked words (M ϭ 49.90, SD ϭ 39.54). Thus, whereas unmarked words were easier to acquire, generalization was superior on marked items. An interaction between frequency and word type was only significant over items, F 1 (2, 114) ϭ 1.46, p ϭ .24, MS e ϭ 0.077; F 2 (2,28) ϭ 4.41, p Ͻ .05, MS e ϭ 0.010. An inspection of the means indicates that the difference between marked and unmarked words was carried by the high frequency marker condition. No other main effects or interactions were significant.
To test for successful generalization, cell means were tested against chance. As shown in Table 3 , above chance performance for marked words occurred for learners in the high salience, high frequency marker condition, the low salience, high frequency marker condition, and the high salience, low frequency marker condition. Thus, these groups were able to use markers to determine subclass membership. No group performed above chance on unmarked items.
Discussion
There were no differences between language conditions on learning and generalization tests; all groups exceeded chance performance on acquisition and studied items. Thus, participants in all groups learned the word-indicator combinations that they had heard. However, on the generalization test of unstudied combinations there was evidence, significant in the subjects analysis only, that the high salience, high frequency group exceeded chance performance on marked words. On the generalization test of new words, only groups containing high frequency markers, high salience markers, or both exceeded chance performance on marked words. Although systematic markers to subclass membership were available in the low salience, low frequency condition, learners here showed no ability to generalize, at least within the admittedly short time frame of the experiment. Thus, it appears in order to be able to readily generalize subclass membership to new marked words, the markers must somehow be noticeable-either through high perceptual salience or high frequency.
A comparison of the above chance performance of learners in conditions involving high salience and/or high frequency markers to the predictions in Table 1 shows that this pattern most closely matches that predicted by the phonological markers strategy. Although marked words for unstudied combinations showed little evidence of generalization, the above chance performance on the test of marked new words indicated these learners knew which greetings corresponded to the markers. No evidence was shown for the use of an indicator pairing strategy. Learners were not able to generalize subclass membership to any kind of unmarked item. That is, when supplied with one greeting for an unmarked word, they were not able to supply the other. Thus, it appears that the type of subclass knowledge that links phonological markers to the subclass indicators was learned before the type that pairs the subclass indicators to each other within a subclass.
EXPERIMENT 3
Words in Experiments 1 and 2 had their markers in word final position. This placement is often used in natural languages-word final phonological or morphological markers are used to mark gender in the Romance languages (e.g. Spanish, Italian, French), Russian, German, and Hausa, to name a few. However, markers of gender subclass can also occur in word initial position. For example, Tucker et al. (1968) found that people's choices of gender for nonce French words depended on their beginning syllable as well as the ending. Similarly, word initial phonological cues to gender membership have been found for German (Köpcke, 1982; Köpcke & Zubin, 1984) .
There is reason to believe that the placement of a phonological marker to gender subclass might influence its utility in learning and generalization. The child language acquisition literature has provided strong evidence that children acquire markers that occur in word final position earlier (Slobin, 1979; . In experimental settings, children have acquired novel suffixes better than novel prefixes attached to familiar words (Kuczaj, 1979) . Adults, however, might differ from children in their use of word initial versus word final information. In an artificial language experiment involving both children and adults, children showed better acquisition with suffixes, whereas adults were better with prefixes (MacWhinney, 1983) . Thus, the adults in the current experiment may learn subclass information better if it is marked at the beginning rather than at the end of a word.
Since markers to gender subclass may occur in both word initial and word final position (or indeed in the word's interior), it is possible to have a single lexical item with more than one marker. For example, the German word Stolz (pride) has two phonological markers to its masculine grammatical gender, the beginning sequence /s/ϩconsonant-and the ending sequence -consonant ϩ/s/. Such lexical items are redundantly marked. Redundancy is common in language in general and may make the structure of language easier to acquire.
Indeed, research using artificial languages has found just that. The grammatical structure of languages with redundant correspondences was learned better than those with single cues (Billman, 1989; McDonald & Plauché, 1995) , and any single grammatical correspondence was better learned if it was part of a redundant system than if it was learned in isolation (Billman, 1989 ). Thus, redundantly marking an item for class membership may improve learning and generalization. Experiment 3 also manipulated the factor of marker salience as in Experiment 2. High salience markers were full syllables, whereas low salience markers were single phonemes. Marker salience (high vs low) was crossed with the factor of marker position (beginning and end (i.e., redundant marking), beginning only, end only, and no markers) for a total of eight different study conditions.
Method
Participants. Participants were 256 undergraduate students of Louisiana State University who volunteered in exchange for psychology course extra credit. There were 32 participants in each of eight conditions. Four of these conditions, the high salience end marker, low salience end marker, high salience control, and low salience control conditions, were identical to the high and low salience, high frequency condition and high and low salience, control conditions of Experiment 2, respectively. Thus, the 20 participants from each of these four conditions for Experiment 2 were included in Experiment 3, as were 12 additional participants.
Stimuli. The 20 nonsense words from Experiment 2 were adapted for use in Experiment 3. Again, of the ten words in a subclass, six were marked and four were not. High salience beginning markers were wan-for class I words and kais-for class II words. Corresponding low salience beginning markers were w-and k-. High salience end markers were -glot for class I words and -rish for class II words. Corresponding low salience end markers were -t and -sh. Stimuli for the redundantly marked beginning and end marker conditions had both these markers (e.g., high salience: ''wanersumglot,'' low salience: ''wersumt''), those in the beginning marker condition had only the beginning marker (e.g., high salience: ''wanersumtop,'' low salience: ''wersump''), those in the end marker condition had only the end marker (e.g., high salience: ''ersumglot,'' low salience: ''ersumt''), while the control condition had no markers (e.g., high salience: ''ersumtop,'' low salience: ''ersump''). Additional generalization items were correspondingly formed. Greetings were the same as those used in Experiment 2. All stimuli are listed in Appendix C.
Procedure. The procedure was identical to that used in Experiments 1 and 2. In addition to the basic procedure, for conditions having both beginning and end markers, the test of generalization to new words included words with both markers (as studied) and words with either the beginning or the end marker alone. For example, the test included words such as wanoolglot that presented the markers in tandem and also words like waniram and stolglot that tested the markers wan and glot individually.
Results
Data analysis. All data analyses used a 2 (salience: high vs low) ϫ 4 (marker position: both beginning and end, beginning only, end only, and no markers) ϫ 2 (word type: marked vs unmarked) mixed design ANOVA. For analysis by subjects, the first two factors were between subjects and the latter within subjects. For analysis by items, salience and marker position were within-items factors and word type was between items. In the analysis of acquisition data the additional within-subjects/items factor of exposure (first vs second pass) was included. In addition, cell means were tested against chance. Cell means for all tests are presented in Table 4 .
Acquisition tests. There was a marginal main effect of marker position, F 1 (3,248) ϭ 2.1, p Ͻ .10, MS e ϭ 0.067; F 2 (3,114) ϭ 12.68, p Ͻ .0001, MS e ϭ 0.007, with lowest performance by the no marker control group. This marginal main effect, a main effect of exposure (F 1 (1,248) There was also a main effect of word type by subjects only, F 1 (1,248) ϭ 42.02, p Ͻ .001, MS e ϭ 0.012; F 2 (1,38) ϭ 1.82, p Ͻ .19, MS e ϭ 0.142. Performance on unmarked words (M ϭ 72.31, SD ϭ 14.33) was better than on marked words (M ϭ 68.21, SD ϭ 13.66). Once again, as in the previous experiments, unmarked words appear easier to learn than marked words. The fact that this was not significant across items suggests there may be a great deal of variability among the items within the word types. There was also an interaction, significant only in the items analysis, between salience, word type, and exposure, F 1 (1,248) ϭ 3.35, p Ͻ .07, MS e ϭ 0.008, F 2 (1,38) ϭ 6.11 p Ͻ .05, MS e ϭ 0.003. The difference between word types was strongest on the first pass within the low salience condition.
A test comparing the performance of each study group to chance (50%) on both marked and unmarked acquisition items showed that all groups learned the studied items (see Table 4 ).
Final test: studied items. There was a main effect of marker position, F 1 (3,248) Note that in the no marker control condition marked items did not actually include markers. Thus, there should not have been a difference between marked and unmarked items within this condition. This suggests that words randomly assigned to the marked category were more difficult to learn.
There was also an interaction between marker salience and word type, F 1 (1,248) ϭ 4.12, p Ͻ .05, MS e ϭ 0.014; F 2 (1,30) ϭ 4.68, p Ͻ .05, MS e ϭ 0.006. The superior performance for unmarked over marked words only held for the low salience conditions, Q(4,508) ϭ 3.05, p Ͻ .05.
As shown in Table 4 , tests against chance for each study group for marked and unmarked items showed that all groups performed above chance on both types of items.
Final test-generalization: unstudied combinations. There was a main effect of marker salience, significant across subjects and approaching significance over items, F 1 (1, 248) ϭ 3.89, p Ͻ .05, MS e ϭ 0.085; F 2 (1,6) ϭ 5.57, p Ͻ .06, MS e ϭ 0.007. Performance was higher in high salience conditions (M ϭ 63.87, SD ϭ 20.94) than low salience conditions (M ϭ 58.79, SD ϭ 21.35). The main effect of marker position was also significant, F 1 (3, 248) ϭ 5.67, p Ͻ .001, MS e ϭ 0.085; F 2 (3,18) ϭ 5.32, p Ͻ .01, MS e ϭ 0.011. Performance in the redundant beginning and end marker condition (M ϭ 67.38, SD ϭ 22.78) and the beginning marker condition (M ϭ 65.82, SD ϭ 20.68) was superior to that of the end marker (M ϭ 55.86, SD ϭ 18.76) and the no marker control condition (M ϭ 56.25, SD ϭ 20.41) by a Tukey HSD test.
In addition, the main effect of word type was significant across subjects and approached significance across items, F 1 (1, 248) ϭ 16.82, p Ͻ .0001, MS e ϭ 0.051; F 2 (1,6) ϭ 4.68, p Ͻ .08, MS e ϭ 0.023. Inspection of the means indicates that performance was higher on marked (M ϭ 67.32, SD ϭ 26.67) compared to unmarked items (M ϭ 58.98, SD ϭ 27.45). Again, the trend of difficulty for marked items during learning tests is reversed for generalization tests.
The main effects of marker position and word type were qualified by an interaction between them which was statistically significant across subjects and approached significance across items, F 1 (3,248) ϭ 4.79, p Ͻ .01, MS e ϭ 0.051; F 2 (3,18) ϭ 2.71, p Ͻ .08, MS e ϭ 0.011. The superiority of marked over unmarked items only held for the redundant beginning and end marker, Q(4,504) ϭ 4.91, p Ͻ .05, and beginning marker conditions, Q(4,504) ϭ 3.95, p Ͻ .05.
Again, performance in each cell was compared to chance. As shown in Table 4 , performance exceeded chance for marked items for all high salience conditions except the no marker control condition. For marked items within low salience conditions, performance was above chance in the low salience, redundant beginning and end marker condition and low salience, beginning marker condition. Performance exceeded chance on unmarked items for high salience, redundant beginning and end markers, high salience no markers (significant in subjects analysis only), and low salience beginning markers (significant in subjects analysis only).
Final test-generalization: new items. Main effects in the items analysis only were found for marker position (F 1 (3,248) ϭ 1.45, p Ͻ .23 , MS e ϭ 0.166; F 2 (3, 42) ϭ 9.90, p Ͻ .0001, MS e ϭ 0.006) and marker salience (F 1 (1,248) (F 1 (3,248) ϭ .77, p Ͻ .52, MS e ϭ 0.166; F 2 (3, 42) ϭ 5.52, p Ͻ .01, MS e ϭ 0.006). Highest performance was in the high salience, redundant markers condition.
There was a main effect of word type, F 1 (1,248) ϭ 5.20, p Ͻ .05, MS e ϭ 0.062; F 2 (1,14) ϭ 23.84, p Ͻ .001, MS e ϭ 0.003, with performance on marked words (M ϭ 63.91, SD ϭ 28.31) exceeding that of unmarked words (M ϭ 58.89, SD ϭ 38.48). This again shows better generalization for marked words, despite their greater difficulty in acquisition. An interaction between salience and word type was significant within the items analysis only, F 1 (1,248) ϭ .91, p Ͻ .35, MS e ϭ 0.062; F 2 (1,14) ϭ 5.07, p Ͻ .05, MS e ϭ 0.003. The word type effect was stronger in the low salience condition. Table 4 shows the results of tests against chance for the cell means. For marked items, performance was better than chance in high salience conditions for all but the no marker condition. For marked items in the low salience conditions, performance exceeded chance for low salience, redundant beginning and end markers and low salience beginning markers. On unmarked items performance was higher than chance only in the condition of high salience redundant beginning and end markers.
For the above analysis, data for the redundant beginning and end markers condition used new words that had both beginning and ending markers like the studied words. However, new words containing just beginning or just end markers were also presented to participants in the double marker condition. In order to determine if one of these markers was more strongly used by these learners, these data were analyzed with a 2 ϫ 2 ANOVA: Salience (high vs low; between subjects) x marker placement (beginning vs end; within subjects). Only the main effect of marker placement was significant, and that only by subjects, F 1 (1,62) ϭ 6.04, p Ͻ .05, MS e ϭ 0.063; F 2 (1,6) ϭ 1.47, p ϭ .27, MS e ϭ 0.032, with higher performance on words with markers at their beginnings (M ϭ 62.11, SD ϭ 25.59) than at their ends (M ϭ 51.17, SD ϭ 25.37). Performance on beginning-marked words was significantly greater than chance in the subjects analysis, t 1 (31) ϭ 3.79, p Ͻ .001, t 2 (4) ϭ 2.15, p Ͻ .12 (note that the low degrees of freedom may contribute to lack of significance in items analysis). Performance on endmarked words was not significantly different than chance.
Discussion
The results of Experiment 3 again showed that conditions with systematic marking allowed better learning and generalization performance than unmarked conditions. While all groups were able to learn the studied items at an above chance level, the performance of all marked groups was significantly better than the control. For unstudied combinations and new words, some but not all marked groups were able to exceed chance performance. The pattern on these generalization tests is summarized below.
The use of a strategy that ties phonological markers to the indicators predicts above chance performance on generalization tests of marked words (see Table 1 ). Five groups in the current experiment showed the ability to do this-all high salience marked groups (redundant beginning and end markers, beginning markers, and end markers) and both low salience groups containing beginning markers (redundant beginning and end markers, and beginning markers). Although subclass was marked in the low salience, end marker condition, participants in this group did not exceed chance performance. Once again, it appears in order for learners to link markers to their corresponding indicator, the markers must be noticeable. In this case, markers were noticeable if they were of high perceptual salience and/or in initial position.
The use of a strategy that pairs subclass indicators predicts good performance on marked and unmarked words for unstudied combinations and unmarked new words. Only one group-the high salience, redundant beginning and end marker group-was able to reliably exceed chance for unmarked words for both unstudied combinations and new words. (The high salience control and low salience beginning markers also exceeded chance performance, but for unstudied combinations only and this only in the subjects analysis.) Thus, the ability to link appropriate pairs of subclass indicators was reliably present only in the most marked condition.
Note that only the high salience, redundant beginning and end marker group was able to successfully generalize subclass membership on all tests. That is, the performance of this group matches the predictions in the fourth column of Table 1 , where both the phonological markers and indicator pairing strategies are included. Thus, this group learned both the link between markers and indicators and the link between pairs of subclass indicators. Other marked groups, specifically the high salience beginning markers and high salience end markers, and low salience, redundant beginning and end markers, and low salience beginning markers which were able to generalize to marked words, used the phonological markers strategy only. Thus, the results of Experiment 3 suggest that the learning and generalization of subclass structure has two components. In one component, marked items are used to link markers to indicators. This allows generalization to new marked words. Having markers that are highly noticeable may be important to this process. In another component, the two different indicators associated with a marker are linked to each other. This allows generalization to unmarked new words, as long as one subclass indicator is known. Redundancy, or a high degree of marking, may be important for this process.
Experiment 3 also showed that adults were more influenced by beginning markers than end markers. Learners used beginning markers whether they were of high or low salience, but only used end markers when they were highly salient. Also, when learners in the redundant beginning and end marker condition were tested on new words with only beginning markers or only end markers, they performed significantly better (although in the subjects analysis only) on words with markers at their beginnings. However, this greater influence of beginning markers might not be a general phenomenon. In particular, it might arise out of a strategy used by adults that is opposite from that used by children. We were able to get some idea of strategies used by participants in the current experiment by informal observation and through comments from the participants, which indicated that participants tried to remember word-indicator pairings via their initial letters. Participants reported memorizing pairings of first letters, for instance remembering J-O for jai oprash. Although there is evidence that prefixes and suffixes are treated differently in the adult lexicon (Marslen-Wilson, Tyler, Waksler, & Older, 1994) , it is our belief that the differences favoring prefixes over suffixes in the current experiment were a result of the above learning strategies used by our participants rather than a general language learning mechanism. In particular, given all the evidence from natural and artificial languages with children (Kuczaj, 1979; MacWhinney, 1983; Slobin, 1979; , one would expect children to succeed better with end markers.
GENERAL DISCUSSION
Learners of languages with gender subclasses are exposed to words and their subclass indicators (e.g., definite and indefinite articles, adjective endings) as part of their language input. From this input, they manage to form a gender subclass system. That is, they know what indicators are associated with each gender, and are able to supply the correct subclass indicators for new words. The necessary conditions for this learning and the manner in which it develops were explored in this paper.
In order for subclass systems to be learnable, some of the items in the subclasses must be systematically marked. In all three of the current experiments, only participants in systematically marked conditions evidenced mastery of the subclass structure, as shown by their ability to generalize to new items. Participants confronted with arbitrary (i.e., not systematically marked) subclass structure were not able to generalize to new items. It should be noted that often the evidence for generalization found in the marked groups was in the form of above chance performance rather than in the form of superior performance to control groups. This former type of evidence is weaker than the latter, and thus, one should be somewhat cautious about overinterpreting the results. Note, however, that the means of the marked groups were usually substantially larger than those of the control groups, and they only failed to reach significance in the between group analyses because of the very high standard deviations in the control groups. These high standard deviations indicate a guessing strategy on the part of the control groups.
The failure of unmarked groups to generalize subclass structure agrees with the previous literature that also found that arbitrary subclasses were not acquireable (Braine et al. 1990; Brooks et al. 1993) . In order to effectively designate subclass membership, markers do not have to be of a particular type. Although the current experiments used phonological markers, learning of subclass structure also occurs with morphological or semantic markers (Braine, 1987; Brooks et al. 1993; see Corbett, 1991 , for natural language examples).
In all three experiments, initial learning advantages were found for unmarked items over marked items. This occurred despite the fact that the stimuli in Experiments 2 and 3 were different from those in Experiment 1. Thus, one might speculate in general that unmarked items are actually easier to acquire, at least initially. For example, unmarked items are more distinctive from each other than are marked items and may thus be easier to learn. Note, however, that whereas these results were significant in the subjects analyses, they were often marginal or nonexistent in the items analyses. This implies that there were idiosyncracies among the items. In addition, unmarked items were also easier to learn than ''marked'' items even in the control conditions where ''marked'' items were actually unmarked, and therefore also distinctive. Accordingly, a more likely explanation for the initial advantage of unmarked over marked items is that by chance, items that were more memorable (for some uncertain reason) were randomly assigned to the unmarked condition. In addition, note that although Brooks et al. (1993) did not assess performance during acquisition, they never found an advantage for unmarked items on the final test using their set of stimuli. Given all this evidence, it would be premature to make theoretical claims about the relative ease of acquisition of unmarked and marked words in this task.
Systematic marking is essential to the acquisition of gender subclass structure. However, many models of the learning process have proposed learning mechanisms that are capable of learning arbitrary categories. For example, Maratsos and Chalkley (1980) proposed that word classes and subclasses are formed based on a distributional analysis. That is, learners register the occurrence of individual lexical items with particular grammatical markers. Words that are found to share the same set of grammatical markers are taken to be members of the same form class. For example, verbs are the set of words that take the present progressive -ing suffix, the third person singular -s suffix, etc. Once enough individual lexical items are linked to common grammatical features, generalization can occur. That is, knowing that a new word takes the present progressive -ing allows one to confidently form the third person singular with the -s suffix. Anderson's (1983) ACT model functions similarly. Word classes are formed based on common affixes attached to individual lexical items. Models such as Maratsos and Chalkley (1980) and Anderson (1983) do not require any similarity in form or meaning among lexical items that are members of a subclass. Classes with completely arbitrary members are learnable-shared grammatical affixes suffice for acquisition. Clearly these types of models are too powerful and do not match the data on human form class acquisition.
Another type of powerful learning model has been proposed by Pinker (1984) . Pinker claimed that syntactic word classes are based on semantics. For example, the word class noun is based on the semantic property of being a thing. Thus, there is similarity in meaning among members of a class. However, Pinker's model stated a different basis for the formation of word subclasses such as gender, which may not have a strong semantic basis. Pinker proposed that when learners note that two affixes have the same meaning, but cannot be used interchangeably, learners propose syntactic subclasses to account for the difference. Again, this type of learning mechanism could create subclasses from words that have no semantic, morphological, or phonological commonalities, and is therefore again too powerful.
A learning mechanism that takes advantage of form or meaning commonalities among subclass member was proposed by Braine (1987) . Braine proposed that in addition to noting which individual lexical items correspond to a subclass indicator, the features of the lexical items are also associated to the indicator. For example, in addition to noting that the neutral German nouns Gemüse (vegetable) and Obst ( fruit) are associated with the neutral definite article das and the neutral indefinite article ein, the learner would also note that the semantic feature superordinate, common to Gemüse and Obst, is associated with das and with ein. Once the indicators are thus marked, they can be used for generalization to new words. That is, upon hearing a new word, with the definite article das, even if it is not a superordinate term, one can infer that it will also take ein because both articles have co-occurred with the feature superordinate. Thus, the definite and indefinite article indicators of neutral gender subclass become linked to each other through the common shared feature of superordinate.
The results of the current experiments allow us to refine and expand upon Braine's (1987) model. The data support a two component model compatible with Braine (1987) . The first component involves common features within a subclass, such as the phonological markers used here, becoming associated with a subclass indicator. For example, in Experiment 2 learners may have noticed that the marker -glot was associated with the morning greeting jad. The second component involves learning the association between indicators of a subclass. For ex-ample, learners may notice that words that take jad in the morning take quone at night. They then link jad and quone to each other. However, the presence of marked words is essential for this linkage between indicators to take place. Learners of unmarked control languages also have words that take jad in the morning and quone at night. Yet they fail to link the words together. As in Braine's model, this linkage is apparently mediated by the marked items. That is, it is the common marker -glot associated with both jad and quone that allows them to be linked together.
The component in the subclass acquisition that involves connecting phonological markers to subclass indicators could theoretically occur in the absence of any information about the pairing of the indicators with each other. However, in the current experiments, as in natural language, both types of information-the correlation between markers and indicators, and indicator pairs to each other-were available. Therefore, at this time, we cannot say definitively that this first component can occur in the absence of information about indicator pairing.
Our data show that within the limited time frame of these experiments, many types of marking allow mastery of the component that links markers to indicators, but only a few types of marking facilitate the mastery of the component that links indicators to each other. Learners who were able to use the link between markers and indicators to generalize to new marked items include those in the systematically marked condition in Experiment 1, in the conditions involving high perceptual salience, high frequency or both in Experiment 2, and in conditions involving high perceptual salience, beginning markers or both in Experiment 3. In general, it appears that markers must be highly noticeable for this component of subclass learning to take place. While noticeable cues allow learners to generalize to new marked words, we do not mean to imply that the cues are necessarily consciously noticed. Indeed, many native speakers are not consciously aware of subtle correspondences between cues and gender subclasses. It may simply be easier for any sort of implicit correlational mechanism to pick up on more obvious cues.
Mastery of the component that pairs indicators within a subclass to each other is shown by generalization to unmarked items. Given one indicator for an unmarked word, learners who have mastered this component are able to correctly supply the other. Only two groups of learners managed to do this in the current experiments-those in the systematically marked condition in Experiment 1 and the high salience, redundant beginning and end markers in Experiment 3.
Ability to link the two indicators may be a function of memory load. For example, learners in the systematically marked condition in Experiment 1 did not achieve above chance performance on unmarked words that were unstudied combinations, but did do so for new unmarked words. The major difference between these two types of items was that the learner had to remember the other indicator for unstudied combinations, but the experimenter supplied it for new words. Thus, the former types of items involved a higher memory load. We can also compare the systematically marked condition in Experiment 1, where learners successfully linked the subclass indicators, and similar conditions in Experiment 2 and 3, where they failed to do so. Learners in the systematically marked condition in Experiment 1 were exposed to full syllable, high frequency end markers followed by the greeting, whereas learners in the high salience, high frequency marker condition of Experiment 2 and the high salience end marker condition of Experiment 3 were exposed to full syllable, high frequency end markers preceded by a greeting. Thus, greeting placement may have affected whether or not learners could link the subclass indicators. When the greeting and marker were close together, as in Experiment 1, mastery occurred. When the greeting and marker were farther apart, as in Experiments 2 and 3, mastery did not occur. This increase in distance between marker and greeting may have increased memory load and thus have prevented mastery. However, it should be noted that there were also other differences between the first experiment and Experiments 2 and 3 such as different markers and different vocabulary items, which also possibly could have contributed to the difference in results.
The other group of learners who successfully linked subclass indicators to each other were those in the high salience redundant beginning and end marker condition of Experiment 3. In this case, learners could associate greetings with either marker or both (although most learners appeared to attend more to beginning markers), and these multiple associations may have helped learners notice which greetings corresponded to the same subclass. Indeed, (Billman, 1989; Billman, Heit, & Dorfman, 1987) proposed a model in which intercorrelated features help drive learning through an attentional mechanism called focused sampling. Focused sampling causes learners to pay more attention to features that are reliable predictors of some other feature. Thus, learners are likely to discover highly intercorrelated sets of features. Redundant markers may thus decrease the effort needed to discover correspondences.
As detailed above, our data indicate that learners in many conditions are able to link markers to indicators, but learners in only a few conditions are able to link indicators together in pairs. Importantly, all learners who correctly linked the pairs of indicators also were able to link markers to the indicators; however, the converse was not true. That is, the second component (linking indicators) never occurred in the absence of the first component (linking markers to indicators), whereas the first component did occur in the absence of the second. These results support a serial model of the two components-that is, that first markers are linked to indicators-and then learners move on to pair the indicators to each other. However, these results are also compatible with a model where both processes start at the same time, but where the first process is completed more quickly than the second. Indeed, the output of the first process may be necessary before the second one can be completed, as the accomplishment of the second process never occurs in the absence of the first.
The properties of markers that we found to be important for acquiring subclasses in artificial languages correspond to those that have been proposed for acquisition of natural languages. Children appear to base their original grammatical gender classification structure on cues that are frequently present and systematically mark the subclass. For many languages, this means that phonological correlates to gender rather than semantic cues form the basis of grammatical gender categories (Cain, Weber-Olsen & Smith, 1987; Karmiloff-Smith, 1979; Levy, 1983a,b; Perez-Pereira, 1991) . However, for languages where phonological cues to gender are similar to ones used for other purposes, such as case inflection, phonological cues may be acquired relatively late and semantic cues may be used as the early basis for categorization (Mulford, 1985) . The importance of high frequency and correctness can also be seen in the order that individual phonological markers of gender subclass are acquired. For example, the -e ending which indicates feminine gender in German is the first cue that children acquire (MacWhinney, 1978; Mills, 1986 ). This cue is also the most frequent of the phonological cues to gender in German and, when present, correctly indicates feminine gender about 90% of the time.
As well as affecting the speed with which gender subclasses are mastered, properties such as perceptual salience, high frequency, and systematic marking also affect how quickly other linguistic systems are mastered. For example, Slobin and Bever (1982) found that the case inflection system of Turkish was mastered earlier than that of Serbo-Croatian. This earlier acquisition was attributed to the simpler, more regular system of inflection marking in Turkish. Crosslinguistic studies done within the Competition Model framework have found similar results. When trying to determine the actor in a simple transitive sentence, children used most strongly the cue that was of highest frequency and reliability in their language; this result was conditioned on the cue being easily perceived (Bates & MacWhinney, 1989) .
Although naturalistic acquisition data are in line with the current results using an artificial language, it is important to emphasize that comparisons among natural languages often con-found several factors that may influence the rate of acquisition of subclass information. For example, the fact that Spanish gender is mastered at a younger age than German gender may be due to several factors-Spanish has two gender subclasses; German has three. Spanish has only a few high frequency, fairly reliable phonological markers of gender; German has multiple lower frequency cues. Spanish articles carry gender and number information; German articles carry case inflection information as well as gender and number information. Using an artificial language allows us to test each possible factor that may affect learning in isolation, in a controlled nonconfounded manner.
Many factors other than the ones tested here may also affect the acquisition of subclass information. For example, one would expect faster acquisition in languages where most items are marked than in those where many items are unmarked. Learning should also be better in languages with fewer exception words (that is, words that contain a marker for one gender subclass, but are actually members of another). For the stimuli used in the current experiments, phonological markers, when present, were always correct indicators of grammatical class. In this sense, there were no exception words. In contrast, natural languages usually do contain exception words. For instance, in Spanish, agua with the feminine ending -a takes masculine articles, such as el. Some experimental evidence has shown that less overlap in cues for gender subclasses resulted in faster and better learning (Taraban & Roark, 1996) .
The distinctiveness of phonological markers should also play a role in ease of acquisition. For example, both Polish and Russian have three gender subclasses and have similar phonological markers. However, in Polish all markers are pronounced distinctively, while in Russian the unstressed -o (neuter) and -a (feminine) markers are pronounced similarly. This lack of distinctiveness probably contributes to the delay in gender mastery of Russian children relative to Polish children.
Finally, although the current study only manipulated phonological cues, the same pattern of results should occur with other types of cues. Whether cues are phonological, morphological, or semantic, fastest acquisition of subclass knowledge should occur when subclasses are systematically marked with highly noticeable cues and under conditions that minimize memory load. 
