In process monitoring, fault relevant variable selection and fault diagnosis are two important branches. But they are often discussed independently and scarcely integrated in research. To integrate them, a novel fault diagnosis algorithm based on fault relevant variable selection is proposed in this paper. The main contents are summarized as follows. For fault relevant variable selection, from normal state to fault state, the relative changes between variables and statistics are analyzed using least absolute shrinkage and selection operator (LASSO). In order to determine the optimal set of fault relevant variable, a fault reconstruction algorithm based on least angle regression (LARS) is proposed. The set of relevant variables is constantly updated until there is no abnormality after reconstruction. Finally, a monitoring strategy based on fault subspace is proposed. It can detect fault effectively and provide useful information for fault diagnosis. The effectiveness of the proposed algorithm is illustrated by some experiments.
I. INTRODUCTION
For improving the safety of process and the quality of product, the process monitoring technology has become a necessary portion in modern industrial processes. Owing to the great progress and extensive applications of sensor and computer technology, abundant operational information is collected in the running time. This has effectively promoted the development of data-based methods for process monitoring. Particularly, multivariate statistical process monitoring (MSPM) has obtained wide attention and broader adoption in recent years [1] - [9] . Principal component analysis (PCA) and partial least squares (PLS) are two typical algorithms [10] - [18] for fault detection. A suitable lowdimensional representation of the raw high-dimensional data is found in the two algorithms. Then the corresponding statistical characteristics are analyzed in the low-dimensional space. The sample which not satisfies the statistical characteristics will be seen as fault sample.
Once detecting a fault, the next task is to find the root cause of the detected faulty cases. Traditionally, the contribution plot algorithm is used to identify the fault relevant variable without any prior information about fault [19] - [25] . Once a fault sample is detected, the contribution of each variable to The associate editor coordinating the review of this manuscript and approving it for publication was Moussa Boukhnifer . the corresponding statistic which moves outside the control limit will be calculated. There is a drawback in contribution plot. Because of the missing analysis of fault samples, the further intelligence and analysis from process engineers and process operators are needed to justify the root cause. This will spend additional time and highly depend on human effort. To determine the accurate number of the fault relevant variable, Hong et al. proposed a progressive PCA algorithm [24] . At each cycle, the most relevant variable which is identified by the contribution plot algorithm is removed. Then a new PCA model is built by the remaining variables to find the next fault relevant variable. The iteration is stopped until there are no abnormal alarms in the remaining variables. Based on this, Zhao and Wang proposed a faulty variable selection method for fault isolation [26] . The information in the historical faulty data is analyzed. The fault direction and fault part of the faulty samples are extracted by the ratio index [27] . Then the fault relevant variables are recognized by the contribution plot method. Once a fault is detected, the different reconstruction results will help us to find the root cause. But some researches show that the results of contribution plot method are often influenced by the smearing effect [28] . Yan and Yao proposed a faulty variable selection method based on least absolute shrinkage and selection operator (LASSO) [29] . But they did not use the historical faulty data in the modeling. The expert knowledge is required to distinguish the specific fault. Similarly, Sun et al. used the LASSO trick in non-stationary process monitoring [30] . Jiang et al. used a genetic algorithm (GA) to select variable for distributed process monitoring [31] .
The main purpose of this study is to develop an effective fault diagnosis algorithm based on fault relevant variable selection. When a fault occurs, without the expert knowledge and further analysis, it can straightly diagnose the specific type according to different results of the multiple relevant variable subspaces. The main contexts are as follows. First, a PCA model is built by the historical normal data. For a specific fault, the differences between the fault data and normal data are calculated. The differences reflect the relative fluctuation from normal to fault condition. Then the differences of variables are used as input data. The differences of the statistics are used as output data and a LASSO equation is built to measure the correlation between them. To obtain the appropriate set of fault relevant variable, a fault-reconstruction method based on least angle regression (LARS) is proposed. It is an iterative method. The most relevant variable to the updated output is identified and added in the set of relevant variables at each cycle. Then a fault reconstruction model is constructed by the existing set of relevant variables to determine whether there is any other abnormal variable. At last, to fully use the results of variable selection, a monitoring strategy based on fault subspace is proposed for fault diagnosis.
The rest of this paper is organized as follows. In Section II, an effective fault relevant variable selection algorithm based on the PCA model is proposed. In Section III, a fault subspace monitoring strategy is described in detail. The performance of the proposed algorithm is tested by a numerical example, the penicillin fermentation process and the Tennessee Eastman (TE) process in Section IV. Finally, conclusions are drawn in Section V.
II. FAULT RELEVANT VARIABLE SELECTION
Consider that there are a normal data matrix X ∈ R n×m and a fault data matrix X f ∈ R n×m with n observations of m variables respectively. Each row of X represents a measured sample. Each column of X is scaled to zero mean and unit variance. The matrix X is decomposed into two parts by PCA [26] , [32] .
The first partX = XPP T is the principal component of X. P ∈ R m×l is the loading matrix. l is the number of principal components determined by certain criteria. The second part E = X(I-PP T ) is the residual [29] , [32] .
For the purpose of process monitoring, two statistics are defined to detect abnormal cases. One is called the Hotelling's T 2 statistic and is defined as [32] , 
The other monitoring statistic is called SPE (or Q) statistic and is defined as [32] ,
The monitoring statistics of n normal samples are recorded in two corresponding vectors T 2 ∈ R n×1 and SPE ∈ R n×1 . The fault data in X f is normalized by using the means and standard deviations from the normal data and decomposed by P.
Two vectors T 2 f ∈ R n×1 and SPE f ∈ R n×1 are built to record the monitoring statistics of n fault samples.
It is known that the values of the monitoring statistics in a PCA model are highly related on the variations of the variables. In a complex industrial process, there are multiple control loops. But for a specific fault, the influence is often centralized on some subunits and not all units are affected. So as illustrated in Fig. 1 , for a specific fault, the variations of the monitoring statistics are mainly caused by the fluctuations of some relevant variables. The fluctuations of irrelevant variables are low and can be ignored. Here, an algorithm is proposed to recognize the fault relevant variable which closely follows the fluctuations of statistics when a specific fault occurs.
Here, the differences between normal and fault data are used as the fluctuations of variables.
Each column of x represents a relative fluctuation of corresponding variable from normal to fault condition.
The difference vector T 2 between T 2 f and T 2 is calculated in the PCS. The vector represents the relative change of T 2 statistic from normal to fault condition.
The elements in T 2 is defined as:
Accordingly, the difference vector SPE between SPE f and SPE is calculated as
The definitions of the elements in SPE are similar to T 2 ,
From the above analysis, the variable whose change closely follows the change of statistic is the fault relevant variable. The next task is to select the vectors in the difference matrix X which are most relevant to the difference vectors of monitoring statistics. Least absolute shrinkage and selection operator (LASSO) is a popular regression model for variable selection. It uses L-1 norm regularization to obtain a sparse solution. Here, a LASSO equation is constructed by X , T 2 .
where β T 2 represents the coefficient vector. || || 1 represents the L-1 norm. µ T 2 is a penalty factor which controls the sparsity of β T 2 . For a specific fault, the more relevant the variable is, the bigger the corresponding coefficient is. The most elements in β T 2 which corresponded irrelevant variables would equal to zero.
Similarly, another LASSO equation is built by
Different from the ridge regression, LASSO equation has not analytic solutions. LARS can solve LASSO question through an iterative process [33] , [34] . But in the problem of fault relevant variable selection, LARS has not an effectively criterion to accurately determine the number of relevant variables.
Fault reconstruction technology is a useful technology to find the faulty part of fault sample. It is known that the faulty influence is mainly brought by the variations of fault relevant variables. If all fault relevant variables are collected, the faulty part in the fault samples will be eliminated by the reconstructive trick. Here, a new fault reconstruction method based on LARS is introduced to obtain the optimal set of fault relevant variable.
The specific procedure of the fault reconstruction based on LARS is described as follows:
Step 1. For (11) , initialize the estimated vectorˆ T 2 and the set of relevant variables T 2 .
Step 2. Calculate the correlative vector
Find the biggest absolute value C = max
Step 3. Establish a matrix
Calculate the matrix
is an all-one vector and n T 2 is the number of variables in T 2 .
Step 4. Computer the updated direction and the updated length
Step 6. Similarly, for (12) , the set of relevant variables SPE and the estimated vectorˆ SPE can be calculated as step 2 to step 5.
Step 7. Merge the set of fault relevant variable
Step 8. For every fault samples x f ∈ R m×1 in X f , construct a fault reconstruction model [28] z
where ∈ R m×n f is the corresponding fault direction matrix. n f is the number of fault relevant variable in set . The ith column i in is defined as:
where j is jth element in . f ∈ R n f ×1 is the fault magnitude vector along the fault direction matrix . z is a partial part of x f . If all relevant variables are added in , z is the normal part of x f .
Step 9. In PCS, minimize the reconstructive T 2 statistic
Find the optimal magnitude vector f T 2
Reconstruct the fault samples
Step 10. In RS, minimize the reconstructive SPE statistic
Find the optimal magnitude vector f SPE
Step 11. Use z T 2 to calculate the T 2 statistic
Use z SPE to calculate the SPE statistic
If the statistics of reconstructed results are converted to be normal, end the iteration. The set of fault relevant variables is obtained. If not, repeat step 2 to step 11 until all fault relevant variables are selected.
III. ONLINE MONITORING BY FAULT SUBSPACE
Based on the fault relevant variable algorithm in section II, the set of relevant variables for each specific fault is obtained. Here, a fault subspace monitoring strategy is proposed for better fault detection and fault diagnosis. If there are B different faults in the historical data, B + 1 subspace can be built. In the first B subspaces, each subspace only contains the relevant variables corresponding to the corresponding fault. The last subspace contains all variables. An independent PCA model is constructed in the bth subspace if m b ≥ 3, where m b is the number of variables in this subspace [32] . where X b ∈ R n×m b contains m b columns of the matrix X. The corresponding T 2 statistic and SPE statistic are constructed and the control limits can be calculated by corresponding formula.
In a subspace where m b < 3, the changes of variables are straightly monitored. The control limit of it can be calculated by kernel density estimation method [13] , [35] .
For a new data x new ∈ R m×1 , it will be segmented into B+1 subspace according to the corresponding variables:
In the bth subspace, the statistics are calculated
The detected results in all subspace are synthesized in the online monitoring process. Once a fault occurs, it will be quickly detected. The different changes of statistics in different subspaces will be useful for fault diagnosis. The flowchart of the proposed algorithm is shown in Fig. 2 .
IV. CASE STUDIES
In this section, a numerical example, the penicillin fermentation process and the TE Process are presented as three case studies. The effectiveness of the proposed algorithm is demonstrated in these cases. 
A. NUMERICAL EXAMPLE
In this simulation, consider a numerical model which is a modified version of the data generation model suggested in literature [36] . 
is the load vector which follows the standard Gaussian distribution. e ∈ R 5×1 is Gaussian noise with 0 mean and 0.01 variance. From this model, three datasets are generated. Each set contains 400 samples. The first set is the normal training set. The second set is the fault training set. Two different faults are introduced to this set. One is a ramp change [ 0.016i 0 0.007i 0 0 ] which is added on the ith sample. Another is a step change with magnitude 1.5 which is added to variable x 2 from the 1th sample to the 400th sample. The last dataset is used as testing set. There are three different faults. 1). A ramp change [ 0.016(i − 200) 0 0.007(i − 200) 0 0 ] is added from the 201th sample to the 400th sample. 2). A step change with magnitude 1.5 is added to variable x 2 from the 201th sample to the 400th sample. 3). A step change with magnitude 1.5 is added to variable x 4 from the 201th sample to the 400th sample.
The proposed variable selection algorithm is carried out in the training set. The selected results of fault 1 are shown in Fig. 3 . The statistics of normal samples are shown in Fig. 3(a) , from which almost all statistics are under the 99% control limit. The statistics of fault samples are shown in Fig. 3(b) . Because of the property of ramp change, the detection of this fault has a time delay. LASSO equations are built and the most relevant variable selected by LARS after 1 iteration is x 1 . The reconstructed results by x 1 are shown in Fig. 3(c) , from which the faulty influence to SPE statistic is not eliminated completely. The iteration starts again and the next relevant variable x 3 is selected. The reconstructed results by x 1 and x 3 are shown in Fig. 3(d) , from which the faulty influence to SPE statistic is eliminated successfully. Hence the relevant variables of fault 1 are x 1 and x 3 . The selected results of fault 2 are shown in Fig. 4 . The statistics of fault samples are shown in Fig. 4(a) , from which the fault is successfully detected in the initial stage. The corresponding LASSO models are built. After 1 iteration, the selected variable is x 2 . The reconstructed results are shown in Fig. 4(b) , from which the two statistics of almost all samples are under the 99% control limit. Hence the relevant variable of fault 2 is x 2 .
After the variable selection process, a multi-subspace monitoring strategy is built according to the segmentation in TABLE 1. In subspace 1 and subspace 2, the changes of x 1 , x 2 , x 3 are straightly monitored and their 99% control limits are calculated by the kernel density estimation method. In subspace 3, a PCA model is constructed.
To demonstrate the monitoring process, the samples of fault 1 in testing set are introduced. The results are shown in Fig. 5 , from which the variable x 1 in subspace 1 and the SPE statistic in subspace 3 detect the fault simultaneously. In subspace 2, there is no fault alarm. Combining the prior knowledge in each subspace, the fault is diagnosed as fault 1.
The monitoring results of fault 2 in testing set are shown in Fig. 6 . In subspace 1, there are no evident changes. An evident step change is found at the 203th sample on variable x 2 and then the variable jumps continually around the control limit in subspace 2. In subspace 3, the fault is successfully monitored by SPE statistic. Hence the fault is inferred as fault 2.
The monitoring results of fault 3 in testing set are shown in Fig. 7 . As shown in Fig. 7(a) and Fig. 7(b) , the monitoring results in subspace 1 and subspace 2 find no occurrence of fault. But in subspace 3, a fault is evidently detected through SPE statistic. Here, a conclusion can be inferred that a new fault which was not recorded occurs.
B. PENICILLIN FERMENTATION PROCESS
Penicillin fermentation process has been widely used in process monitoring [37] , [38] . It contains four productive periods: the reaction lag, the quick growing of mycelium, the synthesis of penicillin and the death of mycelium. In this section, the process is used to test the performance of the proposed algorithm.
The data in this simulation are generated by Pensim V2.0 platform [37] . The setting parameters are set according the descriptions in from a normal batch. The second 400 samples and the last 400 samples are collected from two different fault batch. The specific descriptions of the two faults are listed in Table 4 . In the testing set, there are 400 samples for each fault in TABLE 4. The fault is introduced from the 201th sample.
A PCA model is constructed by the normal data in the training set. Then the process of variable selection is carried out. The results of fault 1 are shown in Fig. 8 . Because of the process characteristic, there is a jump in Fig. 8(a) . But it quickly returns to normality. The fault is clearly detected as can be seen in Fig. 8(b) . Using the proposed method, the first variable which is selected after 1 iteration is x 1 . The reconstructed results by x 1 are shown in Fig. 8(c) . Almost all statistics under the control limit in SPE and the changes of statistics are highly similar with the results in Fig. 8(a) . So, we can conclude that the fault influence is eliminated and the relevant variable to fault 1 is x 1 .
The selection results of fault 2 are shown in Fig. 9 . Similarly, after reconstruction by the selected variable x 2 , the fault influence is successfully eliminated. Hence the relevant variable to fault 2 is x 2 .
Using the results after variable selection, three subspaces are segmented. Subspace 1 contains variable x 1 . Subspace 2 contains variable x 2 . Subspace 3 contains all variables. The variations of x 1 and x 2 are straightly monitored. A PCA monitoring model is constructed in subspace 3. The monitoring results of different faults in testing set are shown in Fig. 10 , from which each fault can be quickly detected and the monitoring result in each subspace can help us diagnosed the fault effectively. 
C. TE PROCESS
The TE process is a benchmark which has been widely used to test the performance of various process monitoring algorithms [39] - [42] . The process contains five operation units: a reactor, a condenser, a vapor-liquid separator, a tripper and a recycle compressor. In this paper, 22 measured variables sampled every 3 min and 11 manipulated variables are selected as process variables, which are the same as literatures [29] , [31] , [36] , [41] .
In this study, the simulation data are downloaded from http://web.mit.edu/braatzgroup/links.html. Three classical faults are introduced to evaluate the effectiveness of the proposed algorithm. The explicit descriptions of faults are listed in TABLE 5. There are 500 normal samples and 480 fault samples for each fault in the training set. After mean-centralization and scaling to unit variance, a PCA model is constructed using the normal data. The number of PCs kept in the model is 15 which is determined by the 85% cumulative percent variance. In the testing set, there are 960 samples for each fault and the fault is introduced from the 161th sample.
For each fault, the statistics of the last 480 normal samples and all fault samples in the training set are calculated. Then the proposed variables selection algorithm is carried out. The results are shown in Fig. 11 . The relevant variables of each fault are listed in TABLE 6.
From TABLE 6 , almost half of all variables are recognized as relevant variables of fault 1. That follows the knowledge of the process. The change of the A/C feed ratio in stream 4 will influence the feed changes of A and C in stream 4. That will result in the feed change of A in stream 1, stream 5 and stream 6 because of the feedback control strategy. Hence the variables (level, pressure, composition) corresponding to the reactant in these streams will change accordingly. Different from fault 1, the relevant variables of fault 2 are x 9 and x 32 . The change of the rector cooling water inlet temperature will directly affect the reactor temperature x 9 . But the feedback controller will soon bring it back to normal by adjusting the cooling water flow x 32 . Hence the fluctuations of other variables for fault 2 can be negligible. Similar to fault 1, the influence of fault 3 is extensively. 13 variables in various streams change because of the feedback control strategy.
Based on the results of variable selection in TABLE 6, a subspace monitoring model is constructed. Subspace 1 contains the 14 relevant variables of fault 1. Subspace 2 contains the variables x 9 and x 32 . Subspace 3 contains the 13 relevant variables of fault 3. Subspace 4 contains all variables. In subspace 1, subspace 3 and subspace 4, a PCA model is constructed respectively. In subspace 2, the changes of x 9 and x 32 are straightly monitored and their 99% control limits are calculated by the kernel density estimation method.
The monitoring results of fault 1 in testing set are shown in Fig. 12 , from which the fault is successfully detected in the subspace 1, subspace 3 and subspace 4. That is resulted by the common faulty variables in the three subspaces. To determine the exact type of this fault, the variables in subspace 1 and the variables in subspace 3 are used to reconstruct the fault samples respectively. The results are shown in Fig. 13 , from which the fault alarms are well eliminated in Fig. 13(a) and not successfully eliminated in Fig. 13(b) . Hence it can be concluded that fault 1 occurs.
The monitoring results of fault 2 in testing set are shown in Fig. 14, from which the fault is successfully detected in subspace 2, subspace 3 and subspace 4. Then reconstructed method is carried out using the variables in subspace 2 and the variables in subspace 3 respectively. The results are shown in Fig. 15 . The fault alarms are successfully eliminated in Fig. 15(a) and Fig. 15(b) . From the above analysis of fault 2, we know that the main change brought by fault 2 is concentrate on the wave of the variable x 32 . So, for any set which contains variable x 32 , the alarms of fault 2 can be eliminated using reconstruction method. Here, other process knowledge is needed to determine the exact type of the fault.
The monitoring results of fault 3 in testing set are shown in Fig. 16 , from which the fault is successfully detected in subspace 2, subspace 3 and subspace 4. As shown in Fig. 17 , the fault alarms can be eliminated by the variables in subspace 3 using reconstruction method and cannot be removed by the variables in subspace 2. Hence, we conclude that fault 3 occurs.
V. CONCLUSION
In this paper, a variable selection algorithm is proposed at first. The selected accuracy of fault relevant variable is satisfactory in the simulations on a numerical example, the penicillin fermentation process and the Tennessee Eastman process. Next, based on the results of variables selection for each specific fault, a new fault diagnosis method is proposed. In this strategy, the monitoring results in each subspace can not only detect the occurrence of fault, but also provide the important information for fault diagnosis. The simulations validate the effectiveness. Hence the proposed algorithm has certain feasibility in industrial sites.
