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“Reconocimiento de Patrones en Bosques Compartidos”
El uso de a´rboles como formalismo de representacio´n es una te´cnica empleada comu´nmente en multitud de
campos de la informa´tica. Podemos encontrar ejemplos de su uso como estructuras de datos ba´sicas en los
compiladores y optimizadores de co´digo, tanto para lenguajes procedimentales, como para lenguaje lo´gicos
o funcionales. Tambie´n se emplean a´rboles en la representacio´n de estructuras moleculares, en los sistemas
de gestio´n de documentos estructurados o en la representacio´n de sentencias de lenguajes naturales.
Por esta razo´n, un problema de especial relevancia, es el del reconocimiento de patrones en estructuras
arborescentes. El objetivo de este tipo de te´cnicas es el de localizar una estructura de intere´s, expresada
en forma de patro´n, dentro de un conjunto de estructuras mayores. De este modo, el reconocimiento
de patrones en a´rboles ofrece un formalismo descriptivo extremadamente u´til para la interrogacio´n y el
acceso a datos estructurados.
El trabajo que presentamos en esta tesis pretende extender las te´cnicas cla´sicas de reconocimiento de
patrones sobre a´rboles, basadas en el concepto de distancia de edicio´n, al caso de los bosques compartidos.
Nuestro trabajo se enmarca en el campo de la aplicacio´n de te´cnicas avanzadas de reconocimiento de
patrones en sistemas de recuperacio´n y extraccio´n de informacio´n. En concreto, en el estudio de las
posibilidades del uso de estructuras sinta´cticas como elementos clave para la descripcio´n y el acceso a los
documentos relevantes para las consultas de los usuarios.
En el caso del ana´lisis y el procesamiento del lenguaje natural, debemos enfrentarnos al problema de la
ambigu¨edad inherente a este tipo de lenguajes. Dicha ambigu¨edad origina que una misma sentencia pueda
tener ma´s de una estructura sinta´ctica asociada. En nuestro trabajo hemos empleado el generador de
analizadores ice, que proporciona una representacio´n compacta de los mu´ltiples ana´lisis de una sentencia
en forma de bosque de ana´lisis compartido. Por lo tanto, nos hemos centrado en la adaptacio´n de los
algoritmo cla´sicos de reconocimiento de patrones sobre a´rboles al caso de los bosques de ana´lisis sinta´ctico
compartidos generados por ice.
Para llevar a cabo esta adaptacio´n hemos realizado un estudio detallado de los algoritmos cla´sicos,
centra´ndonos, tanto en sus aspectos computacionales, como en su capacidad expresiva. Como resultado de
esta evaluacio´n, hemos elegido las propuestas de Zhang y Shasha como base para nuestro trabajo, por ser
las ma´s adecuadas para nuestros propo´sitos. A la hora de efectuar la integracio´n del algoritmo de Zhang y
Shasha en ice, se ha llevado a cabo un estudio del tipo de representacio´n sinta´ctica utilizada, identiﬁcado
los factores que determinan la comparticio´n de estructuras y co´mo afectan al mecanismo de reconocimiento
de patrones. Esto nos ha permitido modiﬁcar la propuesta original de Zhang y Shasha para adaptarla
a las peculiaridades de las estructuras sinta´cticas generadas por ice, consiguiendo un aprovechamiento
ma´ximo de la comparticio´n de estructuras, que evita la realizacio´n de ca´lculos redundantes.
Finalmente, hemos evaluado las ventajas aportadas por nuestra aproximacio´n en cuanto a la mejora
del rendimiento. Para ello hemos realizado una serie de experimentos empleando un conjunto de
grama´ticas no deterministas. Estos resultados experimentales muestran una importante reduccio´n del
coste computacional y conﬁrman la adecuacio´n de nuestras propuestas al tratamiento de sentencias
altamente ambiguas. Ello nos ofrece un marco prometedor de cara a la posible utilizacio´n pra´ctica
de estas te´cnicas de reconocimiento de patrones en cualquier tipo de aplicacio´n donde se precise el
procesamiento eﬁcaz de a´rboles con comparticio´n. En concreto, creemos que nuestra propuesta puede
servir como mecanismo ba´sico para la mejora de las tareas de indexacio´n y consulta en sistemas de
recuperacio´n y extraccio´n de informacio´n. Aunque, eso s´ı, dentro de entornos acotados, puesto que el
coste computacional sigue siendo excesivamente alto, lo que penaliza la utilizacio´n pra´ctica de estas
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Esta tesis se centra en el estudio de las te´cnicas de reconocimiento de patrones en a´rboles y de
las posibilidades de extender dichas te´cnicas para manejar eﬁcientemente bosques de ana´lisis sinta´ctico
compartidos. Los a´rboles son uno de los formalismos ma´s potentes y ma´s utilizados para estructurar datos
en multitud de entornos, siendo especialmente u´tiles a la hora de manejar cualquier tipo de informacio´n
que posea una estructura jera´rquica. Como formalismo de representacio´n, los a´rboles y otras estructuras
similares como los grafos ac´ıclicos, han venido siendo empleados para representar sentencias en lenguajes
naturales como el espan˜ol o el ingle´s, para representar programas escritos en lenguajes de programacio´n,
en aplicaciones de procesamiento de ima´genes o para representar estructuras moleculares, por citar so´lo
algunas de sus muchas aplicaciones.
Por otra parte, el reconocimiento de patrones se puede deﬁnir como el proceso de encontrar una
subestructura que esta´ incluida dentro de otra mayor, mediante la comparacio´n de e´sta con una
representacio´n de aquella en forma de patro´n. El reconocimiento de patrones ofrece un modo natural
para interrogar de forma descriptiva un conjunto de estructuras complejas, que en el caso que nos ocupa
tendra´n la forma de a´rboles o bosques. El uso de este tipo de te´cnicas hace posible que en la interrogacio´n
el usuario se limite a describir como deben ser los resultados de la bu´squeda sin tener que expresar el
modo en el que e´stos deber´ıan ser encontrados. Esto hace de las te´cnicas de reconocimiento de patrones un
marco prometedor para muchos sistemas de gestio´n y localizacio´n de informacio´n en donde la estructura
de los elementos almacenados sea relevante.
De este modo, el reconocimiento de patrones en estructuras arbo´reas constituye un problema con
multitud de aplicaciones pra´cticas interesantes [39]. Se han empleado con e´xito te´cnicas de este tipo para
la optimizacio´n de programas informa´ticos [2] y para la comparacio´n y tratamiento de ima´genes [21, 22].
En cuanto al uso del reconocimiento de patrones en a´rboles como mecanismo de interrogacio´n en bases de
datos estructuradas, cabe destacar los trabajos en el campo de localizacio´n y procesamiento de estructuras
moleculares, como prote´ınas o secuencias de a´cido ribonucle´ico (ARN) [38]. Tambie´n se ha empleado
este tipo de te´cnicas para la interrogacio´n de bases de datos documentales basada en la estructura de
dichos documentos [20, 8, 62]. En general dichas bases de datos estara´n compuestas por colecciones de
documentos estructurados, o bien podra´n ser interpretadas como grupos de sentencias en un determinado
lenguaje natural con una determinada estructura sinta´ctica.
Desde el punto de vista formal, el reconocimiento de patrones en a´rboles [13, 24] es una evolucio´n de su
homo´nimo en cadenas de caracteres [30, 34, 32]. Este es un problema que ha sido ampliamente estudiado,
principalmente motivado por aplicaciones en el campo de las te´cnicas de recuperacio´n de informacio´n
(RI) [3] y, ma´s recientemente, en el campo del procesamiento de secuencias de a´cido desoxirribonucle´ico
(ADN) [26].
Sin embargo, la cantidad de trabajos en el campo de los algoritmos de reconocimiento de a´rboles es
bastante ma´s reducida que en el caso del de cadenas, debido principalmente a la propia naturaleza del
problema. Como resultado, la aparicio´n de propuestas novedosas y de avances en relacio´n a la mejora
de sus eﬁciencia han sido limitados. Como veremos en esta memoria, la comparacio´n de a´rboles es un
problema mucho ma´s costoso computacionalmente que la comparacio´n de cadenas, como, por otra parte,
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parece obvio. Esto tiene como consecuencia que el uso del reconocimiento de patrones sobre a´rboles vea
frenada su utilizacio´n como mecanismo ba´sico en algunas aplicaciones pra´cticas, debido a que el coste
computacional que implicar´ıa ser´ıa inadmisible en el actual estado de la te´cnica. En esos casos se suelen
emplear estrategias de reconocimiento de patrones sobre cadenas [32], que si bien son menos poderosas
sema´nticamente, resultan ma´s eﬁcientes computacionalmente.
Nuestro trabajo se centra en extender los algoritmos cla´sicos de reconocimiento de patrones en
a´rboles [37, 43, 65, 66] para que permitan el procesamiento de bosques compartidos [56, 6, 28]. Estos no
son ma´s que colecciones de a´rboles en las cuales las subestructuras comunes, compartidas entre dos o ma´s
de esos a´rboles, esta´n representadas una u´nica vez. Tı´picamente, este tipo de bosques se obtendra´n como
resultado del ana´lisis sinta´ctico de cadenas ambiguas, de modo que los distintos ana´lisis de una misma
cadena puedan tener partes comunes.
Presentaremos a continuacio´n, ma´s detalladamente, las motivaciones de nuestro trabajo y los
principales objetivos de la tesis. Terminaremos este cap´ıtulo introductorio describiendo la estructura
de la memoria y el contenido de los distintos cap´ıtulos que la componen.
1.1. Motivacio´n y objetivos
Como hemos adelantado, el reconocimiento de patrones en a´rboles es un problema de intere´s para
diversas a´reas, como las ya citadas de la optimizacio´n de programas y la consulta de bases de datos
estructuradas. Pretendemos extender las te´cnicas cla´sicas de reconocimiento de patrones sobre a´rboles [37,
43, 65] al caso de bosques de a´rboles compartidos. En concreto, al tipo de bosques construidos por
los analizadores sinta´cticos generados por el sistema ice1 [56]. Este es un sistema de generacio´n de
analizadores sinta´cticos incrementales para grama´ticas independientes del contexto sin restricciones. La
salida de dichos analizadores tiene la forma de un grafo y-o que representa de forma compacta un bosque
compartido [6, 28] que contiene todos los posibles a´rboles de ana´lisis que se pueden construir para una
cadena de entrada dada. Nuestra propuesta es, por otro lado, generalizable a cualquier tipo de bosque
generado por un analizador del tipo salto-reduccio´n.
Nuestro trabajo se ha desarrollado en el contexto de la investigacio´n que viene realizando el grupo
COLE2 sobre el uso de te´cnicas de procesamiento del lenguaje natural (PLN) en el campo de los sistemas
de recuperacio´n y extraccio´n de informacio´n. En concreto, esta tesis esta´ relacionada con el estudio de
las posibilidades de aplicacio´n de estructuras sinta´cticas para mejorar el rendimiento de determinados
aspectos de estos sistemas, como pueden ser la consulta [42] o la indexacio´n [11, 16]. Los sistemas de RI
cla´sicos [3] suelen estar basados en el concepto de palabra clave. En estos entornos, una palabra clave,
tambie´n denominada te´rmino de indexacio´n, esta´ formada por una o ma´s palabras extra´ıdas a partir de
los documentos que componen la base de datos documental. La idea ba´sica de esta aproximacio´n es que
el conjunto de palabras clave sera´ capaz de representar de forma adecuada la sema´ntica del documento
del cual fueron extra´ıdas.
Sin embargo, en muchos casos, para encontrar la informacio´n de intere´s, es el modo en que se combinan
dichas palabras junto con sus implicaciones sema´nticas lo que realmente determina la aute´ntica relevancia
de un documento respecto a una consulta. Esto lleva a plantear la necesidad de utilizar representaciones
ma´s soﬁsticadas de los contenidos referidos. Diferentes autores, como Fagan [11], Smeaton [41, 42],
Jacquemin [16] y otros [18, 31], han planteado la posibilidad de utilizar las estructuras sinta´cticas extra´ıdas
mediante un proceso de ana´lisis sinta´ctico de las frases que componen un documento para mejorar el
proceso de indexacio´n y/o consulta de los sistemas de RI.
Dentro del marco descrito, nuestra aportacio´n esta´ orientada al desarrollo de te´cnicas eﬁcientes para
el reconocimiento de patrones sobre bosques de a´rboles altamente ambiguos [51, 49]. En efecto, uno de
los problemas t´ıpicos que se presentan al emplear te´cnicas de PLN, en concreto el ana´lisis sinta´ctico,
es la ambigu¨edad en el proceso de ana´lisis de las sentencias escritas en los lenguajes naturales. Dicha
1Por Incremental Context-Free Environment.
2http://www.grupocole.org.
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ambigu¨edad es, por un lado, inherente a la mayor´ıa de los lenguajes de comunicacio´n humana y, por
otro; derivada de la falta de cobertura gramatical del lenguaje analizado. Es por ello necesario disponer
de un analizador sinta´ctico que sea capaz de identiﬁcar de forma eﬁciente todos los ana´lisis posibles3 y
representarlos de modo compacto [6] para fases posteriores de ana´lisis sema´ntico. En nuestro caso hemos
utilizado el sistema ice [56], que genera grafos y-o para representar los bosques de salida. Nos hemos
centrado en estudiar los mecanismos que originan la comparticio´n de estructuras en ice y en como sacar
provecho de esa comparticio´n para evitar realizar operaciones de reconocimiento redundantes.
La aproximacio´n cla´sica al problema del reconocimiento de patrones en a´rboles se basa en el concepto
de distancia de edicio´n [37, 43]. La idea ba´sica es cuantiﬁcar la similaridad entre dos estructuras tomando
como medida el coste de la transformacio´n de una de ellas en la otra. Para ello se deﬁne un conjunto de
operaciones de edicio´n, que permiten modiﬁcar los elementos de una estructura, bien una cadena o bien
un a´rbol, y se asocia a cada una de ellas un coste nume´rico. En el caso que nos ocupa, utilizaremos esta
misma aproximacio´n, si bien la aplicaremos sobre un bosque compartido resultado del ana´lisis de una
sentencia en lenguaje natural, generalmente ambigua, generado por el sistema ice. Por lo tanto, nuestro
objetivo sera´ trasladar la aproximacio´n cla´sica del ca´lculo de distancias de edicio´n a este tipo de bosques,
sacando el mayor partido posible de la comparticio´n de estructuras ofrecida por ice para evitar repetir
ca´lculos innecesarios.
De cara a la aplicacio´n pra´ctica de estas te´cnicas, es tambie´n interesante poder manejar un
mecanismo de reconocimiento de patrones lo ma´s ﬂexible posible. En muchos casos, el usuario, o bien
desconoce detalles sobre la representacio´n arbo´rea utilizada, o bien, existen ciertos detalles que no le son
relevantes. Por ello, es conveniente manejar mecanismos de reconocimiento aproximado, que permitan
una especiﬁcacio´n vaga de las consultas. De ese modo se libera al usuario de tener que indicar todos los
detalles. Sera´ el sistema el que deba decidir cuales son las respuestas ma´s pro´ximas a esa descripcio´n
aproximada de la necesidad de informacio´n del usuario. En nuestro caso hemos optado por dar soporte a
la inclusio´n de s´ımbolos vldc4 [66, 63] que permiten especiﬁcar de forma aproximada los a´rboles patro´n
que deseamos buscar. De este modo, nuestro trabajo ha estado dirigido a la consecucio´n de los objetivos
que se enumeran a continuacio´n:
Estudio y evaluacio´n de los algoritmos cla´sicos de reconocimiento de patrones en a´rboles. Hemos
revisado las distintas aproximaciones al problema del reconocimiento de patrones en a´rboles [37,
43, 65], ﬁja´ndonos tanto en la eﬁciencia computacional de las soluciones propuestas como en sus
capacidades en cuanto a potencia expresiva.
Adaptacio´n e integracio´n de dichos algoritmos en el entorno ice. Revisados los algoritmos cla´sicos,
nos hemos centrado en adaptar las propuestas de Zhang y Shasha [65, 66] al entorno del analizador
ice [56]. Esto ha supuesto estudiar el mecanismo de generacio´n de representaciones sinta´cticas [6]
de ice e identiﬁcar los factores que originan la comparticio´n de estructuras sinta´cticas.
Aprovechamiento de la comparticio´n de estructuras para evitar redundancias de ca´lculos. Una vez
aislados los aspectos que afectan a la comparticio´n de estructuras, siguiendo la aproximacio´n
presentada en [51, 49], hemos adaptado las propuestas de Zhang y Shasha para que se integren
de forma eﬁciente en el entorno ice. Dicha adaptacio´n tratara´ de aprovechar al ma´ximo las
posibilidades de comparticio´n de estructuras sinta´cticas que ofrece este entorno de ana´lisis sinta´ctico,
para evitar la repeticio´n de ca´lculos redundantes.
Evaluacio´n de las posibles aplicaciones pra´cticas del sistema propuesto. Por u´ltimo, hemos evaluado
las modiﬁcaciones del algoritmo ba´sico propuestas, tanto desde el punto de vista de la eﬁciencia
computacional como desde sus posibilidades de utilizacio´n por parte del usuario.
3En el algunos casos el nu´mero de ana´lisis posibles puede ser exponencial o incluso infinito.
4Por Variable Length Don’t Care.
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1.2. Estructura de la memoria
Finalizamos el cap´ıtulo presentado como se estructuran los distintas partes de esta memoria y
esbozando el contenido de los cap´ıtulos que la componen, en relacio´n a los objetivos antes descritos.
Consideramos cuatro parte, que pasamos a describir:
La parte I comienza con el presente cap´ıtulo introductorio, donde se introduce la motivacio´n y
objetivos de esta tesis, junto con una descripcio´n general de la estructura de la memoria.
• El cap´ıtulo 2, incluido en esta primera parte, contiene un repaso de los conceptos y notaciones
empleados a lo largo de la memoria. Se divide en dos partes, en la primera de ellas se examinan
los conceptos ba´sicos relacionados con los lenguajes, cadenas y grama´ticas. En la segunda parte
se repasan los conceptos relativos a grafos y a´rboles, prestando especial atencio´n al uso de estas
estructuras como formalismos de representacio´n de relaciones sinta´cticas.
La parte II esta´ dedicada al estudio del problema del reconocimiento de patrones en a´rboles, y a
la descripcio´n y evaluacio´n de las aproximaciones cla´sicas.
• En el cap´ıtulo 3 se introduce el problema del reconocimiento de patrones en cadenas que,
como veremos, esta´ ı´ntimamente relacionado con su homo´nimo en a´rboles. Ambos se pueden
formular como problemas de ca´lculo de distancias y, en ambos casos, se sigue la aproximacio´n
de medir esa distancia como el coste de una transformacio´n. Nos limitaremos a presentar
una breve introduccio´n del problema y al estudio de un algoritmo cla´sico, el propuesto por
Wagner y Fischer [34]. Dicho algoritmo proporciona la base que siguen los primeros trabajos
sobre reconocimiento de patrones en a´rboles descritos en los cap´ıtulos posteriores. Tambie´n
mostraremos el problema del reconocimiento aproximado de cadenas y como se puede adaptar
el algoritmo de Wagner y Fischer para resolverlo.
• El cap´ıtulo 4 presenta el problema de la comparacio´n de a´rboles y los primeros algoritmos
propuestos para resolverlo. El intere´s de estos trabajos estriba en que deﬁnen las propiedades y
conceptos ba´sicos que constituyen la base de los algoritmos que se presentara´n en los siguientes
cap´ıtulos. En concreto, se estudiara´ el algoritmo propuesto por Selkow [37] y el de Tai [43]. Este
u´ltimo es especialmente importante porque se trata del primero que propone una solucio´n al
problema de la comparacio´n de a´rboles en tiempo polinomial y de forma no recursiva. Adema´s,
este autor deﬁne las tres operaciones ba´sicas de edicio´n sobre a´rboles y el concepto de distancia
de edicio´n que han sido utilizadas en los trabajos posteriores.
• En el cap´ıtulo 5 se presenta el algoritmo para la comparacio´n de a´rboles propuesto por
Zhang y Shasha[65]. Este algoritmo sera´ el que utilicemos como punto de partida para nuestro
trabajo sobre reconocimiento de patrones en bosques compartidos. Para ello revisaremos en
profundidad sus fundamentos teo´ricos, as´ı como su correccio´n y su complejidad computacional.
Presentaremos tambie´n ejemplos detallados de su funcionamiento.
• La segunda parte de la memoria termina con el cap´ıtulo 6. Este cap´ıtulo esta´ dedicado
a describir las extensiones del algoritmo de Zhang y Shasha necesarias para dar soporte al
reconocimiento aproximado de patrones en a´rboles. Este sera´ una extensio´n del problema
del reconocimiento aproximado sobre cadenas. El intere´s de este tipo de te´cnicas es que
permiten trabajar con a´rboles patro´n ma´s generales, sobre los cuales poder omitir detalles
estructurales no relevantes. Se expondra´n, adema´s, las distintas posibilidades a la hora de
deﬁnir el reconocimiento aproximado de a´rboles.
La parte III esta´ dedicada a describir nuestra aportacio´n al problema del reconocimiento de
patrones en bosques compartidos.
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• Comenzaremos describiendo, en el cap´ıtulo 7, como son y como se generan las estructuras
sinta´cticas sobre las que trabajara´n nuestras modiﬁcaciones del algoritmo de Zhang y Shasha.
El cap´ıtulo arranca presentando el problema del ana´lisis sinta´ctico y una descripcio´n del sistema
ice [56], basado en la interpretacio´n tabular de auto´matas con pila (AP) [28]. La segunda parte
de este cap´ıtulo se dedica a revisar los formalismos de representacio´n de estructuras sinta´cticas,
y explica como se lleva a cabo la generacio´n de estas representaciones en ice.
• Despue´s de presentar el sistema ice y el formalismo de representacio´n de estructuras sinta´cticas
que emplea, el cap´ıtulo 8 contiene la parte fundamental de nuestra aportacio´n. Dedicaremos
este a estudiar la integracio´n del algoritmo de reconocimiento de patrones en a´rboles de Zhang
y Shasha [65] con los analizadores generados por ice. Dicha integracio´n se centra en dos
aspectos. En primer lugar, se describira´ como adaptar el algoritmo de ca´lculo de la distancia de
edicio´n al tipo de bosques compartidos construidos siguiendo el formalismo de representacio´n
empleado en ice. En segundo lugar, se describira´ como aprovechar la comparticio´n de
estructuras sinta´cticas ofrecida por ice, para evitar repetir ca´lculos de distancias que afecten
a subestructuras compartidas por dos o ma´s ana´lisis.
Finalmente, la parte IV contiene una evaluacio´n experimental de nuestras propuestas, junto con
las conclusiones ma´s importantes de nuestro trabajo y las posibles l´ıneas de trabajo futuro.
• En el cap´ıtulo 9 mostramos los resultados de una serie de experimentos pra´cticos que
hemos realizado para evaluar nuestra propuesta. Nuestro principal objetivo al realizar estos
experimentos ha sido probar la eﬁciencia computacional de la aproximacio´n que proponemos y
las ventajas que ofrece la utilizacio´n de estructuras compartidas. El segundo objetivo ha sido el
de valorar las posibilidades de uso de este tipo de te´cnicas de reconocimiento de patrones y la
inﬂuencia que tienen las elecciones de los usuarios en la eﬁciencia del proceso de reconocimiento.
• Para terminar, en el cap´ıtulo 10 expondremos la conclusiones ma´s importantes de nuestro
trabajo y esbozaremos las posibles lineas de aplicacio´n de la te´cnica de reconocimiento de
patrones en bosques compartidos que proponemos.
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Cap´ıtulo 2
Conceptos previos
El objeto de este cap´ıtulo es introducir los conceptos y deﬁniciones que sera´n empleados en el resto de
la memoria y establecer la notacio´n utilizada. Los conceptos son bien conocidos y pueden ser encontrados,
aunque con pequen˜as diferencias de notacio´n, en mu´ltiples referencias bibliogra´ﬁcas que tratan el ana´lisis
sinta´ctico [23, 1] y los algoritmos sobre a´rboles [20].
En una primera seccio´n se repasara´n conceptos generales sobre cadenas, lenguajes y grama´ticas. Se
revisara´n seguidamente, las deﬁniciones y notaciones utilizadas para el tratamiento de grafos y a´rboles.
Finalmente, se deﬁnira´n los conceptos ba´sicos relativos al uso de grafos y a´rboles como estructuras de
representacio´n de relaciones sinta´cticas.
2.1. Lenguajes y grama´ticas
En esta primera seccio´n se desarrollan los conceptos y deﬁniciones ba´sicos utilizados en el estudio
de los lenguajes y las grama´ticas formales. Todos estos conceptos sera´n necesarios cuando se revisen las
te´cnicas de ana´lisis sinta´ctico y se estudie la integracio´n del reconocimiento de patrones en a´rboles.
2.1.1. Alfabetos, cadenas y lenguajes
El primer concepto que es necesario deﬁnir es el de alfabeto. Desde el punto de vista de los lenguajes
formales, un alfabeto Σ sera´ un conjunto ﬁnito de s´ımbolos, con los cuales formar los constituyentes de
los lenguajes, o cadenas.
Definicio´n 2.1 (cadena de caracteres).
Una cadena w sobre un alfabeto Σ es una secuencia de cero o ma´s s´ımbolos del alfabeto. La cadena que
no contiene s´ımbolos se denomina cadena vac´ıa y se representa como ε. Resultando:
ε es una cadena sobre el alfabeto Σ
Si w es una cadena sobre Σ y a ∈ Σ, entonces wa tambie´n es una cadena sobre Σ
El conjunto de todas las cadenas definidas sobre Σ, incluida ε, se designa como Σ∗.
Es comu´n emplear los te´rminos frase o sentencia para referirse a una cadena, y letra, cara´cter o palabra1
en lugar de s´ımbolo de un alfabeto. Una propiedad ba´sica de toda cadena es su longitud. La longitud
de una cadena w ∈ Σ, denotada como |w|, se deﬁne como el nu´mero s´ımbolos de que consta. En el caso
de la cadena vac´ıa, ε, su longitud es 0. Usando la nocio´n de longitud se puede deﬁnir la operacio´n de
concatenacio´n.
1Especialmente cuando se esta´ trabajando con lenguajes naturales.
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Definicio´n 2.2.
Sea Σ un alfabeto y sean u,v ∈ Σ. Se define la concatenacio´n de u y v, denotada por uv, de la forma
siguiente:
Si |v| = 0, uv = u
Si |v| > 0, tenemos que v = wa con a ∈ Σ y |w| = n− 1. Entonces uv = (uw)a.
Es decir, uv es la cadena formada por la adicio´n de los s´ımbolos de v al ﬁnal de la cadena u. Por ejemplo,
empleando el alfabeto Σ = {a, b} y dadas las cadenas de Σ∗, u = ababab que uv = abababbbbbbb. La
cadena vac´ıa es el elemento neutro del operador de concatenacio´n. En efecto, para cualquier cadena
u ∈ Σ∗, tenemos que u = uε = εu. En base a este operador de concatenacio´n se deﬁnen los conceptos de
subcadena, prefijo y sufijo.
Definicio´n 2.3.
Sea Σ un alfabeto y sean u, v ∈ Σ∗.
Se dice que u es una subcadena de v si y so´lo si u esta´ contenido en v, es decir si ∃x, y ∈ Σ∗ / v =
xuy.
Se dice que u es un preﬁjo de v si y so´lo si ∃w ∈ Σ∗ / v = uw.
Se dice que u es un suﬁjo de v si y so´lo si ∃w ∈ Σ∗ / v = wu.
Seguiremos la convencio´n de emplear las letras a, b, c, . . . para indicar s´ımbolos de un alfabeto y las letras
u, v, w, . . . para referirnos a cadenas. De este modo, dada una cadena w = a1, a2, . . . , an ∈ Σ, de longitud
n; con wi denotaremos al cara´cter situado en la i-e´sima posicio´n de esa cadena, y con wi..j denotaremos
la subcadena de w que va del cara´cter en la posicio´n i al cara´cter en la posicio´n j.
Una vez deﬁnidos los constituyentes ba´sicos de un lenguaje, sus propiedades y la notacio´n a emplear,
podemos deﬁnir formalmente el concepto de lenguaje.
Definicio´n 2.4.
Sea Σ un alfabeto, definimos un lenguaje sobre Σ como un subconjunto, finito o infinito, de Σ∗.
Desde un punto de vista intuitivo, un lenguaje no es ma´s que un conjunto de cadenas construidas
empleando un alfabeto Σ determinado. En la pra´ctica, sera´n necesarios formalismos que permitan
especiﬁcar el conjunto de cadenas que forman un lenguaje de un modo ma´s manejable que la simple
enumeracio´n de las cadenas que lo constituyen. La aproximacio´n que se suele emplear en la pra´ctica es
la utilizacio´n de una grama´tica que genere el lenguaje, como veremos en el pro´ximo apartado.
2.1.2. Grama´ticas y ana´lisis sinta´ctico
Una vez deﬁnido formalmente el concepto de lenguaje, es necesario introducir un mecanismo de
representacio´n adecuado que permita deﬁnir co´mo deben ser las cadenas que forman parte de un lenguaje.
A partir de ese mecanismo de representacio´n debe ser posible generar todas las cadenas que forman parte
del mismo y poder determinar si una cadena dada pertenece o no al lenguaje. En el caso de lenguajes
ﬁnitos y con un nu´mero reducido de cadenas, es posible representarlos simplemente enumerando todas y
cada una de las que los componen. Sin embargo, para lenguajes que contienen un nu´mero de cadenas muy
grande o son inﬁnitos, es necesario un mecanismo ﬁnito de representacio´n. Este tipo de representaciones
toman la forma de grama´ticas formales.
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Notacio´n Significado
Σ,Σ1,Σ2, . . . Alfabetos
a, b, c, · · · ∈ Σ S´ımbolos del alfabeto Σ, tambie´n letras o caracteres
u, v, w, · · · ∈ Σ∗ Cadenas sobre el alfabeto Σ
wi ∈ Σ Cara´cter i-e´simo de la cadena w
wi..j ∈ Σ∗ Subcadena comprendida entre el cara´cter i-e´simo
y el j-e´simo de la cadena w
G,G1, G2, . . . Grama´ticas. Si no se indica lo contrario se entendera´ que son GICs
V = N ∪ Σ Conjunto total de s´ımbolos de una grama´tica
a, b, c, · · · ∈ Σ, S´ımbolos terminales
A,B,C, · · · ∈ N , S´ımbolos no terminales
X,Y, Z, · · · ∈ V , S´ımbolos arbitrarios, terminales y no terminales
u, v, w, · · · ∈ Σ Cadenas de terminales
α, β, γ, · · · ∈ V ∗ Cadenas arbitrarias de s´ımbolos terminales y no terminales
$ S´ımbolo de ﬁn de cadena
Cuadro 2.1: Notaciones y convenciones sobre cadenas y grama´ticas
Definicio´n 2.5 (grama´tica).
Una grama´tica es una 4-tupla G = (N,Σ, P, S) donde:
Σ es el alfabeto finito de la grama´tica o conjunto finito de s´ımbolos terminales.
N es un conjunto finito de s´ımbolos no terminales o variables, N ∩Σ = ∅
P es un subconjunto finito de (N ∪ Σ)∗N(N ∪ Σ)∗ × (N ∪ Σ)∗ a cuyos elementos denominaremos
producciones, reglas, o reglas de produccio´n
S ∈ N es el s´ımbolo inicial, o axioma de la grama´tica
En lo sucesivo se utilizara´n las convenciones relativas a los elementos de una grama´tica mostradas en
la tabla 2.1. Frecuentemente se preﬁere representar las producciones (α, β) ∈ P como α −→ β ∈ P . El
primer miembro de una regla de produccio´n α −→ β suele denominarse parte izquierda y el segundo parte
derecha. Las reglas cuya parte derecha este´ vac´ıa se denominan producciones-ε y se notan como α −→ ε.
Las cadenas del lenguaje se construyen partiendo del s´ımbolo inicial S, siendo las producciones las
encargadas de describir co´mo se lleva a cabo esa generacio´n. Empleando las reglas de produccio´n de la
grama´tica, se pueden construir distintas secuencias de s´ımbolos terminales y no terminales a partir del
s´ımbolo inicial. Se denominara´ formas sentenciales a dichas secuencias.
Definicio´n 2.6 (forma sentencial).
Sea G = (N,Σ, P, S) una grama´tica, entonces:
S es una forma sentencial.
Si αβγ es una forma sentencial y β → δ ∈ P , entonces αδγ tambie´n es una forma sentencial.
Intuitivamente, S es la forma sentencial ma´s simple. A partir de ella se generan las dema´s formas
sentenciales. Dada una forma sentencial y una regla de produccio´n se generara´ una nueva forma sentencial
sustituyendo una ocurrencia de la parte izquierda de la regla en la primera, por la parte derecha de dicha
regla. Un tipo especialmente interesante de forma sentencial es aquella que esta´ formada exclusivamente
por s´ımbolos terminales. Esta´s formas sentenciales se denominan sentencias o frases y son las que
formara´n parte del lenguaje generado por la grama´tica.
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Definicio´n 2.7 (frase).
Dada una grama´tica G = (N,Σ, P, S), denominaremos frase generada por una grama´tica a cualquier
forma sentencial que u´nicamente contenga s´ımbolos terminales.
La generacio´n de formas sentenciales y sentencias descrita anteriormente puede formalizarse
empleando el concepto de derivacio´n
Definicio´n 2.8 (derivacio´n directa).




Si αβγ ∈ (N ∪ Σ)∗ y β → δ ∈ P, entonces αβγ⇒
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Por lo tanto, empleando el concepto de derivacio´n, es posible partir del axioma de una grama´tica y,
aplicando un conjunto de reglas de produccio´n, generar nuevas formas sentenciales. Este proceso se
repetira´ hasta dar lugar al conjunto de sentencias sobre el alfabeto Σ, que forman el lenguaje generado
por la grama´tica. Formalmente tenemos:
Definicio´n 2.9 (lenguaje generado por una grama´tica).









Sea la grama´tica GN = (NN ,ΣN , PN , SN), donde:
NN = {S}
ΣN = {+, a}
PN = {S → S + S, S → a}
SN = S
La secuencia de derivaciones S ⇒ S+S ⇒ a+S, da lugar a la forma sentencial a+S. Del mismo modo
si se le an˜ade a esa secuencia la derivacio´n a+ S ⇒ a+ a, obtendremos la sentencia a+ a.
Como es fa´cil comprobar, el lenguaje generado por GN es el siguiente:
L(GN ) = {a, a+ a, a+ a+ a, . . . , a+ a+ · · ·+ a}
En general, en funcio´n de la forma de las reglas de produccio´n se pueden generar lenguajes con mayor
o menor complejidad. Atendiendo a la forma de las reglas de produccio´n, Chomsky [7] propone una
jerarqu´ıa de cuatro clases. En ella se clasiﬁcan, de menor a mayor complejidad, las grama´ticas formales
y sus lenguajes asociados, de forma que cada nivel de la jerarqu´ıa incluye a las grama´ticas y lenguajes
del nivel anterior.
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Grama´ticas regulares. En este caso, las producciones son de la forma: A→ x o´ A→ xB. Este tipo
de producciones nos asegura que las todas las formas sentenciales generadas contendra´n a lo sumo
un u´nico s´ımbolo no terminal. Los lenguajes que pueden ser generados por este tipo de grama´ticas
se denominan lenguajes regulares.
Grama´ticas independientes del contexto (GICs). Las producciones tienen un u´nico s´ımbolo, no
terminal, en la parte izquierda: A→ β. De esta forma, a la hora de realizar un paso de derivacio´n
directo, es posible decidir que´ s´ımbolo no terminal queremos reescribir independientemente del
contexto que lo rodea. Los lenguajes que pueden ser generados por este tipo de grama´ticas se
denominan lenguajes independientes del contexto.
Grama´ticas dependientes del contexto. La parte izquierda de las producciones pueden contener
cualquier combinacio´n de s´ımbolos terminales y no terminales, siempre y cuando sea de longitud
menor o igual que la parte derecha. De esta forma aseguramos que al aplicar una derivacio´n sobre
una forma sentencial obtendremos otra forma sentencial de igual o mayor longitud. Las producciones
siguen el patro´n α → β, |α| ≤ |β|, siendo |α| la longitud de α, esto es, el nu´mero de s´ımbolos en
α. Los lenguajes que pueden ser generados por este tipo de grama´ticas se denominan lenguajes
sensibles al contexto.
Grama´ticas con estructura de frase. No existe ninguna restriccio´n sobre las producciones.
Los lenguajes que pueden ser generados por este tipo de grama´ticas se denominan lenguajes
recursivamente enumerables.
2.1.3. Grama´ticas independientes del contexto
Debido a su menor complejidad, los lenguajes regulares e independientes del contexto han sido
ampliamente estudiados y empleados en la pra´ctica. Es por ello por lo que frecuentemente son empleados
como base formal para diversas tareas relacionadas con el PLN . Dado que nuestro trabajo se centra en
el procesamiento de a´rboles obtenidos a partir de GICs, presentaremos una serie de conceptos ba´sicos
referentes a este tipo de grama´ticas.
En una grama´tica es posible tener distintas derivaciones que dan lugar a una misma cadena, y que
sean equivalentes; en el sentido de que usan las mismas reglas en los mismos lugares, pero en diferente
orden. Para evitar confusiones, es necesario ﬁjar un criterio que determine el orden en el cual se vayan
a aplicar dichas derivaciones. De esta forma surge el concepto de derivacio´n por la derecha (resp. por la
izquierda).
Definicio´n 2.10 (derivacio´n por la derecha (resp. por la izquierda)).
Dada una grama´tica G = (N,Σ, P, S) y una derivacio´n directa αAβ ⇒ αγβ, se dira´ que se trata de una
derivacio´n directa por la derecha, (resp. por la izquierda) si y so´lo si:
A→ γ ∈ P
β ∈ Σ∗ (resp. α ∈ Σ∗)
Emplea´ndose en ese caso la notacio´n⇒rm (resp.⇒lm). Al igual que suced´ıa con las derivaciones directas,
se definen las derivaciones indirectas por la derecha (resp. por la izquierda):
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De estos dos tipos de derivaciones, se escogera´ como derivacio´n cano´nica la derivacio´n por la derecha. En
adelante, siempre que no se indique lo contrario, se considerara´ que cualquier derivacio´n es una derivacio´n
cano´nica.
Ejemplo 2.2.
Continuando con la grama´tica del ejemplo 2.1, la cadena “a+ a+ a” se puede obtener con las siguientes
dos derivaciones por la derecha:
S ⇒rm S + S ⇒rm S + a ⇒rm S + S + a ⇒rm S + a+ a ⇒rm a+ a+ a
S ⇒rm S + S ⇒rm S + S + S ⇒rm S + S + a ⇒rm S + a+ a ⇒rm a+ a+ a
y mediante estas otras dos por la izquierda:
S ⇒lm S + S ⇒lm a+ S ⇒lm a+ S + S ⇒lm a+ a+ S ⇒lm a+ a+ a
S ⇒lm S + S ⇒lm S + S + S ⇒lm a+ S + S ⇒lm a+ a+ S ⇒lm a+ a+ a
Au´n en el caso de utilizar derivaciones cano´nicas, es posible, tal y como muestra el ejemplo anterior,
que para una misma forma sentencial exista ma´s de un conjunto de derivaciones cano´nicas que la generen.
En estos casos surge el concepto de ambigu¨edad.
Definicio´n 2.11 (grama´tica ambigua).
Se dice que una grama´tica G = (N,Σ, P, S) es una grama´tica ambigua si y so´lo si ∃x ∈ L(G), tal que
existen al menos dos derivaciones cano´nicas S
∗
⇒ x distintas.
Esta nocio´n de ambigu¨edad se puede extender de forma natural a los lenguajes.
Definicio´n 2.12 (lenguaje ambiguo).
Diremos que un lenguaje L no es ambiguo si y so´lo si existe una grama´tica G no ambigua tal que L(G) = L.
En caso contrario diremos que L es un lenguaje ambiguo.
Por deﬁnicio´n, el hecho de que un lenguaje sea ambiguo implica que todas las grama´ticas que lo generan
lo han de ser. Sin embargo, lo contrario no es cierto. Es posible escribir grama´ticas ambiguas para generar
lenguajes no ambiguos.
2.2. Arboles
Los grafos y los a´rboles proporcionan una descripcio´n conveniente de muchas estructuras u´tiles
en computacio´n. En nuestro caso prestaremos especial atencio´n a su utilizacio´n como mecanismo de
representacio´n de la estructura sinta´ctica de una frase. Es por esto por lo que la segunda parte de
este cap´ıtulo esta´ dedicada a revisar las deﬁniciones ba´sicas y los conceptos generales utilizados en los
algoritmos de procesamiento de a´rboles y grafos. Se presentara´n tambie´n, la terminolog´ıa y las notaciones
utilizadas en esta memoria al abordar los temas relativos al uso de a´rboles y grafos como mecanismos de
representacio´n de estructuras sinta´cticas.
2.2.1. Grafos y a´rboles
En primer lugar, es conveniente recordar la deﬁnicio´n del concepto de relacio´n binaria, que servira´ de
soporte para la deﬁnicio´n formal del concepto de grafo.
Definicio´n 2.13 (relacio´n binaria).
Una relacio´n binaria sobre un conjunto D es un subconjunto del producto cartesiano D × D. El cierre
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transitivo de una relacio´n R, denotado R+, y el cierre reﬂexivo transitivo de R, denotado R∗, se definen
de la siguiente forma:
R0 = {(x, x)| x ∈ D},








n = R0 ∪R+.
El concepto de relacio´n se utilizara´ para dar soporte a los enlaces existentes entre los elementos del grafo,
tal y como se aprecia en la deﬁnicio´n formal de grafo dirigido.
Definicio´n 2.14 (grafo dirigido no ordenado).
Un grafo dirigido no ordenado G, es un par G = (A,R) donde A es un conjunto de elementos llamados
nodos o ve´rtices y R es una relacio´n binaria sobre el conjunto A.
Los grafos dirigidos no ordenados son el tipo de grafo ma´s general, puesto que no incluye ninguna
restriccio´n sobre el conjunto de nodos ni sobre la relacio´n entre esos nodos. Intuitivamente, un grafo
de este tipo no es ma´s que una coleccio´n de nodos entre los cuales se establece una serie de relaciones,
representadas por arcos.
A los nodos y arcos de cualquier tipos de grafo se le pueden asociar algu´n tipo de informacio´n, dando
lugar a los grafos etiquetados .
Definicio´n 2.15.
Sea G = (A,R) un grafo y sean Σ1 y Σ2 dos alfabetos. Una etiquetacio´n del grafo es un par de funciones
f y g, donde:
f : A −→ Σ1, etiqueta a los nodos, asociando a cada nodo de A un s´ımbolo de Σ1
g : R −→ Σ2, etiqueta a los arcos, asociando a cada par (a, b) ∈ R un s´ımbolo de Σ2
Tal como se indica en la deﬁnicio´n formal, para un grafo G = (A,R), un par (a, b) ∈ R representa un
arco o enlace. En ese caso, se dice que el arco sale de a y entra en b. Adema´s a sera´ el predecesor de b y b
sera´ el sucesor de a. Se denomina grado de entrada (resp. de salida) de un nodo al nu´mero de arcos que
entran en e´l (resp. salen de e´l). Se pueden considerar varios arcos a la vez, formando lo que se denomina
un camino.
Definicio´n 2.16 (camino).
En un grafo G = (A,R), una secuencia de nodos (a0, a1, . . . , an) con ai ∈ A ∀i 0 ≤ i ≤ n forma un
camino de longitud n del nodo a0 al nodo an si y so´lo si existe un arco en G que deja el nodo ak−1 y
entra en ak, ∀i 1 ≤ i ≤ n.
Intuitivamente, un camino no es ma´s que una secuencia de nodos unidos por arcos. Si existe un camino
desde a0 a an, se dice que an es accesible desde a0. Dado que se trata de un grafo dirigido la accesibilidad
en sentido inverso no tiene por que ser cierta en todos los casos.
Un tipo especial de camino que pasa dos o ma´s veces por un mismo nodo se denomina ciclo o circuito.
Se dira´ que un grafo tiene ciclos si se puede construir un camino (a0, a1, an) en el cual a0 = an. Dado que
la presencia de ciclos suelen representar un problema en su procesamiento, los grafos sin ciclos conforman
un clase de especial relevancia debido a sus aplicaciones pra´cticas. Formalmente, un grafo dirigido ac´ıclico
se deﬁne del siguiente modo:
Definicio´n 2.17 (grafo dirigido ac´ıclico).
Un grafo dirigido ac´ıclico(GDA), es un grafo dirigido que no posee ciclos.
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En los GDAs se suele utilizar una terminolog´ıa propia para algunos de los conceptos vistos hasta el
momento. As´ı, en el caso de que (a, b) sea un arco de un GDA, se dira´ que a es un ancestro directo de b
y que b es un descendiente directo de a. Esta idea se extiende en caso de que exista un camino entre a y
b, de forma que a se denomina ancestro de b y b es descendiente de a. Adema´s, los nodos cuyo grado de
entrada es 0 se llamara´n nodos base y los nodos con grado de salida 0 sera´n nodos hoja.
Una vez deﬁnidos los GDAs y la terminolog´ıa a emplear, se puede empezar a revisar la deﬁnicio´n
de a´rbol y todos los dema´s conceptos relacionados. De forma muy simple, se puede decir que un a´rbol
no es ma´s que un tipo especial de GDA, que posee un u´nico nodo base, denominado ra´ız. Formalmente
tenemos la siguiente deﬁnicio´n:
Definicio´n 2.18 (a´rbol).
Un a´rbol con ra´ız, o simplemente un a´rbol, es una estructura T = (V,E, ra´ız(T )), donde V es un
conjunto finito de nodos, ra´ız(T ) ∈ V es un nodo, denominado nodo ra´ız y E es una relacio´n binaria
sobre el conjunto V que satisface una serie de condiciones que se indicara´n a continuacio´n.
Si (u, v) ∈ E se dira´ que (u, v) es un arco y que el nodo u es el padre del nodo v, denotado como padre(v).
El conjunto de arcos definido en E debe verificar las siguientes condiciones:
El nodo ra´ız no tiene padre.
Cada nodo del a´rbol, excepto la ra´ız, tiene exactamente un padre.
Todos los nodos son accesibles desde el nodo ra´ız a trave´s de los arcos de E. Es decir, (ra´ız(T ), v) ∈
E∗, ∀v ∈ V .
Tal como se puede apreciar en la deﬁnicio´n, un a´rbol es un GDA con so´lo un nodo base, su ra´ız, del cual
todos los dema´s nodos son descendientes. Adema´s, en un a´rbol hay un u´nico camino que vaya desde la
ra´ız hasta cualquier otro nodo. Se deﬁne la profundidad2 de un a´rbol T , notada como prof(T ), como la
longitud del camino ma´s largo desde la ra´ız a un nodo, ma´s uno. Para simpliﬁcar la notacio´n, y siempre
que no exista confusio´n, se representara´ un a´rbol T = (V,E, ra´ız(T )) como T simplemente. Para indicar
el nu´mero de nodos de ese a´rbol, |V |, se usara´ la notacio´n |T |.
Los nodos de un a´rbol que tengan un padre comu´n se dira´ que son los hijos de ese nodo padre u, y se
notara´n como hijos(u) = {v ∈ V | (u, v) ∈ E}. Asimismo, de esos nodos que comparten un mismo padre
se dira´ que son hermanos entre si. Al igual que en los GDAs, los nodos que no tienen hijos se denominan
hojas y los que no son hojas se dice que son nodos internos. El conjunto de descendientes de un nodo u
se denota como desc(u) y se deﬁne como:
desc(u) = {v ∈ V | (u, v) ∈ E+}
Ana´logamente, el conjunto anc(u) de los ancestros de un nodo u se deﬁne como:
anc(u) = {v ∈ V | (v, u) ∈ E+}
El conjunto de ancestros de nivel n se deﬁne como:
ancn(u) = {v ∈ V | (v, u) ∈ En}
De esta forma, el padre de un nodo es su u´nico ancestro de nivel 1. Adema´s, se sigue la convencio´n de
que todo nodo es su propio ancestro de nivel 0.
Al igual que con los grafos, se pueden asignar etiquetas a los nodos y arcos de un a´rbol. En nuestro caso













Figura 2.1: Ejemplos de a´rboles y suba´rboles.
Definicio´n 2.19 (a´rbol etiquetado).
Se dira´ que un a´rbol T = (E, V, ra´ız(T )) esta´ etiquetado si, dado un alfabeto Σ, existe una funcio´n
etiqueta : V −→ Σ, que asigne a cada nodo v ∈ V del a´rbol un s´ımbolo, etiqueta(v), de ese alfabeto Σ.
Frecuentemente es deseable establecer algu´n tipo de ordenacio´n entre los hijos de los nodos de un
a´rbol, dando lugar a los a´rboles ordenados .
Definicio´n 2.20 (a´rbol ordenado).
Dado un a´rbol T , se dice que es un a´rbol ordenado si para cualquiera de sus nodos internos con k hijos,
estos k nodos pueden ser numerados de forma u´nica como i, . . . , k. Se notara´, entonces, al hijo i-e´simo
de un nodo u como hijo(i, u).
Adema´s, si un nodo u de un a´rbol tiene k hijos, con k > 0, se sigue la convencio´n de denominar hijo
ma´s a la izquierda al nodo hijo(1, u) y, respectivamente, hijo ma´s a la derecha a hijo(k, u). De forma
ana´loga, siendo hijo(i, u) uno de esos hijos, se dira´ que los nodos hijo(j, u), con 1 ≤ j < i, son sus
hermanos izquierdos y los nodos hijo(j, u), con i < j ≤ k sus hermanos derechos. Salvo que se indique
expresamente, de ahora en adelante, todas las referencias a a´rboles se referira´n a a´rboles etiquetados y
ordenados.
Ejemplo 2.3.
Para ilustrar estas definiciones, en la parte izquierda de la figura 2.1 se muestra un ejemplo de un a´rbol
ordenado y etiquetado. La ra´ız de este a´rbol esta´ etiquetada como a, su taman˜o, |T |, es 7 y su profundidad
es 4, que se corresponde con el camino a, d, f, g. Los descendientes directos del nodo d son los nodos f y
h, en ese orden. Los ancestros del nodo c son b, de nivel 1, y a, ancestro de nivel 2.
Cualquier nodo de un a´rbol mantiene con sus descendientes la misma relacio´n, expresada en la
deﬁnicio´n formal, que la existente entre la ra´ız del a´rbol y todos los nodos del a´rbol. Esto signiﬁca que
a partir de cualquier nodo de un a´rbol puede construirse otro a´rbol formado por e´l mismo y todos sus
descendientes. Esto es lo que se denomina un suba´rbol.
Definicio´n 2.21 (suba´rbol).
Siendo u un nodo de un a´rbol T = (V,E, ra´ız(T )). El suba´rbol con ra´ız en u, denotado como T [u], sera´ el
a´rbol (V ′, E′, u) construido de la forma:
V ′ = {u} ∪ desc(u)
E′ = E ∩ (V ′ × V ′)
En caso de que t sea un a´rbol etiquetado y/o ordenado, las etiquetas de los nodos y la ordenacio´n de los
hijos se mantendra´ en todos sus posibles suba´rboles.
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Cuando sea necesario manejar de forma conjunta un grupo de a´rboles se usara´ el concepto de bosque.
Un bosque ordenado, o simplemente bosque, no es ma´s que una secuencia ordenada de a´rboles en la cual
ninguno de ellos tiene nodos en comu´n con otro. El bosque B, formado por los a´rboles T1, T2, . . . , Tk,
se denotara´ como B = 〈T1, T2, . . . , Tk〉. Dado un a´rbol ordenado T = (V,E, ra´ız(T )), en el cual el nodo
ra´ız tiene k hijos, siempre se podra´ extraer un bosque ordenado, BT , a partir de T , que estara´ formado
por el conjunto de los k suba´rboles con ra´ız en los hijos de ra´ız(T ). Es decir, obtendremos el bosque
BT = 〈T [hijo(1, ra´ız(T ))], T [hijo(2, ra´ız(T ))], . . . T [hijo(k, ra´ız(T ))]〉.
En la parte derecha de la ﬁgura 2.1 se muestra el bosque compuesto por el conjunto de suba´rboles
con ra´ız en los hijos del nodo a del a´rbol descrito en el ejemplo 2.3.
Para facilitar el procesamiento y simpliﬁcar las notaciones, se suele asignar un ı´ndice u´nico a cada nodo
del a´rbol de forma que se pueda identiﬁcar un´ıvocamente. Llevar esto a cabo supone un ordenamiento
de los nodos del a´rbol T = (V,E, ra´ız(T )), para despue´s asignar, de forma consecutiva, los ı´ndices desde
1 hasta |T |. Los dos ordenamientos usuales, y los que se emplean en esta memoria, son el preorden y el
postorden.
Definicio´n 2.22 (preorden).
Dado un nodo u de un a´rbol T = (V,E, ra´ız(T )), se le puede asignar un ı´ndice o numeracio´n en preorden,
pre(u), de acuerdo a las siguientes reglas:
La numeracio´n en preorden de ra´ız(T ) es 1.
La numeracio´n en preorden del hijo ma´s a la izquierda del nodo u es pre(u) + 1.
Siendo u el siguiente hermano a la derecha de v y siendo p el mayor ı´ndice en preorden asignado a
un nodo en T [v]3, entonces pre(u) = p+ 1.
La ordenacio´n en preorden asigna los ı´ndices a los nodos de un a´rbol de forma descendente. Comienza
numerando la ra´ız y procesa a sus descendientes de izquierda a derecha, aplicando de forma recursiva esta
numeracio´n sobre los suba´rboles descendientes. El otro tipo de numeracio´n, el postorden, asigna ı´ndices
de forma ascendente. Tal como se muestra a continuacio´n, comienza por la hoja ma´s a la izquierda,
numerando de forma consecutiva a sus hermanos derechos hasta terminar asignando un ı´ndice al nodo
ra´ız.
Definicio´n 2.23 (postorden).
De igual modo, dado un nodo u de un a´rbol T = (V,E, ra´ız(T )), se le puede asignar un ı´ndice o
numeracio´n en postorden, post(u), de acuerdo a las siguientes reglas:
La numeracio´n en postorden de la hoja ma´s a la izquierda de T es 1.
Si u es un nodo interno, y p es el mayor ı´ndice en preorden asignado a un nodo en T [u]4, entonces
post(u) = p+ 1.
Siendo v la hoja ma´s a la izquierda del suba´rbol con ra´ız en el siguiente hermano a la derecha de
u, entonces post(v) = post(u) + 1.
La ﬁgura 2.2 muestra un ejemplo de estos dos tipos de ordenamiento. En en el a´rbol de la izquierda se
muestran, entre pare´ntesis, los ı´ndices asociados a los nodos en preorden, y en el de la derecha los ı´ndices
en postorden.
3Ese nodo sera´ la hoja ma´s a la derecha descendiente de v.
























Ordenación en preorden Ordenación en postorden
Figura 2.2: Numeracio´n de los nodos de un a´rbol.
Dado un a´rbol T cuyos nodos este´n numerados de acuerdo a uno de los o´rdenes anteriores, se usara´ la
notacio´n t[i] para referirnos al nodo i-e´simo segu´n el orden elegido. En esta l´ınea, T [i] se referira´ al suba´rbol
con ra´ız en el nodo t[i] y la notacio´n T [i..j] se referira´ al bosque formado por los nodos comprendidos
entre t[i] y t[j], ambos incluidos.
Algunas propiedades importantes de los ordenamientos citados se enuncian en los siguientes lemas, en
los cuales se relacionan los ı´ndices en preorden y postorden con las relaciones jera´rquicas entre los nodos
de un a´rbol, en concreto con el concepto de ancestro.
Lema 2.1.
Sean u y v dos nodos de un a´rbol T . El nodo u es un ancestro de v si y so´lo si pre(u) < pre(v) y
post(u) > post(v).
Demostracio´n.
Se puede encontrar la demostracio´n de este lema en [23].
Derivadas de la ordenacio´n en preorden se veriﬁcan las siguientes propiedades, de demostracio´n
inmediata.
Lema 2.2.
Dado un a´rbol T , ordenado en preorden, siendo t[i1] y t[i2] dos de sus nodos, y siendo t[i1] un ancestro
de t[i2], tenemos que:
1. ∀i tal que i1 < i ≤ i2, t[i] es un descendiente de t[i1].
2. Siendo t[i3] el padre de t[i2], t[i3] es t[i2 − 1] o un ancestro de t[i2 − 1]; y adema´s t[i3] esta´ en el
camino de t[i1] a t[i2 − 1].
Demostracio´n.
La demostracio´n de estos resultados puede encontrarse en [43].
Para concluir este repaso, la tabla 2.2 resume las notaciones empleadas en esta memoria en lo que
corresponde a los a´rboles.
2.2.2. Arboles de ana´lisis sinta´ctico
Hasta el momento se han representado las derivaciones de las cadenas generadas por las grama´ticas,
tal y como han sido deﬁnidas, como una secuencia de derivaciones cano´nicas directas. En la pra´ctica, se
suele optar por compactar estas secuencias en forma de a´rboles de derivacio´n.
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Notacio´n Significado
T, T1, T2, ..., P,D Arboles etiquetados y ordenados
|T | Nu´mero de nodos en un a´rbol T
ra´ız(T ) Nodo ra´ız del a´rbol T
prof(T ) Profundidad de un a´rbol T
u, v, · · · ∈ T Nodos de un a´rbol T
etiqueta(u) Etiqueta asociada al nodo u
padre(u) Nodo padre del nodo u
hijo(i, u) Hijo i-e´simo del nodo u
hijos(u) Conjunto de nodos hijos del nodo u
desc(u) Conjunto de nodos descendientes del nodo u
anc(u) Conjunto de nodos ancestros del nodo u
pre(u), post(u) Indices del nodo u en preorden y postorden, respectivamente
t[i], con 1 ≤ i ≤ |T | Nodo i-e´simo del a´rbol T segu´n un orden dado
T [i], con 1 ≤ i ≤ |T | Suba´rbol con ra´ız en el nodo i-e´simo del a´rbol T
T [i..j], con 1 ≤ i ≤ j ≤ |T | Bosque formado por los nodos comprendidos entre los nodos t[i] y t[j]











Figura 2.3: Ejemplos de a´rboles de derivacio´n.
Definicio´n 2.24 (a´rbol de derivacio´n).
Un a´rbol de derivacio´n para una GIC G = (N,Σ, P, S) es un a´rbol ordenado y etiquetado D verificando:
Si X es una etiqueta de un nodo, entonces X ∈ Σ ∪N ∪ {ε}.
Si u es un nodo etiquetado con un s´ımbolo no terminal A, y sus hijos, ordenados de izquierda a
derecha, tienen como etiquetas a X1, . . . , Xn, entonces A → X1 · · ·Xn es una produccio´n de la
grama´tica.
Tal y como indica la deﬁnicio´n, los nodos de los a´rboles de derivacio´n esta´n etiquetados con los s´ımbolos
de la grama´tica. Cada nodo interno estara´ etiquetado con un s´ımbolo no terminal que aparezca en el lado
izquierdo de una regla. Adema´s, sus hijos estara´n etiquetados con los s´ımbolos terminales y no terminales
presentes en la parte derecha de esa misma produccio´n y ordenados, de izquierda a derecha, tal y como
aparecen en la parte derecha de dicha regla. De esta forma, es posible representar de forma compacta y
manejable un conjunto de derivaciones. Sin embargo, no es posible indicar expl´ıcitamente en un a´rbol de
derivacio´n el orden el que se tienen que aplicar las reglas utilizadas. El hecho de no indicar el orden de
las derivaciones hace posible que un mismo a´rbol puede representar a ma´s de una derivacio´n indirecta
que de lugar a una misma forma sentencial.
La ﬁgura 2.3 muestra los a´rboles correspondientes a las derivaciones mostradas en el ejemplo 2.2.
Como se puede apreciar en esta ﬁgura, cada uno de los a´rboles se corresponde con una de las dos posibles











Figura 2.4: Representacio´n de bosques de ana´lisis como grafos y-o.
orden de aplicacio´n de las reglas. Como tambie´n se puede observar en esta ﬁgura, la reconstruccio´n de la
forma sentencial representada por un a´rbol de derivacio´n es directa. Simplemente basta con concatenar,
en orden, los s´ımbolos asociados a las hojas del a´rbol. Esa idea de concatenacio´n de hojas se recoge en el
concepto de frontera
Definicio´n 2.25 (frontera de un a´rbol).
Sea una GIC G = (N,Σ, P, S) y sea T un a´rbol de derivacio´n para esa grama´tica. La frontera del a´rbol
de derivacio´n T es la cadena, α ∈ {Σ∪N}∗, resultante de concatenar, ordenadas de izquierda a derecha,
todas las etiquetas asociadas a las hojas de T .
En la pra´ctica, sera´n especialmente interesantes los a´rboles de derivacio´n que representen la generacio´n
de las cadenas del lenguaje, esto es, aquellos cuya frontera este´ formada exclusivamente por s´ımbolos
terminales. Este tipo particular de a´rboles de derivacio´n se denominan a´rboles de ana´lisis .
Definicio´n 2.26 (a´rbol de ana´lisis).
Dada una GIC G = (N,Σ, P, S), un a´rbol de ana´lisis es un a´rbol de derivacio´n donde:
La etiqueta de la ra´ız es S.
La frontera del a´rbol es w ∈ L(G).
Como se desprende de la deﬁnicio´n, los a´rboles de ana´lisis no son ma´s que a´rboles de derivacio´n con
la restriccio´n de que su ra´ız debe ser el axioma de la grama´tica y todas sus hojas deben ser s´ımbolos
terminales. De este modo, un a´rbol de ana´lisis representara´ como se puede generar un cadena del lenguaje
asociado a una GIC, indicando que producciones se deben aplicar, aunque no el orden en el que deben
realizarse las derivaciones correspondientes. Los dos a´rboles de la ﬁgura 2.3 son posibles a´rboles de ana´lisis
para la cadena “a+ a+ a” del ejemplo 2.2 empleando la grama´tica GN .
Para terminar esta seccio´n introducimos una alternativa comu´nmente empleada para representar de
forma conjunta varios a´rboles de derivacio´n en una u´nica estructura de representacio´n. En estos casos
nos referiremos al conjunto as´ı formado como bosque de derivacio´n. Esta situacio´n ocurrira´ t´ıpicamente
en el ana´lisis de sentencias ambiguas. En esos casos existira´ ma´s de una derivacio´n cano´nica y se
deseara´ representarlas todas de forma adecuada. Frecuentemente, los a´rboles implicados en esos bosques
de derivacio´n tendra´n suba´rboles comunes, por lo que resultara´ conveniente compartir dichas partes
representando el bosque como un grafo y-o al que se denomina bosque compartido. En estos bosques,
que estudiaremos con detalle en el cap´ıtulo 7, no se cumple la exigencia de que los a´rboles que los
componen tengan nodos diferentes. As´ı, es posible que un mismo conjunto de nodos pertenezca a ma´s de
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un a´rbol de ana´lisis. Si bien esta situacio´n puede complicar ligeramente el procesamiento de esos a´rboles,
permitira´ ahorrar espacio en la representacio´n de los mu´ltiples ana´lisis de la cadena. La ﬁgura 2.4 muestra
una representacio´n del grafo y-o que representa a los dos ana´lisis posibles de la cadena “a+ a+ a” del
ejemplo 2.2. En esta ﬁgura las lineas punteadas representan las diferentes alternativas de los nodos-o.
Los nodos-y se corresponden con los nodos usuales de los a´rboles de ana´lisis. Y los nodos con ma´s de un
padre, representan la comparticio´n de estructuras comunes entre dos o ma´s posibles ana´lisis de la cadena.
Parte II




Reconocimiento de patrones en
cadenas
En este cap´ıtulo se realiza una introduccio´n al problema del reconocimiento de patrones en cadenas.
Como veremos en cap´ıtulos posteriores, es un problema ı´ntimamente relacionado con el reconocimiento
de patrones en a´rboles. De hecho, la comparacio´n de cadenas de caracteres resulta ser un caso particular
de la comparacio´n de a´rboles. Esto es as´ı, puesto que toda cadena de caracteres puede representarse
mediante un a´rbol, en el cual cada cara´cter de la cadena se corresponde con una hoja. Ambos problemas
se pueden formular como problemas de ca´lculo de distancias y, en ambos casos, se sigue la aproximacio´n
de medir esa distancia como el coste de una transformacio´n. En un caso, se trata de la transformacio´n
de un a´rbol en otro distinto, y en el otro, es la transformacio´n de una cadena en otra.
El reconocimiento de cadenas es un problema ampliamente estudiado [32], por lo que nos limitaremos
a presentar una breve introduccio´n del mismo y al estudio de un algoritmo cla´sico, el propuesto por
Wagner y Fischer [34]. Si bien este algoritmo no es especialmente eﬁciente, si es de intere´s para nuestro
trabajo porque las estrategias de reconocimiento de patrones sobre a´rboles que estudiaremos lo toman
como punto de partida. Estos algoritmos pretenden extender la aproximacio´n seguida en el de Wagner y
Fischer al caso de los a´rboles.
Comenzaremos este cap´ıtulo introduciendo el reconocimiento de patrones en cadenas, que
sera´ formulado como un problema de ca´lculo de distancias de edicio´n. Veremos a continuacio´n la solucio´n
propuesta por Wagner y Fischer, y estudiaremos su funcionamiento. Terminaremos el cap´ıtulo presentando
el problema del reconocimiento aproximado de patrones en cadenas. Estudiaremos distintas alternativas
a la hora de deﬁnirlo y co´mo se puede resolver dentro del marco del algoritmo de Wagner y Fischer.
3.1. Definicio´n del problema
La aproximacio´n al reconocimiento de patrones en cadenas que vamos a describir se basa en la nocio´n
de distancia de edicio´n. Se deﬁnira´ un conjunto de operaciones de edicio´n que se podra´n aplicar sobre
las cadenas para transformarlas. Generalmente se consideran las operaciones de cambio, insercio´n y
borrado de caracteres. Para determinar la proximidad entre dos cadenas se determinara´ la mejor forma
de transformar una de ellas en la otra, empleando las operaciones deﬁnidas. Asociando un coste nume´rico
a cada operacio´n de edicio´n empleada se podra´ obtener un valor nume´rico que cuantiﬁque la distancia de
edicio´n entre las dos cadenas.
Para formalizar el problema, comenzaremos deﬁniendo las operaciones de edicio´n sobre cadenas que
utilizaremos en adelante.
Definicio´n 3.1 (operaciones de edicio´n sobre cadenas).
Sea x=a1, a2, . . . , an una cadena de longitud n sobre un alfabeto Σ. Se definen los siguientes tipos de
operaciones de edicio´n sobre la cadena x:
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Cambio. Siendo x=uav, la operacio´n de cambio del cara´cter a por el cara´cter b, denotada a→ b,
dara´ lugar a la cadena x’=ubv.
Insercio´n. Siendo x=uv, la operacio´n de insercio´n del cara´cter a , denotada ε→ a, dara´ lugar a la
cadena x’=uav.
Borrado. Siendo x=uav, la operacio´n de borrado del cara´cter a , denotada a→ ε, dara´ lugar a la
cadena x’=uv.
Siendo ε 6∈ Σ un cara´cter especial que denotara´ al cara´cter nulo.
Intuitivamente, una operacio´n de cambio simplemente sustituye un cara´cter de una cadena por otro. La
operacio´n de insercio´n an˜ade un nuevo cara´cter y la de borrado elimina uno de los presentes en la cadena
inicial. Por ejemplo, la operacio´n a → e sobre la cadena x =”casa”da lugar a la cadena x′=”cesa”. La
operacio´n de borrado a → ε sobre la misma cadena da lugar a x′=”cas 2la insercio´n ε → r produce
x′=”casar”. Si bien pueden deﬁnirse otras posibles operaciones de edicio´n sobre cadenas, como por
ejemplo el intercambio de caracteres en dos posiciones adyacentes, todas ellas podra´n llevarse a cabo
mediante la combinacio´n de dos o ma´s de las operaciones anteriores. Por ejemplo, intercambiando la ”c 2
la ”a”de la cadena x=”casa”, obtenemos x′=”acsa”, que es equivalente a realizar la eliminacio´n del
cara´cter ”c”, c→ ε, y su posterior insercio´n, ε→ c, a continuacio´n del cara´cter ”a”.
Para transformar las operaciones de edicio´n en un valor nume´rico se deﬁne una funcio´n de coste, γ,
que asocia a cada operacio´n un nu´mero real no negativo.
Definicio´n 3.2 (funcio´n de coste).
Se define la funcio´n de coste γ que asocia a cada operacio´n de edicio´n a → b, con a, b ∈ Σ ∪ {ε}, un
nu´mero real no negativo, γ(a→ b), que verifica las siguientes propiedades:
1. γ(a→ b) ≥ 0, ∀a, b ∈ Σ ∪ {ε}
2. γ(a→ a) = 0, ∀a ∈ Σ
3. γ(a→ b) = γ(b→ a), ∀a, b ∈ Σ ∪ {ε}
4. γ(a→ c) ≤ γ(a→ b) + γ(b→ c), ∀a, b, c ∈ Σ ∪ {ε}





Como se aprecia en la deﬁnicio´n, la funcio´n γ es una me´trica, puesto que debe cumplir las cuatro
condiciones anteriores. Una vez deﬁnida la funcio´n de coste correspondiente se podra´ transformar en
un valor nume´rico el conjunto de operaciones de edicio´n necesarias para transformar una cadena en otra,
como se muestra en el ejemplo 3.1.
Ejemplo 3.1.
Suponiendo que el coste de cada operacio´n de edicio´n sea 1, la distancia entre la cadena x=”casa”
e y=”cesar”ser´ıa 2. Dicha distancia se corresponde con el coste de cambiar el cara´cter ”a”por ”e”,
γ(a→ e) = 1, ma´s el coste de insertar el cara´cter ”r”, γ(ε→ r) = 1.
Normalmente, dada dos cadenas, existira´n mu´ltiples conjuntos de operaciones de edicio´n que permitan
transformar una en otra. Cada una de ellas empleara´ distintas operaciones y, por lo tanto, podra´n tener
diferentes costes. Para calcular la distancia de edicio´n entre dos cadenas nos interesa hallar el conjunto de
operaciones que den lugar al menor coste de transformacio´n posible. Teniendo esta u´ltima idea en cuenta
se deﬁne la distancia de edicio´n entre dos cadenas del siguiente modo:
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Definicio´n 3.3 (distancia de edicio´n entre cadenas).
Sean x e y dos cadenas sobre un alfabeto Σ, se define la distancia de edicio´n entre x y y, denotada
d(x,y), como:
d(x, y) = min{γ(S)| S es una secuencia de operaciones de edicio´n que transforma x en y}
Intuitivamente, la distancia entre dos cadenas es igual al coste de la secuencia de operaciones que
transforma una de ellas en la otra con el menor coste posible. Dado que no todas las secuencias de
operaciones de edicio´n son legales, es necesario introducir restricciones adicionales. Para ello, se introduce
el concepto traza.
Definicio´n 3.4 (traza).
Sean x e y dos cadenas sobre un alfabeto Σ. Se define una traza entre x e y como una 3−upla (TR, x, y),
donde TR es un conjunto de pares de la forma:
TR = {(i, j) | 1 ≤ i ≤ |x|, 1 ≤ j ≤ |y|, ∃ xi → yj en la secuencia que transforma x en y}
Verificando que, dados los pares (i1, j1) y (i2, j2) en TR :
1. i1 = i2, si y so´lo si j1 = j2.
2. i1 < i2, si y so´lo si j1 < j2.
Una traza TR representa de forma abreviada, mediante un conjunto de pares, una secuencia va´lida de
operaciones de edicio´n que transforma una cadena x en otra cadena x. Cada par (i, j) de una traza TR
indica que xi → yj es una de las operaciones incluidas en esa secuencia, siendo xi e yj , respectivamente,
el i-e´simo cara´cter de x y el j-e´simo de y. Si ningu´n par de la traza contiene a i como primer elemento,
entonces signiﬁca que el cara´cter xi debera´ ser borrado. Ana´logamente, todo j que no aparezca como
segundo elemento en TR, supondra´ realizar una operacio´n de insercio´n del cara´cter yj . La condicio´n 1
impide que ningu´n cara´cter de x o´ y sea utilizado en ma´s de una operacio´n de cambio de caracteres. La
condicio´n 2 asegura que en la cadena resultante se mantiene el orden de izquierda a derecha que exist´ıa
en la cadena original.
Finalmente, el coste de una traza TR se obtendra´ a partir del coste de la secuencia de operaciones de
edicio´n asociadas. As´ı, siendo I el conjunto de caracteres de la cadena x que no aparecen en la traza TR,
y J el conjunto de caracteres de y que no aparecen en la traza, tenemos que el coste de una traza TR se











3.2. Algoritmo de Wagner-Fischer
Uno de los algoritmos cla´sicos de reconocimiento de patrones en cadenas es el de Wagner y Fischer [34],
que se describe brevemente en esta seccio´n. Su importancia radica en que los primeros algoritmos de
reconocimiento de patrones en a´rboles, que se presentara´n en secciones posteriores, siguen la misma
arquitectura general, tratando de extender la solucio´n que ahora presentamos a la comparacio´n de a´rboles.
Este algoritmo es un ejemplo cla´sico del uso de te´cnicas de programacio´n dina´mica [5]. El principio
ba´sico de este tipo de estrategias es el de resolver los problemas complejos mediante la combinacio´n de las
soluciones de subproblemas ma´s sencillos. Es comu´n el uso de una estructura de almacenamiento donde
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guardar la soluciones a los subproblemas, generalmente en forma de tabla de soluciones parciales, de
forma que cada subproblema se resuelva una sola vez y su resultado este´ disponible para futuros ca´lculos.
Dado un par de cadenas x e y, de longitudes |x| = n e |y| = m, el algoritmo de Wagner y Fischer [34]
crea una matriz de distancias,D, de taman˜o (n+1)×(m+1). Cada entrada D[i, j], almacena la distancia
entre la subcadena formada por los i primeros caracteres de x, x1..i, y la subcadena formada por los j
primeros de y, y1..j. Las entradas de la ﬁla 0, D[0, j], ∀j; contienen la distancia entre ε y y1..j . Esta
distancia se corresponde con el coste de insertar cada uno de los caracteres que componen el preﬁjo y1..j.
Del mismo modo, las entradas de la columna 0, D[i, 0], ∀i; almacenan las distancia entre cada preﬁjo
x1..j de x y la ε, que se corresponde con el coste de borrar los primeros i caracteres de x. As´ı, la matriz
se inicializa segu´n las siguientes fo´rmulas:
D[0, 0] = 0
D[0, j] = D[0, j − 1] + γ(ε→ yj), ∀ 1 ≤ j ≤ m
D[i, 0] = D[i− 1, 0] + γ(xi → ε), ∀ 1 ≤ i ≤ n
El ca´lculo de cada celda de la matriz se realiza a partir de las celdas adyacentes ya calculadas
anteriormente, hasta llenar por completo de la matriz de distancias. De esta forma, en el ca´lculo de
D[i, j] se parte de los valores de D[i − 1, j − 1], D[i, j − 1] y D[i − 1.j], a los que se les suma el coste
de la operacio´n de edicio´n que corresponda en cada caso, cambio, insercio´n y borrado, respectivamente,
almacenando el mı´nimo de esas tres distancias. Los tres casos son:
Sumar a D[i− 1, j] el coste de borrar el cara´cter xi.
Sumar a D[i, j − 1] el coste de insertar el cara´cter yj .
Sumar a D[i− 1, j − 1] el coste de cambiar el cara´cter xi por yj.
El ca´lculo de D[i, j] se resume, por lo tanto, en la siguiente fo´rmula:
D[i, j] = min


D[i− 1, j] + γ(xi → ε)
D[i, j − 1] + γ(ε→ yj)
D[i− 1, j − 1] + γ(xi → yj)


El algoritmo 3.1 muestra como se rellenan las celdas de la matrizD[i, j] utilizando esas distancias parciales
calculadas en pasos anteriores. La terminacio´n del algoritmo esta´ asegurada, dado que los valores de las
nuevas distancias se obtienen a partir de distancias calculadas en pasos anteriores. Tambie´n es trivial
comprobar que al terminar el algoritmo, la celda D[n,m] almacenara´ el valor de la distancia mı´nima
entre las dos cadenas iniciales x e y. El siguiente ejemplo ilustra el funcionamiento del algoritmo.
Ejemplo 3.2.
Partimos de las cadenas x=”faena”, de longitud 5, e y=”cadena”, de longitud 6. Supondremos una
funcio´n γ que asigne costes unitarios a las operaciones de edicio´n del siguiente modo:
γ(a→ b) =
{
0 si a = b con a 6= ε, b 6= ε
1 en otro caso
El algoritmo 3.1 construye la siguiente matriz de distancias D[i, j].
D[i, j] c a d e n a
0 1 2 3 4 5 6
f 1 1 2 3 4 5 6
a 2 2 1 2 3 4 5
e 3 3 2 2 2 3 4
n 4 4 3 3 3 2 3
a 5 5 4 4 4 3 2
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Algoritmo 3.1 Distancia de Wagner-Fischer
Entrada: X : cadena de longitud n, Y : cadena de longitud m
Salida: D: matriz de distancias de edicio´n entre X e Y
/*inicializacio´n matriz*/
D[0, 0] = 0
for i = 1 to n do
D[i, 0] = D[i− 1, 0] + γ(xi → ε)
end for
for j = 1 to m do
D[0, j] = D[0, j − 1] + γ(ε→ yj)
end for
/*ca´lculo de distancias*/
for i = 1 to n do
for j = 1 to m do
D[i, j] = min


D[i− 1, j] + γ(xi → ε) /*borrado de xi*/
D[i, j − 1] + γ(ε→ yj) /*insercio´n de yj*/
D[i− 1, j − 1] + γ(xi → yj) /*cambio de xi por yj*/
end for
end for
El algoritmo comienza inicializando la matriz de distancias D, de dimensio´n (7 × 6). Primero calcula
las distancias entre los prefijos de la cadena x y ε, almacenando sus valores en las celdas de la primera
columna, D[0, j], ∀j. A continuacio´n, hace lo mismo con las distancias entre la cadena vac´ıa y los prefijos
de la cadena y, almacenando esos valores en las celdas de la primera fila, D[0, j], ∀j.
El bucle principal aplica las fo´rmulas anteriores entre pares de prefijos de x y de y. En cada iteracio´n,
se incrementa en una unidad la longitud de esos prefijos hasta llegar al ca´lculo de las cadenas completas.
La distancia resultante para las cadenas x e y se almacena en la celda inferior derecha, D[5, 6], siendo
su valor 2. Para obtener dicho valor, el algoritmo toma el mı´nimo de los siguientes tres valores:
1. Distancia entre el prefijo ”faen” y ”cadena”, almacenada en la celda D[4, 6], ma´s el coste de la
operacio´n a→ ε, resultando una distancia de 4.
2. Distancia entre ”faena” y el prefijo ”caden”, almacenada en la celda D[5, 5], ma´s el coste de la
operacio´n ε→ a, resultando una distancia de 4.
3. Distancia entre los prefijos ”faen” y ”caden”, almacenada en la celda D[4, 5], ma´s el coste de la
operacio´n a→ a, resultando una distancia de 2.
La distancia resultante se corresponde con el coste de la operacio´n de cambio f → c, ma´s el coste de la
insercio´n ε→ e.
Es trivial comprobar que la complejidad temporal, del algoritmo de Wagner y Fischer es O(n×m) en el
peor de los casos. En cuanto a la complejidad espacial; esta es O(min{n,m}). Si suponemos que la matriz
D[i, j] se rellena por columnas, al calcular las distancias de la columna j, D[i, j], ∀i, basta con conocer
u´nicamente las distancias de la columna anterior, j − 1. Tal como se puede observar en las expresiones
utilizadas en el ca´lculo de las distancias, no es necesario disponer de los valores de todas las dema´s
distancias D[i, k], ∀i , con k < j − 1. En el caso de que se rellenase la matriz de distancias por ﬁlas
el razonamiento ser´ıa ana´logo. Por lo tanto, siempre podra´n calcularse las distancias parciales eligiendo
el recorrido de la matriz que de lugar a las menores exigencias de espacio, resultando una complejidad
espacial O(min{n,m}).
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El algoritmo 3.1 calcula u´nicamente la matriz de distancias de edicio´n. El resultado que ofrece nos
indica el coste total de las operaciones de edicio´n necesarias para transformar una cadena en la otra, pero
no proporciona el conjunto de operaciones que originan esa distancia. Sin embargo, es posible extraer esa
lista de operaciones a partir de la matriz de distancias parciales. Bastara´ con recorrer de forma inversa
la matriz. Comenzando en la celda D[n,m], se identiﬁca, en cada paso, la celda a partir de la cual fue
calculada la distancia almacenada en la celda actual y se guarda traza de la operacio´n correspondiente.
Se repite ese proceso con cada nueva celda hasta llegar a la distancia D[0, 0]. Al ﬁnal, se habra´ generado
una lista con las operaciones de edicio´n empleadas en una secuencia de operaciones de coste mı´nimo. En
el caso del ejemplo 3.2, en la siguiente matriz de distancias se muestran, sen˜aladas con un recuadro, las
distancias parciales implicadas en el ca´lculo de la distancia ﬁnal.
D[i, j] c a d e n a
0 1 2 3 4 5 6
f 1 1 2 3 4 5 6
a 2 2 1 2 3 4 5
e 3 3 2 2 2 3 4
n 4 4 3 3 3 2 3
a 5 5 4 4 4 3 2








f → c 1
Una de las grandes ventajas del algoritmo de Wagner y Fischer es su ﬂexibilidad. Dentro del marco
que ofrece el algoritmo, se puede dar soporte a otros problemas relacionados con el procesamiento de
cadenas de caracteres. En algunos casos simplemente bastara´ con modiﬁcar la funcio´n de coste. En otros
casos, como el reconocimiento aproximado que presentaremos en el pro´ximo apartado, sera´ necesario
modiﬁcar ciertos aspectos de algoritmo, pero sin afectar al esquema de funcionamiento general presentado
anteriormente. Para ﬁnalizar esta seccio´n describiremos distintos tipos de distancias entre cadenas [32] y
veremos como el algoritmo descrito puede manejarlas simplemente modiﬁcando la deﬁnicio´n de la funcio´n
de coste de las operaciones:
Distancia de edicio´n o distancia Levenshtein. Descrita en [30], es una versio´n restringida de la
distancia entre cadenas que hemos venido manejando en este cap´ıtulo, ya que exige costes unitarios.
Se permiten operaciones de insercio´n, borrado y cambio de caracteres, todos ellas con coste 1,
excepto el cambio de caracteres ide´nticos, cuyo coste es 0.
Dado que se trata de costes unitarios, la distancia obtenida se correspondera´ con el nu´mero mı´nimo
de borrados, inserciones y cambios necesarios para transformar una cadena en otra. Es, adema´s,
una distancia sime´trica, d(x, y) = d(y, x), y veriﬁca 0 ≤ d(x, y) ≤ max{|x|, |y|}. Ello equivale a la
consideracio´n de una me´trica discreta como distancia de edicio´n.
Distancia Hamming. Permite u´nicamente operaciones de cambio de caracteres con coste 1. Para
soportar esa restriccio´n, basta con asignar un coste inﬁnito a las operaciones de borrado e insercio´n,
de modo que dichos tipos de operaciones nunca sera´n tenidos en cuenta. En este caso la distancia
no es sime´trica, veriﬁcando que 0 ≤ d(x, y) ≤ |x|.
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Taman˜o de la subsecuencia comu´n ma´s larga. Se trata de un problema emparentado con el
reconocimiento de patrones en cadenas. El objetivo es medir la longitud de la mayor secuencia
de caracteres, no necesariamente contiguos, que son comunes a dos cadenas [33].
Se permiten u´nicamente borrados en inserciones con coste 1. De nuevo, para dar soporte a esta
medida, se fuerza a que el coste de las operaciones de cambio de caracteres sea inﬁnito. De esta
forma, la distancia obtenida sera´ menor cuanto mayor sea la longitud de la secuencia comu´n, y
viceversa. La distancia es sime´trica y veriﬁca la relacio´n 0 ≤ d(x, y) ≤ |x|+ |y|.
3.3. Reconocimiento aproximado en cadenas
El problema del reconocimiento aproximado de cadenas es una extensio´n del problema cla´sico de
reconocimiento de patrones en cadenas, en la cual se pretende hacer ma´s ﬂexible el concepto de distancia
manejado con anterioridad, de forma que facilite su utilizacio´n pra´ctica. En general, al hablar de este tipo
de reconocimiento aproximado, se diferenciara´ entre la cadena patro´n que especiﬁca de forma aproximada
una cadena o un conjunto de cadenas de intere´s, y la cadena dato, en la cual se desea hacer encajar
la cadena patro´n. El intere´s de este tipo de te´cnicas deriva de sus aplicaciones pra´cticas en multitud
de aplicaciones que impliquen el manejo de cadenas de caracteres, como por ejemplo en la bu´squeda y
tratamiento de datos textuales o en el procesamiento de secuencias de ADN [26].
En esta seccio´n revisaremos dos alternativa empleadas comu´nmente para permitir la especiﬁcacio´n
aproximada de cadenas patro´n y veremos como se puede manejar estos nuevos tipos de reconocimiento de
cadenas en el marco del algoritmo de Wagner y Fischer [34]. Comenzaremos revisando una variante del
reconocimiento de patrones cla´sico que permite la eliminacio´n de preﬁjos de la cadena dato sin afectar a
la distancia obtenida. La segunda alternativa que presentaremos sera´ la inclusio´n de s´ımbolos vldc1 en
la cadena patro´n. Estos s´ımbolos permiten especiﬁcar partes de la cadena patro´n que no son de intere´s
para el proceso de reconocimiento de patrones y que, por lo tanto, podra´n ser sustituidos libremente por
porciones de la cadena dato.
3.3.1. Eliminacio´n de prefijos en la cadena patro´n
La primera posibilidad que revisaremos a la hora de deﬁnir el reconocimiento aproximado de patrones
en cadenas consiste en realizar la correspondencia parcial de la cadena patro´n con la cadena dato
permitiendo que en e´sta sean eliminados preﬁjos, sin que el coste de esa eliminacio´n afecte a la distancia
entre ambas cadenas. Intuitivamente se trata de encontrar la porcio´n de la cadena dato ma´s pro´xima
a la cadena patro´n. Generalmente el patro´n se correspondera´ con una cadena de pequen˜o taman˜o que
representa algu´n elemento de intere´s. La cadena dato tendra´, generalmente, una longitud mucho mayor
y se tratara´ de encontrar en ella ocurrencias de subcadenas similares a la cadena patro´n.
Veamos en primer lugar como se puede formular el problema en te´rminos de distancias de edicio´n.
Dadas una cadena patro´n p ∈ Σ y una cadena dato d ∈ Σ. El problema del reconocimiento aproximado
de cadenas trata de determinar, para cada preﬁjo de d de longitud j, la distancia entre la cadena patro´n
p y ese preﬁjo d1..j, permitiendo la eliminacio´n de preﬁjos de cualquier longitud dentro de esta u´ltima
subcadena dato, d1..i. En la pra´ctica nos interesara´ u´nicamente la menor de esas distancias con respecto
al patro´n p. A partir de esa distancia se podra´ identiﬁcar la porcio´n de d cuya distancia con respecto a p
sea menor. El siguiente ejemplo ilustra la idea de reconocimiento aproximado permitiendo la eliminacio´n
de preﬁjos.
Ejemplo 3.3.
Dada la cadena patro´n p=”cena” y la cadena dato d=”concatenacio´n” y suponiendo costes unitarios
para las operaciones de edicio´n, la distancia resultante sera´ 1. Esta es la distancia que existe entre la
1Por Variable Length Don’t Care. Para mantener la terminolog´ıa usual en este tipo de trabajos, se mantendra´ la
denominacio´n anglosajona s´ımbolo vldc.
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cadena patro´n ”cena” y la subcadena de d ”concatena”, sobre la que se elimina el prefijo ”conca”. La
distancia resultante se obtiene de aplicar de la operaciones de cambio c → t, de coste 1, a la cadena
”cena” para dar ”tena”.
Se puede modiﬁcar el algoritmo de Wagner y Fischer [34] para realizar este tipo de reconocimiento
aproximado. Intuitivamente, la aproximacio´n utilizada se basa en considerar todas las posiciones de
la cadena dato, d, como potenciales puntos de inicio de la cadena buscada. Para ello, simplemente es
necesario modiﬁcar la inicializacio´n de la primera ﬁla de la matriz de distancias D[i, j]. As´ı, todas las
celdas D[0, j] con 1 ≤ j ≤ |d| se inicializara´n a 0. Cada una de estas celdas D[0, j] representa la distancia
entre ε y el preﬁjo d1..j de la cadena dato, d. Al ser 0 ese valor, el algoritmo de Wagner y Fischer se
comportara´ como si la cadena dato comenzara´ realmente en dicha posicio´n j, con lo que las distancias
que se obtengan no tendra´n en cuenta a los caracteres de d anteriores a la posicio´n j. Por lo tanto, basta
sustituir en el algoritmo 3.1 las l´ıneas
for j = 1to m
D[0, j] = D[0, j − 1] + γ(ε→ yj)
end for
por
for j = 1to m
D[0, j] = 0
end for
Para obtener la distancia deseada, simplemente se debe encontrar el valor mı´nimo de las celdas de la
u´ltima ﬁla, D[n, j], ∀j. De esta forma, el ı´ndice j de dicha celda marca el ﬁnal de la subcadena d1..j
de d ma´s pro´xima a la cadena patro´n p, permitiendo la eliminacio´n de caracteres al comienzo de d1..j .
Terminaremos este apartado presentando un ejemplo muestra que esta idea.
Ejemplo 3.4.
Dadas la cadena patro´n p=”faena” y la cadena dato d=”encadenar”, aplicando las modificaciones
anteriores al algoritmo 3.1, se obtiene la siguiente matriz de distancias:
D[i, j] e n c a d e n a r
0 0 0 0 0 0 0 0 0 0
f 1 1 1 1 1 1 1 1 1 1
a 2 2 2 2 1 2 2 2 1 2
e 3 2 3 3 2 2 2 3 2 2
n 4 3 2 3 3 3 3 2 3 3
a 5 4 3 3 3 4 4 3 2 3
La celda marcada con un recuadro almacena el valor de la distancia aproximada entre p y d. El valor
de dicha distancia, 2, se corresponde con la distancia entre el patro´n ”faena” y la subcadena ”encadena”,
en la cual se elimina el prefijo ”en” con coste 0.
3.3.2. Inclusio´n de s´ımbolos VLDC en la cadena dato
Una variacio´n del problema cla´sico de reconocimiento aproximado sobre cadenas, es la inclusio´n en
la cadena patro´n de s´ımbolos vldc. Se trata de s´ımbolos especiales, no pertenecientes al alfabeto de las
cadenas, que se incluyen en el patro´n p y que pueden ser sustituidos por cero o ma´s caracteres de la cadena
dato, d, sin afectar a la distancia ﬁnal. La inclusio´n de estos s´ımbolos vldc permite deﬁnir patrones en
donde partes de la cadena no son relevantes y pueden admitir mu´ltiples variaciones. El ejemplo t´ıpico
de s´ımbolo vldc es el cara´cter comod´ın ”*”, de uso comu´n en los inte´rpretes de comandos de muchos
sistemas operativos, que puede ser sustituido por cualquier secuencia de caracteres con un coste nulo,
esto es, su sustitucio´n no afecta a la distancia ﬁnal.
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El problema del reconocimiento aproximado de patrones con s´ımbolos vldc se puede formular en
te´rminos de distancia de edicio´n del siguiente modo. Dada una cadena patro´n p, que incluya s´ımbolos
vldc y una cadena dato d, deﬁniremos p¯ como una cadena resultante de sustituir los s´ımbolos vldc
de p por subcadenas de d. La distancia de edicio´n en presencia de s´ımbolos vldc entre las cadena p y
d se deﬁne como la distancia existente entre la cadena p¯ derivada de p, que sea ma´s pro´xima a d, y la
propia cadena dato, d. El siguiente ejemplo ilustra el uso del s´ımbolo vldc ”*”, y como son las distancias
resultantes.
Ejemplo 3.5.
Ante la cadena patro´n p=”bu*ador”, y suponiendo un coste 1 por cada operacio´n de edicio´n, la distancia
con respecto a la cadena dato ”buscador” ser´ıa 0, sustituyendo el s´ımbolo vldc ”*” por la subcadena
”sc”.
Para las cadenas ”purificador” y ”embajador”, las distancias ser´ıan 1 y 3, respectivamente. En el
primer caso se sustituye el s´ımbolo vldc por la subcadena ”rific” y se cambia el cara´cter b por p. En
el segundo caso se sustituye el s´ımbolo vldc por la subcadena ”j”, se cambia el cara´cter ”u” por ”a” y
se insertan los caracteres ”e” y ”m”.
Como en el caso anterior se puede modiﬁcar el algoritmo 3.1 para dar soporte a este tipo de
reconocimiento aproximado de patrones con vldc. Veremos como se realiza dicha modiﬁcacio´n para
el vldc ”*”. En primer lugar se debe deﬁnir el coste de las operaciones de edicio´n que involucren al
s´ımbolo vldc. Dado que pretendemos que el s´ımbolo sea sustituido por subcadenas sin afectar a la
distancia resultante, el coste de las operaciones de borrado y de cambio de dicho s´ımbolo debe ser 0. Es
decir, la funcio´n de coste γ debe asegurar que γ(*→ ε) = 0 y γ(*→ dj) = 0 ∀j 1 ≤ j ≤ |d|. Adema´s, se
debera´ modiﬁcar la fo´rmula que se aplica en el bucle principal del algoritmo para calcular las distancias
parciales. De este modo, se debe sustituir en el algoritmo 3.1 la expresio´n:
D[i, j] = min


D[i− 1, j] + γ(xi → ε)
D[i, j − 1] + γ(ε→ yj)








D[i− 1, j] + γ(pi → ε)
D[i, j − 1] + γ(ε→ dj)
D[i− 1, j − 1] + γ(pi → dj)





D[i− 1, j] + γ(pi → ε)
D[i, j − 1] + γ(ε→ dj)
D[i− 1, j − 1] + γ(pi → dj)
D[i, j − 1]


si pi = "*"
La explicacio´n intuitiva de esta nueva fo´rmula es la siguiente. En caso de que el s´ımbolo actual, pi, de
la cadena patro´n no sea el s´ımbolo vldc, se emplean las fo´rmulas originales del algoritmo de Wagner y
Fischer. Sin embargo, en el caso de que el s´ımbolo actual del patro´n sea el s´ımbolo ”*” y nos encontremos
en la posicio´n i de la cadena dato, d, lo que se hara´ sera´ recuperar el mejor valor de distancia obtenido
para una subcadena de d hasta ese momento. Los casos D[i, j] = D[i − 1, j] + γ(pi → ε), D[i, j] =
D[i, j−1]+γ(ε→ dj) y D[i, j] = D[i−1, j−1]+γ(pi → dj) son equivalentes a los del algoritmo original,
puesto que asumimos que γ(*→ ε) = 0 y γ(*→ dj) = 0, ∀j 1 ≤ j ≤ |d|.
La situacio´n realmente interesante se produce cuando D[i, j] = D[i, j − 1]. En este caso se utiliza el
valor de la distancia entre la porcio´n actual de p y la subcadena d1..j−1. Esto equivale a considerar que
el cara´cter en la posicio´n i de la cadena patro´n es igual a dj , con lo cual no afectara´ a la distancia en
ese punto. Por lo tanto, lo que hace el algoritmo es simular la sustitucio´n del s´ımbolo ”*” por el cara´cter
actual, dj , de la cadena dato d. Al igual que en el algoritmo original, la distancia resultante se almacena
en la celda D[n,m] de la matriz de distancias.
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Finalizaremos esta seccio´n presentando un ejemplo que muestra el funcionamiento de las
modiﬁcaciones anteriores en un caso pra´ctico.
Ejemplo 3.6.
Dadas la cadena patro´n p=”f*na” y la cadena dato d=”cadena”, aplicando las modificaciones anteriores
al algoritmo 3.1, se obtiene la siguiente matriz de distancias:
D[i, j] c a d e n a
0 1 2 3 4 5 6
f 1 1 2 3 4 5 6
* 1 1 1 1 1 1 1
n 2 2 2 2 2 1 2
a 3 3 2 3 3 2 1
El valor de la distancia entre las cadenas p y d es 1, que se corresponde con la distancia entre la cadena
”fadena”, resultado de sustituir el s´ımbolo ”*” del patro´n por la subcadena ”ade”, y la cadena dato
”cadena”. En la matriz se muestran marcadas con un recuadro las distancias parciales que intervienen
en ca´lculo de la distancia. A partir de ellas es directo deducir la porcio´n de la cadena dato que sustituye
el s´ımbolo ”*”.
Cap´ıtulo 4
Reconocimiento de patrones en
a´rboles. Primeras aportaciones
En este cap´ıtulo se presenta el problema de la comparacio´n de a´rboles y los primeros algoritmos
propuestos para resolverlo. Si bien estas te´cnicas no son especialmente eﬁcientes, si es interesante
revisarlas, dado que es en estos primeros trabajos donde se deﬁnen las propiedades y conceptos ba´sicos
que constituyen la base de los algoritmos que se presentara´n en los siguientes cap´ıtulos y que son la base
del trabajo de la tesis.
Se comenzara´ con una deﬁnicio´n del problema del reconocimiento de patrones sobre a´rboles y con la
presentacio´n de la estrategia de resolucio´n utilizada, introduciendo el concepto de operaciones de edicio´n
y el de distancia de edicio´n entre a´rboles. Se presentara´n dos de las primeras aproximaciones al problema,
el algoritmo propuesto por Selkow [37] y el de Tai [43] que, como se vera´, se plantean como extensiones
del algoritmo ba´sico de comparacio´n de cadenas de Wagner y Fischer [34]. Se prestara´ especial atencio´n
al trabajo de Tai por su relevancia en relacio´n a las aportaciones posteriores.
4.1. Definicio´n del problema
La primera parte de esta memoria se centra en el estudio de las te´cnicas de reconocimiento de patrones
sobre a´rboles ordenados etiquetados. La aproximacio´n cla´sica a la hora de abordar el problema de la
comparacio´n de a´rboles, se basa en la nocio´n de distancia de edicio´n, que sera´ la que se siga en este trabajo.
Para determinar la proximidad entre dos a´rboles se comienza deﬁniendo un conjunto de operaciones de
edicio´n sobre los nodos de un a´rbol, que nos permitira´n transformar un a´rbol en otro. A cada una de esas
operaciones se les asociara´ un coste nume´rico. De esta forma, se podra´ cuantiﬁcar la similaridad entre
dos a´rboles, calculando la suma de los costes de las operaciones necesarias para transformar uno en otro.
Dado un conjunto de operaciones y una funcio´n que les asigna el coste correspondiente, el problema
de la comparacio´n de a´rboles etiquetados ordenados trata de determinar, para dos a´rboles ordenados T y
T ′, la distancia entre T y T ′ medida como el menor coste de todas las posibles secuencias de operaciones
de edicio´n que transforman T en T ′. La deﬁnicio´n exacta del conjunto de operaciones de edicio´n var´ıa
ligeramente entre los distintos autores. Las usuales son la insercio´n de un nodo, el borrado de un nodo y
el cambio de la etiqueta de un nodo, que se corresponden con una generalizacio´n de las operaciones de
insercio´n, borrado e intercambio sobre cadenas que fueron presentadas en el cap´ıtulo 3.
4.2. Algoritmo de Selkow
El algoritmo propuesto por Selkow [37] es una extensio´n del algoritmo de reconocimiento de cadenas
de Wagner y Fischer [34], que pretende aplicar la solucio´n propuesta por estos autores al problema de la
comparacio´n de a´rboles.
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El algoritmo considera las mismas operaciones de edicio´n ba´sicas que Wagner y Fischer, en este caso
aplicadas a nodos en lugar de a caracteres: insercio´n de un nodo, borrado de un nodo y cambio de la
etiqueta de un nodo. Selkow an˜ade una restriccio´n importante, se exige que las operaciones de insercio´n
y borrado so´lo sean aplicadas en las hojas de los a´rboles.
Definicio´n 4.1 (operaciones de edicio´n de Selkow).
Sea T un a´rbol ordenado y etiquetado y sea Σ el alfabeto de sus etiquetas. Se considera el siguiente
conjunto de operaciones de edicio´n sobre ese a´rbol:
Cambio de etiqueta. Se reemplazara´ la etiqueta a ∈ Σ asociada a un nodo u del a´rbol T por otra
etiqueta b ∈ Σ. Tal operacio´n se notara´ como a→ b.
Borrado. Se elimina del a´rbol T un nodo hoja u etiquetado como a ∈ Σ. La operacio´n de borrado
del nodo etiquetado como a, se denotara´ como a→ ε, siendo ε /∈ Σ un s´ımbolo que representa a un
nodo nulo.
Insercio´n. Se an˜ade al a´rbol T un nodo hoja etiquetado como b ∈ Σ. La notacio´n empleada para
representar esta operacio´n sera´ ε→ b.
De esta forma, al incluir las restricciones sobre inserciones y borrados, so´lo cuando la totalidad de los
nodos descendientes de un nodo determinado hayan sido eliminados, se podra´ borrar ese nodo. De modo
ana´logo, so´lo se podra´n insertar nodos sin descendientes, es decir, hojas. Esta limitacio´n obliga a que,
en el caso de que se decida que un nodo no se debe borrar o insertar, los padres de ese nodo tampoco
podra´n ser borrados ni insertados. La distancia calculada por el me´todo de Selkow representa el coste de
transformar un a´rbol T en otro T ′ mediante la secuencia de operaciones que, respetando las restricciones
sobre inserciones y borrados, ofrezcan el mı´nimo coste.
La aproximacio´n seguida por el algoritmo es recursiva. En la primera llamada al algoritmo se tratan
las ra´ıces de los dos a´rboles T y T ′, realizando una llamada recursiva al algoritmo para cada par de
suba´rboles hijos en ambas ra´ıces. En concreto, dados como entrada un a´rbol patro´n A y un a´rbol dato B,
se calcula el coste de la operacio´n cambio de etiquetas de la ra´ız de A a la ra´ız de B y se an˜ade a dicho
coste la distancia existente entre el conjunto de suba´rboles hijos de A; A1, A2, . . . , An y el conjunto de
suba´rboles hijos de B; B1, B2, . . . , Bm.
Para el ca´lculo de la distancia entre los conjuntos de suba´rboles hijos de cada par de a´rboles A y B, se
utiliza una solucio´n ide´ntica a la del algoritmo de Wagner y Fischer [34]. De hecho, se puede considerar
este u´ltimo como una subrutina del algoritmo de Selkow.
Para cada par de a´rboles A y B que recibe el algoritmo, se crea una matriz de distancias D de
dimensio´n (n + 1)× (m + 1), siendo n el nu´mero de hijos de la ra´ız de A, y m el nu´mero de hijos de la
ra´ız de B. La celda D[0, 0] almacena el coste del cambio de etiquetas entre la ra´ız del a´rbol A y la ra´ız de
B. Cada entrada de esa matriz se calcula de forma ana´loga a la del algoritmo de Wagner y Fischer [34].
Se utilizan dos funciones auxiliares, insercio´n(Bi) y borrado(Ai). La primera de ellas calcula el coste de
insertar todos los nodos del suba´rbol Bi. La segunda, borrado(Aj), calcula el coste de eliminar todos los
nodos de un suba´rbol Ai. De este modo, la distancia que se almacena en la celdaD[i, j] se calcula tomando
el mı´nimo coste de las tres posibles opciones para transformar el conjunto de suba´rboles A1, A2, . . . , Ai
en el conjunto de suba´rboles B1, B2, . . . , Bj :
Sumar al coste de transformar A1, A2, . . . , Ai en B1, B2, . . . , Bj−1, el coste de insertar el suba´rbol
Bj , calculado por la subrutina insercio´n.
Sumar al coste de transformar A1, A2, . . . , Ai−1 en B1, B2, . . . , Bj , el coste de borrar el suba´rbol
Ai, calculado por la subrutina borrado.
Sumar al coste de transformar A1, A2, . . . , Ai−1 en B1, B2, . . . , Bj−1, el coste de transformar el
suba´rbol Ai en Bj , calculado por una llamada recursiva al algoritmo.

















Figura 4.1: Ejemplos de distancias Selkow.
El ca´lculo de esta u´ltima opcio´n supondra´ realizar una llamada recursiva al algoritmo, pasa´ndole como
para´metro los dos nuevos suba´rboles, Ai y Bj . Como en el algoritmo para la distancia entre cadenas, al
ﬁnalizar tendremos en la celda D[n,m], la distancia entre los dos a´rboles. En el algoritmo 4.1 se muestra
el pseudoco´digo propuesto por Selkow.
Algoritmo 4.1 Distancia de Selkow
function distancia(A, B) return real ;
Entrada: A: a´rbol patro´n, B: a´rbol dato
Salida: distancia Selkow entre A y B
/*inicializacio´n matriz*/
n = nu´mero de hijos de ra´ız (A)
m = nu´mero de hijos de ra´ız (B)
D[0, 0] = γ(ra´ız (A)→ ra´ız (B))
for i = 1 to n do
D[i, 0] = D[i− 1, 0] + borrado(Ai)
end for
for j = 1 to m do
D[0, j] = D[0, j − 1] + insercio´n(Bj)
end for
/*ca´lculo de distancias*/
for i = 1 to n do
for j = 1 to m do
D[i, j] = min


D[i, j − 1] + insercio´n(Bj),
D[i− 1, j] + borrado(Ai),




Pese a su simplicidad, la te´cnica de reconocimiento de patrones de Selkow presenta un problema
importante. La propuesta de este autor utiliza un concepto de distancia demasiado restrictivo, que no se
ajusta a las necesidades del tipo de aplicaciones en las que pretendemos utilizar este tipo de te´cnicas. En
efecto, el exigir que las operaciones de borrado e insercio´n se apliquen so´lo sobre nodos hoja, da lugar
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a inconsistencias como la mostrada en la ﬁgura 4.1, y origina unos valores de distancias que no reﬂejan
adecuadamente la proximidad entre dos a´rboles.
Suponiendo un coste unitario para cada operacio´n de edicio´n sobre los a´rboles de la ﬁgura 4.1. Las
distancias entre T y T ′ y entre T y T ′′ son ide´nticas. En el caso de T y T ′, la distancia resulta de cambiar
la etiqueta del nodo c por la etiqueta M , eliminar los nodos f y g de T e insertar los nodos c, f y g de T ′.
Para T y T ′′, se insertan los nodos W y Z, se elimina a f y a g de T y se cambia a b por X y a d por Y .
Sin embargo, pese a las distancias obtenidas, es razonable pensar que el a´rbol T ′ es mucho ma´s pro´ximo
a T que T ′′, puesto que so´lo diﬁeren en un nodo. Este ejemplo pone de maniﬁesto la principal debilidad
del algoritmo de Selkow. El uso de un conjunto de operaciones de edicio´n demasiado restrictivas, que no
permite evaluar la similaridad entre a´rboles de forma adecuada.
4.3. Algoritmo de Tai
Kuo-Chung Tai [43] propone una solucio´n al problema de la comparacio´n de a´rboles utilizando un
me´todo que, co´mo el de Selkow [37], es similar al algoritmo de comparacio´n de cadenas de Wagner
y Fischer [34]. Sin embargo, a diferencia de Selkow, Tai sigue una aproximacio´n no recursiva, aunque
tambie´n basada en programacio´n dina´mica.
La importancia de este trabajo se debe a que se trata del primer algoritmo que resuelve el problema
de la comparacio´n de a´rboles en tiempo polinomial. Adema´s, en este art´ıculo se incluye la deﬁnicio´n de
las tres operaciones ba´sicas sobre a´rboles y la del concepto de distancia de edicio´n que han sido utilizadas
en los trabajos posteriores, con la ventaja adicional de no imponer las restricciones sobre borrados e
inserciones que limitaban la aproximacio´n de Selkow [37].
El algoritmo que propone este autor permite calcular la distancia entre dos a´rboles etiquetados y
ordenados T y T ′ en un tiempo O(|T | × |T ′| × prof(T )2 × prof(T ′)2) en el peor de los casos, siendo |T | y
|T ′| el nu´mero de nodos de cada a´rbol, y prof(T ) y prof(T ′) su profundidad.
4.3.1. Operaciones de edicio´n y distancia de edicio´n
En su trabajo, Tai considera una ordenacio´n en preorden de los nodos del a´rbol, de tal forma que
siendo T un a´rbol, t[i] representa al i-e´simo nodo de T en dicha ordenacio´n. Partiendo de esa numeracio´n,
sobre los nodos de un a´rbol T es posible aplicar tres operaciones de edicio´n: cambiar la etiqueta de un
nodo, eliminar un nodo del a´rbol o insertar un nuevo nodo en el a´rbol, tal y como se muestra en la
ﬁgura4.2. Formalmente, tenemos la siguiente deﬁnicio´n.
Definicio´n 4.2 (operaciones de edicio´n sobre a´rboles).
Sea T un a´rbol ordenado y etiquetado y sea Σ el alfabeto de sus etiquetas. Se considera el siguiente
conjunto de operaciones de edicio´n sobre ese a´rbol:
Cambio de etiqueta. Se reemplazara´ la etiqueta a ∈ Σ asociada a un nodo u del a´rbol T por otra
etiqueta b ∈ Σ. Tal operacio´n se notara´ como a→ b.
Borrado. Se elimina del a´rbol T un nodo u etiquetado como a ∈ Σ. Todos los hijos del nodo eliminado
pasan a ser hijos del padre de dicho nodo. Esto es, el lugar que ten´ıa el nodo eliminado entre sus
hermanos es ocupado por la secuencia de sus hijos. La operacio´n de borrado del nodo etiquetado
como a se denotara´ como a→ ε, siendo ε /∈ Σ un s´ımbolo que representa a un nodo nulo.
Insercio´n. Se an˜ade un nodo etiquetado como b ∈ Σ como hijo de otro nodo de T etiquetado como
a ∈ Σ. Un subconjunto consecutivo de los hijos del nodo a se convertira´n en hijos del nodo insertado,
b. Dicha secuencia de hijos dependera´, en cada caso, del contexto. La notacio´n empleada para
representar esta operacio´n sera´ ε→ b.
El conjunto de todas estas operaciones de edicio´n se denota OP, definido como:
OP = {a→ b| a, b ∈ Σ ∪ {ε}r {ε→ ε}}
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Figura 4.2: Operaciones de edicio´n sobre a´rboles.
Tal como se ilustra en la ﬁgura 4.2, las operaciones de borrado supondra´n la eliminacio´n del arco asociado
al nodo eliminado, que sera´ sustituido por un conjunto de arcos que unira´n al padre de dicho nodo con
cada uno de los hijos que pudiera tener el nodo eliminado, manteniendo el orden existente entre esos
hijos. En el caso de las inserciones se realiza la modiﬁcacio´n complementaria. Se seleccionara´ un padre
para el nuevo nodo y se an˜adira´ un arco que los una. Adema´s, parte de los hijos del nodo padre podra´n
pasar a ser hijos del nuevo nodo. La eleccio´n del nodo padre y de los hijos del nuevo nodo no se especiﬁca
directamente en la operacio´n, sino que vendra´ determinada por el contexto en el cual sea realizada. En
nuestro caso, al tratarse del ca´lculo de distancias entre a´rboles, se considerara´ siempre que se eligen los
nodos que den lugar al a´rbol ma´s parecido al de partida. Normalmente, para transformar un a´rbol en
otro no bastara´ con utilizar una u´nica operacio´n, siendo necesario introducir el concepto de secuencia de
edicio´n.
Definicio´n 4.3 (secuencia de edicio´n).
Si T ′ es el a´rbol que se obtiene a partir de T despue´s de aplicar una operacio´n op∈ OP, se dira´ que op
transforma al a´rbol T en el a´rbol T ′ y se notara´ T ⇒op T ′, o simplemente T ⇒ T ′.
Una secuencia S = op1, op2, . . . , opn de operaciones de edicio´n, donde opi ∈ OP, ∀i 1 ≤ i ≤ n, se
denomina secuencia de edicio´n si existe un conjunto de a´rboles Ti, 1 ≤ i ≤ n tales que la operacio´n opi
transforma al a´rbol Ti−1 en el a´rbol Ti, ∀1 ≤ i ≤ n.
Adema´s, en ese caso, se dira´ que la secuencia S transforma al a´rbol T = T1 en el a´rbol T
′ = Tn, lo que
se notara´ como T ⇒S T ′.
Al igual que en el caso de las cadenas, para obtener el valor de la distancia es necesario transformar
la secuencia de operaciones necesarias para transformar un a´rbol en otro en un valor nume´rico. Esto se
consigue asociando a cada operacio´n de edicio´n un nu´mero real no negativo, su coste. Para ello se utiliza
una funcio´n de coste.
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Definicio´n 4.4 (funcio´n de coste).
Se define una funcio´n de coste como una funcio´n γ : OP −→ R que asocia a cada operacio´n op ∈ OP un
nu´mero real no negativo, γ(op), que verifica las siguientes propiedades:
1. γ(op) ≥ 0, ∀op ∈ OP
2. γ(a→ a) = 0, ∀a ∈ Σ
3. γ(a→ b) = γ(b→ a), ∀a, b ∈ Σ ∪ {ε}
4. γ(a→ c) ≤ γ(a→ b) + γ(b→ c), ∀a, b, c ∈ Σ ∪ {ε}
Del mismo modo, dada una secuencia de operaciones de edicio´n S = op1, op2, . . . , opn. El coste γ(S) de
dicha secuencia se define como la suma del coste de cada una de las operaciones individuales que forman





Tal y como se muestra en la deﬁnicio´n, se desea que la funcio´n γ veriﬁque las propiedades de una me´trica.
De entre esas propiedades es especialmente importante la u´ltima, conocida como desigualdad triangular.
Esta propiedad asegura que si un a´rbol se puede obtener directamente con una sola operacio´n el coste
de esa operacio´n sera´ menor o igual que el coste de dos operaciones diferentes que den lugar a ese mismo
a´rbol. Tambie´n se puede comprobar que la extensio´n de la funcio´n γ a secuencias de operaciones mantiene
esas propiedades. En este caso, la desigualdad triangular garantiza que, cuando un a´rbol se pueda obtener
por distintas secuencias de operaciones, una de ellas, al menos, tendra´ un coste menor o igual que el de
todas las dema´s. La consecuencia directa es que siempre existira´ una secuencia de operaciones cuyo coste
sea menor que el de cualquier otra. De todo esto, se llega a la deﬁnicio´n de distancia de edicio´n, d(T, T ′),
entre los a´rboles T y T ′.
Definicio´n 4.5.
Dados dos a´rboles ordenados y etiquetados T y T ′ y una funcio´n de coste γ, se define la distancia de
edicio´n entre T y T ′, d(T, T ′), de la siguiente forma:
d(T, T ′) = min{γ(S)|S es una secuencia de operaciones de edicio´n que transforma T en T ′}
Como ocurr´ıa en el caso de la distancia entre cadenas, se cuantiﬁca la similaridad entre dos a´rboles,
T y T ′, como el mı´nimo coste de todas las posibles secuencias de operaciones de edicio´n va´lidas que
transforman un a´rbol en el otro. Como se vera´ en la siguiente seccio´n para calcular la distancia no
sera´ necesario estudiar todas las posibles secuencias de operaciones. Bastara´ con centrarse en un tipo
especial de secuencias con unas caracter´ısticas determinadas que se describira´n a continuacio´n.
4.3.2. Concepto de correspondencia
De forma ana´loga a las trazas en el caso de la distancia entre cadenas, se usa el concepto de
correspondencia entre a´rboles para referirnos a una estructura que permite representar las operaciones
de edicio´n necesarias para transformar un a´rbol T en otro T ′. Este concepto es la base del algoritmo de
Tai [43], puesto que permite reducir el ca´lculo de la distancia de edicio´n a la bu´squeda de correspondencias
de coste mı´nimo. Formalmente el autor deﬁne una correspondencia entre dos a´rboles como sigue:




















Figura 4.3: Ejemplos de correspondencias correctas e incorrectas.
Definicio´n 4.6 (correspondencia entre a´rboles).
Se define una correspondencia entre dos a´rboles T y T ′ como una 3 − upla (M,T, T ′), donde M es un
conjunto de pares de la forma:
M = {(i, j) | 1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′| y ∃ t[i]→ t′[j] en la secuencia que transforma T en T ′}
Verificando que, dados los pares (i1, j1) y (i2, j2) en M :
1. i1 = i2 si y so´lo si j1 = j2.
2. i1 < i2 si y so´lo si j1 < j2.
3. t[i1] es un ancestro (resp. descendiente) de t[i2] si y so´lo si t
′[j1] es un ancestro (resp. descendiente)
de t′[j2].
Un par (i, j) ∈ M se denomina conexio´n entre t[i] y t′[j]. Adema´s, se dira´ que esos nodos t[i] y t′[j]
participan en la correspondencia M o esta´n afectados por la correspondencia M .
La propiedad 1 asegura que cada nodo de T y T ′ participa como ma´ximo una vez en la correspondencia
M . Con las propiedades 2 y 3 se asegura que en T ′ se mantiene el orden que exist´ıa entre los nodos de
T . La propiedad 2 asegura que se mantiene el orden de izquierda a derecha entre nodos hermanos y la
propiedad 3 mantiene el orden jera´rquico entre ancestros y descendientes.
Frecuentemente se emplea una representacio´n gra´ﬁca de las correspondencia que facilita su
interpretacio´n. Gra´ﬁcamente, los pares (i, j) que forman una correspondencia M se identiﬁcan con un
conjunto de l´ıneas que unen los nodos de los a´rboles T y T ′. Se dibujara´ una l´ınea por cada par (i, j) ∈M ,
uniendo a los nodos t[i] y t′[j], tal y como se muestra en la ﬁgura 4.3. Cada una de estas l´ıneas signiﬁca
que la etiqueta del nodo t[i] debera´ de cambiarse por la del nodo t′[j], si t[i] 6= t′[j]. Los nodos de T que
no tengan un l´ınea asociada debera´n borrarse, y los nodos de T ′ sin l´ınea asociada debera´n insertarse.
Un resultado importante derivado de las propiedades 2 y 3 de la deﬁnicio´n de correspondencia, es que
no es posible que en la representacio´n gra´ﬁca se crucen l´ıneas entre nodos de distinta profundidad, tal
y como se muestra en ﬁgura 4.3. En esta ﬁgura la secuencia de operaciones de la derecha no constituye
una correspondencia correcta, puesto que no respeta el orden jera´rquico existente en el a´rbol de partida
entre los nodos f y e.
Una vez deﬁnido el concepto de correspondencia y revisada su representacio´n gra´ﬁca, es trivial extraer
la secuencia de operaciones de edicio´n representadas por una correspondenciaM entre dos a´rboles T y T ′.
Basta tener en cuenta que los pares (i, j) ∈M representan operaciones de cambio de etiqueta, t[i]→ t′[j].
Los nodos de T que no aparecen en ningu´n par de M sera´n eliminados, lo que supone una operacio´n
t[k] → ε. Y los nodos de T ′ no afectados por la correspondencia se insertara´n, generando la insercio´n
ε→ t′[l]. Utilizando esta transformacio´n se deﬁne el coste de una correspondencia.
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Definicio´n 4.7 (coste de una correspondencia).
Sea M una correspondencia entre T y T ′ y sean I (resp. J) el conjunto de nodos de T (resp. T ′) no











Es decir, el coste de M es el coste de las sustituciones, mas el coste de los borrados, mas el coste de las
inserciones realizadas en el seno de M . El siguiente paso sera´ relacionar el coste de una correspondencia
con la distancia entre dos a´rboles. En primer lugar, se presenta el siguiente lema, que proporciona la
posibilidad de componer correspondencias.
Lema 4.1 (composicio´n de correspondencias).
Sea M1 una correspondencia entre T1 y T2, y sea M2 una correspondencia entre T2 y T3, entonces :
1. M1 ◦M2 = {(i, k) | ∃i tal que (i, j) ∈M1) y (j, k) ∈M2} es una correspondencia.
2. coste(M) ≤ coste(M1) + coste(M2).
Demostracio´n.
Demostraremos cada una de las tesis del lema por separado:
Tesis 1
Es necesario comprobar que M1 ◦M2 veriﬁca las tres propiedades de una correspondencia. Sean
(i1, k1), (i2, k2) ∈M1 ◦M2, dos pares de la correspondencia compuesta. Por la deﬁnicio´n dada en 1,
existen dos nodos j1 y j2 en T2, tales que (i1, j1), (i2, j2) ∈M1 y (j1, k1), (j2, k2) ∈M2. Adema´s se
veriﬁca lo siguiente:
• Dado que (i1, j1), (i2, j2) ∈ M1, se cumple que i1 = i2 sii j1 = j2. Del mismo modo, como
(j1, k1), (j2, k2) ∈ M2, tenemos que j1 = j2 sii k1 = k2. De estas dos relaciones se llega a que
i1 = i2 sii k1 = k2, con lo que se veriﬁca la propiedad 1 de las correspondencias.
• Como el caso anterior, tenemos que (i1, j1), (i2, j2) ∈M1, por lo tanto i1 < i2 sii j1 < j2. Para
(j1, k1), (j2, k2) ∈ M2 se veriﬁca (j1 < k1 sii j2 < k2). Combinando ambas desigualdades se
veriﬁca la propiedad 2 de las correspondencias. Esto es, i1 < i2 sii k1 < k2.
• El mismo razonamiento se aplica para demostrar el cumplimiento de la propiedad 3 de las
correspondencias. Puesto que (i1, j1), (i2, j2) ∈ M1, t1[i1] es un ancestro (resp. descendiente)
de t1[i2] sii t2[j1] es un ancestro (resp. descendiente) de t2[j2]. De la misma forma, al ser
(j1, k1), (j2, k2) pares de M2, t2[j1] es un ancestro (resp. descendiente) de t2[j2] sii t3[k1] es un
ancestro (resp. descendiente) de t3[k2], con lo cual se cumple la propiedad exigida.
As´ı se llega a que para los pares (i1, j1), (i2, j2) ∈ M1 ◦ M2 se cumplen las propiedades de una
correspondencia, y, por lo tanto, a que M1 ◦M2 es una correspondencia.
Tesis 2
Para demostrar esta condicio´n se utiliza el hecho de que la funcio´n de coste γ veriﬁca las propiedades
de una me´trica, en particular la desigualdad triangular, γ(a→ c) ≤ γ(a→ b) + γ(b→ c). Tenemos
queM1 es una correspondencia de T1 a T2, yM2 es una correspondencia de T2 a T3. SiendoM1◦M2
la composicio´n de esas correspondencias, y I y J sus conjuntos de inserciones y borrados asociados,
para cada nodo i del a´rbol T1 y cada nodo j de T3 pueden darse tres casos: (i, j) ∈M1 ◦M2, i ∈ I
o´ j ∈ J . Cada uno de esos casos se corresponde con una operacio´n de edicio´n x → y, donde x e y
son nodos de T1 o´ T3, respectivamente, o son ε. En cualquier caso, dado que γ es una me´trica, se
debera´ cumplir
γ(x→ y) ≤ γ(x→ z) + γ(z → y)
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siendo z un nodo de T2 afectado por las correspondencias M1 o´ M2, o siendo ε si x o´ y pertenecen
a los conjuntos de borrados o inserciones derivados de M1 y M2. En resumen, toda operacio´n
de edicio´n representada en la correspondencia M1 ◦ M2, se asociara´ con una o dos operaciones
derivadas de M1 y M2. La desigualdad triangular asegura que el coste de cada operacio´n inducida
por la composicio´n de correspondencias sera´ menor o igual al coste de las operaciones inducidas por
las correspondencias que se unen, tal y como sen˜ala la condicio´n 2.
La composicio´n de correspondencias nos permitira´ unir dos correspondencias o separar una
correspondencia en dos subcorrespondencias. Sobre la primera de estas posibilidades se demuestra el lema
4.2, que aﬁrma que para cualquier secuencia de operaciones es posible encontrar una correspondencia
cuyo coste sea menor o igual al de dicha secuencia.
Lema 4.2.
Para toda secuencia de operaciones de edicio´n S = op1, op2, . . . , opn, que transforma un a´rbol T en otro
T ′, existe una correspondencia M de T a T ′, tal que coste(M) ≤ γ(S).
Demostracio´n.
El lema puede probarse por induccio´n en la longitud, n, de la secuencia S, aplicando la composicio´n de
correspondencias.
Caso n = 1.
Se tiene una u´nica operacio´n de edicio´n, op1. Este caso es trivial ya que al tratarse de una u´nica
operacio´n siempre se cumplen las tres propiedades de las correspondencias. Con lo que coste(M) =
γ(S).
Caso n− 1.
Supuesto cierto para toda secuencia de longitud menor que n.
Caso n.
Para el caso general tenemos S = op1, op2, . . . , opn. Se deﬁne la secuencia S1 = op1, op2, . . . , opn−1,
que tendra´ una correspondencia asociada M1 con coste(M1) ≤ γ(S1). Para la operacio´n opn se
deﬁne la correspondencia M2. Aplicando el lema 4.1, la composicio´n de esas dos correspondencias
veriﬁca :
coste(M) = coste(M1 ◦M2) ≤ coste(M1) + coste(M2) ≤ γ(S1) + γ(opn) = γ(S)
con lo que queda demostrado el lema.
Como hemos visto, para toda secuencia de operaciones existe una correspondencia con un coste menor o
igual. En concreto, en nuestro caso nos interesa la secuencia que da lugar a la menor distancia entre dos
a´rboles y su correspondencia asociada. El siguiente teorema relaciona la distancia entre dos a´rboles con
la correspondencia de coste mı´nimo entre ellos.
Teorema 4.1.
Sean T y T ′ dos a´rboles, entonces:
d(T, T ′) = min{coste(M)|M es una correspondencia de T en T ′}
Demostracio´n.
La demostracio´n es directa a partir de la deﬁnicio´n de d(T, T ′) y del lema anterior.











Figura 4.4: Distancia entre T [1..i+ 1] y T ′[1..j + 1].
Una consecuencia directa de este resultado, que sera´ la base del algoritmo que propone Tai, es que para
calcular la distancia entre dos a´rboles, bastara´ con encontrar una correspondencia de coste mı´nimo entre
ellos. En ese caso, la distancia entre los a´rboles sera´ igual al coste de esa correspondencia.
Antes de continuar, es necesario ampliar la notacio´n manejada hasta ahora. Tal y como se sen˜ala en el
cap´ıtulo 2, T [i1..i2] representa al suba´rbol extra´ıdo de T , formado por los nodos t[i1], t[i1 + 1], . . . , t[i2 −
1], t[i2]. Se empleara´ la notacio´n D(i, j) para referirse a la distancia entre el suba´rbol T [1..i] y el suba´rbol
T ′[1..j], es decir :
D(i, j) = d(T [1..i], T ′[1..j])
Para simpliﬁcar la notacio´n, se empleara´min m(i, j) para referirse al coste de la correspondencia de coste
mı´nimo entre T [1..i] y T ′[1..j] en la que se incluye el par (i, j). Formalmente tenemos :
Definicio´n 4.8 (distancia min m(i, j)).
min m(i, j)=min{coste(M)|M es una correspondencia entre T [1..i] y T ′[1..j] con (i, j) ∈M}
Una vez establecida la relacio´n entre correspondencia de coste mı´nimo y distancia de edicio´n y utilizando
la nueva notacio´n, el siguiente teorema proporciona la forma de calcular la distancia D(i + 1, j + 1) a
partir de las distancias D(i, j + 1) y D(i+ 1, j) y de min m(i+ 1, j + 1).
Teorema 4.2 (ca´lculo de D(i+ 1, j + 1)).
Sean T y T ′ dos a´rboles, entonces:
D(i+ 1, j + 1) = min


D(i, j + 1) + γ(t[i+ 1]→ ε),
D(i = 1, j) + γ(ε→ t′[j + 1]),
min m(i+ 1, j + 1)
∀i, j , 1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′|
Demostracio´n.
La demostracio´n se apoya en la ﬁgura 4.4, donde se muestran los a´rboles T [1..j + 1] y T ′[1..j + 1].
Supondremos que M es una correspondencia de coste mı´nimo entre T [1..i + 1] y T ′[1..j + 1]. Por el
teorema 4.1 tenemos que coste(M) = D(i+ 1, j + 1). Pueden diferenciarse tres casos :
Caso 1: t[i+ 1] no esta´ afectado por M
En este caso la mejor opcio´n es eliminar t[i+1], resultando coste(M) = D(i, j+1)+γ(t[i+1]→ ε).
Lo que se corresponde con el coste de transformar T [1..j] en T ′[1..j + 1], mas el coste de eliminar
t[i+ 1].
Caso 2: t′[j + 1] no esta´ afectado por M
























































+    (t[4]       t’[4])D(3,3)
Figura 4.5: Ca´lculo distancias y orden jera´rquico.
En este caso, la mejor opcio´n es insertar t′[j + 1], resultando coste(M) = D(i + 1, j+) + γ(ε →
t′[j + 1]). Lo que se corresponde con el coste de transformar T [1..i+ 1] en t′[1..j], mas el coste de
insertar t′[j + 1].
Caso 3: t[i+ 1] y t′[j + 1] esta´n afectados por los pares (i+ 1, q) y (p, j + 1) de M
En este caso se demostrara´ que t[i+1] y t′[j+1] esta´n incluidos en el mismo par de la correspondencia
M , esto es, i+ 1 = p, y j + 1 = q.
• Por las propiedades de la correspondencia, tenemos que i+1 = p sii q = j +1, y i+1 > p sii
q > j + 1.
• Por tratarse de los a´rboles T [1..i+1] y T ′[1..j+1], tenemos que 1 ≤ p ≤ i+1, y 1 ≤ q ≤ j+1.
Combinando ambas desigualdades, se llega a que i + 1 = p, y j + 1 = q, es decir, que t[i + 1] y
t′[j+1] esta´n incluidos en el mismo par deM . De esta forma, puesto que (i+1, j+1) ∈M , tenemos
que coste(M) ≤ min m(i+ 1, j + 1).
Dado que so´lo son posibles estos tres casos a la hora de obtener la distancia D(i+ 1, j + 1), bastara´ con
tomar la menor de ellas, con lo que queda demostrado el teorema.
En todas las demostraciones y razonamientos que realicemos a partir de este momento, vamos a suponer
que las ra´ıces de los a´rboles T y T ′ tienen la misma etiqueta y que e´stas no son cambiadas durante las
operaciones de edicio´n. De esta forma, todas las correspondencias entre T y T ′ contendra´n al par (1, 1)
y D(1, 1) = 0. Esta suposicio´n es correcta, ya que en cualquier caso se podr´ıan an˜adir dos ra´ıces ﬁcticias
con etiquetas ide´nticas. Sobre esta base, el siguiente corolario se deriva directamente del teorema anterior.
Corolario 4.2.1.
Sean T y T ′ dos a´rboles, suponiendo que las ra´ıces de ambos a´rboles son ide´nticas, entonces:
D(1, 1) = 0
D(i, 1) =
∑i




′[k]), 1 ≤ j ≤ |T ′| (Se insertan todos menos la ra´ız)
Demostracio´n.
Trivial a partir del teorema 4.2.
4.3.3. Ca´lculo de la distancia min m(i, j)
El teorema 4.2 proporciona la forma de calcular D(i + 1, j + 1) a partir de D(i, j + 1), D(i + 1, j)
y min m(i + 1, j + 1). Sin embargo, como se muestra en el ejemplo 4.1, el ca´lculo de min m no es
trivial. La causa de esta complejidad es que se deben tener en cuenta las restricciones que imponen las
correspondencias sobre la ordenacio´n entre hermanos y, muy especialmente, sobre el mantenimiento del
orden jera´rquico.
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(t[p]     t’[q])γ (t[i+1]     t’[j+1])γ
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Figura 4.6: Divisio´n del ca´lculo del coste de una correspondencia.
Ejemplo 4.1.
En la figura 4.5 se muestra un ejemplo de como afecta el mantenimiento del orden jera´rquico al ca´lculo de
las distancias. Dados los dos a´rboles T y T ′ mostrados en la figura, la distancia D(3, 3) es 0, resultando
una correspondencia perfecta entre los suba´rboles T [1.,3] y T ′[1.,3].
Si se pretendiera aplicar la misma idea que emplea el algoritmo de comparacio´n de cadenas de Wagner
y Fischer [34] se llegar´ıa a una situacio´n incorrecta. Al tratar de obtener la distancia D(4, 4) a partir de
D(3, 3) y del coste de la operacio´n de cambio de etiquetas t[4] → t′[4], obtendr´ıamos una distancia
final igual a 0. Sin embargo, como se muestra en la figura 4.5, las operaciones de edicio´n que dan
lugar a esa distancia no forman una correspondencia va´lida. Dichas operaciones no mantienen el orden
ancestro-descendiente entre los nodos t[2] y t[4], es decir entre los nodos b y d de T . La correspondencia
de coste mı´nimo para D(4, 4) se muestra en el extremo derecho de la figura y su coste es 2, que se
corresponde con el coste de las operaciones t[2]→ ε y ε→ t′[2].
Como pone de maniﬁesto el ejemplo anterior, no es posible en general obtener la distanciaD(i+1, j+1)
a partir de D(i, j + 1), D(i + 1, j) y D(i, j); como suced´ıa en el algoritmo de comparacio´n de cadenas
de Wagner y Fischer [34]. Es por esto por lo que se hace necesario introducir la distancia min m y un
mecanismo para identiﬁcar la correspondencia correcta que la genere. En lo que resta de este apartado
se presentan las bases formales de un me´todo para calcular min m(i+1, j+1) en un tiempo polinomial,
utilizando para ello, la composicio´n de correspondencias. El siguiente lema muestra como es posible
descomponer una correspondencia en dos subcorrespondencias entre dos porciones de los a´rboles T y T ′.
Adema´s, se demuestra que para que esa correspondencia sea de coste mı´nimo, ambas subcorrespondencias
debera´n serlo tambie´n. La ﬁgura 4.6 ilustra el resultado del lema.
Lema 4.3 (divisio´n de correspondencias).
Sean T y T ′ a´rboles y sean t[p] y t′[q] ancestros de t[i + 1] y t′[j + 1] respectivamente. Sea M una
correspondencia entre T [1..i+ 1] y T ′[1..j + 1] en la que este´n incluidos los pares (p, q) y (i + 1, j + 1).
Se definen los subconjuntos de M , M1 y M2, de la siguiente forma :
M1 = {(m,n)|(m,n) ∈M, 1 ≤ m ≤ p, 1 ≤ n ≤ q} (Subcorrespondencia de las ra´ıces a t[p] y t
′[q])
M2 = {(m,n)|(m,n) ∈M, p ≤ m ≤ i, q ≤ n ≤ j} (Subcorrespondencia desde t[p] y t
′[q] a t[i] y t′[j])
Entonces, las correspondencias M1 y M2 as´ı definidas verifican :
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1. M1 es una correspondencia entre T [1..p] y T
′[1..q],
M2 es una correspondencia entre T [p..i] y T
′[q..j],
M =M1 ∪M2 ∪ {(i+ 1, j + 1)} y
coste(M) = coste(M1) + coste(M2)− γ(t[p]→ t′[q]) + γ(t[i+ 1]→ t′[j + 1]).
2. coste(M) = min{coste(M ′)| M ′ es una correspondencia entre T [1..i+ 1]
y T ′[1..j + 1], tal que(p, q), (i+ 1, j + 1) ∈M ′}
si y so´lo si:




1 es una correspondencia
entre T [1..p] y T ′[1..q] tal que (p, q) ∈M ′1}
b) coste(M2) = min{coste(M ′2)| M
′
2 es una correspondencia
entre T [p..i] y T ′[q..j] tal que (p, q) ∈M ′2 y
M ′2 ∪ {(i+ 1, j + 1)} es una correspondencia}
Demostracio´n.
La demostracio´n se apoya en la ﬁgura 4.7. En ella se muestran los a´rboles T [1..i + 1] y T ′[1..j + 1], la
subcorrespondencia M1 entre T [1..p] y T
′[1..q] sombreada en color oscuro, y la subcorrespondencia M2
entre T [p..i] y T ′[q..j], sombreada en color claro.
Propiedad 1
La demostracio´n de esta primera propiedad se basa en el hecho de que la divisio´n se realiza utilizando
el par (p, q) ∈ M y que este es el u´nico par comu´n a M1 y M2. La deﬁnicio´n de correspondencia
asegura que todos los nodos de T [1..i + 1] (resp. T ′[1..j + 1]) afectados por M1 esta´n en T [1..p]
(resp. T ′[1..q]). Del mismo modo, los nodos de T [1..i+1] (resp. T ′[1..j+1]) afectados por M2 esta´n
en T [p..i] (resp. T ′[q..j]). Puesto que M es una correspondencia y sus pares cumplen la condicio´n
de mantener el orden jera´rquico, es trivial comprobar que M1 y M2 tambie´n son correspondencias
correctas.
A partir de la construccio´n deM1 yM2, se llega de forma directa a queM =M1∪M2∪{(i+1, j+1)},
puesto que (i+ 1, j + 1) es el u´nico par de M que no esta´ en M1 ni en M2. Respecto a la relacio´n
entre los costes,
coste(M) = coste(M1) + coste(M2)− γ(t[p]→ t
′[q]) + γ(t[i+ 1]→ t′[j + 1])
Se obtiene directamente de la expresio´n anterior. Simplemente hay que tener en cuenta que, puesto
que (p, q) es el u´nico que par que esta´ incluido a la vez en M1 y M2, su coste γ(t[p] → t′[q]) debe
ser descontado de la suma de los costes de las dos subcorrespondencias.
Propiedad 2 Se demostrara´n los dos sentidos de la doble implicacio´n:
”⇐”
Partimos de que es cierto que
coste(M) = min{coste(M ′)| M ′ es una correspondencia entre T [1..i+ 1]
y T ′[1..j + 1], tal que (p, q), (i+ 1, j + 1) ∈M ′}
Suponiendo que sea cierta la relacio´n,
coste(M1) > min{coste(M ′1)| M
′
1 es una correspondencia
entre T [1..p] y T ′[1..q] tal que (p, q) ∈M ′1}
para esa valor mı´nimo debe existir una correspondencia M˜1 entre T [1..p] y T
′[1..q] con (p, q) ∈
M˜1. De ser as´ı, aplicando la propiedad 1, con M˜1 y M2 podr´ıamos formar una correspondencia
M˜ veriﬁcando coste(M˜) < coste(M), con lo que se contradice la suposicio´n inicial.














Figura 4.7: Divisio´n en subcorrespondencias.
Un razonamiento ana´logo puede realizarse para el caso:
coste(M2) > min{coste(M ′2)| M
′
2 es una correspondencia
entre T [p..i] y T ′[q..j] tal que (p, q) ∈M ′2}
Y, por lo tanto, la implicacio´n ”⇐” es correcta.
”⇒”
Supondremos que se cumple lo siguiente:
coste(M1) = min{coste(M ′1)| M
′
1 es una correspondencia
entre T [1..p] y T ′[1..q] tal que (p, q) ∈M ′1}
y
coste(M2) = min{coste(M ′2)| M
′
2 es una correspondencia
entre T [p..i] y T ′[q..j] tal que (p, q) ∈M ′2}
Supondremos que M no es una correspondencia de coste mı´nimo. Esto es:
coste(M) > min{coste(M ′) M ′ es una correspondencia entre T [1..i+ 1]
y T ′[1..j + 1], tal que (p, q), (i+ 1, j + 1) ∈M ′}
Existira´, entonces, otra correspondencia M˜ que si lo sea. Aplicando la primera propiedad de
este lema, M˜ puede dividirse utilizando el par (p, q) en M˜1 y M˜2. Ahora bien, la u´nica opcio´n
para que coste(M˜) = coste(M˜1)+coste(M˜2)−γ(t[p]→ t′[q])+γ(t[i+1]→ t′[j+1]) sea menor
que coste(M) = coste(M1) + coste(M2) − γ(t[p] → t′[q]) + γ(t[i + 1] → t′[j + 1]) es que, o
bien coste(M1) > coste(M˜1), o bien coste(M2) > coste(M2). En cualquiera de los dos casos,
se contradice la suposicio´n inicial, con lo que se demuestra la implicacio´n ”⇒”.
Intuitivamente, la consecuencia de este lema es que cualquier correspondencia M puede dividirse en
subcorrespondencias que cubran distintas porciones de los dos a´rboles. Para ello, basta con elegir un
nodo p en el a´rbol T [1..i+ 1] y otro nodo q en T ′[1..j + 1], que este´n incluidos en el mismo par de M .
En la primera subcorrespondencia, M1, participara´n los nodos desde las respectivas ra´ıces de los dos
a´rboles hasta esos dos nodos, y en el segundo los dema´s nodos hasta i + 1 y j + 1, respectivamente. El
punto ma´s interesante de este lema es que para que la correspondencia M sea de coste mı´nimo tambie´n
debera´n serlo las dos subcorrespondencias que la forman. Esto ofrece un procedimiento para construir
correspondencias de coste mı´nimo a partir de subcorrespondencias, tambie´n de coste mı´nimo, que cubran
porciones ma´s pequen˜as de los a´rboles iniciales. Adema´s, el lema indica co´mo combinar los costes de esas
subcorrespondencias para calcular la distancia ﬁnal.













Figura 4.8: Nodos sM y tM .
Una vez que es posible simpliﬁcar la bu´squeda de la correspondencia mı´nima, convirtie´ndola en la
bu´squeda de sus dos subcorrespondencias, se aplicara´ esta idea para identiﬁcar la correspondencia cuyo
coste es min m(i+1, j+1). Se trata entonces de encontrar, entre los ancestros de i+1 y j+1, los nodos
intermedios p y q, que separen los dos subcorrespondencias con menor coste. La seleccio´n de esos nodos
intermedios p y q es la parte ma´s compleja de la aproximacio´n que propone Tai. Es necesario asegurar
que el resultado de la unio´n de las dos subcorrespondencias, de acuerdo al lema 4.3, de lugar a una
correspondencia correcta. En concreto se debe asegurar que la nueva correspondencia mantiene el orden
jera´rquico entre ancestros y descendientes para los nodos que intervienen en ella.
Se comenzara´ explicando co´mo deben de ser esos nodos intermedios p y q, con respecto a los dema´s
nodos que participan en la correspondencia y se razonara´ por que´ siempre va a existir, al menos, un
par de esos nodos p y q. Para ello nos apoyaremos en la ﬁgura 4.8. Siendo M una correspondencia entre
T [1..i+1] y T ′[1..j+1] que incluya al par (i+1, j+1), siempre sera´ posible encontrar dos nodos, sM y tM ,
que se correspondan con los ancestros ma´s cercanos de t[i+1] y t[j+1] afectados por la correspondencia
M . Es decir, ningu´n par de M afecta a un descendiente de t[sM ] (resp. t
′[tM ]) en el camino de t[sM ]
(resp. t′[tM ]) a t[i+ 1] (resp. t
′[j + 1]), tal como se ilustra en la ﬁgura 4.8. En esta ﬁgura la l´ınea rayada
desde sM (resp. tM ) a padre(i+ 1) (resp. padre(j + 1)) representa que ningu´n nodo en camino de t[sM ]
(resp. t′[tM ]) a t[padre(i + 1)] (resp. t
′[padre(j + 1)]) es afectado por un par de la correspondencia M ,
excepto el nodo t[sM ] (resp. t
′[tM ]). Adema´s, y debido a las propiedades de la ordenacio´n en preorden,
t[padre(i+ 1)] (resp. t′[padre(j + 1)]) esta´ en el camino de t[sM ] (resp. t
′[tM ]) a t[i] (resp. t
′[j]).
Dado que se ha supuesto que las ra´ıces de T y T ′ son ide´nticas, el par (1, 1) debe estar presente en
todas las correspondencias. Por esto, siempre existira´, al menos, un par de dichos nodos, t[sM ] y t
′[tM ].
En el peor de los casos esos nodos ser´ıan las propias ra´ıces de T y T ′. Adema´s, por las propiedades de las
correspondencias, dado que (i+ 1, j + 1) ∈M , el par (sM , tM ) tambie´n debe estar en M .
Una vez revisadas la caracter´ısticas de los posibles nodos intermedios, se presenta el lema que justiﬁca
la seleccio´n de los nodos que dara´ lugar a la particio´n en las subcorrespondencias que se utilizara´n en el
ca´lculo de min m(i+ 1, j + 1).
Lema 4.4 (divisio´n de min m en subcorrespondencias).
Sean T y T ′ a´rboles y sean t[s] y t′[t] ancestros de los nodos t[i+1] y t′[j+1], respectivamente, entonces:
min m(i+ 1, j + 1) = γ(t[i+ 1]→ t′[j + 1]) +
mins,t{ min{ coste(M1)|M1 es una correspondencia entre T [1..s] y
T ′[1..t], con (s, t) ∈M1} +
min{ coste(M2)|M2 es una correspondencia entre T [s..i] y
T ′[t..j], (s, t) ∈M2 y ningu´n par de M2 afecta a un
descendiente de t[s] (resp. t′[t]) en el camino de t[s]
(resp. t′[t]) a t[padre(i+ 1)] (resp. t′[padre(j + 1)])} -
γ(t[s]→ t′[t]) }
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Demostracio´n.
Para abreviar y simpliﬁcar la demostracio´n se usara´ la abreviatura ld para referirse a la parte derecha
de la igualdad anterior y li para min m(i+ 1, j + 1). Primero se demostrara´ que li ≥ ld y despue´s que
li ≤ ld.
Caso 1: li ≥ ld
Sea M cualquier posible correspondencia entre T [1..i + 1] y T ′[1..j + 1] con (i + 1, j + 1) ∈ M ,
incluyendo la que da lugar a min m(i+ 1, j + 1).
Tomamos los nodos t[sM ] y t
′[tM ] y construimosM1 y M2. DondeM1 es una correspondencia entre
T [1..sM ] y T
′[1..tM ], M2 es una correspondencia entre T [sM ..i] y T
′[tM ..j] y M =M1 ∪M2 ∪ {(i+
1, j + 1)}. Dado que en ld se trabaja con mı´nimos se llega a:
coste(M) = coste(M1) + coste(M2) + γ(t[i+ 1]→ t
′[j + 1]) ≥ ld
Puesto que la correspondencia que origina min m(i + 1, j + 1) tambie´n se puede dividir de esta
forma, se deduce que li ≥ ld.
Caso 2: li ≤ ld
Siendo t[s] y t′[t] dos ancestros cualesquiera de t[i + 1] y de t′[j + 1]. Deﬁnimos M1 como
una correspondencia de T [1..s] a T ′[1..t] que incluya al par (s, t). Y deﬁnimos M2 como la
correspondencia de T [s..padre(i + 1)] a T ′[t..padre(j + 1)] en la que ningu´n par de M2 afecta
a los descendientes de t[s] (resp. t′[t]) en el camino de t[s] (resp. t′[t]) a t[padre(i + 1)] (resp.
t′[padre(j + 1)]).
Construimos M =M2 ∪M2 ∪{(i+1, j+1)}, que es una correspondencia de t[1..i+1] a t′[1..j+1].
Por la deﬁnicio´n de min m(i + 1, j + 1), tenemos que min m(i + 1, j + 1) ≤ coste(M), y por lo
tanto li ≤ ld.
De li ≥ ld y de li ≤ ld, se concluye que li = ld, con lo que queda demostrado el lema.
La consecuencia directa del lema anterior es que el ca´lculo de min m(i+1, j +1) se reduce a buscar dos
nodos intermedios s y t, que dividira´n la correspondencia buscada en dos subcorrespondencias de coste
mı´nimo. La primera ira´ desde las ra´ıces de los dos a´rboles hasta t[s] y t′[t] y la segunda comprendera´ desde
t[s] y t′[t] hasta los padres de t[i+1] y t′[j+1]. Con la condicio´n an˜adida de que el par (s, t) este´ presente
en ambas subcorrespondencias y que no haya pares que afecten a los descendientes de t[s] (resp. t′[t])
en el camino de t[s] (resp. t′[t]) al padre de t[i + 1] (resp t′[j + 1]). La necesidad de incluir esta u´ltima
condicio´n respecto a que no haya pares de la correspondencia entre s y t, y i+ 1 y j + 1; es de asegurar
que la correspondencia resultante sea va´lida. Concretamente, este requisito asegura que se mantendra´ el
orden ancestro-descendiente. Para abreviar la notacio´n se deﬁne la distancia E[s : u : i, t : v : j] de la
siguiente forma.
Definicio´n 4.9.
Sean T y T ′ a´rboles y sean s ≤ u ≤ i y t ≤ v ≤ j, con t[u] en el camino de t[s] a t[i] y con t′[v] en el
camino de t′[t] a t′[j], definimos:
E[s : u : i, t : v : j] = min{ coste(M)| M es una correspondencia entre T [s..i]
y T ′[t..j] tal que (s, t) ∈M y ningu´n par de M
afecta a un descendiente de t[s] (resp. t′[t])
en el camino de t[s] (resp. t′[t]) a t[u] (resp. t′[v])}









Figura 4.9: Ca´lculo de E[s : u : i, t : v : j] con nodos intermedios.
Usando esta notacio´n, llegamos al teorema 4.3, que deriva directamente del lema anterior.
Teorema 4.3 (ca´lculo de min m(i+ 1, j + 1)).
Sean T y T ′ a´rboles, y sean t[s] y t′[t] dos nodos ancestros de t[i+1] y t′[j+1], respectivamente. Entonces,
min m(i+ 1, j + 1) = γ(t[i+ 1]→ t′[j + 1]) +
mins,t{ min m(s, t) + E[s : u : i, t : v : j] − γ(t[s]→ t′[t])}
Demostracio´n.
La demostracio´n es directa a partir del lema 4.4 y de la deﬁnicion de E[s : u : i, t : v : j].
4.3.4. Ca´lculo de la distancia E[s : u : i, t : v : j]
El ca´lculo de la distancia E[s : u : i, t : v : j] es la parte ma´s compleja del algoritmo propuesto por
Tai [43]. La mayor parte del coste, tanto en tiempo como en almacenamiento, se debe al ca´lculo de todos
los valores E[s : u : i, t : v : j] necesarios para aplicar el teorema 4.3. Sera´ necesario calcular todos los
E[s : u : i, t : v : j] con s ≤ u ≤ i, t ≤ v ≤ j, y t[u] (resp. t′[v]) en el camino desde t[s] (resp. t′[t]) a t[i]
(resp. t′[j]). En los siguientes apartados se describe como realizar esos ca´lculos diferenciando dos casos
en funcio´n de la topolog´ıa de los dos suba´rboles considerados. En primer lugar se presentara´ el ca´lculo de
E[s : u : i, t : v : j] cuando existen nodos intermedios entre t[u] y t[i] y entre t′[v] y t′[j]. Para continuar
despue´s, estudiando las distintas posibilidades que se presentan cuando no hay nodos intermedios en uno
o en ambos suba´rboles.
Ca´lculo de E[s : u : i, t : v : j] con nodos intermedios
En el primer caso tenemos que s ≤ u < i y t ≤ v < j. Es decir, existe al menos un nodo t[x],
descendiente de t[s], en el camino entre t[s] y t[i] y al menos un nodo t′[y], descendiente de t′[t], en el
camino entre t′[t] y t′[j], tal como se ilustra en la ﬁgura 4.9. El siguiente lema ofrece el me´todo para el
ca´lculo de E[s : u : i, t : v : j] de forma ascendente cuando nos encontramos en esta situacio´n.
Lema 4.5.
Dados dos a´rboles T y T ′, sean s ≤ u < i y t ≤ v < j, entonces :
E[s : u : i, t : v : j] = min


E[s : x : i, t : v : j],
E[s : u : i, t : y : j],
E[s : u : x− 1, t : v : y − 1] + E[x : x : i, y : y : j]
Siendo t[x] (resp. t′[y]) el hijo de t[u] (resp. t′[v]) en el camino de t[u] (resp. t′[v]) a t[i] (resp. t′[j]).
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Demostracio´n.
Se deﬁne M como la correspondencia de coste mı´nimo entre T [s..i] a T ′[t..j], tal que coste(M) = E[s :
u : i, t : v : j], (s, t) ∈M y ningu´n par de M afecta a un nodo de T (resp. T ′) en el camino de t[s] (resp.
t′[t]) a t[u] (resp. t′[v]). Se puede dar uno de estos tres casos:
Caso 1: t[x] no esta´ afectado por M
Entonces, el nodo t[x] debe ser eliminado. Y dado que no participa en ningu´n par de M , tenemos
que:
E[s : u : i, t : v : j] = E[s : x : i, t : v : j]
Caso 2: t′[y] no esta´ afectado por M
Entonces, el nodo t′[y] debe ser insertado. Y puesto que no participa en ningu´n par de M , tenemos
que:
E[s : u : i, t : v : j] = E[s : u : i, t : y : j]
Caso 3: t[x] esta´ afectado por el par (x, q) ∈M y t′[y] esta´ afectado por (p, y) ∈M
Se demostrara´ que t[x] y t′[y] esta´n afectados por el mismo par de M , es decir x = p, e y = q, y
que el coste resultante se puede descomponer como se indica en el lema.
Supongamos p > x, entonces:
• Tenemos que t[i] es un descendiente de t[x] y i ≥ p ≥ x. Tal y como muestra el lema2.2, por
las propiedades de la ordenacio´n en preorden, tenemos que t[p] sera´ un descendiente de t[x].
• Por las propiedades de las correspondencias, si p > x debe cumplirse y > q y, por lo tanto,
t′[y] sera´ un descendiente de t′[q].
Con esto llegamos a que t′[q] es un descendiente de t′[t] en el camino de t′[t] a t′[v], pero esto
contradice la hipo´tesis de que no hay pares de M que afecten a los nodos presentes en ese camino,
ya que se parte de que t′[q] participa en la correspondencia.
Para los casos p < x, q > y, y q < y se llega a contradicciones ana´logas. Por lo tanto, tenemos que
p = x, y q = y, es decir, (x, y) ∈M .
Ahora se demostrara´ que la correspondenciaM puede descomponerse enM1 yM2, con coste(M1) =
E[s : u : x− 1, t : v : y − 1] y coste(M2) = E[x : x : i, y : y : j].
Deﬁnimos M1 y M2 de la siguiente forma:
M1 = {(m,n)|(m,n) ∈M, m < x y n < y}
M2 = {(m,n)|(m,n) ∈M, x ≥ m > i y y ≥ n > j}
Tenemos entonces, que M1 es una correspondencia de T [s..x − 1] a T ′[t..y − 1] y M2 es una
correspondencia de T [x..i] a T ′[y..j]. Dado que coste(M) = E[s : u : i, t : v : j] y que t[u] (t′[v]) es
el padre de t[x] (t′[y]), tenemos que:
coste(M1) = E[s : u : x− 1, v : y : y − 1] y coste(M2) = E[x : x : i, y : y : j]
Con lo que, aplicando la composicio´n de correspondencias, queda probado que:
E[s : u : i, t : v : j] = E[s : u : x− 1, v : y : y − 1] + E[x : x : i, y : y : j]
Dado que estos son los tres u´nicos casos posibles, bastara´ con tomar el mı´nimo para obtener la distancia
E[s : u : i, t : v : j] deseada.
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Figura 4.10: Ca´lculo de E[s : u : i, t : v : j] sin nodos intermedios.
Ca´lculo de E[s : u : i, t : v : j] en ausencia de nodos intermedios
Una vez obtenidas las expresiones a utilizar para calcular la distancia E[s : u : i, t : v : j] cuando existen
nodos intermedios, veremos ahora el segundo caso, co´mo calcular E[s : u : i, t : v : j] cuando i = u o
j = v. Es decir, estamos en alguna de las situaciones mostradas en la ﬁgura 4.10, donde o bien t[u] y
t[i] son el mismo nodo, o bien t′[v] y t′[j] son el mismo nodo, o se dan ambas circunstancias a la vez. Se
estudiara´n las posibles situaciones que pueden darse en este caso, tomando como apoyo esa ﬁgura. Todos
los casos y subcasos considerados se resumira´n en las siguiente reglas:
1. Si s = u = i y t = v = j: E[s : u : i, t : v : j] = γ(t[i]→ t′[j])
2. Si s = u = i o t < v = j: E[s : u : i, t : v : j] = E[s : u : i, t : padre(j) : j − 1] + γ(ε→ t′[j])
3. Si s < u = i o t = u = j: E[s : u : i, t : v : j] = E[s : padre(i) : i− 1, t : v : j] + γ(t[i]→ ε)
Comenzaremos el estudio deﬁniendo M como una correspondencia de T [s..i] a T ′[t..j], con coste(M) =
E[s : u : i, t : v : j], veriﬁcando la condicio´n sobre los pares en el camino de t[s] (resp. t′[t]) a t[i] (resp.
t′[j]). Pueden darse tres casos respecto de la distancia E[s : u : i, t : v : j]:
Caso 1: u = i y v < j
Se da la situacio´n mostrada en el esquema (1) de la ﬁgura 4.10, donde t[u] y t[i] son el mismo nodo
y existen nodos entre t′[v] y t′[j]. Se distinguen dos subcasos.
(a) s = u = i
En este caso T [s..i] contiene un u´nico nodo, t[s]. Adema´s, ningu´n descendiente de t′[t]
esta´ afectado por M . Como indica el lema 2.2, las propiedades de la ordenacio´n en preorden
aseguran que t′[padre(j)] estara´ en el camino de t′[t] a t′[j − 1]. Por lo tanto, el valor de
E[s : u : i, t : v : j] sera´ la suma del coste de insertar t′[j] y de E[s : u : i, t : padre(j) : j − 1],
que se corresponde con el coste mı´nimo de una correspondencia entre T [s..u] con T ′[t..j − 1]
que respete la condicio´n usual sobre los caminos. El resultado es la siguiente expresio´n:
E[s : u : i, t : v : j] = E[s : u : i, t : padre(j) : j − 1] + γ(ε→ t′[j])
(b) s < u = i
En este caso T [s..i] contiene ma´s de un nodo. Por las propiedades de la ordenacio´n en preorden,
t[padre(i)] esta´ en el camino de t[s] a t[i − 1]. Y, dado que M no afecta a ninguno de los
descendientes de t[s] en el camino de t[s] a t[padre(i)], el valor de E[s : u : i, t : v : j] se obtiene
del coste de la insercio´n de t[i] y del coste de la correspondencia entre T [s..i − 1] y T ′[t..j],
resultando la expresio´n siguiente:
E[s : u : i, t : v : j] = E[s : padre(i) : i− 1, t : v : j] + γ(t[i]→ ε)
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Caso 2: u < i y v = j
Esta situacio´n es sime´trica a la descrita en el caso anterior, tal como se puede ver en la ﬁgura 4.10(2).
De nuevo, hay dos subcasos.
(a) t = v = j
Sime´trico al subcaso (a) anterior, tenemos:
E[s : u : i, t : v : j] = E[s : padre(i) : i− 1, t : v : j] + γ(t[i]→ ε)
(b) t < v = j
Sime´trico al subcaso (b) anterior, tenemos:
E[s : u : i, t : v : j] = E[s : u : i, t : padre(j) : j − 1] + γ(ε→ t′[j])
Caso 3: ninguna de las combinaciones anteriores
Se da la situacio´n mostrada en la ﬁgura 4.10(3), donde t[u] y t[i] son el mismo nodo y t′[v] y t′[j]
son tambie´n el mismo nodo. Se diferencian cuatro subcasos:
(a) s = u = i y t = v = j
So´lo hay un nodo en los a´rboles T [s..i] y T ′[t..j]. En este caso el valor de E[s : u : i, t : v : j]
sera´ el coste del cambio de etiquetas entre t[i] y t′[j].
E[s : u : i, t : v : j] = γ(t[i]→ t′[j])
(b) s = u = i y t < v = j
El a´rbol T [s..i] contiene un u´nico nodo, t[s], la situacio´n es ana´loga al apartado(a) del primer
caso, resultando:
E[s : u : i, t : v : j] = E[s : u : i, t : padre(j) : j − 1] + γ(ε→ t′[j])
(c) s < u = i y t = v = j
En este caso es T ′[t..j] quien contiene un u´nico nodo, t[s], la situacio´n es ana´loga al apartado
(a) del segundo caso. Tenemos entonces que:
E[s : u : i, t : v : j] = E[s : padre(i) : i− 1, t : v : j] + γ(t[i]→ ε)
(d) s < u = i y t < v = j
En esta situacio´n hay ma´s de un nodo tanto en T [s..i] como en T ′[t..j]. Adema´s, ni t[i], ni
t′[j] son afectados por la correspondencia M . Por lo tanto el valor E[s : u : i, t : v : j] puede
ser fruto de cualquiera de estas tres posibilidades: insercio´n de t′[j], borrado de t[i] o ambas
operaciones. En todos los casos el valor sera´ el mismo. En resumen, se obtiene la siguiente
relacio´n:
E[s : u : i, t : v : j] = E[s : padre(i) : i, t : v : j] + γ(t[i]→ ε) =
= E[s : u : i, t : padre(j) : j − 1] + γ(ε→ t′[j]) =
= E[s : padre(i) : i− 1, t : padre(j), j − 1] + γ(t[i]→ ε) + γ(ε→ t′[j])
4.3.5. Algoritmo para el ca´lculo de la distancia de edicio´n
Una vez revisados los fundamentos teo´ricos, se presenta un algoritmo que aplica los lemas y teoremas
anteriores para calcular la distancia de edicio´n entre dos a´rboles etiquetados y ordenados, T y T ′, en un
tiempo polinomial. El algoritmo necesita tres estructuras de almacenamiento permanentes, para mantener
E[s : u : i, t : v : j], min m(i, j) y D(i, j), y se divide en los tres pasos que se detallan a continuacio´n.
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Paso 1: Ca´lculo de E[s : u : i, t : v : j], ∀s, u, t, v, i, j, con :
1 ≤ i ≤ |T |,1 ≤ j ≤ |T ′|.
t[u] (resp. t′[v]) esta´ en el camino de t[1] (resp.t′[1]) a t[i] (t′[j]).
t[s] (resp. t′[t]) esta´ en el camino de t[1] (resp. t′[1]) a t[u] (resp. t′[v]).
En este paso, mostrado en el algoritmo 4.2, se calculan todas las posibles distancias E[s : u : i, t : v : j]
aplicando el lema 4.5 y las reglas de la seccio´n 4.3.4. Como resultado, se habra´ almacenado el menor coste
de las correspondencias entre todos los posibles suba´rboles de T y T ′ que cumplen la condicio´n usual
sobre los pares de la correspondencia en el camino de t[s] (resp. t′[t]) a t[u] (resp. t′[v]).
El orden de los bucles se establece de forma que los valores de E[s : u : i, t : v : j] necesarios en una
pasada hayan sido calculados en pasadas anteriores:
Se recorre el a´rbol en preorden.
Para cada par de nodos i ∈ T y j ∈ T ′, se van calculando todas las posibles distancias E[s : u :
i, t : v : j]. En concreto, se recorre de forma ascendente el camino que comienza en t[i] y acaba en
la ra´ız de T . Haciendo lo mismo con el camino de t′[j] a t′[1].
Paso 2: Ca´lculo de min m(i, j), ∀i, j, con 1 ≤ i ≤ |T |,1 ≤ j ≤ |T ′|.
Este paso se muestra en el algoritmo 4.2, que aplica el teorema 4.3. Se recorren los ancestros de i y j,
estudiando todas las posibles formas de dividir en subcorrespondencias la correspondencia que produce
min m(i, j). Se utilizan los costes de correspondencias entre suba´rboles calculados en el paso 1.
En la primera parte del algoritmo se inicializan los valores de min m(1, 1), min m(1, j), ∀j y
min m(i, 1), ∀i, de acuerdo al corolario 4.2.1, pero aplicado a min m(i, j).
Para cada par de nodos i, j, se buscan los nodos s y t que minimizan min m(i, j).
Para el ca´lculo de min m(i, j) se necesitan los valores de min m de todos sus ancestros.
• Se recorren de forma ascendente hasta las ra´ıces todos los ancestros de i y de j, buscando los
mejores s y t.
• Los valores de i y j recorren los a´rboles en preorden y en cada pasada se calcula un valor de
min m que se usara´ en la siguiente.
Paso 3: Ca´lculo de D(i, j), ∀i, j, con 1 ≤ i ≤ |T |,1 ≤ j ≤ |T ′|.
Mostrado en el algoritmo 4.2, utiliza los resultados del teorema 4.2 y del corolario 4.2.1. Para cada [1..i]
y T ′[1..j] se calcula el coste de insertar t[i], el de eliminar t′[j] y el de la correspondencia directo entre
los suba´rboles, seleccionando el menor de esos tres costes :
En la primera parte del algoritmo se inicializan los valores de D(1, 1), D(1, j), ∀j y D(i, 1), ∀i;
segu´n el corolario 4.2.1.
Para cada par de nodos i y j, se aplica el teorema 4.2 para calcular D(i, j) utilizando :
• D(i− 1, j) y D(i, j − 1), obtenidos durante pasadas anteriores de este algoritmo.
• min m(i, j), calculado en el paso 2.
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Algoritmo 4.2 Paso 1 del algoritmo de Tai (ca´lculo de E[s : u : i, t : v : j])
NOTA:
Se deﬁne padren(x) = padren−1(x) para n ≥ 1 y x > 1, siendo padre(x) el padre del nodo x y
padre0(x) = x
t[x] (resp. t′[y]) es el hijo de t[u] resp. (t′[v]) en el camino de t[u] (resp. t′[v]) hasta t[i] (resp. t′[j])
Entrada: T , T ′: a´rboles a comparar
Salida: valores E[s : u : i, t : v : j], ∀s, u, i, t, v, j
for i = 1, 2, . . . , |T | do
for j = 1, 2, . . . , |T ′| do
for u = i, padre(i), padre2(i), . . . , 1 do
for s = u, padre(u), padre2(u), . . . , 1 do
for v = j, padre(j), padre2(j), . . . , 1
for t = v, padre(v), padre2(v), . . . , 1
if (s = u = i) and (t = v = j)
E[s : u : i, t : v : j] = γ(t[i]→ t′[j])
else if (s = u = i) or (t < v = j)
E[s : u : i, t : v : j] = E[s : u : i, t : padre(j) : j − 1] + γ(ε→ t′[j])
else if (s < u = i) or (t = v = j)
E[s : u : i, t : v : j] = E[s : padre(i) : i− 1, t : v : j] + γ(t[i]→ ε)
else
E[s : u : i, t : v : j] = min


E[s : x : i, t : v : j],
E[s : u : i, t : y : j],









En el siguiente teorema se muestra la complejidad temporal del algoritmo anterior. A la vista del
pseudoco´digo mostrado en los algoritmos 4.2, 4.3 y 4.4, es claro que el mayor coste se debe al ca´lculo de
todos los E[s : u : i, t : v : j]. Y sera´ ese ca´lculo, realizado en el paso 1 del algoritmo, el que determine la
complejidad temporal de la totalidad del algoritmo.
Teorema 4.4.
Dados dos a´rboles, T y T ′, el algoritmo de Tai calcula la distancia de edicio´n entre T y T ′ en un tiempo
O(|T | × |T ′| × prof(T )2 × prof(T ′)2), siendo |T | y |T ′| el nu´mero de nodos de T y de T ′, y prof(T ) y
prof(T ′) la ma´xima profundidad de cada a´rbol.
Demostracio´n.
Para comprobar que esta complejidad es correcta se revisara´n los tres pasos del algoritmo:
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En el paso 1 se calcula E[s : u : i, t : v : j] ∀s, u, t, v, i, j, donde :
1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′|
t[u] (resp. t′[v]) esta´ en el camino de t[1] (resp. t′[1]) a t[i] ( resp. t′[j])
t[s] (resp. t′[t]) esta´ en el camino de t[1] (resp. t′[1]) a t[u] (resp. t′[v])
Por lo tanto, el paso 1 consume un tiempo O(|T | × |T ′| × prof(T )2 × prof(T ′)2).
El paso 2 calcula min m(i, j) ∀i, j, con 1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′|.
Para cada par i, j, se recorren todos sus ancestros hasta llegar a las ra´ıces. As´ı, se llega a que el
paso 2 necesita un tiempo O(|T | × |T ′| × prof(T )× prof(T ′))
Por u´ltimo, el paso 3 calcula D(i, j) ∀i, j, con 1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′|, consumiendo un tiempo
O(|T | × |T ′|).
De donde se llega a que D(|T |, |T ′|) puede calcularse en un tiempo O(|T | × |T ′| × prof(T )2 × prof(T ′)2)
siguiendo el algoritmo propuesto.
Algoritmo 4.3 Paso 2 del algoritmo de Tai (ca´lculo de min m(i, j))
Entrada: T , T ′, valores E[s : u : i, t : v : j del paso 1
Salida: valores min m(i, j) para 1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′|
min m(1, 1) = 0
min m(i, 1) = min m(i− 1, 1) + γ(t[i]→ ε), ∀i, 2 ≤ i ≤ |T |
min m(1, j) = min m(1, j − 1) + γ(ε→ t′[j]), ∀j, 2 ≤ j ≤ |T ′|
for i = 2, 3, . . . , |T | do
for j = 2, 3, . . . , |T ′| do
min m(i, j) =∞
for s = padre(i), padre2(i), . . . , 1 do
for t = padre(j), padre2(j), . . . , 1 do
temp = min m(s, t) + E[s : padre(i) : i− 1, t : padre(j) : j − 1]− γ(t[s]→ t′[t])
min m(i, j) = min{temp,min m(i, j)}
end for
end for
min m(i, j) = min m(i, j) + γ(t[i]→ t′[j])
end for
end for
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Algoritmo 4.4 Paso 3 del algoritmo de Tai (ca´lculo de D(i, j))
Entrada: T , T ′, valores min m del paso 2
Salida: valores D(i, j) para 1 ≤ i ≤ |T |, 1 ≤ j ≤ |T ′|
D(1, 1) = 0
D(i, 1) = D(i− 1, 1) + γ(t[i]→ ε), ∀i, 2 ≤ i ≤ |T |
D(1, j) = D(1, j − 1) + γ(ε→ t′[j]), ∀j, 2 ≤ j ≤ |T ′|
for i = 2, 3, . . . , |T | do
for j = 2, 3, . . . , |T ′| do
D(i, j) = min


D(i− 1, j) + γ(t[i]→ ε),





Reconocimiento de patrones en
arboles. Algoritmo de Zhang y
Shasha
En este cap´ıtulo se presenta el algoritmo para la comparacio´n de a´rboles propuesto por Shasha y
Zhang [65]. Como veremos, este me´todo tiene una complejidad menor que la del propuesto por Tai [43]
y sus requisitos de espacio son mucho menores, adema´s de resultar ma´s simple e intuitivo. Estos autores
siguen manteniendo la mayor´ıa de los conceptos y deﬁniciones introducidos por Tai, con tan so´lo una
ligera modiﬁcacio´n de la deﬁnicio´n de correspondencia. La principal diferencia es que el nuevo algoritmo
procesa los a´rboles ordenados en postorden, lo que dara´ lugar a un procedimiento de ca´lculo de distancias
ascendente, en oposicio´n al algoritmo de Tai que era descendente.
En cuanto a la estrategia en s´ı, adema´s de la forma de recorrer el a´rbol, la caracter´ıstica ma´s destacada
es que trabaja con bosques ordenados. Esos bosques se van formando a medida que se avanza en el
algoritmo y son el resultado de ir eliminando ra´ıces y nodos en los distintos suba´rboles que se pueden
crear en los a´rboles originales. A grandes rasgos, lo que el algoritmo hace es ir construir bosques ordenados
en los dos a´rboles e ir compara´ndolos entre s´ı, comenzando en las hojas y terminando en las ra´ıces. Como
se vera´ en este cap´ıtulo, dependiendo de si el bosque ordenado contiene un u´nico a´rbol o contiene ma´s
de uno, el ca´lculo de la distancia se hara´ de forma distinta, consiguiendo con esa distincio´n reducir la
cantidad de ca´lculos necesaria. El resultado es un algoritmo que calcula la distancia entre dos a´rboles
en un tiempo O(|T | × |T ′| × min{prof(T ), hojas(T )} × min{prof(T ′), hojas(T ′)}), siendo prof la
profundidad del a´rbol y hojas el nu´mero de hojas.
Comenzaremos presentando la notacio´n utilizada en por Zhang y Shasha [65] y las modiﬁcaciones
introducidas en los conceptos deﬁnidos por Tai [43]. Despue´s presentaremos los lemas y teoremas que
conforman la base teo´rica sobre la que se realiza el ca´lculo de distancias de edicio´n. Describiremos, a
continuacio´n, un algoritmo que aglutina todos esos resultados para obtener la distancia de edicio´n entre
dos a´rboles. Una vez estudiada la complejidad temporal y espacial del algoritmo propuesto, ﬁnalizaremos
el cap´ıtulo mostrando un ejemplo de su funcionamiento.
5.1. Definiciones y notacio´n
Como hemos adelantado, Zhang y Shasha [65] mantienen las deﬁniciones usadas en los trabajos de
Tai [43]. La principal diferencia surge del hecho de que en este algoritmo se trabaja con a´rboles ordenados
en postorden. As´ı, se modiﬁca ligeramente la deﬁnicio´n de correspondencia dada por Tai hacie´ndola
independiente del tipo de ordenacio´n de los a´rboles.
Definicio´n 5.1 (correspondencia entre a´rboles).
Se define una correspondencia entre los a´rboles T y T ′, como una 3-upla (M,T, T ′), donde M es un
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bosque(9) = T[1..9] árbol(9) = T[6..9]
T
Figura 5.1: Numeracio´n en postorden. Arboles y bosques.
conjunto de pares (i, j), con 1 ≤ i ≤ |T | y 1 ≤ j ≤ |T ′|, que verifica las siguientes propiedades para
cualesquiera pares (i1, j1), (i2, j2) ∈M :
1. i1 = i2 si y so´lo si j1 = j2.
2. t[i1] esta´ a la izquierda de t[i2] si y so´lo si t
′[j1] esta´ a la izquierda de t
′[j2].
3. t[i1] es un ancestro de t[i2] si y so´lo si t
′[j1] es un ancestro de t
′[j2].
Como en Tai [43], la propiedad 1 asegura que se manejan asignaciones uno a uno entre los nodos afectados
por la correspondencia. La propiedad 2 asegura la conservacio´n del orden entre hermanos y la propiedad
3 garantiza la conservacio´n del orden jera´rquico entre ancestros y descendientes. Esta nueva deﬁnicio´n
tiene la ventaja de que hace posible extender el concepto de correspondencia entre a´rboles para permitir
correspondencias entre bosques . Las propiedades que deben cumplir los pares son las mismas, simplemente
basta con tener en cuenta que los nodos proceden de bosques y no de a´rboles. Formalmente, tenemos la
siguiente deﬁnicio´n.
Definicio´n 5.2 (correspondencia entre bosques).
Se define una correspondencia entre los bosques B y B′, como una 3-upla (M,B,B′), donde M es un
conjunto de pares (i, j), con 1 ≤ i ≤ |B| y 1 ≤ j ≤ |B′|, que verifica las mismas propiedades que se exigen
para las correspondencias entre a´rboles.
Por lo que respecta a los dema´s conceptos, se sigue manteniendo su signiﬁcado. La deﬁnicio´n de las
operaciones de edicio´n es la misma y tambie´n la de la funcio´n de coste γ y la del coste de una
correspondencia. Tampoco cambia la deﬁnicio´n de la distancia entre a´rboles, aunque como se vera´,
se introduce en concepto de distancia entre bosques ordenados. Por u´ltimo, en el trabajo de Zhang y
Shasha [65] no se utilizan las notaciones min m(i, j), ni E[s : u : i, t : v : j] introducidas por Tai [43].
Pasaremos a presentar la notacio´n empleada por Zhang y Shasha. Como viene siendo habitual, t[i]
denotara´ al i-e´simo nodo del a´rbol T segu´n la ordenacio´n en postorden. Las nuevas notaciones introducidas
por Zhang y Shasha se enumeran a continuacio´n:
Se usara´ el s´ımbolo ∅ para referirnos a un a´rbol, o a un bosque, sin ningu´n nodo. Esto es, a un a´rbol
o un bosque vac´ıo.
La notacio´n l(i) se utiliza para representar la posicio´n de la hoja ma´s a la izquierda de las que
descienden del nodo i-e´simo. Si t[i] es una hoja, entonces l(i) = i.
Como en los casos anteriores, T [i..j] se reﬁere al bosque ordenado formado por los nodos de T entre
i y j, ambos incluidos. Si i > j, entonces T [i..j] = ∅. Cuando sea necesario diferenciar entre a´rboles
y bosques se empleara´ la siguiente distincio´n:
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• Se usara´ bosque(i) para referirse a T [1..i].
• Se usara´ arbol(i) en el caso T [l(i)..i].
Como se puede ver en la ﬁgura 5.1, arbol(i) se reﬁere al caso de un bosque con un so´lo a´rbol, cuya
ra´ız es t[i]. Del mismo modo, bosque(i) es el bosque que contiene a ese a´rbol, T [i], junto con un
conjunto de uno o ma´s a´rboles, que conforman su contexto izquierdo. Como se vera´ al describir
el algoritmo que proponen estos autores, esta distincio´n entre bosque(i) y arbol(i) es importante,
puesto que permitira´ simpliﬁcar el ca´lculo de las distancias.
Se usara´ distBosque(T [i′..i], T ′[j′..j]) para denotar la distancia mı´nima entre los bosques T [i′..i]
y T ′[j′..j]. Esta distancia no es ma´s que la extensio´n del concepto de distancia de edicio´n entre
a´rboles a distancia de edicio´n entre bosques. Formalmente tenemos:
distBosque(T [i′..i], T ′[j′..j]) = min{γS| S es una secuencia de operaciones de edicio´n
que transforma T [i′..i] en T ′[j′..j]}
Que tambie´n se puede deﬁnir en base al coste de la correspondencia mı´nima:
distBosque(T [i′..i], T ′[j′..j]) = min{coste(M)| M es una correspondencia entre
los bosques T [i′..i] y T ′[j′..j]}
Para abreviar la notacio´n se empleara´ distBosque(i′..i, j′..j) cuando no haya ambigu¨edad posible,
sobreentendiendo que se reﬁere a los a´rboles T y T ′.
Ana´logamente, distArbol(i, j) sera´ la distancia mı´nima entre el suba´rbol con ra´ız en t[i] y el suba´rbol
con ra´ız en t′[j]. Es decir:
distArbol(i, j) = distBosque(l(i)..i, l(j)..j)
5.2. Ca´lculo de la distancia de edicio´n
En este apartado se exponen los resultados teo´ricos que dan lugar al algoritmo propuesto por Zhang
y Shasha [65]. Se presentara´n los tres lemas que son la base del algoritmo y se explicara´ su signiﬁcado de
forma intuitiva. Finalmente se describe un algoritmo que combina estos resultados teo´ricos para efectuar
el ca´lculo de la distancia de edicio´n entre dos a´rboles, T y T ′.
5.2.1. Distancias entre bosques y a´rboles
Comenzaremos presentando un lema, ana´logo al lema 4.2.1 de Tai [43], que permitir deﬁnir los casos
triviales en el ca´lculo de distancias. Esto es, el ca´lculo de distancias en las que intervienen bosques vac´ıos.
Lema 5.1 (inicializacio´n.).
Sean T y T ′ a´rboles y sean i ∈ T y j ∈ T ′, entonces:
1. distBosque(∅, ∅) = 0.
2. distBosque(l(i)..s, ∅) = distBosque(l(i)..s− 1, ∅) + γ(t[s]→ ε).
3. distBosque(∅, l(j)..t) = distBosque(∅, l(j)..t− 1) + γ(ε→ t′[t]).
donde s ∈ desc(i) y t ∈ desc(j).
Demostracio´n.
La demostracio´n se realiza a partir de la deﬁnicio´n de distBosque(i′..i, j′..j):
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En el caso 1 no es necesaria ninguna operacio´n de edicio´n para transformar un bosque vac´ıo, por
lo que el coste es 0.
En el caso 2, la distancia de un bosque cualquiera al bosque vac´ıo es igual a la suma del coste de
las operaciones de eliminacio´n de todos y cada uno de sus nodos.
El caso 3 es sime´trico. El coste de pasar del bosque vac´ıo a un bosque T ′[l(j)..t] es el coste de
insertar todos y cada uno de los nodos de ese bosque.
La interpretacio´n intuitiva es bastante directa. La distancia entre dos bosques vac´ıos es 0. Para obtener
un bosque vac´ıo hay que eliminar todos los nodos de un bosque. Y, del mismo modo, para obtener un
bosque determinado a partir de uno vac´ıo se deben insertar todos los nodos necesarios. La utilidad de
este lema es que determina como realizar la inicializacio´n de las distancias que sera´n utilizadas en los
sucesivos pasos del algoritmo.
El siguiente lema proporciona el me´todo general para calcular las distancias entre bosques ordenados
en postorden y determinara´ la estructura general del algoritmo de ca´lculo de distancias. Como suced´ıa
con el lema anterior, este es ana´logo al teorema 4.2 de Tai, con la salvedad de que ahora se aplica sobre
bosques ordenados en postorden.
Lema 5.2.
Sean T y T ′ a´rboles, sean t[i] y t′[j] dos de sus nodos y sean s ∈ desc(i) y t ∈ desc(j), entonces :
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(t[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ t′[t]),
distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) +
distBosque(l(i)..s− 1, l(j)..t− 1) +
γ(t[s]→ t′[t])
Demostracio´n.
Supondremos queM es una correspondencia de coste mı´nimo entre el bosque T [(i)..s] y el bosque T [l(i)..t],
cuyo coste es distBosque(l(i)..s, l(j)..t). Tenemos las siguientes posibilidades:
Caso 1: t[s] no esta´ afectado por M
En este caso el nodo t[s] se debe eliminar. De esta forma, la distancia obtenida sera´ igual al coste
de ese borrado ma´s la distancia entre el bosque restante, T [l(i)..s− 1], y T ′[l(j)..t], es decir:
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..s− 1, l(j)..t) + γ(t[s]→ ε)
Caso 2: t′[t] no esta´ afectado por M
En este caso el nodo t′[t] se debe insertar. Este caso es sime´trico al anterior. La distancia resultante
sera´ igual al coste de la insercio´n de ese nodo ma´s la distancia entre el bosque T [l(i)..s] y el bosque
que resulta del borrado, T ′[l(j)..t− 1], es decir:
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ t′[t])
Caso 3: Tanto t[s] como t′[t] esta´n afectados por M
Este caso se ilustra en la ﬁgura 5.2. Supongamos que (s, k) ∈ M y (h, t) ∈ M son los pares que
afectan a t[s] y t′[t]. Se demostrara´ que s = h y k = t, es decir que t[s] y t′[t] esta´n afectados por el
mismo par deM . Para ello, se usara´ la propiedad de conservacio´n del orden de las correspondencias.
Pueden darse dos casos respecto a la localizacio´n de los nodos t[h] y t[s]:










(t[s]       t’[t])
distBosque(l(i)..l(s)−1, l(j)..l(t)−1)
distBosque(l(s)..s−1, l(t)..t−1)
Figura 5.2: Caso 3 del lema 5.2.
(a) l(i) ≤ h ≤ l(s)− 1
Esto es, t[h] esta´ en uno de los suba´rboles a la izquierda de T [s]. Para mantener el orden
izquierda-derecha en M deber´ıa cumplirse k > t, lo cual es imposible en T ′[l(j)..t].
(b) l(s) ≤ h < s
Esto es, t[h] esta´ en el suba´rbol con ra´ız en t[s]. En este caso, dado que t[s] es un ancestro de
t[h] y por la propiedad de conservacio´n del orden ancestro-descendiente en M , t′[k] deber´ıa ser
un ancestro de t′[t], con lo que se vuelve a que k > t, que es imposible en T ′[l(j)..t].
De estas dos contradicciones se llega a que s = h. Para el caso k = t se puede realizar un
razonamiento similar, resultando que (s, t) ∈M .
Dado que hemos visto que (s, t) ∈ M , usando la condicio´n sobre el orden ancestro-descendiente,
se llega a que todo par de M que afecte a un nodo del suba´rbol con ra´ız en t[s], esto es T [l(s)..s],
debe afectar a un nodo en el suba´rbol que parte de t′[t], esto es T ′[l(t)..t]. De esta forma, los pares
de M se dividen en dos grupos, como muestra la ﬁgura 5.2. Los que afectan a nodos de arbol(s)
y arbol(t), y los que afectan al contexto izquierdo de esos a´rboles, los bosques T [l(i)..l(s) − 1] y
T ′[l(j)..l(t)− 1], respectivamente. Con lo que se llega a que, para este caso, la distancia a calcular
se puede obtener de la siguiente forma :
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) +
distBosque(l(s)..s− 1, l(t)..t− 1) + γ(T [s]→ T ′[t])
Es decir, como se aprecia en la ﬁgura 5.2, la distancia entre los dos bosques se obtiene a partir de
la distancia entre los u´ltimos suba´rboles del bosque, excluidos los nodos t[s] y t′[t], ma´s la distancia
entre los dos bosques que contienen a los nodos restantes, mas el coste de la operacio´n t[s]→ t′[t].
Todos las posibles correspondencias que originan la distancia distBosque(l(i)..s, l(j)..t) sera´n de una de
estas tres formas, y bastara´ con tomar el mı´nimo de esos tres valores, con lo que se demuestra el lema.
El resultado de este lema permite calcular la distancia entre los bosques T [l(i)..s] y T ′[l(j)..t] una vez
que se conozcan los valores de las distancias distBosque(l(i)..s− 1, l(t)..t), distBosque(l(i)..s, l(t)..t− 1),
distBosque(l(i)..l(s) − 1, l(t)..l(t) − 1) y distBosque(l(s)..s − 1, l(t)..t − 1) Estas se corresponden con
distancias entre bosques de menor taman˜o incluidos dentro de los dos bosques de partida, T [l(i)..s] y
T ′[l(j)..t]. En concreto, se elige la menos costosa de estas tres opciones, cada una asociada a una de las
tres posibles operaciones de edicio´n:
Transformar T [l(i)..s− 1] en T ′[l(j)..t] y luego eliminar t[s].
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Transformar T [l(i)..s] en T ′[l(j)..t− 1] y luego insertar t′[t].
Transformar T [l(i)..l(s)−1] en T ′[l(j)..l(t)−1] y T [l(s)..s−1 en T ′[l(t)..t−1], para despue´s cambiar
la etiqueta de t[s] por la de t′[t].
El ca´lculo de distancias utilizando el lema anterior puede reﬁnarse au´n ma´s, tal como se muestra en
el siguiente lema. La idea es distinguir dos casos en el ca´lculo de distancias: distancias entre bosques y
distancias entre a´rboles, obteniendo dos conjuntos de fo´rmulas distintos para cada caso.
Lema 5.3.
Sean T y T ′ a´rboles, sean t[i] y t′[j] dos de sus nodos y sean s ∈ desc(i) y t ∈ desc(j), entonces:
1. Si l(s) = l(i) y l(t) = l(j) : (Distancia entre a´rboles)
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(t[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ t′[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(t[s]→ t′[t])
2. Si l(s) 6= l(i) y l(t) 6= l(j) : (Distancia entre bosques)
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(t[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ t′[t]),
distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t)
Demostracio´n.
Las dos primeras expresiones de cada conjunto de fo´rmulas coinciden con las empleadas en el lema anterior
y el razonamiento en estos casos es el mismo que el realizado en la demostracio´n anterior. Pasaremos
entonces a estudiar el tercer miembro de cada uno de los dos conjuntos de ca´lculos:
Caso 1: distBosque(l(i)..s− 1, l(j)..t− 1) + γ(t[s]→ t′[t])
La parte superior de la ﬁgura 5.3 muestra este caso. La demostracio´n es directa a partir del lema
anterior y de la deﬁnicio´n de distBosque. Se trata de calcular la distancia entre dos bosques
formados, cada uno de ellos, por un u´nico a´rbol, dado que l(s) = l(i) y l(t) = l(j). Por lo tanto,
resulta que los bosques T [l(i)..l(s)−1] y T ′[l(j)..l(t)−1] esta´n vac´ıos. Aplicando la tercera expresio´n
del lema 5.2 y teniendo en cuenta que distBosque(∅, ∅) = 0, llegamos a:
distBosque(l(i)..s, l(j)..t) = distBosque(∅, ∅) + distBosque(l(i)..s− 1, l(j)..t− 1) + γ(t[s]→ t′[t])
= distBosque(l(i)..s− 1, l(j)..t− 1) + γ(t[s]→ t′[t])
Caso 2: distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t)
Este caso se corresponde con la situacio´n mostrada en la parte inferior de la ﬁgura 5.3. Tomando
como punto de partida el caso 3 del lema 5.2, se debera´ demostrar:
distArbol(s, t) = distBosque(l(s)..s− 1, l(t)..t− 1) + γ(t[s]→ t′[t])
Veremos como esto es as´ı utilizando las deﬁniciones de distBosque y distArbol:
• La distancia distBosque(l(i)..l(s)−1, l(j)..l(t)−1)+distArbol(s, t) se corresponde con el coste
de una correspondencia entre T [l(i)..s] y T ′[l(j)..t]. Dado que distBosque(l(i)..s, l(j)..t) es el
coste de la correspondencia mı´nima entre esos bosques, tenemos que:
distBosque(l(i)..s, l(j)..t) ≤ distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t)
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Distancia entre bosquesl(s) = l(i)   y   l(t) = l(j )
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distArbol(s,t) =
= distBosque(l(s)..s, l(t)..t)distBosque(l(i)..l(s)−1, l(j)..l(t)−1)
Distancia entre árboles
Figura 5.3: Distancias entre a´rboles y entre bosques.
• Para distArbol(s, t) tenemos una situacio´n ana´loga con respecto a la distancia
distBosque(l(s)..s− 1, l(t)..t− 1) + γ(t[s]→ t′[t]), resultando que:
distArbol(s, t) ≤ distBosque(l(s)..s− 1, l(t)..t− 1) + γ(t[s]→ t′[t])
Combinado ambas desigualdades,
distBosque(l(i)..s, l(j)..t) ≤ distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t) ≤
≤ distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1)+
distBosque(l(s)..s− 1, l(t)..t− 1) + γ(t[s]→ T ′[t])
con el caso 3 del lema 5.2:
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1)+
distBosque(l(s)..s− 1, l(t)..t− 1) + γ(t[s]→ T ′[t])
llegamos a que, en este caso:
distArbol(s, t) = distBosque(l(s)..s− 1, l(t)..t− 1) + γ(t[s]→ t′[t])
Con lo que se demuestra que el caso 2 es correcto.
A partir de este lema se puede esbozar un me´todo ascendente para el ca´lculo de las distancias entre
bosques. A grandes rasgos y apoya´ndonos en la ordenacio´n en postorden, se inspeccionara´n todos los
posibles subbosques comenzando por las hojas ma´s a la izquierda de cada bosque. Esos subbosques se
ira´n ampliando hasta llegar a los bosques iniciales. Para cada par de bosques generados de esa forma
se aplicara´, dependiendo de su topolog´ıa de, uno de los dos conjuntos de fo´rmulas anteriores, utilizando
distancias ya calculadas en pasos anteriores.
5.2.2. Algoritmo para el ca´lculo de las distancias
Veremos ahora como utilizar los resultados teo´ricos que acabamos de presentar para construir un
algoritmo que efectu´e el ca´lculo de la distancia de edicio´n entre dos a´rboles T y T ′. En esencia, se
seguira´ el me´todo esbozado al ﬁnal de las seccio´n anterior. Sin embargo, sera´ necesario tener en cuenta
una serie de consideraciones que afectan a la forma de organizar el ca´lculo de las distancias y que hara´n
ma´s eﬁciente el mecanismo de ca´lculo. Comenzaremos revisando el lema 5.3 y sus consecuencias ma´s
importantes:













Figura 5.4: Nodos del conjunto ra´ıces I(T ).
1. Las fo´rmulas propuestas en dicho lema permiten utilizar te´cnicas de programacio´n dina´mica para
realizar el ca´lculo de las distancias necesarias. Tal como muestran ambas fo´rmulas, toda distancia
entre bosques se puede obtener a partir de las distancias de subbosques ma´s pequen˜os incluidos
dentro de ellos.
De esta forma, una vez calculadas las distancias entre un par de bosques, e´stas podra´n ser
almacenadas para utilizarlas, ma´s tarde, en el ca´lculo de distancias entre bosques ma´s grandes.
La forma natural de hacer esto es de forma ascendente, siguiendo la numeracio´n en postorden de
los nodos del a´rbol.
2. Tal y como se muestra en el caso 2 del lema 5.3, para el ca´lculo de distArbol(i, j) sera´n necesarios
la mayor´ıa de los valores de distArbol(s, t), siendo s un nodo del suba´rbol con ra´ız en i y t un nodo
del suba´rbol con ra´ız en j. Esto lleva, de nuevo, a plantear un procedimiento ascendente, que vaya
calculando las distancias entre suba´rboles partiendo de los nodos hoja hasta llegar a las ra´ıces.
3. Como consecuencia del caso 1 del mismo lema, se observa que no es necesario calcular de forma
separada el valor distArbol(s, t) cuando el nodo s esta´ en el camino de l(i) a i y el nodo t esta´ en el
camino de l(j) a j, es decir cuando l(i) = l(s) y l(j) = l(t). Las distancias entre los suba´rboles que
cumplan esta condicio´n se ira´n obteniendo como subproducto durante el ca´lculo de distArbol(i, j).
En resumen, para calcular la distancia entre dos a´rboles T y T ′ sera´ necesario calcular de forma iterativa,
y siguiendo la ordenacio´n en postorden, las distancias distArbol(i, j) entre todos los posibles pares de
suba´rboles T [i] y T ′[j] en T y T ′. Para obtener esas distancias entre suba´rboles, tal como indica el caso
2 del lema 5.3, es necesario calcular, tambie´n siguiendo la numeracio´n en postorden, todas las distancias
distBosque(l(i)..s, l(j)..t,), para valores crecientes de s y t, con l(i) ≤ s ≤ i y l(j) ≤ t ≤ j.
El aspecto crucial de la propuesta de Zhang y Shasha [65] es que realmente no sera´ necesario calcular
de forma separada las distancias distArbol(i, j) para todos los posibles suba´rboles T [i] y T ′[j] en T y
T ′. Algunas de esas distancias se pueden obtener durante el ca´lculo de distancias entre otros suba´rboles
de mayor taman˜o. De esta forma, se introduce el conjunto ra´ıces I(T )1 que representa a las ra´ıces de
los suba´rboles de T para las que es necesario calcular de forma separada sus distancias. Formalmente,
tenemos la deﬁnicio´n que sigue:
Definicio´n 5.3 (conjunto ra´ıces I(T )).
Sea T un a´rbol, se define el conjunto ra´ıces I(T ) de la siguiente forma:
ra´ıces I(T ) = {k| 1 ≤ k ≤ |T | y ∄k′ > k tal que l(k) = l(k′)}
1En el art´ıculo original se emplea el te´rmino anglosajo´n LR keyroot.
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Algoritmo 5.1 Algoritmo de Zhang y Shasha
Entrada: a´rboles T y T ′
ra´ıces I(T ) y ra´ıces I(T ′) ordenados de menor a mayor
Salida: distancias distArbol(s, t) para todos los suba´rboles t[s] ∈ T y t′[t] ∈ T ′
/*recorrer conjunto de ra´ıces I*/
for i = 1 to |ra´ıces I(T )| do
for j = 1 to |ra´ıces I(T ′)| do
/* inicializacio´n distBosque(l(i)..s, l(j)..s) (lema 5.1) */
distBosque(∅, ∅) = 0
distBosque(l(i)..s, ∅)) = distBosque(l(i)..s− 1, ∅) + γ(t[s]→ ε), ∀s con l(i) ≤ s ≤ i
distBosque(∅, l(j)..t) = distBosque(∅, l(j)..t− 1) + γ(ε→ t′[t]), ∀t con l(j) ≤ t ≤ j
for s = l(i) to i do
for t = l(j) to j do
if (l(s) = l(i)) and (l(t) = l(j)) then
/* distancia a´rbol-a´rbol (caso 1 lema 5.3) */
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(t[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ t′[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(t[s]→ t′[t])}
distArbol(s, t) = distBosque(l(i)..s, l(j)..t) /* guardar valor intermedio */
else
/* distancia bosque-bosque (caso 2 lema 5.3) */
distBosque(l(i)..s, l(j), t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(t[s]→ ε),
distBosque(l(i)..s], l(j)..t− 1) + γ(ε→ t′[t]),






Intuitivamente, los nodos de ra´ıces I(T ) no comparten con ningu´n otro nodo de mayor nivel su hoja ma´s
a la izquierda. Esto es, si el nodo k-e´simo de T esta´ en ra´ıces I(T ), entonces, o bien k es la ra´ız de T , o
tiene, al menos, un hermano a su izquierda. Adema´s, en este u´ltimo caso se veriﬁca que l(k) 6= l(padre(k)),
puesto que existen hermanos izquierdos de k. La ﬁgura 5.4 muestra los nodos del conjunto ra´ıces I(T )
para un a´rbol de ejemplo. Los nodos pertenecientes a ese conjunto esta´n marcados con una ﬂecha, y como
hemos visto se corresponden con la ra´ız del a´rbol y con los nodos con hermanos por la izquierda.
Zhang y Shasha [65] demuestran que para obtener la distancia entre dos a´rboles T y T ′, so´lo es
necesario calcular las distancias distArbol(i, j) cuando ambos nodos son ra´ıces I, esto es, i ∈ ra´ıces I(T )
y j ∈ ra´ıces I(T ′). Las distancias entre los dema´s suba´rboles se podra´n obtener durante el ca´lculo de las
distancias entre las ra´ıces I anteriores.
Suponiendo que los nodos de los conjuntos ra´ıces I(T ) y ra´ıces I(T ′) esta´n ordenados segu´n su
numeracio´n en postorden. El algoritmo recorre esos conjuntos y, para cada par de nodos i ∈ ra´ıces I(T )
y j ∈ ra´ıces I(T ′), se calcula la distancia distArbol(i, j). Para este ca´lculo se construyen, siguiendo la
numeracio´n en postorden, los bosques T [l(i)..s] y T ′[l(j)..t], con s tomando valores desde l(i) hasta i y t
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con valores desde l(j) a j. Aplicando el lema 5.3 se calcula la distancia entre todos los pares de bosques
as´ı construidos y se guardan esos valores.
En cuanto al almacenamiento, se utiliza una matriz permanente de orden |T | × |T ′| para mantener
los valores de distArbol(i, j). Se emplea tambie´n una matriz temporal para guardar los valores de
distBosque(l(i)..s, l(j)..t) necesarios en durante el ca´lculo de la distancia distArbol(i, j) para i ∈
ra´ıces I(T ) y j ∈ ra´ıces I(T ′). El orden de esta matriz es (|T [i]| + 1) × (|T ′[j]| + 1) y se inicializa
aplicando el lema 5.1. Cada vez que se calcule una distancia distBosque(l(i)..s, l(j)..t) con l(s) = l(i) y
l(t) = l(j) su valor se almacena en la matriz distArbol puesto que se corresponde con una distancia entre
suba´rboles2. Una vez que ﬁnalice el algoritmo, en la matriz distArbol habra´n sido almacenadas todas las
distancias distArbol(i, j) para todos los pares de nodos i ∈ T y j ∈ T ′. Finalmente, la distancia entre T
y T estara´ almacenada en la u´ltima celda, la correspondiente a distArbol(|T |, |T ′|). El procedimiento que
se ha descrito se muestra en al algoritmo 5.1
Una vez presentado el algoritmo que proponen Zhang y Shasha [65] y explicado su funcionamiento
de forma intuitiva, terminaremos esta seccio´n demostrando formalmente que el ca´lculo que realiza es
correcto.
Teorema 5.1.
El algoritmo 5.1 calcula correctamente la distancia de edicio´n entre dos arboles T y T ′
Demostracio´n.
Debemos demostrar que en todo momento los valores de las distancias necesarias para efectuar los ca´lculos
del lema 5.3 ya hayan sido calculadas y este´n disponibles cuando sean necesarias.
Comenzaremos con la inicializacio´n de las matrices temporales. Como consecuencia del lema 5.1, la
inicializacio´n de la matriz de distancias distBosque es correcta y se realiza antes iniciar el ca´lculo de
todas las dema´s distancias entre subbosques.
Para las dema´s distancias deberemos demostrar que, para cualquier par de nodos i y j, tales que i ∈
ra´ıces I(T ) y j ∈ ra´ız I(T ′) se cumple lo siguiente:
1. Antes de iniciar el ca´lculo de la distancia distArbol(i, j), todas las distancias distArbol(s, t), para
l(i) ≤ s < i y l(j) ≤ t < j, con l(s) 6= (i) o l(t) 6= l(j), ya habra´n sido calculadas. Esto es, esta´n
disponibles todas las distancias distArbol(s, t), en las que t[s] no esta´ en el camino desde t[l(i)] a
t[i], y t′[t] tampoco esta´ en el camino desde t′[l(j)] a t′[j].
2. Justo despue´s de calcular distArbol(i, j), todas las distancias distArbol(s, t), con l(i) ≤ s ≤ i y
l(j) ≤ t ≤ j, estara´n disponibles. Esto es, se habra´n calculado las distancias distArbol entre todos
los pares de suba´rboles existentes en T [l(i)..i] y T ′[l(j)..j.
Para probar que la condicio´n 1 siempre se cumple, estudiaremos las dos situaciones siguientes:
Caso (a): l(s) 6= l(i)
Supongamos que i′ es el ancestro3 ma´s cercano de s tal que l(s) = l(i′) y i′ ∈ ra´ıces I(T ), esto es,
ambos nodos tienen en comu´n la hoja ma´s a la izquierda e i′ ∈ ra´ıces I(T ). Que i′ sea una ra´ız I
implica que la distancia distArbol(s, t) se calculara´ durante el ca´lculo de distArbol(i′, j). Puesto
que l(i′) = l(s) 6= l(i), tenemos que i′ 6= i. Adema´s, como i′ es un ancestro de s ma´s cercano que i,
i′ ≤ i. Por lo que se llega a que i′ < i.
Caso b: l(t) 6= l(j)
Usaremos un razonamiento ana´logo. Sea j′ es el ancestro ma´s cercano de t tal que l(t) = l(j′)
y j′ ∈ ra´ıces I(T ′). Como en el caso anterior, la distancia distArbol(s, t) se calculara´ durante el
ca´lculo de distArbol(i, j′). Puesto que l(j′) = l(t) 6= l(j), tenemos que j′ 6= j. De nuevo, j′ es un
ancestro de t ma´s cercano que j, entonces j′ ≤ j. Por lo que se llega a que j′ < j.
2Esto incluye tambie´n a las distancias entre pares de ra´ıces I.
3Ese ancestro puede ser el propio nodo s, puesto que suponemos que anc0(i) = i.
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Tenemos entonces que l(s) = l(i′) y l(t) = l(j′), y que i′ ∈ ra´ıces I(T ) y j′ ∈ ra´ıces I(T ′). Esto signiﬁca
que la distancia distArbol(s, t) se podra´ obtener4 durante el ca´lculo de distArbol(i′, j′). Dado que partimos
de que los conjuntos ra´ıces I(T ) y ra´ıces I(T ′) esta´n ordenados de forma ascendente y hemos llegado a
que i′ < i y j′ < j, el ca´lculo de distArbol(i′, j′) tendra´ lugar antes que el distArbol(i, j). De esta forma,
para este u´ltimo ca´lculo, el valor distArbol(s, t) ya estara´ disponible en la matriz distArbol.
Veremos ahora como si la condicio´n 1 se cumple, tambie´n se cumple la condicio´n 2. De acuerdo con
lo que dice el lema 5.3, necesitamos todas las distancias distArbol(s, t), para l(i) ≤ s < i y l(j) ≤ t < j,
con l(s) 6= (i) o l(t) 6= l(j). Puesto que partimos de que 1 es cierto, esas distancias ya estaban disponibles
antes de iniciar el ca´lculo de distArbol(i, j). Las distancias distArbol(s, t) para los suba´rboles en los que
l(s) = l(j) y l(t) = l(j), se ira´n obteniendo a medida que se aplique el primer conjunto de fo´rmulas del
lema 5.3 y se almacenara´n en la matriz permanente distArbol. Por lo tanto, todas las distancias exigidas
en la condicio´n 2 estara´n disponibles una vez ﬁnalizado el ca´lculo de distArbol(i, j).
Con todo esto se demuestra que empleando el algoritmo 5.1, todas las distancias necesarias para
aplicar el lema 5.3 estara´n disponibles en el momento que vayan a ser utilizadas.
5.2.3. Complejidad
Una vez probada la correccio´n del algoritmo de Zhang y Shasha [65], comprobaremos cual es su
complejidad. En esencia, lo que hace el algoritmo es calcular las distancias distArbol(i, j) para cada par








|T [i]| × |T ′[j]|


Con un ana´lisis ma´s detallado Zhang, y Shasha [65] llegan a una complejidad O(|T | × |T ′| ×
min{prof(T ), hojas(T ))×min(prof(T ′), hojas(T ′)}, siendo prof(T ) y prof(T ′) la profundidad de cada
a´rbol, y hojas(T ) y hojas(T ′), el nu´mero de nodos hoja en cada a´rbol. Para demostrarlo necesitaremos
una serie de resultados previos. En primer lugar, acotaremos el nu´mero de nodos ra´ız I presentes en un
a´rbol T .
Lema 5.4.
Dado un a´rbol T , |ra´ıces I(T )| ≤ hojas(T ), siendo hojas(T ) el nu´mero de nodos hojas del a´rbol T .
Demostracio´n.
Probaremos en primer lugar que, para cualesquiera i, j ∈ ra´ıces I(T ), l(i) 6= l(j).
Sean i, j ∈ ra´ıces I(T ), tales que i < j. Si fuera cierto que l(i) = l(j), tendr´ıamos que i estar´ıa en el
camino de l(j) a i, dado que i < j. Por la deﬁnicio´n de l(j), i no podr´ıa tener hermanos izquierdos. Esto
contradice la aﬁrmacio´n de partida, i ∈ ra´ıces I(T ). Por lo tanto, l(i) 6= l(j) para i, j ∈ ra´ıces I(T ).
El anterior razonamiento signiﬁca que cada hoja del a´rbol T puede ser el descendiente ma´s a la
izquierda de un miembro de ra´ıces I(T ), como ma´ximo. Con lo que se veriﬁca |ra´ıces I(T )| ≤ hojas(T ).
Una vez acotado el nu´mero de ra´ıces I, determinaremos el nu´mero de ca´lculos de distancias distArbol en
los que va a participar un nodo de T . Esto es, dado un nodo s ∈ T , queremos conocer de cuantos nodos
ra´ıces I es descendiente. Conocido el nu´mero de ra´ıces I que incluyen a s, se sabra´ el nu´mero de veces
va a ser procesado ese nodo. Por esta razo´n, se introduce el concepto de prof ra´ıces I.
Definicio´n 5.4.
Sea T un a´rbol y sea i uno de sus nodos. Se define la prof ra´ıces I de i de la siguiente forma:
prof ra´ıces I(i) = |anc(i) ∩ ra´ıces I(T )|
4Empleando el primer conjunto de fo´rmulas del lema 5.3.
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Se extendera´ este concepto para definir la prof ra´ıces I de un a´rbol T de la forma:
prof ra´ıces I(T ) = ma´x
1≤i≤|T |
{prof ra´ıces I(i)}
Intuitivamente prof ra´ıces I(i) se corresponde con el nu´mero de ancestros de un nodo i que son ra´ıces I.
Como es obvio, ese nu´mero nunca podra´ ser mayor que la profundidad ma´xima del a´rbol, prof(T ). Por
otra parte, aplicando el lema 5.4, tampoco podra´ ser mayor que el nu´mero total de ra´ıces I de T , que a
su vez esta´ acotado por hojas(T ). Resulta entonces que
prof ra´ıces I(i) ≤ min{prof(T ), hojas(T )} ∀i 1 ≤ i ≤ |T |
y en consecuencia, prof ra´ıces I(T ) ≤ min{prof(T ), hojas(T )}.
El siguiente lema relaciona los sumatorios que aparecen en la expresio´n de complejidad inicial con
prof ra´ıces I(T ).
Lema 5.5.








En el primer sumatorio, el nodo s ∈ T sera´ contado una vez por cada uno de sus ancestros que pertenezca
a ra´ıces I(T ). Es decir, si tenemos en cuenta la deﬁnicio´n de prof ra´ıces I, cada nodo s de T sera´ contado
prof ra´ıces I(s) veces, con lo que se cumple la igualdad anterior.
Intuitivamente, lo que dice el lema es que la suma de los taman˜os de los suba´rboles cuya ra´ız sea una
ra´ız I es igual a la suma del nu´mero de ancestros ra´ız I que tiene cada uno de los nodos de T . El lema
simplemente ofrece dos visiones del nu´mero de nodos que sera´n procesados por el algoritmo. Con esta
relacio´n en mente se demostrara´ el teorema que nos da expresio´n de la complejidad del algoritmo.
Teorema 5.2.
Dados dos a´rboles T y T ′, la complejidad temporal del algoritmo 5.1 en el peor de los casos es:
O(|T | × |T ′| ×min{prof(T ), hojas(T ))×min(prof(T ′), hojas(T ′)}
siendo prof(T ) y prof(T ′) la profundidad de cada a´rbol, y hojas(T ) y hojas(T ′), el nu´mero de nodos
hoja en cada a´rbol. Siendo su complejidad espacial O(|T | × |T ′|), en el peor de los casos.
Demostracio´n.
Comenzaremos estudiando la complejidad espacial y despue´s la temporal.
Complejidad espacial
El algoritmo utiliza una matriz permanente para guardar las distancias distArbol(i, j), con 1 ≤
i ≤ |T | y 1 ≤ j ≤ |T ′|. Tambie´n se utiliza una matriz temporal asociada a cada par de nodos
i ∈ ra´ıces I(T ) y j ∈ ra´ıces I(T ′), donde se almacenan los valores de distBosque(l(i)..s, l(j)..t),
con l(i) ≤ s ≤ i y l(j) ≤ t ≤ j. Por lo tanto, cada una de estas matrices requiere un espacio
O(|T | × |T ′|) como ma´ximo.
Complejidad temporal
El preprocesamiento necesario para construir los conjuntos ra´ıces I(T ) y ra´ıces I(T ′) y las
relaciones l(i), ∀ 1 ≤ i ≤ T y l(j), ∀ 1 ≤ j ≤ T ′ es lineal.















Figura 5.5: Arboles empleados en el ejemplo de ca´lculo de distancias.
El bucle ma´s interno calcula la distancia distArbol(i, j) entre cada par de nodos i ∈ ra´ıces I(T ) y
j ∈ ra´ıces I(T ′) en un tiempo proporcional a |T [i]| × |T ′[j]|. Dado que ese bucle es llamado para








i∈ra´ıces I(T ) |T [i]| ×
∑
j∈ra´ıces I(T ′) |T
′[j]|
Aplicando el lema 5.5, la expresio´n anterior sera´ igual a:
∑
1≤i≤|T |




Que, a su vez, es menor que:
|T | × |T ′| × prof ra´ıces I(T )× prof ra´ıces I(T ′)
Por las propiedades de prof ra´ıces I, tenemos que la complejidad temporal del algoritmo es:
O(|T | × |T ′| ×min{prof(T ), hojas(T ))×min(prof(T ′), hojas(T ′)}
5.3. Ejemplo pra´ctico
Finalizaremos el presente cap´ıtulo presentando un ejemplo pra´ctico que ilustra el funcionamiento del
algoritmo para el ca´lculo de la distancia de edicio´n entre a´rboles propuesto por Zhang y Shasha [65].
Aplicando los resultado teo´ricos descritos con anterioridad, calcularemos, paso a paso, la distancia de
edicio´n entre los dos a´rboles, T y T ′, de la ﬁgura 5.5. En dicha ﬁgura, se muestra la numeracio´n en
postorden de los nodos de cada uno de los a´rboles y se sen˜alan sus respectivas ra´ıces I mediante ﬂechas.
El algoritmo comienza tomando la primera ra´ız I de T , el nodo t[2] etiquetado como e, e inicia
el ca´lculo de las distancias distArbol con cada una de las ra´ız I de T ′. Dichas ra´ıces I son, en orden
ascendente, t′[3], etiquetada e, t′[5], etiquetada h, t′[6], etiquetada c, y t′[7], etiquetada a. Para cada uno
de estos nodos y sus respectivos suba´rboles se inicializa la correspondiente matriz temporal distBosque
tal como indica el lema 5.1. Despue´s, se comienza a calcular, de modo ascendente, las distancias entre
pares de subbosques, aplicando segu´n el caso uno de los conjuntos de fo´rmulas que indica el lema 5.3. En
el caso de distancias entre pares suba´rboles, una vez obtenido su valor, e´ste debe ser almacenado en la
celda correspondiente de la matriz permanente distArbol.
La ﬁgura 5.6 muestra las matrices temporales de distancias entre bosques, distBosque, obtenidas
durante el ca´lculo de la distArbol entre el suba´rbol con ra´ız en t[2] y los suba´rboles asociados a las ra´ıces I
de T ′, t′[3], t′[5], t′[6] y t′[7], respectivamente. Para facilitar la interpretacio´n de dichas distancias, se han




















∅ 0 1 2 3





















∅ 0 1 2 3 4 5 6 7
e..e 1 1 2 2 3 4 5 6
d b e g h c a
d



























∅ 0 1 2 3
f..f 1 1 2 3






















∅ 0 1 2 3 4 5 6 7
f..f 1 1 2 3 4 5 5 6
f..c 2 2 2 3 4 5 5 6
d b e g h c a
d
e 1 2 0 1 1 3 6
b
f 1 2 1 1 1 3 6
c 2 2 2 2 2 2 6
a
Figura 5.7: Distancias para T [5] con T ′[2], T ′[5], T ′[6] y T ′[7].
utilizado las etiquetas de los nodos en lugar de sus ı´ndices en postorden para delimitar los subbosques
considerados en cada caso. En la misma ﬁgura se muestra la matriz permanente distArbol con las
distancias entre suba´rboles obtenidas durante el procesamiento de los a´rboles con ra´ız en las ra´ıces I
anteriores. Los valores distBosque(l(i)..s, l(j)..t), con l(s) = l(i) y l(t) = l(j), que dan lugar a dichas
distancias entre suba´rboles se sen˜alan en sus respectivas matrices distBosque con un recuadro.
Para ilustrar como se efectu´a el proceso de ca´lculo, revisaremos detenidamente el ca´lculo de la distancia
entre las ra´ıces I t[2] de T y t′[6] de T ′. En este caso, el suba´rbol de T con ra´ız en t[2] contiene un u´nico
nodo, que es el propio t[2]. Por el contrario, el suba´rbol de T ′ contiene tres nodos, t′[4], t′[5] y t′[6]. Una
vez inicializada la matriz distBosque de acuerdo al lema 5.1, el ca´lculo de las distancias entre subbosques
comienza en la hoja ma´s a la izquierda de ambos a´rboles, es decir, con los bosques T [e..e] y T [g..g]. Dado
que ambos son a´rboles, se aplica el primer conjunto de fo´rmulas del lema 5.3, utilizando las distancias
distBosque(∅, 4.,4), distBosque(2.,2, ∅) y distBosque(∅, ∅), obtenidas todas ellas durante la inicializacio´n
de la matriz temporal distBosque. La distancia resultante es 1, que se corresponde a la operacio´n de
cambio de etiqueta e → g. Como se trata de una distancia entre a´rboles, su valor se copia en la celda
correspondiente de la matriz permanente distArbol.
El siguiente subbosque de T ′ a tratar es T ′[g..h]. El objetivo ahora es el ca´lculo de una distancia
entre bosques y se emplea, por tanto, el segundo conjunto de fo´rmulas del lema 5.3. Se emplean las
distancias distBosque(∅, g..h) y distBosque(e..e, g..g) y la suma de distBosque(∅, g..g) y distArbol(e, h).
Los dos primeros valores fueron obtenidos durante la inicializacio´n y en el paso que acabamos de describir,
respectivamente. Respecto a los otros dos valores, distBosque(∅, g..g) es resultado de la inicializacio´n y






























∅ 0 1 2 3
d..d 1 1 2 3
d..e 2 2 2 3
d..b 3 3 3 2
d..f 4 4 4 4
d..c 5 5 5 5






















∅ 0 1 2 3 4 5 6 7
d..d 1 0 1 2 3 4 5 6
d..e 2 1 2 1 2 3 4 5
d..b 3 2 1 2 3 4 5 6
d..f 4 3 2 2 3 4 5 6
d..c 5 4 3 3 4 5 4 5
d..a 6 5 4 4 5 6 5 4
d b e g h c a
d 0 1 1 1 1 3 6
e 1 2 0 1 1 3 6
b 2 1 2 3 3 3 6
f 1 2 1 1 1 3 6
c 2 2 2 2 2 2 6
a 5 4 5 6 6 6 4
Figura 5.8: Distancias para T [6] con T ′[2], T ′[5], T ′[6] y T ′[7].
distArbol(e, h) habra´ sido almacenado en la matriz distArbol durante el ca´lculo de las distancias entre
la ra´ız I de T , t[2], y la ra´ız I de T ′, t′[5]. La mejor opcio´n es utilizar el tercer valor, resultando una
distancia 2. El u´ltimo subbosque a procesar en T ′ es T ′[g..c], que coincide con el propio suba´rbol. De
nuevo, se aplican las fo´rmulas para distancias entre a´rboles, empleando los valores de distBosque(∅, g..c),
distBosque(e..e, g..h) y distBosque(∅, g..h). Las mejores opciones son la segunda o la tercera y la distancia
que resulta es 3. Al tratarse de una distancia entre a´rboles, este valor debe ser almacenado en la matriz
distArbol.
El siguiente nodo de ra´ız I(T ) en ser procesado es t[5], etiquetado como c. Los valores obtenidos
con esta ra´ız I se muestran en la ﬁgura 5.7. Como en el caso anterior, el suba´rbol asociado a este nodo
debe compararse en orden ascendente con los suba´rboles de las ra´ıces I de T ′, t′[3], t′[5], t′[6] y t′[7]. La
situacio´n es similar a la descrita anteriormente. La u´nica diferencia es que, en este caso, el a´rbol T [5]
contiene dos subbosques, T [f..f ] y T [f.c]. Esto dara´ lugar a unas matrices distBosque mayores, pero no
habra´ diferencias en cuanto al ca´lculo en s´ı, puesto que ambos bosques contienen u´nicamente un a´rbol.
La u´ltima ra´ız I de T en ser procesada es t[6]. Su suba´rbol coincide con la totalidad del a´rbol T y se
compara, de nuevo, con los suba´rboles T ′[3], T ′[5], T ′[6] y T ′[7] de T ′. Las distancias obtenidas se muestran
en la ﬁgura 5.8. En este caso, examinaremos u´nicamente el ca´lculo de dos de las distancias entre bosques
obtenidas durante el procesamiento de los suba´rboles T [6] y T ′[7]. Comenzaremos con la distancia entre los
bosques T [d..b] y T ′[d..b]. Se trata de una distancia entre a´rboles y se usa el primer conjunto de fo´rmulas
del lema 5.3. Podemos comprobar como en T los nodos a y b comparten su hoja ma´s a la izquierda,
el nodo d, y lo mismo sucede en el a´rbol T ′. As´ı pues, se toman las distancias distBosque(d..e, d..b),
distBosque(d..b, d..d) y distBosque(d..e, d..d), opta´ndose por la tercera opcio´n cuyo coste es 1. Dicho
valor es, adema´s, guardado en la matriz distArbol. El otro caso que veremos es el de la distancia entre
los bosques T [d..c] y T ′[d..c]. En este caso si se trata de bosques y se utilizan las fo´rmulas del segundo
caso del lema 5.3. Tomamos las distancias distBosque(d..f, d..c) y distBosque(d..c, d..h) y la suma de
distBosque(d..b, d..e) y distArbol(c, c). La mejor opcio´n es la tercera, resultando una distancia de 4, que
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se corresponde con la suma del coste de transformar el bosque T [d..b] en T ′[d..e], cuyo coste es 2 , y el
de transformar el a´rbol T [f..c] en T ′[g..c], con un coste igual a 2.
Por u´ltimo, sen˜alaremos que una vez ﬁnalizado el algoritmo, la matriz distArbol contendra´ las
distancias de edicio´n entre todos los pares de suba´rboles de T y T ′, incluida la distancia resultante
entre ambos a´rboles T y T ′, que se muestra en la matriz distArbol de la ﬁgura 5.8 resaltada con un
recta´ngulo doble. Dicha distancia fue obtenida durante el procesamiento de las ra´ıces I t[6] de T y t[7]




El reconocimiento aproximado de patrones sobre a´rboles es una extensio´n del concepto de
reconocimiento aproximado sobre cadenas. En este cap´ıtulo se presenta una generalizacio´n del algoritmo
de Zhang y Shasha [65] presentado en el cap´ıtulo 5, propuesta por los mismos autores en [66].
El intere´s de este tipo de te´cnicas de reconocimiento aproximado de patrones, en oposicio´n a las
te´cnicas de reconocimiento exacto, es que permiten trabajar con a´rboles patro´n ma´s generales, en los
cuales se podra´n omitir detalles estructurales que no sean relevantes. Se consigue de esta forma un
mecanismo de identiﬁcacio´n de estructuras ma´s ﬂexible y eﬁcaz de cara a las posibles aplicaciones
pra´cticas.
Se comenzara´ exponiendo distintas posibilidades a la hora de generalizar el reconocimiento aproximado
de patrones en cadenas para extenderlo al caso del reconocimiento aproximado de a´rboles. Una vez
estudiadas estas ampliaciones, se presentara´n los fundamentos teo´ricos y se describira´n los algoritmos
que se encargara´n de aplicar este tipo de reconocimiento de patrones.
6.1. Definicio´n del problema
De modo general, el problema del reconocimiento aproximado de a´rboles se puede formular de la
siguiente forma: dados dos a´rboles etiquetados y ordenados, donde se interpreta uno de ellos como un
a´rbol patro´n, P , y el otro como un a´rbol dato, D1. Se desea calcular la distancia de edicio´n entre ambos,
en el supuesto de que no se exija una correspondencia exacta del a´rbol patro´n, P , con la totalidad del
a´rbol, D. Esto es, se permite que el a´rbol P encaje so´lo con parte del a´rbol D, de forma que las partes
de D no incluidas no afectara´n a la distancia resultante.
A la hora de generalizar el reconocimiento aproximado sobre cadenas, surgen diferentes aproximaciones
en cuanto a la forma de extender el problema al caso de los a´rboles etiquetados ordenados, tal como sen˜alan
Zhang y Shasha [66]. Las te´cnicas empleadas usualmente para permitir comparaciones aproximadas entre
a´rboles son dos. En primer lugar, se permitira´ que se eliminen libremente suba´rboles del a´rbol dato D,
sin que este borrado de suba´rboles incremente el valor de la distancia con respecto al a´rbol patro´n P .
En segundo lugar, se podra´n incluir s´ımbolos vldc en el a´rbol patro´n, que permitira´n especiﬁcar que
determinadas porciones del a´rbol patro´n no son relevantes. En este punto es posible deﬁnir distintos tipos
de s´ımbolos con signiﬁcados diferentes, tal como se vera´ ma´s adelante.
Se procedera´ a exponer las distintas alternativas en la deﬁnicio´n del reconocimiento aproximado de
a´rboles. En primer lugar, se estudian las posibilidades a la hora de introducir la eliminacio´n de suba´rboles
en al a´rbol dato. Seguidamente, se presentan posibles deﬁniciones de s´ımbolos vldc y como afectara´ su
inclusio´n en el a´rbol patro´n al algoritmo de reconocimiento aproximado.
1En este caso existe una notable diferencia entre el papel que juega el a´rbol patro´n P y el a´rbol dato D. Por ello. se
usara´ la convencio´n de emplear las letras P y D para nombrarlos, en lugar de T y T ′ como ven´ıa siendo habitual.
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T Corte en t[9] Poda en t[9]
Figura 6.1: Comparacio´n entre corte y poda de suba´rboles.
6.1.1. Eliminacio´n de suba´rboles en el a´rbol dato
La primera opcio´n para deﬁnir el reconocimiento aproximado de a´rboles es incluir la posibilidad de
eliminar suba´rboles en el a´rbol dato D, sin afectar a la distancia ﬁnal entre el a´rbol patro´n y el a´rbol
dato D′ resultante. Esta eliminacio´n de suba´rboles puede verse como una extensio´n de la eliminacio´n de
preﬁjos en la cadena dato que se utilizaba en el reconocimiento aproximado de cadenas. En este caso, la
contrapartida a la eliminacio´n de preﬁjos en la cadena dato, es la eliminacio´n de conjuntos de suba´rboles
del a´rbol homo´nimo. Dentro del marco del algoritmo propuesto por Zhang y Shasha [65], se pueden
considerar dos posibilidades en cuanto a la eliminacio´n de suba´rboles:
Cortar un nodo i de un a´rbol T . Ello signiﬁca eliminar el nodo t[i] y todos sus descendientes. Esto
es, se elimina completamente el suba´rbol con ra´ız en t[i]. Formalmente tenemos que dado un a´rbol
T , cortar un nodo i da lugar a un nuevo a´rbol T ′ deﬁnido de la siguiente forma:
T ′ = { j | j ∈ T y j 6∈ T [l(i)..i] }
Podar un nodo i de un a´rbol T . Ello signiﬁca eliminar todos los descendientes del nodo t[i], sin incluir
a ese nodo. Esto es, se elimina los nodos del suba´rbol con ra´ız en t[i], pero no a t[i]. Formalmente
tenemos que dado un a´rbol T , podar un nodo i da lugar a un nuevo a´rbol T ′ deﬁnido de la siguiente
forma:
T ′ = { j | j ∈ T y j 6∈ T [l(i)..i− 1] }
Ambas opciones se ilustran en la ﬁgura 6.1. En nuestro caso, la distincio´n entre corte y poda es
simplemente una cuestio´n de matiz. Estructuralmente, realizar la poda de un nodo t[i] es equivalente
a realizar un conjunto de cortes en todos y cada uno de los hijos de t[i]. La razo´n de diferenciar ambas
posibilidades viene del hecho de que si estas operaciones tuviesen un coste asociado, si ser´ıa relevante
distinguir entre podar en un nodo y que permaneciera el nodo ra´ız o realizar un corte, eliminando esa
ra´ız. Como en el caso que aqu´ı se estudia no se tienen en consideracio´n el coste de este tipo de eliminacio´n
de suba´rboles a la hora de determinar la distancia entre a´rbol patro´n y a´rbol dato, ambas opciones sera´n
equivalentes. Por lo tanto, de ahora en adelante se trabajara´ u´nicamente con cortes de suba´rboles en el
a´rbol dato.
Para deﬁnir formalmente la distancia con cortes entre dos a´rboles, se introduce el concepto de conjunto
de cortes consistentes.
Definicio´n 6.1.
Sea T un a´rbol y sea ccc un conjunto de nodos de T . Se dira´ que ccc es un conjunto de cortes consistentes
si verifica lo siguiente:
t[i] ∈ ccc implica que 1 ≤ i ≤ |T |.
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C  = {t[2], t[6], t[7]}
Conjunto de cortes consistentes.
1
corte(T, C )T 1
C  = {t[2], t[6], t[7], t[9]}
Conjunto de cortes no consistentes.
2
Figura 6.2: Ejemplo de cortes consistentes.
t[i1], t[i2] ∈ ccc implica que ninguno de los dos es un ancestro del otro.
Se usara´ la notacio´n cortar(T , ccc), siendo ccc un conjunto de cortes consistentes, para representar el
a´rbol resultante de la eliminacio´n del a´rbol T de los suba´rboles asociados a los nodos contenidos en ccc
En la ﬁgura 6.2 se muestra un ejemplo de un conjunto de cortes consistentes, y de un conjunto de cortes
no consistentes. La razo´n de que el conjunto C2 no sea consistente se debe a que el nodo t[3] es el padre
de t[2], contradiciendo la deﬁnicio´n anterior. Tambie´n se muestra el a´rbol T1 = cortar(T,C1), resultado
de aplicar cortes en los nodos del conjunto C1. Utilizando estos conceptos, se puede deﬁnir formalmente
la distancia de edicio´n con cortes de la forma que sigue:
Definicio´n 6.2.
Dados un a´rbol patro´n P y un a´rbol dato D, y siendo subarboles(D) el conjunto de todos los posibles
conjuntos de cortes consistentes que se pueden construir en D, se define la distancia de edicio´n con cortes
entre los a´rboles P y D como:
dcortes(P,D) = minC∈subarboles(D){d(P, cortar(D,C))}
Intuitivamente, esta distancia con cortes se corresponde con la distancia de edicio´n obtenida entre el a´rbol
patro´n P y el resultado de aplicar sobre el a´rbol D el conjunto de cortes consistentes que genera el nuevo
a´rbol D′ que sea ma´s pro´ximo al patro´n P .
Como se vera´ con ma´s detalle en secciones posteriores, no es necesario construir expl´ıcitamente todos
los posibles conjuntos de cortes consistentes, ni calcular todas las distancias asociadas para obtener la
mejor distancia. En este punto, Zhang y Shasha [66] proponen una variante de su algoritmo de ca´lculo de
distancias [65] que permite calcular la distancia con cortes manteniendo la misma complejidad espacial y
temporal.
6.1.2. S´ımbolos VLDC en el a´rbol patro´n
Tal y como se hab´ıa comentado para el caso de las cadenas de caracteres, una te´cnica alternativa
empleada para permitir comparaciones aproximadas es la inclusio´n de s´ımbolos vldc en el a´rbol patro´n.
A la hora de generalizar este concepto al caso de los a´rboles surgen, de nuevo, varias posibilidades en
funcio´n de la interpretacio´n que se asocie a estos s´ımbolos vldc. En el caso de a´rboles etiquetados tenemos
la siguiente deﬁnicio´n general.
Definicio´n 6.3 (s´ımbolo VLDC).
Se define un s´ımbolo vldc como un s´ımbolo especial que podra´ aparecer en los nodos de un a´rbol patro´n
P y que no pertenece al alfabeto de las etiquetas Σ. De cara al ca´lculo de la distancia, cada uno de estos














Figura 6.3: Representacio´n esquema´tica de los s´ımbolos vldc.
s´ımbolos vldc podra´ ser sustituido por una porcio´n del a´rbol dato D, sin que ello afecte al valor final de
la distancia de edicio´n con respecto al patro´n.
En funcio´n de como se especiﬁque la sustitucio´n que un s´ımbolo vldc realiza con respecto al a´rbol dato
surgen diferentes opciones. Siguiendo a Zhang y Shasha [66] se deﬁnira´n dos s´ımbolos vldc para incluir
en los a´rboles patro´n: el ∧-vldc2, representado por el s´ımbolo ”∧ 2el |-vldc, representado por una barra
vertical ”|”. Tal y como se muestra en la ﬁgura 6.3, el signiﬁcado de estos s´ımbolos es el siguiente:
Definicio´n 6.4.
Dados un a´rbol patro´n P y un a´rbol dato D, se permitira´ la inclusio´n de los siguientes s´ımbolos vldc en
los nodos del a´rbol P , con el significado que se indica a continuacio´n:
El |-vldc, ”|”, sustituye a una secuencia consecutiva de nodos que formen parte de un camino
desde la ra´ız del a´rbol dato hasta una de sus hojas.
El ∧-vldc, ”∧”, adema´s de sustituir a esa secuencia de nodos, incluye a todos los suba´rboles que
emanan de los nodos de ese camino, con la posibilidad de excluir de esa sustitucio´n a parte de los
suba´rboles correspondientes a los hijos del u´ltimo nodo incluido en el camino.
El signiﬁcado intuitivo del |-vldc es directo. Se corresponde, simplemente, con la sustitucio´n del nodo
etiquetado ”|” por una secuencia consecutiva de nodos tomados de uno de los caminos que se pueden
construir en el a´rbol dato. La interpretacio´n del ∧-vldc es un poco ma´s compleja, ya que no se especiﬁca
estrictamente co´mo es la seleccio´n de los suba´rboles del nivel ma´s bajo que van a ser incluidos en la
sustitucio´n. La ﬁgura 6.4 aclara estos detalles. En ella, d[u] es el u´ltimo nodo de uno de los caminos de
D, y d[h1], d[h2], . . . , d[hk] son sus hijos. El ∧-vldc sustituira´ a los nodos presentes en el camino desde
la ra´ız hasta d[u] y a los suba´rboles que surgen de estos nodos. En el nodo d[u] la sustitucio´n ta´mbie´n
incluira´ a los suba´rboles con ra´ız en d[h1], . . . , d[hi] y en d[hj ], . . . , d[hk], con 1 ≤ i ≤ j ≤ k. En ese caso, el
conjunto de suba´rboles d[hi+1], . . . , d[hj−1], que eventualmente podr´ıa ser vac´ıo, no estar´ıa afectado por el
∧-vldc, y todos sus nodos ser´ıan susceptibles de participar en operaciones de edicio´n y, en consecuencia,
afectara´n a la distancia ﬁnal.
La diferencia entre ambos s´ımbolos vldc esta´ en s´ı en la sustitucio´n se incluyen so´lo los nodos que
forman parte de un camino o s´ı se an˜aden tambie´n los suba´rboles que emanan de ellos. Intuitivamente,
el ∧-vldc es el menos restrictivo de los dos. En la pra´ctica, al usar ∧-vldc no sera´ necesario tener en
cuenta los posibles nodos intermedios que puedan aparecer ni los suba´rboles que tengan asociados. En el
caso del |-vldc si es necesario tenerlos en cuenta, ya que los costes de las posibles inserciones o borrados
que se aplicara´n sobre los suba´rboles que emanan de los nodos intermedios si afectar´ıan a la distancia
ﬁnal.
Para formalizar la idea de que los s´ımbolos vldc de un a´rbol patro´n reemplazan porciones del a´rbol
dato, se introduce el concepto de sustitucio´n-vldc .
2En el art´ıculo original [66] se emplean los te´rminos anglosajones umbrella-vldc y path-vldc , como consecuencia de la
forma de las porciones del a´rbol dato que sustituyen.
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Figura 6.4: Sustitucio´n de un ∧-vldc.
Definicio´n 6.5 (sustitucio´n-VLDC).
Dados un a´rbol patro´n P que incluya s´ımbolos vldc ”|”, y ”∧” y un a´rbol dato D. Una sustitucio´n-vldc
s sobre P reemplazara´ cada nodo de P etiquetado con ”|” por una secuencia de nodos pertenecientes a
uno de los posibles caminos que se inician en la ra´ız de D, y reemplazara´ cada nodo etiquetado con ”∧”
por los nodos pertenecientes a un fragmento de uno de esos caminos, a los que se incluira´n los suba´rboles
que emanen de ellos.
Se usara´ la notacio´n P¯ = sust-vldc (P,D, s) para representar al a´rbol P¯ resultante de aplicar una
sustitucio´n-vldc s sobre un a´rbol patro´n P , con respecto a un a´rbol dato D.
Como resultado de aplicar una sustitucio´n-vldc s a un a´rbol patro´n P , se producira´ un nuevo a´rbol P¯
sin s´ımbolos vldc. Como condicio´n adicional, se requiere que la sustitucio´n de los s´ımbolos vldc tenga
coste cero. Para conseguir esto se exige que los nodos an˜adidos para crear el a´rbol P¯ sean tomados del
conjunto de nodos presentes en el a´rbol D. De esta forma, al calcular la distancia ﬁnal, la correspondencia
resultante entre P¯ y D hara´ que los nodos introducidos en P¯ como consecuencia de la sustitucio´n-vldc
se correspondan exactamente con los nodos originales de D.
En el siguiente ejemplo se muestra esta condicio´n adicional. Se puede ver como se sustituyen los
s´ımbolos vldc de P por nodos de D, de forma que en el ca´lculo de la distancia resultante entre P¯ y D,
so´lo se consideren los nodos de P que no estaban etiquetados con s´ımbolos vldc.
Ejemplo 6.1.
La figura 6.5 muestra dos sustituciones-vldc, la primera para el caso de un patro´n con un u´nico |-vldc
y la segunda para un patro´n con un ∧-vldc. En el primer caso la distancia resultante es 1, que se
corresponde con sustituir el s´ımbolo “|” del patro´n por la secuencia de nodos {c,e}, y realizar la operacio´n
de insercio´n del nodo f, ε → f . En el ejemplo que incluye el ∧-vldc la distancia ser´ıa 0, dado que el
a´rbol resultante de la sustitucio´n-vldc coincide exactamente con el a´rbol dato.
Utilizando el concepto de sustitucio´n-vldc, la distancia de edicio´n con s´ımbolos vldc se deﬁne de
la siguiente forma:
Definicio´n 6.6.
Dados un a´rbol patro´n P que incluya s´ımbolos vldc y un a´rbol dato D. Siendo S el conjunto de todas
las posibles sustituciones-vldc para P y D, la distancia de edicio´n con s´ımbolos vldc entre P y D, se
definira´ como:
dvldc(P,D) = mins∈S{d(P¯ ,D)|P¯ = sust-vldc (P,D, s)}
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Figura 6.5: Ejemplos de sustituciones-vldc.
Es decir, la distancia de edicio´n en presencia de s´ımbolos vldc entre P y D, es la distancia de edicio´n
que se podr´ıa obtener entre el a´rbol patro´n resultante P¯ y el a´rbol dato D, en caso de aplicar la mejor
sustitucio´n-vldc posible. Esto es, se utiliza la sustitucio´n-vldc que origine un a´rbol P¯ ma´s pro´ximo a
D.
6.2. Ca´lculo de la distancia edicio´n con s´ımbolos VLDC
En esta seccio´n se presentara´ el ca´lculo de la distancia entre a´rboles para el caso en el que los a´rboles
patro´n incluyan s´ımbolos vldc. En [66] Zhang y Shasha parten del algoritmo ba´sico para el ca´lculo
de la distancia de edicio´n entre a´rboles [65], mostrado en el cap´ıtulo 5, deﬁniendo nuevos conjuntos de
ca´lculos que tengan en cuenta el funcionamiento de las sustituciones-vldc para los dos s´ımbolos vldc
considerados, el |-vldc y el ∧-vldc.
Se comenzara´ repasando el mecanismo ba´sico de ca´lculo de distancias presentado en el capitulo 5. Salvo
que se indique expresamente, se mantendra´n las deﬁniciones, la notacio´n y las convenciones introducidas
en dicho cap´ıtulo. As´ı, se seguira´n utilizando las notaciones distBosque(i′..i, j′..j) y distArbol(i, j), que
ahora denotara´n distancias de edicio´n con s´ımbolos vldc. Esto es, representan, respectivamente, la
distancia entre los bosques P [i′..i] y D[j′..j] y la distancia entre los suba´rboles P [i] y D[i], suponiendo
que se haya aplicado la sustitucio´n-vldc o´ptima sobre los s´ımbolos vldc presentes en el a´rbol P .
Se vera´ que el ca´lculo de distancias entre subbosques es independiente del hecho de que en el a´rbol
patro´n se incluyan o no s´ımbolos vldc. Sera´ en el caso de las distancias entre pares de suba´rboles, cuando
se debera´ diferenciar entre tres formas distintas de calcular las distancias, en funcio´n del tipo de etiqueta
asociada a la ra´ız del suba´rbol de P que se este´ considerando. Cuando la ra´ız del suba´rbol patro´n no sea
un s´ımbolo vldc seguira´ siendo va´lido el conjunto de ca´lculos usado en el algoritmo original [65]. Para
los casos en los que esas ra´ıces sean s´ımbolos vldc se utilizara´n dos nuevos conjuntos de fo´rmulas, uno
para los |-vldc y otro para los ∧-vldc.
6.2.1. Ca´lculo ba´sico para suba´rboles y bosques
Antes de revisar el ca´lculo de distancias presentado en el cap´ıtulo 5 y determinar cuales de esos
conjuntos de fo´rmulas siguen siendo va´lidos en el caso de a´rboles patro´n con s´ımbolos vldc, es necesario
deﬁnir como se comportara´n los nodos etiquetados con s´ımbolos vldc ante las operaciones de edicio´n y
cuales sera´n los costes correspondientes.
Dado que los s´ımbolos vldc so´lo pueden aparecer en el a´rbol patro´n P , so´lo es necesario determinar el
coste de las operaciones de borrado y cambio de etiqueta. Se supondra´ que el coste del borrado o cambio
de etiqueta de un nodo vldc sera´ siempre cero. Esto es, γ(p[s]→ ε) = 0 y γ(p[s]→ d[t]) = 0, cuando la
etiqueta del nodo p[s] sea ”|” o´ ”∧”. Se consigue as´ı que la eliminacio´n o cambio de s´ımbolos vldc no
afecte a la distancia ﬁnal. Teniendo en cuenta estas consideraciones, se vera´ que el lema 5.1, presentado
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en el cap´ıtulo 5, sigue siendo va´lido en el caso de que el a´rbol patro´n P contenga s´ımbolos vldc. Para
aclarar esta aﬁrmacio´n se enuncia de nuevo el lema y se razona su validez teniendo en cuenta la presencia
de s´ımbolos vldc.
Lema 6.1.
Sean P y D a´rboles y sean i ∈ P y j ∈ D dos de sus nodos, entonces:
1. distBosque(∅, ∅) = 0.
2. distBosque(P [l(i)..s], ∅) = distBosque(P [l(i)..s− 1], ∅) + γ(p[s]→ ε).
3. distBosque(∅, D[l(j)..t]) = distBosque(∅, D[l(j)..t− 1]) + γ(ε→ d[t]).
donde p[s] ∈ desc(i) y d[t] ∈ desc(j).
Demostracio´n.
El razonamiento para los casos 1 y 3 es el mismo que el utilizado en el cap´ıtulo 5 durante la demostracio´n
del lema 5.1. En el caso 2, se desea que los s´ımbolos vldc no afecten al valor de la distancia. Esto es,
cuando p[s] =| o´ p[s] = ∧ debe veriﬁcarse distBosque(p[l(i)..s, ∅) = distBosque(p[l(i)..s − 1], ∅). Dado
que se parte de que γ(|→ ε) = 0 y γ(∧ → ε) = 0, se puede mantener el te´rmino γ(p[s] → ε) en el lado
derecho de la expresio´n 2, puesto que en el caso de aplicarse a s´ımbolos vldc no afectara´ al valor ﬁnal.
Una vez que se ha comprobado que los ca´lculos de inicializacio´n del algoritmo ba´sico de Zhang y
Shasha [65] siguen siendo va´lidos, se estudiara´n los otros dos tipos de ca´lculos, para distancias entre
subbosques y para distancias entre suba´rboles. Para el caso del ca´lculo de la distancia entre subbosques,
el conjunto de fo´rmulas del algoritmo ba´sico, presentadas en el lema 5.3, sigue siendo correcto. De nuevo,
para facilitar la comprensio´n, se presentan estas fo´rmulas en el siguiente lema y se demuestra su validez
para el caso de a´rboles patro´n con s´ımbolos vldc.
Lema 6.2.
Sean P y D a´rboles, sean p[i] y d[j] dos de sus nodos, y sean p[s] ∈ desc(p[i]) y d[t] ∈ desc(d[j]). Si
l(s) 6= l(i) o l(t) 6= l(j), entonces:
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t)
Demostracio´n.
Pueden distinguirse dos situaciones:
Caso 1: p[s] 6=| y p[s] 6= ∧
En este caso el u´ltimo nodo del bosque p[l(i)..s] no es un vldc. En caso de existir s´ımbolos vldc
en ese bosque ya se habra´ encontrado la sustitucio´n-vldc ma´s apropiada en pasos anteriores
del algoritmo y habra´ sido tenida en cuenta para el ca´lculo de las distancias precedentes,
distBosque(l(i)..s−1, l(j)..t), distBosque(l(i)..s, l(j)..t−1) y distBosque(l(i)..l(s)−1, l(j)..l(t)−1).
Por lo tanto, al no estar afectado el nodo p[s] por un s´ımbolo vldc, el razonamiento aqu´ı es ide´ntico
al expuesto en la demostracio´n de los lemas 5.2 y 5.3.
Caso 2: p[s] =| o´ p[s] = ∧
En este caso si se debe manejar el s´ımbolo vldc p[s]. Supondremos que M representa a una
correspondencia de coste mı´nimo. Dado que en el suba´rbol patro´n pueden existir s´ımbolos vldc,
esta correspondenciaM se establece entre el subbosque P¯ [l(i)..s], obtenido a partir de P [l(i)..s] como
resultado de aplicar la mejor sustitucio´n-vldc a sus s´ımbolos vldc, incluido p[s], y el subbosque
D[l(j)..t].
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Teniendo en cuenta las posibilidades a la hora de sustituir el s´ımbolo vldc p[s] y como se vea
afectado el nodo d[t] por la correspondencia M , se distinguen tres posibilidades:
(a) En este caso se supone que en la mejor sustitucio´n-vldc, p[s] es sustituido por un conjunto
de nodos vac´ıo, esto es, distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..s − 1, l(j)..t). Dado
que γ(|→ ε) = 0 y γ(∧ → ε) = 0, el lado derecho de la igualdad puede escribirse como
distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε) sin afectar al valor de la distancia 3.
(b) En este caso se tiene que, en la mejor sustitucio´n, p[s] es sustituido por un conjunto de nodos
no vac´ıo 4. Se supone, adema´s, que el nodo d[t] no esta´ afectado por la correspondencia M .
Esto signiﬁca que en esa correspondencia o´ptima el nodo d[t] debe ser insertado, por lo que
distBosque(l(i)..s, l(j)..t− 1) = distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t])
(c) En el tercer caso se supone que p[s] tiene una sustitucio´n-vldc no vac´ıa y que el nodo d[t]
esta´ afectado por la correspondencia M . Por lo tanto, d[t] participa en una operacio´n de
cambio de etiqueta. Supongamos que se aplica la sustitucio´n-vldc correspondiente a p[s],
obtenie´ndose un nuevo suba´rbol que reemplaza al a´rbol P [s], cuya ra´ız sera´ el nodo N , tal
y como se muestra en la ﬁgura 6.6. La correspondencia M se establece entre el subbosque
resultado de la sustitucio´n, P¯ [l(i)..N ], y el subbosque D[l(j)..t].
Aplicando el mismo razonamiento basado en el mantenimiento del orden ancestro-descendiente
utilizado en los lemas 5.2 y 5.3, se llega a que en M debe existir una operacio´n de cambio de
etiqueta entre p¯[N ] y d[t] y que, por lo tanto
distBosque(P¯ [l(i)..N ], D[l(j)..t]) = distBosque(P¯ [l(i)..l(N)− 1], D[l(j)..l(t)− 1])+
distArbol(P¯ [N ], D[t])
A partir de esta u´ltima expresio´n, dado que P¯ [l(i)..l(N)−1] = P [l(i)..l(s)−1]5 y que, en base a
la deﬁnicio´n de sustitucio´n-vldc, distArbol(P [s], D[t]) = distArbol(P¯ (N), D[t]), resulta que:
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t)
Como en ocasiones anteriores, estos tres casos cubren todas las posibles forma de obtener la distancia
deseada y, por lo tanto, bastara´ con calcular el mı´nimo de esos tres valores.
Una conclusio´n importante de este lema y, en concreto, del razonamiento empleado en el tercer caso
de la demostracio´n, es que la tarea de determinar cual es la mejor sustitucio´n para cada s´ımbolo
vldc formara´ parte del ca´lculo de la distancia entre pares de suba´rboles. Revisando de nuevo las
fo´rmulas deﬁnidas en el lema 6.2, en el caso de que p[s] sea un s´ımbolo vldc, la tercera expresio´n,
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..l(s)− 1, l(j)..l(t)− 1)+ distArbol(s, t), simplemente utiliza
el te´rmino distArbol(s, t). Puesto que se supone que dicha distancia ya habra´ sido calculada previamente
tomando en consideracio´n la mejor sustitucio´n posible para el nodo p[s].
Intuitivamente, el hecho de que la identiﬁcacio´n de sustituciones-vldc se realice so´lo durante el ca´lculo
de distancias entre suba´rboles esta´ en consonancia con el tipo de s´ımbolos vldc deﬁnidos. Tal como se
indica en la deﬁnicio´n 6.5, la forma en que ambos s´ımbolos, ”|” y ”∧”, son sustituidos so´lo considera
nodos tomados del suba´rbol del a´rbol dato con respecto al cual se calcula la distancia. Es decir, en la
sustitucio´n de s´ımbolos vldc no intervienen nodos de los suba´rboles dato que los rodean. Puede decirse,
entonces, que la sustitucio´n de s´ımbolos vldc es una operacio´n local a un suba´rbol.
3Intuitivamente, sustituir un vldc por un a´rbol vac´ıo es equivalente a eliminarlo.
4Esto es, se sustituye por una parte de un a´rbol si es un ∧-vldc o por una secuencia de nodos si es un |-vldc.
5El contexto izquierdo de los suba´rboles P¯ [N ] y P [s] es el mismo.
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Figura 6.6: Caso 2(c) de la demostracio´n del lema 6.2.
Una vez que se ha visto que la decisio´n de como realizar las sustituciones de s´ımbolos vldc se
determina durante el ca´lculo de la distancia entre pares de suba´rboles, se estudian ahora las distintas
posibilidades a la hora de calcular esas distancias. Se considerara´n tres situaciones, cada una con un
conjunto de fo´rmulas distinto.
En primer lugar, se presenta en el siguiente lema, la forma en que se realizara´ el ca´lculo de distancias
entre suba´rboles cuando la ra´ız del suba´rbol patro´n no este´ etiquetada con un s´ımbolo vldc. Los ca´lculos
deﬁnidos por este lema son ide´nticos a los del primer caso del lema 5.3 del cap´ıtulo 5. Se vuelven a mostrar
de nuevo de cara a facilitar la posterior explicacio´n del algoritmo de comparacio´n.
Lema 6.3.
Dados dos a´rboles P y D, dados los nodos p[i] y d[j], y sus descendientes p[s] ∈ des(i) y d[t] ∈ des(j).
Suponiendo que l(s) = l(i) y l(t) = l(j) y que p[s] 6=| y p[s] 6= ∧, entonces:
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t])
Demostracio´n.
La demostracio´n es la misma que en el caso del lema 5.3. La u´nica diferencia es que, en este caso, se
considera que los valores para las distancias distBosque(l(i)..s− 1, l(j)..t), distBosque(l(i)..s, l(j)..t− 1)
y distBosque(l(i)..s− 1, l(j)..t− 1) fueron calculados en base a las sustituciones-vldc o´ptimas para cada
uno de los nodos de P [s] etiquetados con s´ımbolos vldc.
Los otros dos casos a considerar, esto es, el ca´lculo de distancias entre suba´rboles cuando la ra´ız del
suba´rbol patro´n es uno de los dos s´ımbolos vldc, constituyen la parte ma´s importante del algoritmo
de Zhang y Shasha [66] para el reconocimiento aproximado de patrones sobre a´rboles. Ambos casos se
estudiara´n con detalle en las secciones siguientes, y se vera´ como se combinan con los resultados de los
lemas anteriores para construir el algoritmo de ca´lculo de distancias con s´ımbolos vldc.
6.2.2. Distancia con |-VLDC
La primera posibilidad que se va a estudiar dentro del ca´lculo de la distancia entre suba´rboles con
respecto a suba´rboles patro´n con s´ımbolos vldc en la ra´ız, es el caso en que ese s´ımbolo sea un |-vldc. Este
sera´ el caso ma´s sencillo de los dos que se pueden presentar. Como se vera´ ma´s adelante, para manejar
distancias donde este´ involucrado un ∧-vldc no basta con utilizar las distancias de edicio´n de nodos
consideradas anteriormente, sino que es necesario el ca´lculo de distancias auxiliares, con restricciones
adicionales. Es por ello por lo que se comenzara´ estudiando el manejo de los |-vldc. La base del ca´lculo
de la distancia de edicio´n bajo estas condiciones es el lema que sigue:
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Lema 6.4.
Sean P y D a´rboles, sean p[i] y d[j] dos de sus nodos y sean p[s] ∈ des(i) y d[t] ∈ des(j). Suponiendo que
l(s) = l(i) y l(t) = l(j), y que p[s] =|, entonces:
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t]),
distBosque(∅, l(j)..t− 1)+
min tk{distArbol(s, tk)− distArbol(∅, tk) | 1 ≤ k ≤ nt}
donde los nodos d[tk], con 1 ≤ k ≤ nt, son los nt hijos del nodo d[t]6.
Demostracio´n.
Como en demostraciones anteriores, se considera que M es la correspondencia de coste mı´nimo entre el
bosque P [l(i)..s] y el bosque D[l(j)..t]. Esa correspondencia habra´ sido determinada teniendo en cuenta
las mejores sustituciones para los s´ımbolos vldc que pudieran estar incluidos en P [l(i)..s]. Al igual que
en el caso 2 de la demostracio´n del lema 6.2, existen tres posibilidades:
1. p[s] es reemplazado por un conjunto vac´ıo de nodos.
2. p[s] es reemplazado por un conjunto no vac´ıo de nodos y el nodo d[t] no esta´ afectado por las
operaciones de cambio de etiqueta de la correspondencia M .
3. p[s] es reemplazado por un conjunto no vac´ıo de nodos y el nodo d[t], de acuerdo con M , participa
en una operacio´n de cambio de etiqueta.
En los casos 1 y 2, el razonamiento es el mismo que el empleado en la demostracio´n del lema 6.2 y las
fo´rmulas obtenidas son ide´nticas. Para el caso 3 hay dos situaciones posibles:
(a) El nodo d[t] es una hoja
En este caso tenemos t = l(j). Por lo tanto |-vldc de p[s] so´lo puede ser reemplazado por el nodo
d[t]. De esta forma, y dado que γ(|→ [.t]) = 0, pude reescribirse el lado derecho de la expresio´n
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..s− 1, l(j)..t− 1) como distBosque(l(i)..s− 1, l(j)..t−
1) + γ(p[s]→ d[t]), que se corresponde con la tercera expresio´n del ca´lculo de la distancia mı´nima.
(b) El nodo d[t] tiene hijos
Puesto que d[t] no es una hoja, es decir, t 6= l(j), el |-vldc p[s] debe ser reemplazado por una
secuencia de nodos extra´ıda de uno de los caminos que arrancan de la ra´ız del suba´rbol D[t]. Se
supondra´ que d[u] es el u´ltimo nodo de esa secuencia. Suponiendo que los hijos de d[t] son, de
izquierda a derecha, los nodos d[t1], d[t2], . . . , [.tnt ], se pueden distinguir, tal y como se muestra en
la ﬁgura 6.7, los dos subcasos siguientes:
(i) u = t
Puesto que d[t] y d[u] coinciden, la sustitucio´n del |-vldc p[s] contiene un u´nico nodo, que es
d[t]. De forma que, de nuevo, se obtiene
distBosque(l(i)..s, l(j)..t) = distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t])
(ii) u 6= t
En este caso p[s] es sustituido por, al menos, dos nodos que pertenecen a un camino comienza
en d[t]. Se supondra´ que el siguiente nodo en ese camino es el hijo de d[t] en la posicio´n tk, esto
es, el nodo d[tk]. As´ı, la distancia que se desea calcular se puede formular en base a la distancia
6En el caso de que d[t] sea una hoja, es decir, t = l(t) = l(j), so´lo sera´n aplicables las tres primeras expresiones.
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Nodos incluidos en la
sustitución−VLDC
Figura 6.7: Caso 3(b) de la demostracio´n del lema 6.4.
entre el suba´rbol P [s] y el suba´rbol D[tk]
7, junto con el coste correspondiente a la eliminacio´n
de todos los dema´s hijos de d[t] y de sus descendientes. La razo´n de esas eliminaciones es
que esos nodos no participan en la sustitucio´n del |-vldc p[s]. La correspondencia M se
establecera´ entre los suba´rboles P [s] y D[tk], pero todos los dema´s descendientes de d[t] al
estar afectados por la correspondencia deben ser borrados. El resultado de este razonamiento
es que la distancia viene dada por:
distBosque(l(i)..s, l(j)..t) = distArbol(s, tk) + distArbol(∅, t1) + . . .+ distArbol(∅, tk−1)+
+distArbol(∅, tk+1) + . . .+ distArbol(∅, tnt)
Aplicando la relacio´n distBosque(∅, l(j)..t− 1) =
∑nt
l=1 distArbol(∅, tl), derivada del lema 6.1,
la parte derecha de esta expresio´n se puede reescribir como:
distBosque(∅, l(i)..t− 1) + distArbol(s)tk − distArbol(∅, tk)
Dado que d[t] tiene nt hijos, sera´ necesario comprobar cual de ellos es el d[tk] que da lugar
a la menor distancia. Por lo tanto, en este caso, para obtener la distancia distancia ﬁnal se
buscara´ el mı´nimo valor de entre los costes correspondientes a los nt hijos de d[t].
distBosque(l(i)..s, l(j)..t) = distBosque(∅, l(j)..t− 1) +
min tk{distArbol(s)tk − distArbol(∅)tk | 1 ≤ k ≤ nt}
Con lo que obtenemos la cuarta expresio´n del lema.
Como las fo´rmulas anteriores cubren todos los casos posibles, basta tomar el menor de esos valores para
obtener la distancia deseada.
6.2.3. Distancia con ∧-VLDC
Una vez estudiado el ca´lculo de distancias para el caso de suba´rboles patro´n cuyas ra´ıces sean |-vldc,
se describira´ el ca´lculo de la distancia cuando el s´ımbolo vldc asociado a esas ra´ıces sea un ∧-vldc. El
ca´lculo de las distancias donde este´ involucrado un ∧-vldc es mucho ma´s complejo que en el caso de los
7Distancia que habr´ıa sido calculada en pasos anteriores del algoritmo.
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|-vldc. La diferencia entre ambos situaciones se debe a que en los ca´lculos en presencia de ∧-vldc hay
que tener en cuenta que el coste asociado a los suba´rboles que formen parte su sustitucio´n-vldc es nulo
y por lo tanto no se tendra´ en cuenta en la distancia ﬁnal.
Como se vio anteriormente, en el ca´lculo de distancias con |-vldc no se necesita tener en cuenta ese
tipo de consideraciones, basta con conocer los valores de las distancias distBosque y distArbol de los
descendientes del nodo |-vldc. Sin embargo, la principal diﬁcultad del ca´lculos para ∧-vldc surge del
hecho de que la distancia entre bosques distBosque no contempla la posibilidad de omitir un conjunto
de suba´rboles, de forma que estos no se tengan en cuenta en el valor ﬁnal de la distancia. Sera´ necesario
deﬁnir una nueva distancia en la que sea posible no tomar en consideracio´n determinados suba´rboles.
Para ello Zhang y Shasha[66] deﬁnen la distancia entre sufijos 8, abreviada dbs, que toma como base la
distancia entre bosques, distBosque, an˜adiendo la posibilidad de que conjuntos de suba´rboles consecutivos
puedan ser eliminados con coste cero. La deﬁnicio´n formal es la siguiente.
Definicio´n 6.7 (distancia entre bosques suﬁjos).
Dados un a´rbol patro´n P y un a´rbol dato D. Siendo BP un bosque de P y BD un bosque de D, se define
la distancia entre suﬁjos entre los bosques BP y BD, en forma abreviada dbs(BP , BD), como la distancia
entre los bosques BP y B
′
D, en donde B
′
D es un subbosque de BD en cual ha sido eliminado un conjunto
de suba´rboles verificando las siguientes restricciones:
Todos ellos son suba´rboles completos9
Son consecutivos
Esta´n situados en el extremo ma´s a la izquierda del bosque BD
Todos tienen el mismo nodo padre.





Intuitivamente, la distancia entre suﬁjos entre dos bosques BP y BD es la distancia que existe entre el
bosque BP y un fragmento del bosque BD, en el cual se han eliminados sus k primeros a´rboles por la
izquierda. En el siguiente ejemplo se muestra como la distancia distBosque por si sola no es suﬁciente
para manejar distancias con ∧-vldc e ilustra la nocio´n de distancia entre suﬁjos.
Ejemplo 6.2.
En la figura 6.8, P [s] y D[t] son dos suba´rboles de P y de D, respectivamente. Se supondra´ que la ra´ız
p[s] es un ∧-vldc, y que en la mejor sustitucio´n-vldc ese ∧-vldc, p[s], es sustituido por d[t] y por los
k suba´rboles hijos de d[t] ma´s a la izquierda. Por lo tanto, en este caso resulta que la distancia entre
P [l(i)..s] y D[l(j)..t] se corresponde con la distancia entre P [l(i)..s− 1] y D[l(ik+1..t− 1].
Es evidente que la distancia distBosque(l(i)..s−1, l(j)..t−1) no ofrece ese valor, ya que los bosques que
se consideran en el ca´lculo de distBosque comienzan todos en la hoja ma´s a la izquierda de D[l(j)..t],es
decir, en d[l(j)].
Dado que los k suba´rboles sombreados en la figura 6.8 cumplen las condiciones de ser completos,
consecutivos, situados a la izquierda y tener el mismo padre, se corresponden con el conjunto de suba´rboles
que no son tenidos en cuenta al calcular dbs(l(i)..s−1, l(j)..t−1). Por lo tanto, la distancia que deseamos
se obtiene a partir de esa distancia entre sufijos:
distBosque(l(j)..s− 1, l(tk+1)..t− 1) = dbs(l(i)..s− 1, l(j)..t− 1)
Resultando que distArbol(s, t) = dbs(l(i)..s− 1, l(j)..t− 1).
8En ingle´s, suffix forest distance.
9Un suba´rbol es completo con respecto a un bosque B, si ese suba´rbol no es, a su vez, suba´rbol de ningu´n otro suba´rbol
contenido en B.
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Figura 6.8: Diferencia entre distBosque y dbs.
La aproximacio´n ma´s simple para calcular dbs ser´ıa aplicar directamente la deﬁnicio´n y probar todas
y cada una de las posibles combinaciones de suba´rboles que se puedan eliminar, calcular las distancias
distBosque resultantes y tomar la menor de todas ellas. Sin embargo, es posible plantear un esquema
de ca´lculo ana´logo al utilizado para obtener las distancias distBosque con menor coste computacional y
con la ventaja de poder calcular los valores de distBosque y dbs al mismo tiempo, efectuando un u´nico
recorrido sobre el a´rbol.
Ca´lculo de la distancia auxiliar entre sufijos
De forma similar a como ocurre en el ca´lculo de los valores distBosque, el ca´lculo de las distancias
entre suﬁjos, dbs, se basa en los resultados de los siguientes lemas. El primero de ellos deﬁne como se
realiza la inicializacio´n de los valores dbs y los otros dos deﬁnen los ca´lculos a realizar para el caso de
distancias entre a´rboles y entre bosques, respectivamente.
Lema 6.5.
Sean P y D a´rboles, y sean i ∈ P y j ∈ D dos de sus nodos. Siendo p[s] ∈ desc(i) y d[t] ∈ desc(j),
entonces:
1. dbs(∅, ∅) = 0.
2. dbs(P [l(i)..s], ∅) = distBosque(P [l(i)..s], ∅).
3. dbs(∅, D[l(j)..t]) =
{
0 sii l(t) = l(j) o´ l(padre(t)) = l(j)
dbs(∅, D[l(j)..t− 1]) + γ(ε→ d[t]) en otro caso
Demostracio´n.
El caso 1 es trivial.
El caso 2 se deriva del hecho de que no hay ningu´n a´rbol que eliminar en un bosque vac´ıo y, por lo
tanto, dbs es equivalente a distBosque.
En el caso 3, hay dos subcasos:
(a) l(t) = l(j)
En este caso, D[l(j)..t] es un a´rbol y la opcio´n de menor coste sera´ eliminarlo completamente,
resultando dbs(∅, D[l(j)..t]) = 0.













/l(j) = l(padre(t))l(j) = l(padre(t))
d[l(j)]
Figura 6.9: Topolog´ıas del bosque D[l(j)..t].
(b) l(t) 6= l(j)
Son posibles las dos situaciones que se ilustran en la ﬁgura 6.9:
(i) l(padre(t)) = l(j)
Tal y como se muestra en el esquema izquierdo de la ﬁgura 6.9, todos los suba´rboles del
bosque D[l(j)..t] tienen el mismo padre, el nodo D[padre(t)]. Por lo tanto la opcio´n de
menor coste es eliminar todo el bosque, resultando
dbs(∅, D[l(j)..t]) = 0
(ii) l(padre(t)) 6= l(j)
En este caso, mostrado en el esquema derecho de la misma ﬁgura, cualquier posible
conjunto consecutivo de suba´rboles completos que se pueda construir en el bosque
D[l(j)..t − 1] y que sea susceptible de ser eliminado, no puede incluir a ningu´n suba´rbol
que sea hijo de d[t]. Si as´ı fuera, de acuerdo con la deﬁnicio´n de dbs, todos los nodos a
eliminar deber´ıan de ser hijos de d[t], lo cual implicar´ıa que l(padre(t)) = l(j). Dado que
no es as´ı, el mejor conjunto de suba´rboles a eliminar del bosque D[l(j)..t] coincide con el
mejor conjunto de D[l(j)..t− 1]. Por lo tanto,
dbs(∅, D[l(j)..t]) = dbs(∅, D[l(j)..t− 1]) + γ(ε→ d[t])
El ca´lculo de dbs en el caso en el que el bosque dato so´lo contiene un a´rbol, viene dado por el siguiente
lema.
Lema 6.6.
Sean P y D a´rboles, sean p[i] y d[j] dos de sus nodos, y sean p[s] ∈ desc(p[i]) y d[t] ∈ desc(d[j]). Si
l(t) = l(j), entonces:





Dado que l(t) = l(j), D[l(j)..t] es un a´rbol, pueden distinguirse dos situaciones:
Caso 1: Es menos costoso eliminar D[l(j)..t], resultando que:
dbs(l(i)..s, l(j)..t) = distBosque(l(i)..s, ∅)
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Caso 2: Es menos costoso transformar D[l(i)..s] en D[l(j)..t], resultando que:
dbs(l(i)..s, l(j)..t) = distBosque(l(i)..s, l(j)..t)
Por lo tanto, resulta que, para obtener la distancia deseada, bastara´ con tomar el menor de ambos
valores.
El valor de la distancia dbs para bosques dato con ma´s de un a´rbol se calcula a partir de los resultados
enunciados en el siguiente lema.
Lema 6.7.
Sean P y D a´rboles, sean p[i] y d[j] dos de sus nodos, y sean p[s] ∈ desc(p[i]) y d[t] ∈ desc(d[j]). Si
l(t) 6= l(j), entonces:
dbs(l(i)..s, l(j)..t) = min


dbs(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
dbs(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
dbs(l(i)..s− 1, l(j)..t− 1) + distArbol(s, t)
Demostracio´n.
Consideraremos la situacio´n en la que p[s] 6=| y p[s] 6= ∧. El caso en el que p[s] =| y p[s] = ∧ se demuestra
de forma ana´loga al caso 2 de la demostracio´n del lema 6.2.
Como en casos anteriores, partimos de que M es una correspondencia de coste mı´nimo. En este caso,
M se establece entre el bosque P [l(i)..s] y el resultado de eliminar el mejor subbosque B del bosque
D[l(j)..t]. Ese subbosque B estara´ situado en el extremo izquierdo de D[l(j)..t] y estara´ formado por un
conjunto de a´rboles completos, consecutivos y con el mismo padre. Hay dos situaciones posibles, ide´nticas
a las del caso 3(b) consideradas en la demostracio´n del lema anterior, ilustrados en la ﬁgura 6.9.
Caso 1: l(padre(t)) = l(j)
El bosque D[l(j)..t] es como el mostrado en el esquema de la izquierda de la ﬁgura 6.9. Tenemos
cuatro subcasos que considerar:
(a) El suba´rbol D[t] no es eliminado y el nodo p[s] no esta´ afectado por M .
Siguiendo un razonamiento ana´logo al efectuado en la demostracio´n del lema 6.2 se llega a la
siguiente expresio´n:
dbs(l(i)..s, l(j)..t) = dbs(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε)
(b) El suba´rbol D[t] no es eliminado y el nodo d[t] no esta´ afectado por M .
Para aplicar un razonamiento sime´trico al empleado en el caso anterior es necesario demostrar
un resultado previo.
Proposicio´n 6.1.
En el caso de que l(padre(t)) = l(j), el mejor subbosque B a eliminar del bosque D[l(j)..t] es
el mismo que en el bosque D[l(j)..t]. Siendo cierto, adema´s, que la mejor correspondencia, M ,
entre P [l(i)..s] y D[l(j)..t]rB es la misma que entre P [l(i)..s] y D[l(j)..t− 1]rB.
Demostracio´n.
Supongamos que no sea as´ı. Entonces Bt−1 sera´ el mejor subbosque a eliminar en D[l(j)..t−1]
y Mt−1 sera´ la correspondencia asociada. Todos los a´rboles que se eliminan, los pertenecientes
a Bt−1, tendra´n a padre(t) como padre, tal y como se deduce del esquema en el lado izquierdo
de la ﬁgura 6.9. Adema´s, Bt−1 no podra´ incluir a ningu´n suba´rbol hijo de d[t]. De ser este
el caso, se podr´ıan eliminar de D[l(j)..t] los a´rboles de Bt−1 y utilizar la correspondencia
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Mt−1 entre P [l(i)..s] y D[l(j)..t − 1] r Bt−1. El coste resultante ser´ıa menor que el de la
correspondencia M entre P [l(i)..s] yD[l(j)..t]rB, contradiciendo la suposicio´n inicial de que
B era el mejor conjunto de bosques a eliminar; y M una correspondencia de coste mı´nimo.
Resultando, entonces, que la proposicio´n es correcta.
Utilizando la proposicio´n anterior y tomando como base la demostracio´n del lema 6.2 se llega
a la expresio´n:
dbs(l(i)..s, l(j)..t) = dbs(l(i)..s, l(j)..t− 1) + γ(ε→ d[t])
(c) El suba´rbol D[t] no es eliminado y los nodos p[s] y d[t] esta´n afectados por M .
De nuevo, se sigue el esquema de la demostracio´n del lema 6.2 para llegar a,
dbs(l(i)..s, l(j)..t) = dbs(l(i)..l(s)− 1, l(j)..l(t)− 1) + distArbol(s, t)
(d) El bosque D[l(j)..t] es eliminado completamente.
En este caso, dbs(l(i)..s, l(j)..t) = distBosque(l(s)..i, ∅). Aplicando el lema 6.1 se deduce la
igualdad,
dbs(l(s)..i, l(j)..t) = distBosque(l(i)..s− 1, ∅) + γp[s]→ ε
Como por la deﬁnicio´n de dbs se cumple que dbs(l(i)..s−1, l(j)..t) ≤ distBosque(l(i)..s−1, ∅),
este subcaso estara´ cubierto por el subcaso 1(a).
Caso 2: l(padre(t)) 6= l(j)
El bosque D[l(j)..t] es como el mostrado en el esquema a la derecha de la ﬁgura 6.9. En este caso
tenemos so´lo tres subcasos, puesto que, como se deduce de la ﬁgura no es posible eliminar el bosque
completo y no se puede dar la situacio´n del subcaso (d) anterior.
(a) El nodo p[s] no esta´ afectado por M .
Al igual que en el subcaso 1(a) llegamos a,
dbs(l(i)..s, l(j)..t) = dbs(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε)
(b) El nodo d[t] no esta´ afectado por M .
Del esquema de la derecha de la ﬁgura 6.9 se llega a que el suba´rbol D[t] no puede ser uno
de los a´rboles a eliminar incluidos en el subbosque B. Del mismo modo, tampoco pueden
ser eliminados los dema´s hijos de d[padre(t)], ya que de ser as´ı los de B no cumplir´ıan la
condicio´n de tener todos el mismo padre. Por lo tanto se llega a una conclusio´n ana´loga a la
de la proposicio´n anterior, con lo que puede deducir la siguiente expresio´n:
dbs(l(i)..s, l(j)..t) = dbs(l(i)..s, l(j)..t− 1) + γ(ε→ d[t])
(c) Los nodos p[s] y d[t] esta´n afectados por M .
Al igual que en el subcaso 1(c) resulta la expresio´n
dbs(l(s)..i, l(j)..t) = distBosque(l(i)..s− 1, ∅) + γp[s]→ ε
Combinando los subcasos anteriores y teniendo en cuenta que el subcaso 1(d) esta´ incluido en el 1(a) se
obtiene la expresio´n mostrada en el lema.
Tal como hemos visto en los dos lemas anteriores, el ca´lculo de la distancia auxiliar dbs es similar al de
la distancia distBosque. En ambos casos se diferencian dos tipos de ca´lculos dependiendo de la forma
de los a´rboles, resultando un conjunto de fo´rmulas para distancias entre bosques y otro para distancias
entre a´rboles.
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Distancia en patrones con ∧-VLDC
En el apartado anterior, introduc´ıamos la necesidad de utilizar la distancia auxiliar dbs para manejar
las sustituciones-vldc que impliquen s´ımbolos ∧-vldc y estudiamos como se realiza el ca´lculo de esas
distancias. Veremos ahora como se integran las dos distancias, distBosque y dbs, para efectuar el ca´lculo de
la distancia de edicio´n entre suba´rboles para los casos en los que la ra´ız del suba´rbol patro´n esta´ etiquetada
con un ∧-vldc. El siguiente lema indica como calcular esa distancia.
Lema 6.8.
Sean P y D a´rboles, sean p[i] y d[j] dos de sus nodos, y sean p[s] ∈ des(i) y d[t] ∈ des(j). Suponiendo
que l(s) = l(i) y l(t) = l(j), y que p[s] = ∧, entonces:
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t]),
mintk{dbs(l(i)..s− 1, l(j)..tk)|1 ≤ k ≤ nt},
mintk{distArbol(s, tk)|1 ≤ k ≤ nt}
donde los nodos d[tk], con 1 ≤ k ≤ nt, son los nt hijos del nodo d[t]10.
Demostracio´n.
Comenzaremos examinando el caso trivial, cuando s = l(i), es decir p[s] = ∧ es el u´nico nodo de P [l(s)..s].
En este caso la mejor sustitucio´n-vldc es reemplazar la hoja p[s] por todo el a´rbol D[l(t)..t], resultando
en un coste de 0. Dicho valor se obtendr´ıa de la expresio´n mintk{distArbol(s, tk)|1 ≤ k ≤ nt}, puesto
que cualquier D[tk] ser´ıa un suba´rbol hijo de d[t] cuya distancia tambie´n ser´ıa 0.
Consideraremos entonces, el caso en el que p[s] no sea una hoja, es decir l(s) 6= s. Como hemos venido
haciendo hasta el momento, M sera´ la correspondencia de coste mı´nimo entre el bosque P [l(i)..s] y el
bosque D[l(j)..t], teniendo en cuenta las mejores sustituciones para los s´ımbolos vldc que pudieran estar
incluidos en P [l(i)..s]. Existen tres posibilidades:
1. p[s] es reemplazado por un conjunto vac´ıo de nodos .
2. p[s] es reemplazado por un conjunto no vac´ıo de nodos y el nodo d[t] no esta´ afectado por M .
3. p[s] es reemplazado por un conjunto no vac´ıo de nodos y el nodo d[t] esta´ afectado por M .
En los casos 1 y 2, el razonamiento es el mismo que el empleado en la demostracio´n del lema 6.2 y las
fo´rmulas obtenidas son ide´nticas. Para el caso 3 hay dos situaciones posibles:
(a) El nodo d[t] es una hoja, es decir l(t) = t
En este caso, en D[l(i)..t] so´lo hay un nodo, por lo que el ∧-vldc p[s] es reemplazado por d[t],
puesto que γ(∧ → d[i]) = 0, se puede utilizar la siguiente expresio´n:
distBosque(l(i)..l(j)..t,=)distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t])
(b) El nodo d[t] tiene hijos, es decir l(t) 6= t
Puesto que el a´rbol D[l(i)..t] contiene ma´s de un nodo, p[s] debe ser reemplazado un conjunto de
nodos de acuerdo a la deﬁnicio´n de ∧-vldc. Adema´s, el bosque P [l(i)..s−1] debe ser transformado
en subbosque incluido en D[l(i)..t−1] y formado por un conjunto de a´rboles consecutivos hijos todos
ellos de un nodo, d[d], del a´rbol D[l(t)..t]. Supondremos que d[t] tiene nt hijos, d[t1], d[t2], . . . , d[tnt ].
Tenemos dos posibilidades a la hora de ubicar ese nodo d[d] en el a´rbol:
10En el caso de que d[t] sea una hoja, es decir, t = l(t) = l(j), so´lo sera´n aplicables las tres primeras expresiones.
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q−1 p+1 q−1dbs(l(i)..s−1, l(j)..t     ) = distBosque(l(i)..s−1, l(t     )..t     )
P[l(s)..s−1]
P[l(s)..s−1]
Figura 6.10: Subcasos (i) y (ii) del lema 6.8.
(i) d = t
En este caso el nodo d[t] sera´ el padre de los nodos que se emparejara´n con el bosque P [l(i)..s−
1], tal y como se ilustra en el esquema superior de la ﬁgura 6.10, donde los nodos que reemplazan
al ∧-vldc esta´n sen˜alados en color ma´s oscuro. De este modo, el nodo p[s] sera´ reemplazado por
el nodo d[t] y por los suba´rboles D[t1], . . . , D[tl] y D[tk], . . . , D[tnt ], con 1 ≤ p,≤ k ≤ nt. Los
a´rboles D[t1], . . . , D[tl] forman un bosque que cumple las condiciones exigidas en la deﬁnicio´n
de la distancia dbs. Por lo tanto, tenemos que:
distBosque(l(i)..s, l(i)..t, ) = distBosque(l(i)..s− 1, l(tk+1)..tk−1) = dbs(l(i)..s− 1, l(j)..tk−1)
Para encontrar la mejor sustitucio´n deberemos tomar al hijo d[q] , con 1 ≤ q ≤ tn, que minimice
la expresio´n anterior, resultando que:
distBosque(l(i)..s, l(i)..t, ) = mintk{dbs(l(i)..s− 1, l(j)..tk)|1 ≤ k ≤ nt}
La fo´rmula anterior tambie´n cubre el caso de que p[s] sea sustituido por la totalidad del a´rbol
D[t]. En ese caso tendr´ıamos que
distBosque(l(i)..s, l(j)..t,=)distBosque(l(i)..s− 1, ∅) ≥ dbs(l(i)..s, l(j)..tk)}
para cualquier tk entre 1 y nt. Por lo el mı´nimo obtenido en la expresio´n anterior continuar´ıa
siendo va´lido.
(ii) d 6= t
Este caso se muestra en la parte inferior de la ﬁgura 6.10, donde la porcio´n del a´rbol que
reemplaza al nodo p[s] se sen˜ala en tono ma´s oscuro. En este caso, el nodo d[d] no es uno
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de los hijos de d[t], sino que esta´ en niveles inferiores. A partir de la ﬁgura se deduce que
distBosque(l(i)..s, l(j)..t) = distArbol(s, d). Adema´s, el ca´lculo de dicho valor, distArbol(s, d),
se habr´ıa realizado en una situacio´n como la descrita en el subcaso anterior.
Supondremos que el nodo d[tk] es el hijo de d[t] en el camino entre d[t] hasta d[d]. Dado que
todos los nodos desde d[tk] hasta d[d], junto con sus suba´rboles asociados, forman parte de la
sustitucio´n y no afectan a la distancia, tenemos que:
distArbol(s, tk) = distArbol(s, d)
De nuevo, para encontrar el valor deseado se toma el mı´nimo, con k entre 1 y nt, resultando:
distBosque(l(i)..s, l(i)..t) = mintk{distArbol(s, tk)|1 ≤ k ≤ nt}
Como en ocasiones anteriores, puesto que estos subcasos cubren todas las posibles formas de obtener la
distancia deseada, bastara´ con elegir el de menor coste, quedando demostrado el lema.
6.2.4. Algoritmo para el ca´lculo de las distancias
Hemos presentado en las secciones precedentes los resultados teo´ricos que formalizan el ca´lculo de la
distancia de edicio´n en presencia de s´ımbolos vldc y se ha demostrado su correccio´n. Para concluir con
el estudio de este tipo de reconocimiento aproximado de patrones en a´rboles, el algoritmo 6.1 muestra
como se integran estos lemas y teoremas para calcular la distancia de edicio´n entre un a´rbol patro´n con
s´ımbolos vldc P y un a´rbol dato D. Para simpliﬁcar el algoritmo y facilitar su comprensio´n se presenta
u´nicamente la estructura del proceso de ca´lculo de las distancias y se emplean funciones auxiliares que
ocultan los detalles del calculo de las distancias en los distintos casos que se pueden presentar. Las
fo´rmulas empleadas en cada uno de esos casos particulares se muestran en las funciones el algoritmo 6.2
y, como se puede apreciar, se corresponden con los resultados de los lemas y teoremas presentados en las
secciones anteriores.
El esquema que se sigue en este algoritmo es ide´ntico al empleado en el algoritmo 5.1 para el ca´lculo
de distancias sin vldc mostrado en el cap´ıtulo 5. Como en ese algoritmo, se recorren los conjuntos de
ra´ıces I de los dos a´rboles. Para cada par de nodos i ∈ ra´ız I(P ) y j ∈ ra´ız I(D) se calcula la distancia
distArbol(i, j), que a su vez supone calcular de modo ascendente las distancias entre todos los pares de
subbosques extra´ıdos de esos dos suba´rboles. En el caso del algoritmo 6.1 hay dos diferencias notables. En
primer lugar, se distinguen cuatro tipos de ca´lculos distintos y no dos como en el algoritmo sin vldc. Se
utilizan fo´rmulas espec´ıﬁcas para distancias entre bosques, distancias entre a´rboles con ∧-vldc, distancias
entre a´rboles con |-vldc y para distancias entre a´rboles sin s´ımbolos vldc.
La segunda diferencia con la que nos encontramos, es que en este algoritmo es necesario utilizar una
segunda estructura de almacenamiento temporal. Se trata de una nueva matriz temporal cuya ﬁnalidad
es mantener los valores de las distancias dbs necesarias en el ca´lculo de distancias que impliquen un
∧-vldc. Dicha matriz temporal se maneja de forma ana´loga a la matriz de distancias distBosque. De
este modo, se an˜aden las fo´rmulas necesarias para inicializarla al comienzo del procesamiento de cada
par de ra´ıces I. Adema´s, en cada iteracio´n, se efectu´a el ca´lculo de la distancia dbs inmediatamente
despue´s de haber calculado, empleando uno de los cuatro conjuntos de fo´rmulas anteriores, la distancia
distBosque correspondiente. La razo´n de hacerlo en ese orden es que en el ca´lculo de la distancia dbs se
utilizan los valores de distBosque, de modo que es necesario asegurar que dichos valores este´n disponibles
en el momento necesario. Para el ca´lculo de los valores dbs se utilizan dos conjuntos de fo´rmulas, uno
para el calculo de distancias dbs que afecten a un a´rbol y otro para distancias dbs que afecten a bosques.
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Algoritmo 6.1 Algoritmo de ca´lculo de distancias con vldc
Entrada: a´rbol patro´n P y a´rbol dato D
ra´ız I(P ) y ra´ız I(D) ordenados de menor a mayor
Salida: distancias distArbol(s, t) para todos los suba´rboles p[s] ∈ P y d[t] ∈ D
/* recorrer conjunto de ra´ıces I */
for i = 1 to |ra´ız I(P )| do
for j = 1 to |ra´ız I(D)| do
/*ca´lculo de distArbol(i, j)*/
inicializacio´n distBosque()
inicializacio´n dbs()
for s = l(i) to i do
for t = l(j) to j do
if (l(s) = l(i)) and (l(t) = l(j)) then
/* distancia a´rbol-a´rbol */
if (p[s] = ∧)
distancia a´rbol ∧-vldc(l(i), s, l(j), t)
else if (p[s] =|)
distancia a´rbol |-vldc(l(i), s, l(j), t)
else
distancia a´rbol(l(i), s, l(j), t)
end if
distArbol(s, t) = distBosque(l(i)..s, l(j)..t) /* guardar valor intermedio */
else
distancia bosque(l(i), s, l(j), t)
end if
/* ca´lculo distancia auxiliar entre sufijos */
if (l(t) = l(j)) then
distancia dbs a´rbol(l(i), s, l(j), t)
else
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Algoritmo 6.2 Funciones auxiliares
function inicializacio´n distBosque() /* Lema 6.1 */
distBosque(∅, ∅) = 0
distBosque(l(i)..s, ∅)) = distBosque(l(i)..s− 1, ∅) + γ(p[s]→ ε), ∀s con l(i) ≤ s ≤ i
distBosque(∅, l(j)..t) = distBosque(∅, l(j)..t− 1) + γ(ε→ d[t]), ∀t con l(j) ≤ t ≤ j
function inicializacio´n dbs() /* Lema 6.5 */
dbs(∅, ∅) = 0
dbs(l(i)..s, ∅)) = distBosque(l(i)..s, ∅), ∀s con l(i) ≤ s ≤ i
dbs(∅, l(j)..t) =
{
0 si l(t) = l(j) or l(padre(t)) = l(j)
distBosque(∅, l(j)..t− 1) + γ(ε→ d[t]) en otro caso
, ∀t con l(j) ≤ t ≤ j
function distancia a´rbol(l(i), s, l(j), t) /* Lema 6.3 */
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t])}
function distancia a´rbol ∧-vldc(l(i), s, l(j), t) /* Lema 6.4 */
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t]),
mintk{dbs(l(i)..s− 1, l(j)..tk)|1 ≤ k ≤ nt},
mintk{distArbol(s, tk)|1 ≤ k ≤ nt}
function distancia a´rbol |-vldc(l(i), s, l(j), t) /* Lema 6.8 */
distBosque(l(i)..s, l(j)..t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..s− 1, l(j)..t− 1) + γ(p[s]→ d[t]),
distBosque(∅, l(j)..t− 1)+
min tk{distArbol(s, tk)− distArbol(∅, tk) | 1 ≤ k ≤ nt}
function distancia bosque(l(i), s, l(j), t) /* Lema 6.2 */
distBosque(l(i)..s, l(j), t) = min


distBosque(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
distBosque(l(i)..s], l(j)..t− 1) + γ(ε→ d[t]),
distBosque(l(i)..l(s)− 1], l(j)..l(t)− 1) + distArbol(s, t)}
function distancia dbs a´rbol(l(i), s, l(j), t) /* Lema 6.6 */




function distancia dbs bosque(l(i), s, l(j), t) /* Lema 6.7 */
dbs(l(i)..s, l(j)..t) = min


dbs(l(i)..s− 1, l(j)..t) + γ(p[s]→ ε),
dbs(l(i)..s, l(j)..t− 1) + γ(ε→ d[t]),
dbs(l(i)..s− 1, l(j)..t− 1) + distArbol(s, t)
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Parte III




Bosques de ana´lisis compartidos
Antes de abordar la integracio´n de algoritmos de reconocimiento de patrones en a´rboles y las te´cnicas
de ana´lisis sinta´ctico, es conveniente revisar el problema del ana´lisis sinta´ctico para conocer como son las
estructuras sinta´cticas con las que alimentaremos esos algoritmos.
El presente cap´ıtulo comienza presentando una serie de generalidades sobre el problema del ana´lisis
sinta´ctico y una descripcio´n de las te´cnicas de ana´lisis sinta´ctico existentes, prestando especial atencio´n
a la utilizacio´n de los auto´mata con pila(APs). A continuacio´n, se presentara´ el sistema generador
de analizadores sinta´cticos ice [56], basado en la interpretacio´n tabular de APs, y con el que se ha
realizado nuestro trabajo sobre integracio´n de las te´cnicas de comparacio´n de a´rboles. Se revisara´n los
formalismos de representacio´n de estructuras sinta´cticas, centra´ndonos en el uso de grama´ticas formales
para representar ana´lisis ambiguos. Terminaremos explicando como se lleva a cabo la generacio´n de estas
representaciones en ice.
7.1. Ana´lisis sinta´ctico
El problema del ana´lisis sinta´ctico consiste en disen˜ar un algoritmo tal que dadas una grama´tica y
una sentencia de entrada cualesquiera, compruebe si dicha sentencia pertenece al lenguaje generado por
la grama´tica y, en caso aﬁrmativo, genere una representacio´n apropiada de la estructura sinta´ctica de
la sentencia de entrada. Estos algoritmos se conocen como analizadores sinta´cticos. El ana´lisis sinta´ctico
incluye el problema del reconocimiento que hace referencia al desarrollo de reconocedores sinta´cticos. En
el caso de los reconocedores, e´stos se limitan a determinar si la sentencia de entrada pertenece o no al
lenguaje generado por la grama´tica, sin generar estructuras sinta´cticas de salida.
La representacio´n generada por los analizadores sinta´cticos indicara´ la secuencia de reglas que deben
ser aplicadas para construir las derivaciones de la sentencia de entrada a partir del s´ımbolo inicial de
la grama´tica. La forma habitual de realizar esta´s representaciones supone la construccio´n de un a´rbol
durante el proceso de ana´lisis de la sentencia donde se reﬂejan esas derivaciones.
7.1.1. Te´cnicas de ana´lisis
En esencia, tanto el problema del ana´lisis como el del reconocimiento, pueden plantearse como
problemas de bu´squeda. El objetivo de esos procesos de bu´squeda sera´ encontrar la secuencia de
derivaciones apropiada para una sentencia de entrada, en funcio´n de la grama´tica. Desde este punto
de vista, las diferentes alternativas disponibles a la hora de deﬁnir el funcionamiento de los algoritmos de
ana´lisis sinta´ctico determinara´n la estrategia de la bu´squeda a realizar. Atendiendo a este criterio [1, 12]
se puede plantear una primera clasiﬁcacio´n de los algoritmos de ana´lisis sinta´ctico:
Los analizadores sinta´cticos descendentes inician la bu´squeda en el axioma de la grama´tica y
determinan cuales son reglas a usar en las derivaciones para llegar hasta los no terminales que
componen la sentencia de entrada.
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Los analizadores sinta´cticos ascendentes utilizan la estrategia opuesta, partiendo de los s´ımbolos
terminales de la sentencia, deciden que reglas se deben utilizar para llegar al axioma de la grama´tica.
Los analizadores sinta´cticos mixtos combinan aspectos de ambos enfoques. Por lo general resultan
ser los ma´s potentes y son los ma´s utilizados en la pra´ctica.
En muchos casos el proceso de ana´lisis o reconocimiento no sera´ determinista y existira´n mu´ltiples
alternativas para continuar el proceso de bu´squeda. Una de las causas ma´s importantes de ese no
determinismo es la ambigu¨edad de las grama´ticas y lenguajes. Dicha ambigu¨edad implica que pueden
existir diferentes ana´lisis para una misma cadena de entrada, lo cual se traducira´ en diferentes a´rboles
de ana´lisis. Dependiendo de la ﬁnalidad que se vaya a dar al ana´lisis sinta´ctico efectuado, sera´ necesario
encontrar todos esos posibles ana´lisis y representarlos de forma adecuada para su posterior procesamiento.
Esto u´ltimo es especialmente importante en los sistemas que procesen lenguajes naturales, dada la
ambigu¨edad presente en las sentencia de este tipo de lenguajes. Atendiendo a las estrategias utilizadas para
tratar el no determinismo puede hacerse otra clasiﬁcacio´n de los algoritmos de ana´lisis y reconocimiento
sinta´ctico:
Basados en retroceso.
En este caso, el no determinismo se simula mediante un mecanismo de retroceso [1, 25]. Una vez
llegados a un punto en que es necesario explorar diversas alternativas, se escoge u´nicamente una de
ellas para continuar el ana´lisis. Si en algu´n momento no es posible llegar a la solucio´n, se retrocede
hasta el u´ltimo punto de no determinismo y se escoge una alternativa diferente, continuando el
proceso y desechando las alternativas exploradas sin e´xito.
Aunque este enfoque es sencillo, presenta varios problemas importantes:
• Repeticio´n de ca´lculos. Los ca´lculos realizados tras la eleccio´n de una alternativa que resulte
infructuosa se desechan. Como consecuencia, en caso de que esos mismos ca´lculos sean
necesarios en alternativas futuras, se han de calcular de nuevo.
• Realizacio´n de ca´lculos innecesarios. La eleccio´n de alternativas incorrectas provoca la
realizacio´n de ca´lculos que no contribuyen a la solucio´n ﬁnal.
• Dificultad para localizar todas las soluciones existentes. Cuando existen varios ana´lisis
diferentes debidos a la ambigu¨edad de la grama´tica suele ser necesario recuperarlos todos.
En este caso se hace necesario forzar un retroceso para cada solucio´n encontrada con lo que se
agravan los problemas anteriores.
Basados en programacio´n dina´mica.
Mediante te´cnicas de programacio´n dina´mica [5, 59, 60, 10, 64, 17] se almacenan los ca´lculos
intermedios de manera que no sea necesario repetirlos en caso de que sean necesarios de nuevo.
Esta caracter´ıstica permite compartir ca´lculos entre las diferentes alternativas de ana´lisis derivadas
del no determinismo, solucionando los problemas derivados del uso de te´cnicas de retroceso. Esta
sera´ la aproximacio´n seguida por el analizador utilizado en nuestro trabajo.
Una u´ltima clasiﬁcacio´n para los algoritmos de ana´lisis, se puede establecer en funcio´n de la dependencia
que estos tengan respecto de la estructura gramatical durante el proceso de ana´lisis sinta´ctico. Tenemos
dos tipos de aproximaciones:
Guiados por la grama´tica.
La eleccio´n de alternativas se realiza u´nicamente examinando la informacio´n contenida en las reglas
de la grama´tica.
Guiados por control finito.
Estos algoritmo incluyen una fase de preprocesamiento previa. Durante esa fase se construye un
mecanismo de control a partir de las reglas gramaticales. Este mecanismo sera´ usado durante el
ana´lisis para guiar la eleccio´n de alternativas, evitando la exploracio´n de alternativas infructuosas.
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7.1.2. Auto´matas con pila
Nos centraremos ahora en el estudio de los APs, y su aplicacio´n en la construccio´n de reconocedores
y analizadores sinta´cticos para GICS. Estos auto´matas son construcciones matema´ticas que permiten
realizar el reconocimiento de los lenguajes independientes del contexto. Tienen, adema´s, la ventaja de
que ofrecen un formalismo simple y uniforme dentro del cual se pueden enmarcar y evaluar distintas
estrategias de bu´squeda en el ana´lisis sinta´ctico. Bastara´, simplemente, con modiﬁcar la forma en que se
deﬁnan los componentes del AP, en funcio´n de la estrategia de ana´lisis deseada.
Definicio´n 7.1 (auto´mata con pila).
Un auto´mata com pila es una 7-tupla A = (Q,Σ,Γ, δ, q0, $0, QF ), donde:
Q es un conjunto finito de estados.
Σ es un conjunto finito de s´ımbolos de entrada.
Γ es un conjunto finito de s´ımbolos de pila.
q0 ∈ Q es el estado inicial.
$0 ∈ Γ es el s´ımbolo inicial de la pila.
QF ⊆ Q es el conjunto de estados ﬁnales.
δ es un el conjunto de las transiciones del auto´mata:
δ : Q× Γ× (Σ ∪ {ε}) −→ Q× Γ∗
(q, Z, a)  (q′, β)
Intuitivamente, un AP conforma un mecanismo que permite la deﬁnicio´n de un lenguaje a trave´s del
reconocimiento de las cadenas que forman parte de e´l. Las transiciones representan los pasos intermedios
que es posible realizar durante ese reconocimiento. As´ı, si el auto´mata se encuentra en el estado q, el
siguiente s´ımbolo de la cadena de entrada es a y el s´ımbolo en la cima de la pila es Z, entonces, aplicando
la transicio´n δ(q, Z, a) = (q′, β), el auto´mata pasa al estado q′ y sustituye la cima de la pila por β. A
partir de esta nueva situacio´n del auto´mata, podra´n tener lugar nuevas transiciones hasta que se llegue
al reconocimiento de la sentencia de entrada o hasta que se determine que se trata de una sentencia no
analizable.
Para formalizar este proceso de reconocimiento se deﬁne el concepto de configuracio´n. Una
conﬁguracio´n de un AP representa uno de los posibles estados intermedios durante el proceso de ana´lisis.
Por lo tanto, existira´ una configuracio´n inicial que represente el comienzo del reconocimiento y una o
ma´s configuraciones finales que indiquen la ﬁnalizacio´n exitosa del proceso de reconocimiento.
Definicio´n 7.2 (conﬁguracio´n).
Dados un AP A = (Q,Σ,Γ, δ, q0, $0, QF ) y una cadena de entrada w, una conﬁguracio´n del auto´mata es
una tupla (q, α, x), donde q es el estado en que se encuentra o estado actual, α es el contenido de la pila,
y x es la parte de la cadena de entrada que resta por analizar.
La conﬁguracio´n inicial se define como (q0, $0, w). Representando que el auto´mata se encuentra en su
estado inicial, la pila esta´ vac´ıa y ninguna porcio´n de la cadena ha sido reconocida.
La aplicacio´n de una transicio´n (q′, β) ∈ δ(q, Z, a) a una configuracio´n (q, α, ax) produce una nueva
configuracio´n (q′, αβ, x), que se notara´ como:
(q, α, ax) ⊢ (q′, αβ, x)
Por extensio´n, se notara´ el cierre transitivo de ⊢ como
+
⊢, y el cierre reflexivo y transitivo como
∗
⊢.
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A la hora de determinar el ﬁnal del ana´lisis, esto es, las conﬁguraciones ﬁnales, hay dos alternativas. En
el primer caso, en la conﬁguracio´n ﬁnal, el auto´mata ha alcanzado uno de sus estados ﬁnales y se ha
reconocido la totalidad de la cadena de entrada. En el segundo, la conﬁguracio´n ﬁnal sera´ aquella en que
la pila se haya vaciado, habiendo consumido por completo la cadena de entrada. Estos dos casos dan
lugar a dos deﬁniciones del lenguaje aceptado por el auto´mata.
Definicio´n 7.3 (lenguaje aceptado por un auto´mata).
Dado un AP A = (Q,Σ,Γ, δ, q0, $0, QF ), el lenguaje aceptado por estado ﬁnal es el conjunto de cadenas:
L(A) =
{
w ∈ Σ∗ | (q0, $0, w)
∗
⊢ (p, α, ǫ), p ∈ QF , α ∈ Γ
∗
}
Respectivamente, el lenguaje aceptado por pila vac´ıa es el conjunto de cadenas:
L(A) =
{
w ∈ Σ∗ | (q0, $0, w)
∗
⊢ (p, ǫ, ǫ), ∀p ∈ Q
}
Como se demuestra en [12] y en [14], las deﬁniciones de lenguaje aceptado por el auto´mata dadas son
equivalentes, puesto que dado un AP que reconoce un lenguaje por estado ﬁnal es inmediato construir
otro AP que reconozca el mismo lenguaje por pila vac´ıa, y viceversa.
De cara a facilitar su utilizacio´n en ice [56] es necesario redeﬁnir el concepto de AP manejado hasta
el momento. Tal y como se muestra en [29] el conjunto de estados del auto´mata es prescindible, ya que el
estado esta´ impl´ıcito en la secuencia de s´ımbolos almacenados en la pila1. Asimismo, se puede restringir
el tipo de transiciones, permitiendo u´nicamente transiciones cano´nicas que operen sobre parte superior de
la pila y no sobre su totalidad. En concreto, en [14] se demuestra que para deﬁnir cualquier AP basta con
utilizar transiciones que tomen en consideracio´n, como ma´ximo, los dos s´ımbolos superiores de la pila.
As´ı, se puede modiﬁcar la deﬁnicio´n cla´sica e introducir una deﬁnicio´n cano´nica de AP que no incluya el
conjunto de estados y que restringa el conjunto de transiciones. Este sera´ el tipo de AP utilizado en los
analizadores construidos por ice, sobre los que hemos basado nuestro trabajo. La gran ventaja de este
tipo de APs es que, con estas modiﬁcaciones, se obtiene una representacio´n ma´s simple y uniforme de
las conﬁguraciones del AP lo que posibilita una procesamiento ma´s eﬁciente.
Definicio´n 7.4 (auto´mata con pila cano´nico).
Un auto´mata con pila cano´nico es una tupla A = (Σ,Γ, δ, $0, $f) , donde:
Σ es un conjunto finito de s´ımbolos de entrada.
Γ es un conjunto finito de s´ımbolos de pila.
$0 es el s´ımbolo inicial de la pila.
$f es el s´ımbolo ﬁnal de la pila.
δ es un conjunto de transiciones
δ : Γ∗ × (Σ ∪ {ε}) −→ Γ∗
(α, a)  (β)
Las transiciones podra´n ser de tres tipos: horizontal, apilar, y eliminar:
• horizontal: δ(C, a) = (F ). Reemplaza el elemento C de la cima de la pila por F , y se lee a
en la cadena de entrada.
1Simplemente, bastar´ıa con almacenar el estado como un elemento de la pila ma´s.
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• apilar: δ(C, a) = (CF ). Apila un nuevo elemento F en la cima de la pila y se lee a de la
cadena de entrada.
• eliminar: δ(CF, a) = (G). Se eliminan los elementos C y F de la cima de la pila, se apila G,
y se lee a.
Al igual que en los auto´matas con pila cla´sicos, los pasos intermedios del proceso de ana´lisis vendra´n
determinados por las conﬁguraciones del auto´mata. La deﬁnicio´n es ana´loga a la anterior, con la salvedad
de que no se incluyen estados en las conﬁguraciones.
Definicio´n 7.5 (conﬁguracio´n).
Dados un AP A = (Σ,Γ, δ, $0, $f ) y una cadena de entrada w, una conﬁguracio´n del AP se define como
un par (ξ, x), donde ξ es el contenido de la pila y x es la parte de la cadena de entrada que resta por
analizar.
La conﬁguracio´n inicial viene dada por ($0, w), siendo w la cadena a reconocer. Mientras que la
conﬁguracio´n ﬁnal es de la forma ($0$f , ε).
Diremos que una configuracio´n (ξ, ax) deriva en un u´nico paso otra configuracio´n (ξ′, x), si y so´lo si existe
una transicio´n que aplicada a ξ produce ξ′ y lee a de la cadena de entrada:
(ξC, ax) ⊢ (ξF, x) Transicio´n horizontal
(ξC, ax) ⊢ (ξCF, x) Transicio´n apilar
(ξCF, ax) ⊢ (ξG, x) Transicio´n eliminar
Si (ξ, aw)
∗
⊢ (ξ′, w) decimos que (ξ, aw) deriva (ξ′, w) en n pasos.
A diferencia de la deﬁnicio´n de APs cla´sica, no existe reconocimiento por estado ﬁnal. Las conﬁguraciones
ﬁnales los sera´n siempre por pila vac´ıa.
Definicio´n 7.6 (lenguaje aceptado por un auto´mata).
Dado un AP A = (Σ,Γ, δ, $0, $f), el lenguaje aceptado por el auto´mata es el conjunto de cadenas w ∈ Σ∗:
L(A) =
{
w | ($0, w)
∗
⊢ ($0$f , ǫ)
}
7.2. Ana´lisis sinta´ctico en ICE
Presentaremos en esta seccio´n la utilizacio´n de te´cnicas de tabulacio´n en el caso de los analizadores
sinta´cticos basados en APs y veremos como permiten superar de forma eﬁciente los problemas de no
determinismo, ambigu¨edad y repeticio´n de ca´lculos. En concreto se describe el sistema ice [56], de
generacio´n de analizadores sinta´cticos para GICs sin restricciones, sobre el que desarrollara´n los trabajos
posteriores.
7.2.1. Conceptos generales sobre tabulacio´n
La aproximacio´n seguida en ice se basa en la simulacio´n de las transiciones del AP empleando te´cnicas
de tabulacio´n. Las te´cnicas de tabulacio´n tienen su origen en los trabajos de programacio´n dina´mica [5],
cuyos principios han sido aplicadas al ana´lisis sinta´ctico [9, 17, 45] y a la programacio´n lo´gica [44, 4, 27],
bajo diversas formas y nombres: memoization [44, 36], chart parsing [19, 46], magic sets [4], etc, . . .
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Dado un problema que pueda descomponerse en subproblemas ma´s sencillos, la idea base de las
te´cnicas basadas en tabulacio´n consiste en almacenar la solucio´n de cada uno de estos subproblemas. Se
pretende que, de esta forma, no sea necesario resolver dos veces el mismo subproblema. El almacenamiento
de estas soluciones, desde el punto de vista lo´gico, se puede describir como una tabla que almacena las
soluciones y a la que se accede a trave´s de unos ı´ndices que se corresponden con los subproblemas. Desde
este punto de vista, son tres los elementos que caracterizan un algoritmo basado en tabulacio´n:
Granularidad. Es necesario deﬁnir el tipo y taman˜o de los subproblemas a considerar. Cuanto menores
sean estos, mayores sera´n las posibilidades de reutilizacio´n de las soluciones almacenadas, aunque
a costa de incrementar el taman˜o de la tabla.
Indexacio´n. Es necesario un mecanismo de indexacio´n eﬁciente que permita acceder al contenido de la
tabla a partir de la descripcio´n de un subproblema, para obtener su solucio´n. Una restriccio´n obvia
es que el coste del acceso a la solucio´n de un subproblema debe ser menor que el coste de calcular
de nuevo esa solucio´n.
Comprobacio´n de redundancia. Es necesario un mecanismo que evite la inclusio´n de elementos
redundantes en la tabla. En este caso, interesara´ deﬁnir una relacio´n de subsumcio´n entre los
subproblemas que evite incluir en la tabla soluciones a subproblemas que sean casos particulares
de otros ma´s generales cuya solucio´n ya haya sido almacenada.
7.2.2. Interpretacio´n tabular de auto´matas con pila
En el caso de los APs aplicados al ana´lisis sinta´ctico, el problema a tabular se corresponde con el
ana´lisis de una cadena de entrada y los subproblemas en que se descompone, son los ana´lisis de distintas
porciones de dicha cadena. La forma ma´s directa de representar esas soluciones intermedias del ana´lisis
es mediante las conﬁguraciones del auto´mata. En el caso del sistema ice se ha pretendido maximizar la
reutilizacio´n de ca´lculos y se ha optimizado la representacio´n de las conﬁguraciones de forma que esta
informacio´n pueda ser compartida y reutilizada al ma´ximo.
La idea en que se basa ice es la de diferenciar las conﬁguraciones u´nicamente en funcio´n de la parte
superior de la pila, permitiendo la comparticio´n del resto. Esta idea se adapta de forma natural a la
deﬁnicio´n de AP presentada anteriormente, puesto que las transiciones operan u´nicamente sobre los
elementos de la parte superior de la pila. Para aplicar esta idea, se deﬁne una relacio´n de equivalencia
que permita agrupar todas las conﬁguraciones cuyos n elementos en la cima de la pila coincidan. El
representante cano´nico de cada clase de equivalencia es una imagen compacta de la conﬁguracio´n de la pila
asociada. A continuacio´n, sera´ necesario deﬁnir una operacio´n que transforme las transiciones originales
del auto´mata, de manera que sean capaces de operar directamente con las clases de equivalencia. Todo
estas ideas se recogen en el concepto de entorno dina´mico [58].
Definicio´n 7.7 (entorno dina´mico).
Dado un AP, A = (Σ,Γ, δ, $0, $f), un entorno dina´mico es un par (ℜ, Op), donde:
ℜ es una relacio´n de equivalencia sobre las configuraciones del auto´mata. Las clases de equivalencia
se denominara´n ı´tems. Notaremos:
• La clase de ξ como ξ.
• El conjunto de ı´tems como ItA,ℜ, o simplemente It, cuando no haya ambigu¨edad.
Op es un operador de la forma:
Op : δ → {It+ → It+}
τ ; Op(τ) : Itn → Itm
Notaremos Op(τ)(It0 , . . . , Itn) = It como It0, . . . , Itn|−−− It.
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Adema´s, para un entorno dina´mico (ℜ, Op) se definen las siguientes propiedades:
Compatibilidad: Todas las computaciones en el auto´mata tienen su contrapartida en el entorno
dina´mico.
∀τ ∈ Θ, ξ ∈ Dom(τ),


∃I1...n, t.q. (ξ, I1, . . . , In) ∈ Dom(Op(τ))
Op(τ)(ξ, I1, . . . , In) = τ(ξ)
donde Dom(τ) representa el dominio para τ ∈ Θ.











|−−− I ⇒ ∃ξ, t.q.
∗
|−−− ξ y ξ = I
Intuitivamente, la relacio´n de equivalencia permite construir una representacio´n compacta o ı´tem para
cada conﬁguracio´n del auto´mata, y |−−− corresponde a la aplicacio´n de una transicio´n en el entorno
dina´mico. Los ı´tems sera´n los elementos susceptibles de ser tabulados. Veriﬁca´ndose la propiedad de que
cuanto ma´s pequen˜os sean esos elementos intermedios, mayores sera´n las posibilidades de comparticio´n.
Por su parte, las propiedades de compatibilidad, completud y correccio´n del entorno dina´mico aseguran
que los resultados obtenidos realizando un ana´lisis directamente en el entorno dina´mico son los mismos
que se obtendr´ıan con el auto´mata original.
Dada la deﬁnicio´n de AP que estamos manejando, pueden deﬁnirse distintos tipos de entornos
dina´micos. Estos pueden ir desde el ma´s sencillo, en el cual no se realiza compactacio´n de la pila y,
por lo tanto, no permite comparticio´n, hasta otros con ma´s utilidad pra´ctica, que representan a la pila
tomando uno o dos s´ımbolos de su cima.
Entorno dina´mico ST Tambie´n llamado entorno dina´mico esta´ndar. En e´l cada conﬁguracio´n del
auto´mata esta´ representada por todos los elementos de la pila, sin realizar ningu´n tipo de
compactacio´n.
Intuitivamente, en ST cada ı´tem equivale a una conﬁguracio´n del auto´mata, por lo tanto las
propiedades de compatibilidad, completud y correccio´n son inmediatas. Como contrapartida, al
no haber compactacio´n, la comparticio´n y reutilizacio´n son pra´cticamente nulas.
Entorno dina´mico S2 Deﬁnido por Lang en [27]. Para la representacio´n de los ı´tems se emplean los
dos elementos de la cima de la pila:
〈A,A′〉 = {AA′ξ}
y el operador Op se deﬁne como:
Op(C 7−→ F )(〈A,A′〉) = 〈F,A〉, si C = A
Op(C 7−→ CF )(〈A,A′〉) = 〈F,A〉, si C = A
Op(CF 7−→ G)(〈A,A′〉, 〈A′, E〉) = 〈A,G〉, si C = A′ y F = E
La principal ventaja de este entorno es la sencillez a la hora de deﬁnirlo, y a la hora de demostrar
sus propiedades de compatibilidad, completud, correccio´n. Esto es as´ı dado que siempre podemos
suponer una representacio´n cano´nica del AP en la que las transiciones dependan, a lo sumo, de los





Figura 7.1: Aplicabilidad de las transiciones dina´micas.
dos u´ltimos elementos de la pila [14]. Como desventaja, su capacidad de comparticio´n es menor el
entorno S1, que se describe a continuacio´n.
Entorno dina´mico S1 Propuesto por Vilares [56] para el caso de las GICs y por Clergerie [58] para el
caso de los programas de cla´usulas deﬁnidas. Los ı´tems se construyen a partir del elemento en la
cima de la pila, con lo que se alcanza el mayor grado de compactacio´n posible:
〈A〉 = {Aξ}
En este caso la construccio´n del operador Op es ma´s compleja, puesto que exige la introduccio´n del
concepto de transicio´n dina´mica para tratar las transiciones de tipo eliminar:
Op(C 7−→ F )(〈A〉) = 〈F 〉, si C = A
Op(C 7−→ CF )(〈A〉) = 〈F 〉, si C = A
Op(CF 7−→ G)(〈A〉) = (C 7−→ G), si F = A
Las transiciones dina´micas son transiciones de tipo horizontal que se crean de forma dina´mica.
Su misio´n es la de completar el segundo paso de una transicio´n de tipo eliminar CF 7−→ G sobre
el ı´tem 〈A〉. La eliminacio´n del primer s´ımbolo, F , de la cima de la pila es inmediata. Sin embargo,
el segundo paso, eliminar C de la cima de la pila sustituye´ndolo por G, no es posible realizarlo
en ese instante, ya que el ı´tem no contiene informacio´n sobre el resto de la pila. En este caso se
creara´ una nueva transicio´n que se aplicara´ a todos los ı´tems en el contexto de 〈A〉. La ﬁgura 7.1
muestra esta idea. La transicio´n eliminar(BA 7−→ D)(〈A〉) genera la transicio´n dina´mica B 7−→ D
que se aplicara´ sobre los dos ı´tems 〈B〉, independientemente del orden en que se creen.
La principal desventaja de este entorno dina´mico reside en que la correccio´n no esta´ garantizada [58,
56].
La ﬁgura 7.2 muestra un ejemplo del uso de estos tres entornos dina´micos durante un ana´lisis no
determinista. En este caso tal como muestra la ﬁgura, en determinado momento del ana´lisis surgieron
tres alternativas distintas. La ﬁgura de la izquierda muestra la representacio´n empleando un entorno ST .
Como se puede apreciar, la representacio´n de las conﬁguraciones del AP utiliza la totalidad de las pilas
asociadas a los posibles ana´lisis, por lo que existe compactacio´n de las pilas. En el centro de la ﬁgura su
muestra la representacio´n de los posibles ana´lisis utilizando el entorno S2. Como se puede apreciar, s´ı se
comparten las partes comunes a las tres pilas, que en este caso es u´nicamente un ı´tem. Por u´ltimo, el
esquema de la derecha muestra la comparticio´n para el caso del entorno dina´mico S1. Donde se pone de
maniﬁesto que las posibilidades de comparticio´n son mayores que con el entorno S2.
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Figura 7.2: Comparticio´n en los entornos dina´micos ST , S2 y S1.
7.2.3. Tabulacio´n en ICE
El sistema ice, por Incremental Context-free Environment , es descrito por Vilares en [56]. ice es un
generador de analizadores sinta´cticos incrementales para GICs, sin restricciones. Ante la presencia de
una ambigu¨edad en el proceso de ana´lisis, procesa cada una de las alternativas de forma concurrente,
lanzando para cada una de ellas una rama de ana´lisis diferente. Para reducir el nu´mero de ramas de
ana´lisis necesario y mejorara la velocidad de tratamiento, se incorpora un control ﬁnito que gu´ıa a la
estrategia de evaluacio´n empleada. Al mismo tiempo se busca la ma´xima comparticio´n de ca´lculos entre
las distintas ramas aplicando te´cnicas de tabulacio´n.
La base de la estrategia de evaluacio´n en ice son los auto´matas de tipo lr(k), en concreto los
lalr(1). Para la tabulacio´n del auto´mata usado en ice, se ha optado por el entorno dina´mico S1,
por ser el que posibilita el mayor grado de comparticio´n. Uno de los objetivos de ice es mantener la
complejidad temporal del algoritmo en O(n3) para el peor de los casos y O(n) para las grama´ticas
lalr(1)2. Para conseguir esta complejidad se descompone cada paso de reduccio´n del auto´mata lalr(1),
que implica m antecedentes, en m+ 1 pasos con un ma´ximo de 2 antecedentes. De esta forma se obtiene
la complejidad deseada. La divisio´n del paso de reduccio´n se realiza mediante la binarizacio´n impl´ıcita de
las producciones [28]. Para ello se hace uso de un conjunto de nuevos s´ımbolos de pila, los s´ımbolos ∇r,i.
Cada uno de estos s´ımbolos representa el reconocimiento de los i primeros s´ımbolos del lado derecho de
la regla nu´mero r, cuando i > 0, o que au´n no se ha iniciado el reconocimiento de la regla r, en el caso
i = 0. As´ı, la reduccio´n de una produccio´n:
Ar,0 → Ar,1Ar,2 . . . Ar,nr




∇r,nr−1 → Ar,nr ∇r,nr
∇r,nr → ε
2Es decir, el analizador se comporta de forma determinista para el tipo de grama´ticas analizables por el auto´mata elegido
como control finito.
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Como se ha indicado, el funcionamiento del analizador se basa en la generacio´n de ı´tems de tipo S1, que
representan de forma compacta los pasos intermedios del ana´lisis. Para realizar la tarea de tabulacio´n,
estos ı´tems se almacenan en conjuntos de ı´tems. De este modo, se asocia un conjunto de ı´tems Swi a cada
s´ımbolo terminal wi de la cadena de entrada de longitud n, w, y se an˜ade un conjunto de ı´tems S
w
0 que se
corresponde con el inicio del ana´lisis. Los ı´tems almacenados siguen la deﬁnicio´n de entorno dina´mico S1,
incluyendo, adema´s de la representacio´n compacta de la pila, informacio´n sobre el estado del auto´mata
lalr(1) e informacio´n sobre su posicio´n en la cadena de entrada. Su deﬁnicio´n es la siguiente:
Definicio´n 7.8 (´ıtem en ICE).
Un ı´tem en ice es una cua´drupla [p,X, Swi , S
w
j ], que representa de forma compacta la configuracio´n actual
del reconocedor lalr(1), donde:
p es el estado actual en el reconocedor lalr(1).
X es el u´ltimo s´ımbolo de pila reconocido desde p.
Swi es una referencia al conjunto de ı´tems asociado a la posicio´n i de la cadena de entrada w donde
se encuentra el primer terminal que se deriva de X. Indica el inicio de la porcio´n de la cadena de
entrada reconocida por el ı´tem.
Swj es una referencia al conjunto de ı´tems actual, en el que se almacena el ı´tem, asociado a la
posicio´n j que esta´ siendo actualmente analizada de la cadena de entrada w.
El analizador generado por ice comenzara´ con un ı´tem inicial [0, ε, Sw0 , S
w
0 ] que representan la
conﬁguracio´n inicial del auto´mata. A partir de aqu´ı, se generara´n nuevos ı´tems aplicando transiciones
sobre los ı´tems ya existentes hasta que no se puedan generar nuevos ı´tems. Esas transiciones sobre
ı´tems se construyen a partir de las transiciones del analizador lalr(1) original utilizando el operador de
transformacio´n del entorno dina´mico S1.
As´ı, dada una transicio´n τ ∈ δ / τ = δ(p,X, a) ∋ (q, Y ) del AP A = (Σ,Γ, δ, $0, $f ). Se traducira´ esta
transicio´n de ST al entorno dina´mico S1 como δ˜ = Op(τ):
1. δ˜([p,X, Swj , S
w




i ] si Y = X
2. δ˜([p,X, Swj , S
w




i+1] si Y = a
3. δ˜([p,X, Swj , S
w




i ] si Y ∈ N
4. δ˜([p, ε, Swj , S
w








i ] si Y = ε
∀q ∈ δ tal que ∃ δ(q,X, ε) ∋ (p,X)
con:
δ˜ : It× Σ ∪ {ε} −→ {It ∪ δ˜d} ×Π∗ δ˜d : It× Σ ∪ {ε} −→ It
donde It es el conjunto de todos los ı´tems generados durante el proceso de ana´lisis y δ˜d es el conjunto de
transiciones dina´micas.
Intuitivamente, se pueden explicar los casos anteriores como sigue:
1. El cambio de estado desde p al estado q despue´s del ana´lisis de X en el analizador lalr(1),
almacenando el nuevo ı´tem en el conjunto de ı´tems actual.
2. El apilamiento del terminal a en el estado p, almacenando el nuevo ı´tem en el siguiente conjunto
de ı´tems.
3. El apilamiento de un no terminal Y en el estado p, almacenando el nuevo ı´tem en el conjunto de
ı´tems actual.
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4. La eliminacio´n de la cima de la pila en el estado p, donde q es un estado ancestro de p bajo la
transicio´n en la fue reconocido el s´ımbolo X . En este caso, no se genera un nuevo ı´tem, sino una
transicio´n dina´mica τ˜d para tratar la ausencia de informacio´n sobre el contenido del resto de la
pila.
Como se ha adelantado, el uso de transiciones dina´micas es una necesidad derivada de la utilizacio´n de
un entorno dina´mico de tipo S1. En este tipo de entornos so´lo se almacena informacio´n sobre el elemento
de la cima de la pila. En transiciones de eliminacio´n como la descrita en el caso 4, dado que no se dispone
de informacio´n sobre el siguiente elemento de la pila, es necesario generar un conjunto de transiciones
dina´micas que representen la eliminacio´n de cada uno de los posibles s´ımbolos que pudieran haber dado
origen a esa cima de pila. En el esquema de ana´lisis usado en ice, so´lo se producen transiciones dina´micas
durante la reduccio´n. Una vez creada una transicio´n dina´mica, en principio, por cada nuevo ı´tem que
generemos a posteriori, se debera´ comprobar si la transicio´n dina´mica es aplicable.
Para asegurar la correccio´n y facilitar la implementacio´n, se establece un mecanismo de sincronizacio´n
del ana´lisis. Como se ha indicado, el analizador construye, de forma secuencial, un conjunto de ı´tems por
cada posicio´n de la cadena de entrada. Cada uno de estos conjuntos sirve como punto de sincron´ıa, al
exigirse que todo conjunto de ı´tems se complete antes de pasar al siguiente. La inclusio´n del mecanismo
de sincronizacio´n permite optimizar el manejo de las transiciones dina´micas en dos sentidos [56]:
Su a´mbito de aplicabilidad se restringe al conjunto de ı´tems en el que fueron generadas. De esta
forma, una vez completada la construccio´n de un conjunto de ı´tems, es posible ignorar todas las
transiciones dina´micas generadas hasta ese momento.
La generacio´n de transiciones dina´micas dentro de un conjunto de ı´tems so´lo es necesaria bajo
determinadas circunstancias, derivadas de la presencia de no determinismo en el AP lalr(1) de
partida. En esos casos sera´ posible generar dos ı´tems que compartan el mismo contexto sinta´ctico,
lo cual es, a su vez, condicio´n necesaria para que sea posible aplicar una transicio´n dina´mica.
En lo que respecta a la comprobacio´n de redundancias dentro de la tabla de ı´tems, es suﬁciente establecer
una condicio´n de igualdad entre ı´tems. Esto es as´ı, dado se esta´ tratando sobre GICs y basta con considerar
relaciones de subsumcio´n triviales. El mecanismo de comprobacio´n de redundancias implica que, como
paso previo a la introduccio´n de un ı´tem en la tabla, se compruebe que no existe otro ı´tem igual3.
Para mejorar la eﬁciencia de este mecanismo, ice utiliza una funcio´n de indexacio´n de la tabla, que
permita accesos directos. Es importante sen˜alar que el hecho de incluir al estado en la comprobacio´n
de redundancias puede ocasionar una merma en las posibilidades de comparticio´n. Puede suceder que la
distincio´n entre estados diferentes del control ﬁnito evite la comparticio´n de ı´tems cuyo contexto sinta´ctico
es el mismo.
7.3. Bosques compartidos
La salida del proceso de ana´lisis sinta´ctico debe ser algu´n tipo de representacio´n que muestre como
la sentencia de entrada puede ser construida de acuerdo a las reglas de la grama´tica. Generalmente esta
representacio´n toma la forma de a´rboles de ana´lisis sinta´ctico. Al manejar sentencias sentencias ambiguas
tendremos que es posible construir mu´ltiples a´rboles de ana´lisis que representen las distintas formas de
generarlas. En estos casos, es deseable disponer de una representacio´n compacta de todos esos posibles
ana´lisis en una u´nica estructura.
En esta seccio´n se revisara´n una serie de generalidades sobre la representacio´n de ana´lisis sinta´cticos,
centra´ndonos en el problema de la representacio´n de ana´lisis ambiguos y con estructuras compartidas.
A continuacio´n, se describira´ el uso de GICs como formalismo de representacio´n compacta de a´rboles de
ana´lisis para el caso de sentencias ambiguas, y que servira´n como formalismo de representacio´n en ice.
3Es decir, mismo s´ımbolo, mismo estado, misma posicio´n de inicio y mismo conjunto de ı´tems.
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(1) S → SN SV (6) SV → verbo SN
(2) SN → nom (7) SV → verbo SN SP
(3) SN → det nom (8) SP → prep SN
(4) SN → det nom SP
(5) SN → det nom SP SP
Figura 7.3: Grama´tica GSN−SP
7.3.1. Arboles y bosques de ana´lisis
Nos centraremos, entonces, en la generacio´n y uso de a´rboles de ana´lisis sinta´ctico como formalismo de
representacio´n de la estructura sinta´ctica de las sentencias analizadas. El objetivo de todo algoritmo de
ana´lisis sera´ construir una a´rbol que represente en que forma se puede construir la sentencia de entrada
utilizando los elementos de la grama´tica: terminales, no terminales y reglas de produccio´n. En el caso de
sentencias o grama´ticas ambiguas esa representacio´n no sera´ un u´nico a´rbol de ana´lisis, sino un conjunto
de posibles a´rboles sinta´cticos. Ese conjunto de a´rboles conformara´ lo que denominaremos un bosque de
ana´lisis.
A la hora de representar los mu´ltiples a´rboles de ana´lisis asociados a una sentencia es deseable contar
con un formalismo de representacio´n lo ma´s eﬁciente posible, tanto en lo relativo a sus necesidades de
espacio de almacenamiento, como en las facilidades que ofrezca para su posterior procesamiento. El primer
aspecto es crucial, ma´xime si se tiene cuenta que el nu´mero de posibles a´rboles de ana´lisis puede ser muy
grande, especialmente en el caso de sentencias muy largas. Adema´s, en muchos casos, ese nu´mero de
ana´lisis puede crecer de forma exponencial con el taman˜o de la entrada, y puede llegar a ser inﬁnito si se
manejan grama´ticas con ciclos. Dado que en muchas aplicaciones pra´cticas es deseable disponer de todos
los posibles a´rboles de ana´lisis, como por ejemplo en PLN, es conveniente representar simulta´neamente y
de forma compacta todos esos a´rboles en una u´nica estructura que permita la comparticio´n de las partes
que sean comunes a ma´s de un ana´lisis. La principal ventaja de este tipo de comparticio´n es el ahorro
de espacio de almacenamiento, pero esta comparticio´n de estructuras tambie´n puede permitir, en fases
posteriores, la comparticio´n del procesamiento efectuado sobre esas partes comunes.
Este tipo de representaciones compactas de todos los a´rboles de ana´lisis, en las cuales se comparten
estructuras comunes, se denominan bosques de ana´lisis compartidos. Generalmente, esos bosques de
a´rboles compartidos tienen la forma de grafos y-o.
Definicio´n 7.9 (grafo Y-O).
Un grafo y-o G = (A,R) es un grafo dirigido en cual se verifican las siguientes condiciones:
A = Ao ∪Ay, con Ao ∩Ay = ∅.
∀(ai, aj) ∈ R, ai ∈ Ao y aj ∈ Ay o´ ai ∈ Ay y aj ∈ Ao.
Intuitivamente un grafo y-o es un grafo G = (A,R) en el cual se distinguen dos tipos de nodos, nodos-o
y nodos-y. Es decir, el conjunto de nodos A se divide en dos subconjuntos de nodos disjuntos, Ao y Ay.
As´ı, los nodos o ∈ Ao se denominan nodos-o y los nodos y ∈ Ay se denominan nodos-y. Adema´s, so´lo
se permiten enlaces entre nodos de distinto tipo. Es decir, los pares (ai, aj) incluidos en la relacio´n R son
u´nicamente de dos tipos. O bien. enlazan a un nodo-o con un nodo-y, esto es ai ∈ Ao y aj ∈ Ay. O
bien, enlazan a un nodo-o con un nodo-y, esto es ai ∈ Ay y aj ∈ Ao. Una vez introducido el concepto
de grafo y-o se puede deﬁnir formalmente un bosque de ana´lisis compartido.
Definicio´n 7.10 (bosque de ana´lisis compartido).
Un bosque de ana´lisis para una GIC G = (N,Σ, P, S) es un grafo y-o etiquetado G = (A,R), que verifica:
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Figura 7.4: Ejemplo de bosques de ana´lisis compartidos.
El u´nico nodo de G cuyo grado de entrada es 0 esta´ etiquetado como S y se denomina ra´ız.
Si X1, X2, . . . , Xn son los subgrafos asociados a los nodos-o enlazados con S, y la ra´ız de Xi
esta´ etiquetada como Si, entonces:
• S → S1, S2, . . . Sn es una produccio´n de P .
• Si Xi /∈ Σ, Xi es un bosque de ana´lisis compartido.
Si se verifica que en G no existen nodos duplicados, se dira´ que G es un bosque de ana´lisis compartido.
Como se deduce de la deﬁnicio´n, los bosques de ana´lisis compartidos son una extensio´n de los a´rboles de
ana´lisis presentados en el cap´ıtulo 2, en la cual se utilizan grafos y-o en lugar de a´rboles para representar
los distintos ana´lisis de la cadena de entrada. Un diferencia importante es que, en el caso de los bosques
compartidos, se exige que no existan nodos duplicados. Esta propiedad asegurara´ que en el caso de ana´lisis
ambiguos las estructuras comunes a ma´s de un ana´lisis se representen una u´nica vez.
En el caso de grafos y-o empleados en el ana´lisis sinta´ctico, los hijos de un nodo-y representan la lista
ordenada de constituyentes en los que se puede derivar el s´ımbolo gramatical con el que se corresponde ese
nodo, de acuerdo a una de las reglas de la grama´tica. Para el otro tipo de nodos, los nodos-o, cada uno de
sus hijos representa una alternativa posible en el ana´lisis del s´ımbolo asociado a dicho nodo. Esto es, los
nodos-o representan un conjunto de derivaciones posibles para un s´ımbolo no terminal de la grama´tica.
Emplearemos la grama´tica GSN−SP , cuyas reglas se muestran en la ﬁgura 7.3, para mostrar un ejemplo
de un bosque compartido. Los dos a´rboles de la parte izquierda de la ﬁgura 7.4 muestran los dos posibles
ana´lisis de la sentencia ”Juan vio un hombre con un telescopio”. En la parte derecha de esa ﬁgura se
muestra una representacio´n en forma de grafo y-o del bosque compartido obtenido a partir de esos dos
ana´lisis. En este grafo, los nodos-o se distinguen porque sus descendientes esta´n enlazados mediante lineas
discontinuas, representando que se trata de alternativas de ana´lisis distintas. Tambie´n se puede observar
la comparticio´n de estructuras comunes a los dos ana´lisis, que se distinguen por ser suba´rboles cuyas
ra´ıces tienen ma´s de un padre, como por ejemplo el suba´rbol con ra´ız en el nodo SP .




Figura 7.5: Componentes de los bosques compartidos.
7.3.2. Comparticio´n en bosques de ana´lisis
Veremos ahora las distintas posibilidades de comparticio´n de estructuras sinta´cticas en este tipo de
bosques compartidos. Como se muestra en la ﬁgura 7.5, supongamos que la parte compartida entre dos o
ma´s ana´lisis de la cadena uvw se corresponde con el suba´rbol asociado a la subcadena v. Se puede aislar
esa estructura simplemente eliminando el arco que une a la ra´ız de ese suba´rbol con su nodo padre. Esto
da lugar a las dos estructuras que se muestran en esta ﬁgura, el suba´rbol y el contexto. Cualquiera de
esas dos estructuras puede ser compartida en el bosque compartido que represente los mu´ltiples ana´lisis
de esa cadena. Tenemos dos posibilidades:
Cuando el suba´rbol es el mismo en dos o ma´s ana´lisis, tenemos la situacio´n mostrada en la parte
izquierda de la ﬁgura 7.6, lo que denominaremos comparticio´n de un suba´rbol.
Cuando es el contexto la parte que es comu´n a dos o ma´s ana´lisis, tenemos un caso de comparticio´n
del contexto, mostrado en el esquema la parte derecha de la ﬁgura 7.6. En este caso el nodo
padre del suba´rbol compartido sera´ un nodo-o que puede tener dos o ma´s suba´rboles descendientes
alternativos, como se muestra en la ﬁgura.
El segundo tipo de comparticio´n, la comparticio´n del contexto, esta´ originado por las ambigu¨edades
presentes en la sentencia analizada. Esto es, tendremos un no terminal B, que estara´ asociado al nodo-o
y que podremos derivar de dos o ma´s formas para obtener la subcadena v. El ana´lisis de las otras dos
porciones de la cadena de entrada, u y w, es u´nico, lo que dara´ lugar a la comparticio´n del contexto donde
se enmarca ese no terminal B, causante de la ambigu¨edad.
7.3.3. Grama´ticas independientes del contexto y bosques Y-O
En [28, 6], Lang et al. ofrecen una visio´n novedosa de la relacio´n entre GICs y bosques de ana´lisis
compartidos, en concreto de los grafos y-o . La idea ba´sica de su aportacio´n es que tanto las GICs como
los bosques compartidos pueden representarse como grafos y-o. Estos autores ponen de maniﬁesto el
hecho de que no existe diferencia entre un bosque compartido y una GIC, concluyendo que es posible
la utilizacio´n de GICs para representar de forma eﬁciente los bosques compartidos generados durante el
proceso de ana´lisis sinta´ctico.
La idea de Lang en [28] se basa en establecer una correspondencia entre los elementos de las grama´ticas:
terminales, no terminales y reglas, y los nodos de un grafo y-o. As´ı, la representacio´n de una GIC es trivial.
La ﬁgura 7.7 muestra un ejemplo utilizando la grama´tica GSN−SP . Los nodos-o se corresponden con los
s´ımbolos no terminales de la grama´tica. Los nodos-y se corresponden con las reglas de la grama´tica y se
representan mediante un nu´mero asociado a cada regla. Finalmente, en las hojas se situ´an los s´ımbolos
terminales de la grama´tica. Cada nodo-o, asociado a un no terminal B, se enlazara´ con los nodos-y
correspondientes a las reglas que tengan a B como su antecedente. Para simpliﬁcar la ﬁgura se ha evitado
dibujar este enlace en los casos donde so´lo exista una regla para el no terminal. Los hijos de un nodo-y,
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Figura 7.6: Tipos de comparticio´n en bosques de ana´lisis compartidos.
asociado a una regla i, sera´n una lista ordenada con los nodos-o correspondientes a los no terminales y/o
las hojas asociadas a los terminales que aparezcan en el lado derecho de la regla i.
Como se puede apreciar en la ﬁgura 7.7, el grafo y-o asociado a una grama´tica tiene la particularidad
de que todos sus nodos son distintos. Esta prop`ıedad puede interpretarse en sentido inverso. As´ı, se puede
aﬁrmar que cualquier grafo y-o4 en el cual todos sus nodos este´n etiquetados de forma u´nica puede
interpretarse como una GIC. Los no terminales de esa grama´tica sera´n las etiquetas de los nodos-o, las
etiquetas de las hojas sera´n sus terminales y las reglas se construira´n a partir de los hijos de los nodos-y.
Cuando la grama´tica Gx as´ı generada representa un grafo y-o obtenido del ana´lisis sinta´ctico de una
cadena w, dicha grama´tica tiene la particularidad de que el lenguaje que genera, L(GX), contiene una
u´nica cadena. Adema´s, dicha cadena resulta ser la propia cadena w, es decir L(GX) = {w}. Esto es
consecuencia del hecho de que todos los nodos del grafo sean distintos. De esta forma, las reglas que se
extraigan u´nicamente podra´n generar la cadena w cuyo ana´lisis es representado por el grafo y-o.
Hemos visto que cualquier bosque compartido representado como grafo y-o puede transformarse en
una GIC. Para lograrlo, simplemente es necesario asegurar que todos los nodos del grafo este´n etiquetados
de forma u´nica. Una posible forma de asegurar que se cumple esta condicio´n es numerar todos los nodos
del grafo de forma que todos ellos sean distintos. Volvemos a considerar el grafo mostrado en la parte
derecha de la ﬁgura 7.4 que representa los dos posibles ana´lisis de la cadena ”Juan vio un hombre con
un telescopio” empleando la grama´tica GSN−SP . Se puede asignar un nu´mero a cada nodo de ese grafo
para hacerlos todos distintos, tal y como se muestra en la parte izquierda de la ﬁgura 7.8. De este modo,
se puede representar el grafo resultante mediante las reglas de la grama´tica mostrada a su derecha en
esa misma ﬁgura. Como se puede observar en la lista de reglas, el nodo-o etiquetado SV4 da lugar a
dos reglas con el s´ımbolo SV4 en su lado izquierdo, que representan a las dos alternativas de ese nodo-o.
Tambie´n se puede apreciar la comparticio´n de estructuras que origina que un s´ımbolo, como por ejemplo
SP10, aparezca en el lado derecho de dos o ma´s reglas.
7.4. Generacio´n de bosques compartidos en ICE
Una vez revisadas las te´cnicas de representacio´n de estructuras sinta´cticas y presentado el uso de GIC
para representar a´rboles compartidos, se describira´ como se lleva a cabo la generacio´n de la estructura
sinta´ctica correspondiente al ana´lisis de la cadena de entrada en ice. Como se hab´ıa adelantado, dicha
estructura sera´ un bosque de ana´lisis, donde se reﬂejara´n las ambigu¨edades y la comparticio´n de ca´lculos.
En concreto, la salida del ana´lisis efectuado por el sistema ice tiene la forma de una GIC que representa
de forma compacta todos los posibles a´rboles de ana´lisis. En esta seccio´n se mostrara´ como se adapta el
4En nuestro caso sera´ un grafo y-o, representando todos los posibles ana´lisis sinta´cticos de una sentencia.














Figura 7.7: Representacio´n de GSN−SP como un grafo y-o.
formalismo descrito con anterioridad para permitir la construccio´n de la estructura sinta´ctica resultante
del ana´lisis de una cadena. Se revisara´n tambie´n las caracter´ısticas espec´ıﬁcas de los a´rboles generados
por ice , prestando atencio´n especial a los aspectos relativos a la comparticio´n de estructuras.
7.4.1. Traductores con pila
Para obtener el bosque sinta´ctico como resultado del ana´lisis, es necesario sustituir los APs por el uso
de traductores con pila, en adelante TPs, como formalismo operacional.
Definicio´n 7.11 (traductor con pila).
Un traductor con pila es una tupla T = (Σ,Γ,Π, δ, $0, $f ), donde Σ, Γ, $0, y $f tienen el mismo
significado que en un AP, y:
Π es un conjunto de s´ımbolos de salida
δ es un conjunto de transiciones
δ : Γ∗ × (Σ ∪ {ε}) −→ Γ∗ ×Π∗
(α, a)  (β, u)
La caracter´ıstica distintiva de los TPs con respecto a los APs, es que este nuevo formalismo permite
especiﬁcar la salida que debe ser generada tras la aplicacio´n de una transicio´n. En consecuencia, una
configuracio´n del traductor, sera´ similar a la conﬁguracio´n de un auto´mata, con el an˜adido de un nuevo
elemento u, donde se acumulara´ la salida generada por cada transicio´n aplicada: (ξ, x, u).
En el caso de ice, lo que el TP ira´ acumulando en sus conﬁguraciones es el conjunto de reglas
de produccio´n que deﬁnen la grama´tica de salida Go. Esta grama´tica de salida representara´ de forma
compacta el grafo y-o correspondiente al bosque compartido que incluye a todos los posibles a´rboles de
ana´lisis de la cadena de entrada. La grama´tica de salida, Go = (No,Σo, Po, So), se construira´ durante
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Figura 7.8: Transformacio´n de grafos y-o en GICs.
el proceso de ana´lisis de la siguiente forma. Los ı´tems generados a medida que avance el ana´lisis de la
entrada sera´n usados como no terminales, por lo que No se correspondera´ con el conjunto de todos los
ı´tems. El conjunto de terminales de Go coincide con el conjunto de terminales de la grama´tica original
G. Las reglas de Po son construidas por el algoritmo de ana´lisis a medida que se van generando nuevos
ı´tems. Se genera una regla de Po cada vez que reconocemos una categor´ıa sinta´ctica. La parte izquierda
de dichas reglas es el ı´tem que representa dicho reconocimiento. En cuanto a la parte derecha, en caso de
reconocimiento de un terminal mediante un salto, sera´ el propio terminal reconocido. En el caso de que se
reconozca un no terminal mediante una reduccio´n, la parte derecha de la regla de salida estara´ formada
por los ı´tems retirados de la cima de la pila. Finalmente, el s´ımbolo inicial So sera´ el u´ltimo ı´tem producido
por un reconocimiento satisfactorio de la cadena de entrada.
Formalmente, la interpretacio´n tabular de los TPs en ice y la generacio´n de las reglas de la grama´tica
de salida sera´ de la siguiente forma, ana´loga al caso de los APs. Dado un tp T = (Σ,Γ,Π, δ, $0, $f) y
una transicio´n τ ∈ δ / τ = δ(p,X, a) ∋ (q, Y, u). Se traduce esta transicio´n de ST al entorno dina´mico S1
como δ˜ = Op(τ):
1. δ˜([p,X, Swj , S
w




i ], ε) si Y = X
2. δ˜([p,X, Swj , S
w




i+1], I0 → a) si Y = a
3. δ˜([p,X, Swj , S
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i ], I1 → I2) si Y ∈ N
4. δ˜([p, ε, Swj , S
w








i ], I3 → I4I5) si Y = ε
∀q ∈ δ tal que ∃ δ(q,X, ε) ∋ (p,X)
con:
δ˜ : It× Σ ∪ {ε} −→ {It ∪ δ˜d} ×Π∗ δ˜d : It× Σ ∪ {ε} −→ It
donde It es el conjunto de todos los ı´tems generados en el proceso de ana´lisis y δ˜d es el conjunto de
transiciones dina´micas. Siendo los elementos de salida:


























Tal como se puede apreciar en la deﬁnicio´n de las transiciones, se generara´ una regla de la grama´tica
de salida cada vez que se produzca una accio´n de salto o reduccio´n sobre la pila del TP. Es importante
sen˜alar que, dado que se realiza la binarizacio´n impl´ıcita de las reglas de la grama´tica original y las
acciones realizadas sobre la pila del TP dependen de, a lo sumo, dos ı´tems, las reglas de la grama´tica
de salida resultante tendra´n tambie´n como ma´ximo dos ı´tems en su parte derecha. La ﬁgura 7.9 muestra
como sera´n los a´rboles resultantes de la aplicacio´n de una accio´n de salto y una accio´n de reduccio´n. Para
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Figura 7.9: Generacio´n de nodos en ice.
simpliﬁcar la representacio´n, en esta ﬁgura no se incluyen expl´ıcitamente los ı´tems correspondientes a los
s´ımbolos adicionales ∇r,i originados en el proceso de binarizacio´n impl´ıcita de las reglas.
Tenemos pues, que cada transicio´n del traductor con pila generara´ un nodo-y del bosque de ana´lisis,
que se correspondera´ con producciones de la grama´tica de salida, cuyos s´ımbolos sera´n referencias a los
ı´tems generados en el entorno dina´mico S1. Cuando se produzca la comparticio´n de ca´lculos entre ı´tems
provenientes de distintas ramas de ana´lisis, la salida de dichos ı´tems se compactara´ en un nodo-o, que
se correspondera´ con la existencia de varias reglas en la grama´tica de salida con ese mismo ı´tem en su
parte izquierda. El mecanismo de subsumcio´n basado en la igualdad de los ı´tems asegura que no se genera
el mismo ı´tem dos veces. Al emplear este tipo de comprobacio´n de redundancias tenemos la seguridad
de que, de ningu´n modo, puede haber dos nodos iguales en el grafo y-o que representa el resultado del
ana´lisis y, por lo tanto, es posible representarlo en forma de GIC. Por lo tanto, la GIC de salida, Go,
que genera ice representa, efectivamente, un grafo y-o que contiene los posibles ana´lisis de la cadena de
entrada.
7.4.2. Comparticio´n de estructuras en ICE
La relacio´n de subsumcio´n asegura la ma´xima comparticio´n entre los ı´tem, con el consiguiente ahorro
de espacio. Esta comparticio´n, junto con el hecho de que las reglas de la grama´tica de salida tienen
dos elementos en su parte derecha como ma´ximo hace posible obtener complejidad espacial O(n3), en
el peor de los casos, tal y como se demuestra en [56]. Adema´s de obtener esta complejidad espacial,
la aproximacio´n seguida en ice tiene otras ventajas en lo relativo a la generacio´n de la representacio´n
sinta´ctica.
El empleo de un grafo y-o permite representar mediante una estructura ﬁnita, un conjunto
posiblemente inﬁnito de a´rboles de ana´lisis.
Las estructuras de datos empleadas en la representacio´n de las relaciones sinta´cticas son las mismas
que se utilizan en el proceso de ana´lisis.
• Esta correspondencia nos permite establecer una relacio´n directa entre la comparticio´n de
ca´lculos durante el ana´lisis y la comparticio´n del estructuras sinta´cticas. En efecto, los ı´tems
de ice juegan el papel de elementos base para el ca´lculo durante el proceso de ana´lisis. Pero, a
la vez, tienen una funcio´n estructural, al corresponderse con los nodos del grafo de salida. As´ı,
el empleo de un grafo y-o permite representar la comparticio´n de estructuras sinta´cticas como
nodos-o, al mismo tiempo que los nodos-y son referencias a los ı´tems del analizador dados por
las producciones de la grama´tica de salida.
• Dado que las transiciones del TP dependen u´nicamente del primer elemento o de los dos
primeros elementos de la cima de la pila, las producciones de la grama´tica de salida poseen
como ma´ximo dos elementos en su parte derecha. Esto tiene como consecuencia que sea posible
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Figura 7.10: Comparticio´n en representaciones arbo´reas cla´sicas.
compartir la cola de la lista de hijos de un suba´rbol en lugar de la lista completa, aumentando
las posibilidades de comparticio´n. En efecto, este tipo de comparticio´n no es posible con una
representacio´n cla´sica no binarizada, puesto que, en ese caso u´nicamente se podr´ıan compartir
suba´rboles completos, tal y como muestra el ejemplo 7.1.
Ejemplo 7.1.
La figura 7.10 muestra, empleando una representacio´n cla´sica, el bosque correspondiente al ana´lisis de la
cadena w = bbbc empleando una grama´tica definida por las siguientes reglas:
S → A c
A → A b A
A → b
A → ε
La figura 7.11 muestra el bosque obtenido por ice para el ana´lisis de esa misma cadena de entrada.
Como se puede apreciar, la representacio´n empleada por ice permite un mayor grado de comparticio´n.
En este caso es posible compartir la cola de la lista de hijos de un suba´rbol, como la que se muestra
sombreada e identificada con el nu´mero (7), en la figura 7.11. En la representacio´n cla´sica no se presenta
esta posibilidad, puesto que se exige la comparticio´n de suba´rboles completos.
Como hemos visto, las ventajas de la aproximacio´n seguida en ice en cuanto a la comparticio´n de
estructuras, son importantes. Sin embargo, el empleo del auto´mata lalr(1) para guiar el proceso de
ana´lisis en el TP y mejorar la eﬁciencia, presenta el problema de que puede dar lugar a que la comparticio´n
de estructuras sinta´cticas no sea la ideal. La razo´n de que, en determinados casos, la comparticio´n
no sea la ideal es la inclusio´n del estado del auto´mata lalr(1) en los ı´tems manejados por ice. Al
realizar la comprobacio´n de redundancias basada en la relacio´n de subsumcio´n entre ı´tems, se tiene
en cuenta el estado almacenado para decidir si dos ı´tems son iguales o no. Es posible que dos ı´tems
representen el reconocimiento del mismo s´ımbolo de la grama´tica, cubriendo ambos ide´ntica porcio´n de la
cadena de entrada y en un mismo contexto sinta´ctico, pero que sin embargo se diferencien por el estado
que almacenan. De este modo, el estado del auto´mata lalr(1) puede diferenciar dos ı´tems que sean
sinta´cticamente equivalentes, haciendo que no sea posible compartirlos en el grafo y-o.
Vilares [56] muestra ejemplos en los que empleando la misma te´cnica de tabulacio´n con otros tipos de
auto´matas como gu´ıa, se obtienen mejores resultados en cuanto la comparticio´n de estructuras, aunque a
costa de una merma en la eﬁciencia del proceso de ana´lisis. La conclusio´n de ese estudio es que el empleo











































Figura 7.11: Comparticio´n en ice.
de auto´matas lr, en concreto lalr(1), es la que ofrece el mejor compromiso entre eﬁciencia en el ana´lisis
y eﬁciencia en la representacio´n.
Cap´ıtulo 8
Integracio´n con el analizador
sinta´ctico
Una vez que hemos presentado el entorno de ana´lisis sinta´ctico ice [56], y descrito el formalismo de
representacio´n de estructuras sinta´cticas que emplea, dedicaremos este cap´ıtulo a estudiar la integracio´n
del algoritmo de reconocimiento de patrones en a´rboles de Zhang y Shasha [65] con los analizadores
generados por ice. Dicha integracio´n se centra en dos aspectos. En primer lugar, sera´ necesario adaptar
el algoritmo de ca´lculo de la distancia de edicio´n propuesto por estos autores al tipo de estructuras
sinta´cticas manejadas por ice, esto es, al caso de bosques de ana´lisis compartidos representados como
grafos y-o. En segundo lugar, se aprovechara´ la comparticio´n de estructuras sinta´cticas ofrecida por ice,
para evitar repetir ca´lculos de distancias que afecten a subestructuras compartidas.
De este modo, comenzaremos el cap´ıtulo revisando una serie de generalidades que afectan al modo
en que se efectuara´ la integracio´n. Presentaremos despue´s las modiﬁcaciones que es necesario introducir
en el algoritmo presentado en el cap´ıtulo 5 para manejar los bosques de ana´lisis generados por ice. Tras
revisar dichas modiﬁcaciones, nos centraremos en el estudio del uso de la comparticio´n de estructuras
sinta´cticas para ahorrar ca´lculos durante el proceso de reconocimiento de patrones. El cap´ıtulo ﬁnaliza
con un ejemplo pra´ctico que ilustra el empleo de la comparticio´n de estructuras sinta´cticas para ahorrar
ca´lculos innecesarios de distancias innecesarios.
8.1. Consideraciones previas
Nuestro objetivo es disen˜ar un algoritmo de reconocimiento de patrones en bosques compartidos e
integrarlo en al analizador sinta´ctico ice. Como vimos en el cap´ıtulo 7, los bosques compartidos generados
por ice tienen la forma de grafos y-o. Esto grafos, a su vez, se corresponden con la grama´tica de salida
construida a partir de los ı´tems del analizador y de las transiciones realizadas durante el proceso de
ana´lisis de las cadenas de entrada. En nuestro caso nos limitaremos exclusivamente al manejo de bosques
dato compartidos generados por ice, de tal forma que el a´rbol patro´n sigue siendo un u´nico a´rbol simple.
Lo que pretenderemos sera´ integrar en el proceso de ana´lisis sinta´ctico un mecanismo que nos permita
calcular de forma eﬁciente las distancias entre el a´rbol patro´n que se recibira´ como entrada y el conjunto
de a´rboles de ana´lisis representados de forma compacta en el seno del bosque compartido. De este modo,
una vez que este´ disponible el a´rbol patro´n, el analizador ice se encargara´ de alimentar al algoritmo de
comparacio´n con los fragmentos del bosque de ana´lisis que vaya construyendo.
Las aplicaciones de la integracio´n de este tipo de te´cnicas reconocimiento de patrones y de ana´lisis
sinta´ctico son muy diversas y se examinara´n con ma´s detalle en la u´ltima parte de esta memoria. No
obstante, podemos citar las posibilidades que ofrecen como mecanismo para dar soporte a la indexacio´n
y consulta en sistemas de RI o para su uso en entornos de extraccio´n de informacio´n(EI). El hecho de
integrar el ana´lisis sinta´ctico y el reconocimiento de patrones en paralelo, permitira´ deﬁnir mecanismos
que permitan mejorar la eﬁciencia del proceso conjunto mediante el empleo de las distancias parciales
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que se vayan calculando durante el ana´lisis. As´ı, ser´ıa posible deﬁnir heur´ısticas que permitieran eliminar
alternativas de ana´lisis en funcio´n de las distancias parciales que tengan asociadas. Del mismo modo se
podra´n deﬁnir heur´ısticas que permitan abortar un ana´lisis cuando las distancias obtenidas indiquen que
su resultado no estara´ pro´ximo al patro´n utilizado.
Como sen˜ala´bamos, nos limitaremos a estudiar el ca´lculo de las distancias de un a´rbol patro´n
determinista con respecto a un bosque compartido. Si bien podr´ıa plantearse la posibilidad de extender
las te´cnicas expuestas en este cap´ıtulo al caso ma´s general, esto es, al ca´lculo de distancias entre pares
de bosques compartidos, su coste computacional ser´ıa extremadamente alto, mientras que su utilidad
ser´ıa muy relativa, especialmente en el caso del tipo de aplicaciones citadas anteriormente. En efecto, en
dichos entornos de indexacio´n y consulta no nos interesara´ realizar una comparacio´n entre dos grafos y-o,
sino evaluar la similaridad entre uno o ma´s a´rboles patro´n deterministas y el a´rbol dato que les sea ma´s
pro´ximo de entre todos los que forman parte del bosque compartido considerado. De este modo, pasamos
a deﬁnir formalmente el tipo de distancia respecto a bosques compartidos que vamos a estudiar.
Definicio´n 8.1 (distancia respecto a bosques compartidos).
Dados un a´rbol patro´n P etiquetado y ordenado, y un bosque de ana´lisis compartido D, representado
en forma de grafo y-o. Si BD = 〈Dˆ1, Dˆ2, . . . , Dˆn〉 es el conjunto de a´rboles contenidos en el bosque D,
definiremos la distancia de P respecto al bosque compartido D, d(P,D), como
d(P,D) = min{d(P, Dˆi)| Dˆi ∈ BD}
Intuitivamente, ante un a´rbol patro´n P y un bosque dato D, lo que deseamos obtener es el valor de la
distancia entre P y el a´rbol Dˆ contenido en el bosque D que sea ma´s pro´ximo al patro´n P . El modo
ma´s directo de obtener dicha distancia ser´ıa el calcular, una a una, todas las posibles distancias entre el
patro´n P y cada uno de los a´rboles representados en el bosque compartido y tomar la menor de ellas. Sin
embargo, el nu´mero de a´rboles presentes en dicho bosque puede ser muy alto o incluso inﬁnito. Es por
ello por lo que es necesario un mecanismo de ca´lculo de distancias que saque provecho, en la medida de
lo posible, de la comparticio´n de estructuras sinta´cticas que ofrece el bosque compartido para evitar la
repeticio´n de ca´lculos innecesarios.
Esta reutilizacio´n de ca´lculos basada en la comparticio´n de estructuras es un punto clave en nuestra
aportacio´n. Para poder llevarla a cabo necesitamos un conocimiento en profundidad de los mecanismos
que originan la comparticio´n de estructuras sinta´cticas. Esto nos permitira´ adaptar los algoritmos de
reconocimiento de patrones en a´rboles descritos con anterioridad para el caso de las distancias sobre
bosques compartidos. Dado que nuestro trabajo se centra en la integracio´n con el analizador ice [56],
comenzaremos estudiando las peculiaridades que e´ste ofrece en cuanto a la representacio´n de los bosques
compartidos. Por ello, sera´ necesario modiﬁcar el algoritmo original de Zhang y Shasha [65] para manejar
el tipo de grafos y-o utilizados en ice. Una vez modiﬁcado el algoritmo original, estudiaremos como
aprovechar la comparticio´n que ofrece ice para ahorrar ca´lculos.
8.2. Modificaciones del algoritmo ba´sico
La integracio´n de un analizador sinta´ctico que proporcione al sistema los bosques dato en los cuales
localizar los a´rboles patro´n, determina ciertos aspectos que afectan al modo de realizar el proceso de
reconocimiento y determinan la eﬁciencia del sistema en conjunto. En este punto, es necesario tener
en cuenta que ambos aspectos, ana´lisis sinta´ctico y reconocimiento de patrones, esta´n topolo´gicamente
relacionados, en particular en lo referente a los mecanismos que provocan la multiplicacio´n y comparticio´n
de estructuras sinta´cticas.
Comenzaremos, entonces, presentando los aspectos del algoritmo de Zhang y Shasha [65] que se
ven afectados por las peculiaridades de las representaciones sinta´cticas utilizadas en ice [56] como se
muestra en [47, 51, 35, 49, 50]. En primer lugar, veremos como la topolog´ıa de los grafos y-o de ice
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Representación clásica sin compartición.
Grafo Y−O con compartición,
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REGLA       :
REGLA       :
Nodos susceptibles de ser compartidos en un analizador descendente.
Nodos susceptibles de ser compartidos en un analizador ascendente.
Figura 8.1: Comparticio´n de estructuras en grafos y-o.
aconsejan cambiar la estructura general del algoritmo original para modiﬁcar el orden en el que se realiza
el tratamiento de los subbosques inducidos. Los otros aspectos que requieren modiﬁcacio´n son los relativos
al procesamiento de dos caracter´ısticas espec´ıﬁcas de ice, el procesamientos de nodos-o y la propagacio´n
de distancias en a´rboles binarizados.
8.2.1. Cambio en la ordenacio´n de los a´rboles
Comenzamos exponiendo las causas que nos llevan a modiﬁcar la estrategia de procesamiento de los
nodos del bosque compartido. Como hemos mencionado, el primer factor determinante al abordar este tipo
de integracio´n es el propio tipo de representacio´n sinta´ctica utilizada. En nuestro caso, los analizadores
generados por ice representan el resultado del ana´lisis mediante un grafo y-o, como mostramos en el
cap´ıtulo 7. En este grafo, los nodos-y se corresponden con los nodos usuales de un a´rbol de ana´lisis,
mientras que los nodos-o representan las ambigu¨edades. Tambie´n explicamos como las subestructuras
compartidas puede corresponderse con a´rboles completos, pero tambie´n con la comparticio´n de una parte
de los descendientes de un nodo, lo que denomina´bamos comparticio´n de colas de hijos en el cap´ıtulo 7,
y que muestra la ﬁgura 8.1.
El tipo de comparticio´n sobre esta parte de la descendencia depende, a su vez, del tipo de estrategia de
ana´lisis considerada. De este modo las te´cnicas ascendentes provocan la comparticio´n de los constituyentes
situados ma´s a la derecha, mientras que las descendentes lo hacen con los situados ma´s a la izquierda, tal
y como tambie´n se muestra en la misma ﬁgura 8.1. Otra caracter´ıstica interesante de ice es que identiﬁca
los nodos del grafo y-o de salida con los elementos mismos de ca´lculo del analizador, esto es, los ı´tems
tabulados de ice.
El algoritmo de Zhang y Shasha considera un postorden transversal en la numeracio´n de los nodos.
Para poder sacar provecho de las posibilidades de reutilizacio´n de ca´lculos derivadas de la comparticio´n
estructural, en concreto de la comparticio´n de colas de hijos, esta ordenacio´n requerir´ıa de un analizador
sinta´ctico descendente. Como se muestra en segundo esquema de la parte derecha de la ﬁgura 8.1, el
ordenamiento en postorden permite reutilizar de un modo directo los los ca´lculos asociados a los nodos
de una cola de hijos compartida. En efecto, como muestra el otro esquema de la misma ﬁgura, con
un ordenamiento en postorden y un analizador ascendente, los nodos de una cola de hijos compartida
se encontrar´ıan enmarcados en distintos contextos izquierdos y no ser´ıa posible reutilizar las distancias
asociadas. Mientras que, con la misma ordenacio´n y un analizador descendente dichos nodos comparten
un mismo contexto izquierdo y las distancias resultantes son las mismas en los dos ana´lisis posibles.
Sin embargo, el uso de este tipo de analizadores descendentes supone, en general, una merma de
de eﬁcacia en relacio´n a estrategias ascendentes ma´s eﬁcientes computacionalmente, como es el caso de
ice. En consecuencia, se impone una adaptacio´n del algoritmo original para su integracio´n pra´ctica con
un analizador sinta´ctico ascendente. Para hacer esto hemos llegado a la conclusio´n de que es necesario
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Figura 8.2: Distancia entre bosques usando una numeracio´n en postorden inverso
cambiar la numeracio´n de los nodos, empleando un postorden inverso, que ordena a los hijos de un nodo
comenzando por la derecha, en lugar del postorden cla´sico usado por Zhang y Shasha [65], que ordena
de izquierda a derecha.
Definicio´n 8.2 (postorden inverso).
Dado un nodo u de un a´rbol T = (V,E, ra´ız(T )), se le asigna un ı´ndice o numeracio´n en postorden
inverso, post(u), de acuerdo a las siguientes reglas:
La numeracio´n en postorden inverso de la hoja ma´s a la derecha de T es 1.
Si u es un nodo interno, y p es el mayor ı´ndice en preorden inverso asignado a un nodo en T [u]1,
entonces post(u) = p+ 1.
Siendo v la hoja ma´s a la derecha del suba´rbol con ra´ız en el siguiente hermano a la izquierda de
u, entonces post(v) = post(u) + 1.
Este tipo alternativo de numeracio´n de los nodos es ana´logo al postorden cla´sico presentado en el
cap´ıtulo 2. Al igual que en aquel, se asignan los ı´ndices de modo ascendente. Se comienza por la hoja
ma´s a la derecha y se va numerando de forma consecutiva a sus hermanos izquierdos antes de numerar a
sus padres, hasta terminar asignando un ı´ndice al nodo ra´ız.
Hay otro argumento, relacionado con la topolog´ıa de los a´rboles, a favor del empleo de un postorden
inverso. Como vimos en el cap´ıtulo 7 ice maneja transiciones cano´nicas que dependen a lo sumo de dos
ı´tems. Esto hace que las reglas de la grama´tica de salida que codiﬁca el grafo y-o contengan, como
ma´ximo, dos ı´tems en su parte derecha. Como consecuencia de este comportamiento, los nodos del
grafo resultante tienen como ma´ximo dos hijos. Por otro lado, el empleo como control ﬁnito de un
auto´mata ascendente lalr(1) y la binarizacio´n impl´ıcita de las reglas durante las operaciones de reduccio´n
determina la topolog´ıa de las listas de hijos de un nodo. Dicha binarizacio´n y el empleo de derivaciones
por la derecha da lugar a que, a medida que avanza el ana´lisis y se reconocen nuevas porciones de la
cadena de entrada, los nuevos suba´rboles hijos construidos se vayan acumulando por el extremo derecho
de la lista de constituyentes de su nodo padre.
Suponiendo una ordenacio´n en postorden cla´sico, esta topolog´ıa da lugar a que los ı´tems asociados a
los s´ımbolos auxiliares ∇r,i, introducidos durante la binarizacio´n, sean ra´ıces I. El problema que surge
con este comportamiento es que, a medida que se avanza en el ana´lisis de la cadena, los suba´rboles
asociados a estas ra´ıces I se van haciendo cada vez ma´s grandes y van incluyendo a otras ra´ıces I,
tambie´n etiquetadas con s´ımbolos ∇r,i, y ya procesadas con anterioridad. Como parece obvio, este
comportamiento es poco eﬁciente. La ﬁgura 8.3 ilustra este problema. En ella, el esquema central muestra
el grafo y-o2 construido por ice para una cadena de entrada w = abcd, empleando la grama´tica que se
1Ese nodo sera´ el hijo ma´s a la izquierda de u.
2En este caso no hay nodos-o con ma´s de una alternativa.
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Reglas originales Reglas binarizadas
(1) S → a B d
(2) B → b c
S → ∇1,0
∇1,0 → a ∇1,1
∇1,1 → B ∇1,1
∇1,2 → d
B → ∇2,0





















nº árboles = 1+1+4+9nº árboles = 2+2+7+9
Figura 8.3: Binarizacio´n y tipos de postorden.
muestra en esa misma ﬁgura. En dicho grafo se sen˜alan las ra´ıces I y sus suba´rboles asociados. Se indica
tambie´n el nu´mero de bosques inducidos que se pueden crear dentro de las ra´ıces I presentes en el a´rbol.
Adema´s de incrementar el taman˜o de las ra´ıces I a procesar, el postorden cla´sico presenta la desventaja
de que no se puede procesar un suba´rbol ra´ız I en el momento en que se completa el reconocimiento
de sus constituyentes. Empleando esta ordenacio´n, y como consecuencia de la binarizacio´n realizada,
sera´ necesario esperar hasta que se complete el reconocimiento de la totalidad de la parte derecha de
la regla en la cual esta´ incluida dicha ra´ız I, antes de poder calcular las distancias asociadas a sus
descendientes. Sin embargo, como veremos al redeﬁnir el algoritmo de Zhang y Shasha [65] empleando
un postorden inverso, esta nueva ordenacio´n si permite realizar el ca´lculo de distancias de un suba´rbol
sin tener que esperar a completar el reconocimiento de su suba´rboles hermanos.
Por lo tanto, la posibilidad de compartir colas de hijos y la propia topolog´ıa de los bosques construidos
en base a la binarizacio´n impl´ıcita de las reglas de la grama´tica, aconsejan utilizar una numeracio´n en
postorden inverso de los nodos de los a´rboles manejados, tal y como se muestra en la ﬁgura 8.2. De este
modo, siendo T un a´rbol, deﬁnimos r(i) como el ı´ndice de la hoja ma´s a la derecha de las que descienden
del suba´rbol con ra´ız en t[i]. De forma ana´loga a como se proced´ıa en el algoritmo original, se deﬁne
el conjunto ra´ıces D(T ), indicado mediante ﬂechas en ejemplo de la ﬁgura 8.2, como el conjunto de los
nodos de un a´rbol T con un hermano a la derecha, ma´s la ra´ız, raiz(T ), de T . La deﬁnicio´n formal de
este conjunto es sime´trica a la de ra´ıces I.
Definicio´n 8.3 (conjunto ra´ıces D(T )).
Sea T un a´rbol, se define el conjunto ra´ıces D(T ) de la siguiente forma:
ra´ıces D(T ) = {k| 1 ≤ k ≤ |T | y ∄k′ > k tal que r(k) = r(k′)}
Retomando la ﬁgura 8.3, el esquema de la derecha muestra las ra´ıces D y sus suba´rboles, en el caso de
considerar un postorden inverso. Como se puede apreciar el nu´mero de subbosques inducidos a procesar
es menor. Adema´s presenta la ventaja de que no es necesario esperar a terminar el reconocimiento de la
totalidad de las reglas para poder empezar a procesar las ra´ıces D de niveles inferiores. En cuanto se
enlaza un nodo con su hermano derecho, se sabe que dicho nodo es una ra´ız D y puede procederse
a calcular sus distancias en ese preciso instante. Lo cual evita el tener que esperar a completar el























r(s) = r(i)   y   r(t) = r(j )





Figura 8.4: La distancia entre bosques en nuestra propuesta.
reconocimiento de los dema´s nodos hermanos que pertenezcan al lado derecho de la misma regla que
e´sta ra´ız D, y que aun no hubieran sido analizados.
A partir de aqu´ı, la construccio´n alternativa para la distancia de edicio´n entre bosques, utilizando la
nueva ordenacio´n, es ana´loga a la del algoritmo original. Mostramos a continuacio´n las fo´rmulas resultantes
para el ca´lculo de distancias en a´rboles y bosques numerados segu´n el postorden inverso.
distBosque(∅, ∅) = 0
distBosque(r(i)..s, ∅) = distBosque(r(i)..s− 1, ∅) + γ(t[s]→ ε)







distBosque(r(i)..s− 1, r(j)..t) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..t − 1) + γ(ε→ d[t]),
distBosque(r(i)..s− 1, r(j)..t− 1) + γ(p[s]→ d[t])

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distBosque((i)..s− 1, r(j)..t) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..t − 1) + γ(ε→ d[t]),




De nuevo, para calcular distArbol(P,D) sera´ suﬁciente tener en cuenta que
distArbol(P,D) = distBosque(r(ra´ız(P ))..ra´ız(P ), r(ra´ız(D))..ra´ız(D))
En cuanto a los l´ımites espaciales y temporales del mecanismo de ca´lculo de distancias de edicio´n
empleando un postorden inverso, estos son los mismos que los del algoritmo original de Zhang y Shasha.
Esto es, dados dos a´rboles T y T ′, la complejidad temporal del algoritmo de ca´lculo de distancias de
edicio´n sigue siendo O(|T | × |T ′| ×min{prof(T ), hojas(T )} ×min{prof(T ′), hojas(T ′)}), donde prof
es la profundidad ma´xima del a´rbol y hojas el nu´mero de hojas, y la complejidad espacial es O(|T |×|T ′|),
como en el algoritmo original. El razonamiento en este caso es sime´trico al realizado en la seccio´n 5.2.3,
simplemente es necesario tener en cuenta la nueva ordenacio´n y, en base a ella, adaptar las deﬁniciones
y resultados que emplea´bamos en dicha seccio´n.
8.2.2. Distancias en presencia de nodos-o
Revisaremos ahora como debemos adaptar el comportamiento del algoritmo del Zhang y Shasha [65]
para manejar grafos con nodos-o. La presencia de nodos-o en un bosque compartido tiene una serie
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de implicaciones importantes en lo referente al ca´lculo de las distancias de edicio´n. En primer lugar, la
existencia en un bosque de un nodo-o con dos o ma´s alternativas dara´ lugar a que para determinados nodos
localizados despue´s de dicho nodo-o, sea necesario manejar mu´ltiples valores simulta´neos de distancias
con respecto a bosques del a´rbol patro´n. En concreto, cada una de las distancias que se calculen para los
nodos procesados despue´s de un nodo-o va a tener tantos valores posibles como alternativas tenga dicho
nodo. En el caso de que en un mismo bosque haya ma´s de un nodo-o, el nu´mero de distancias a manejar
simulta´neamente se ir´ıa multiplicando a medida que surgieran nuevas alternativas.
La segunda particularidad, es que la presencia de un nodo-o puede dar lugar a la comparticio´n de
subestructuras comunes entre los descendientes de las distintas alternativas de dicho nodo. Como veremos
ma´s tarde, esta comparticio´n permitira´ evitar en ciertos casos la repeticio´n de ca´lculos de distancias
redundantes. Por el momento nos centraremos en co´mo manejar de forma eﬁciente los nodos-o y co´mo
dar soporte a distancias con mu´ltiples valores simulta´neos dentro del marco del algoritmo original.
Como menciona´bamos, la existencia de un nodo-o en un grafo implica que este representa a un
bosque formado por tantos a´rboles distintos como alternativas tenga dicho nodo. Esto nos lleva a que la
numeracio´n en postorden inverso que utiliza´bamos para identiﬁcar un´ıvocamente a los nodos de un a´rbol
deje de ser va´lida. En efecto, al incluir nodos-o un mismo nodo tendra´ tantas posiciones en postorden
inverso distintas como el nu´mero de a´rboles diferentes en los que este´ incluido. Por lo tanto sera´ necesario
deﬁnir un nuevo tipo de numeracio´n en postorden para el caso de grafos y-o.
Definicio´n 8.4 (postorden inverso en grafos Y-O).
Dado un grafo y-o D que contiene al conjunto de a´rboles BD = 〈Dˆ1, Dˆ2, . . . , Dˆn〉, y dado un nodo
u perteneciente a dicho grafo, definiremos la numeracio´n en postorden inverso de u, posty-o(u), del
siguiente modo:
posty-o(u) = {i| i = post(u) en Dˆj} ∀Dˆj ∈ BD tales que u ∈ Dˆj
De ahora en adelante emplearemos post(u) en lugar de posty-o(u) cuando no haya ambigu¨edad.
Intuitivamente, posty-o(u) se corresponde con el conjunto de todos los ı´ndices que tiene el nodo u
en los distintos a´rboles incluidos en el seno del grafo D. Seguiremos empleando la notacio´n utilizada en
los cap´ıtulos anteriores, pero con la salvedad de que ahora un nodo puede tener asociado ma´s de un ı´ndice
en postorden inverso. As´ı, en un grafo y-o D, d[i] representa al nodo en la posicio´n i-e´sima de algu´n
a´rbol de D, que a su vez puede ser el nodo en una posicio´n j diferente en otro de los a´rboles incluidos
en D. En el caso de la notacio´n D[i..s], como ambos nodos i y s pueden pertenecer a varios a´rboles,
extenderemos dicha notacio´n para que represente al bosque y-o comprendido entre ambos nodos. Es
decir, D[i..s] representa al conjunto de todos los subbosques incluidos en D que comienzan en el nodo
i-e´simo de un a´rbol de D dado y terminan en el nodo s de ese mismo a´rbol.
Con estas ideas en mente podemos deﬁnir, para el caso de bosques y-o, los conceptos relacionados
con a´rboles que fueron introducidos en el cap´ıtulo5. En nuestro caso, dado un grafo y-o, D, y un nodo
d[j], la notacio´n r(j) representara´ a la hoja u hojas ma´s a la derecha de entre las que descienden del
nodo d[j] en todos los a´rboles en los que esta´ incluido dicho nodo. El conjunto ra´ıces D(D) contendra´ a
todos los nodos que son ra´ız D en alguno de los a´rboles de D. Ma´s concretamente, ra´ıces D(D) contiene
a las ra´ıces de los a´rboles presentes en D, as´ı como, a todos los nodos que en algu´n a´rbol de D tengan
hermanos por la derecha. Para el caso de la distancia distBosque(P [r(i)..s], D[r(j)..t]) debemos tener
en cuenta que el bosque D[j..t] puede estar representando en realidad a un conjunto de bosques. As´ı,
partiendo de la deﬁnicio´n de distancia respecto a compartidos presentada en la seccio´n 8.1, tenemos la
siguiente deﬁnicio´n de distBosque.
Definicio´n 8.5 (distBosque respecto a bosques compartidos).
Siendo P un a´rbol patro´n etiquetado y ordenado y D un grafo y-o. Dados los nodos s ∈ P y t ∈ D y
las ra´ıces D i ∈ anc(s) en P y j ∈ anc(t) en D, la distancia distBosque(P [r(i)..s], D[r(j)..t]) se define









Figura 8.5: Ca´lculo de distancias con nodos-o.
como:
distBosque(P [r(i)..s], D[r(j)..t]) = min{distBosque(P [r(i)..s], Dˆ[r(j)..t])| Dˆ[r(j)..t] ∈ D[r(j)..t]}
Lo que deseamos calcular en este caso es la distancia entre el bosque patro´n P [r(i)..s] y el bosque contenido
en D[r(j)..t] que sea ma´s pro´ximo a ese patro´n. La forma ma´s simple de hacerlo ser´ıa extraer del grafo
D[r(j)..t] todos los bosques que contiene, evaluar una a una sus distancias respecto al bosque P [r(i)..s]
y tomar el menor de dichos valores. Sin embargo, veremos como podemos aprovechar las estructuras
compartidas presentes en D[r(j)..t] para proponer un mecanismo de ca´lculo menos costoso. El primer
paso consistira´ en deﬁnir co´mo obtener el valor de la distancia en el caso de un bosque o un a´rbol cuyo
u´ltimo nodo sea un nodo-o.
Lema 8.1.
Sean P un a´rbol patro´n y D un grafo y-o. Dados un nodo i ∈ ra´ıces D(P ), un nodo s ∈ desc(i) y un
nodo j ∈ ra´ıces D(D). Si tenemos un nodo-o k ∈ desc(j) con dos alternativas numeradas k′ y k′′, se
verifica que:
distBosque(P [r(i)..s], D[r(j)..k]) = min{ distBosque(P [r(i)..s], D[r(j)..k′]),
distBosque(P [r(i)..s], D[r(j)..k′′])}
En el caso de que k tuviera n alternativas, k′1, k
′
2, . . . , k
′
n; la expresio´n resultante ser´ıa
distBosque(P [r(i)..s], D[r(j)..k]) = min1≤i≤n{distBosque(P [r(i)..s], D[r(j)..k′i])}.
Demostracio´n.
El resultado de este lema se deriva directamente de la deﬁnicio´n de distancia respecto a bosques
compartidos que estamos manejando. En este caso, en el bosque D[r(j)..k] hay dos bosques distintos,
D[r(i)..k′] y D[r(j)..k′′]. Aplicando la deﬁnicio´n 8.5 de distBosque respecto a bosques compartidos
tendremos que tomar el bosque Dˆ[r(j)..t] ma´s cercano a P [r(i)..s] de entre los incluidos en D[r(j)..t], con
lo que resulta la expresio´n anterior.
El lema anterior indica que para obtener la distancia en un nodo-o hay que tomar de entre sus alternativas
aquella que ofrezca la menor distancia. En el caso de que las alternativas incluyeran a otros nodos-o,
estos ser´ıan tratados de igual modo durante el ca´lculo de las distancias que afectasen a las distintas























































































































































Figura 8.6: Comparticio´n de distancias en los nodos-o.
alternativas. La consecuencia ma´s importante de este lema es que permite convertir un conjunto de
valores de distancias en un valor u´nico al procesar los nodos-o. Esta propiedad sera´ una de las claves
para poder llevar a cabo la reutilizacio´n de distancias.
La ﬁgura 8.5 muestra la estructura general de un a´rbol que incluye a un nodo-o. Dicho esquema se
corresponde con el caso de comparticio´n del contexto que mostramos en la seccio´n 7.3.2. En este caso
tenemos que el nodo j es una ra´ız D y que el nodo k es un nodo-o con dos alternativas, cuyas respectivas
ra´ıces son k′ y k′′. La regio´n comprendida entre el nodo r(j) y el nodo r(k)−1, inmediatamente anterior al
nodo-o k, representa al contexto derecho dentro del cual se enmarca cada una de las dos alternativas del
nodo-o, k′ y k′′. Dado que consideramos un postorden inverso, las distancias calculadas para ese subbosque
son comunes a los dos suba´rboles y no es necesario evaluarlas dos veces. Las distancias que incluyan a
nodos pertenecientes a los dos suba´rboles, k′ y k′′, s´ı deben calcularse de forma separada, puesto que se
corresponden con bosques diferentes. Una vez que se completa el procesamiento de los suba´rboles de las
dos alternativas, se puede aplicar el lema 8.1 para obtener valores u´nicos para las distancias que impliquen
al nodo-o k. En una primera aproximacio´n, las distancias asociadas a los nodos situados despue´s de k
debera´n tener en cuenta los distintos valores calculados para las diferentes alternativas de k. Sin embargo,
el lema 8.1 permite transformar esos mu´ltiples valores en una u´nica distancia que se asocia al nodo-o k.
De este modo, los ca´lculos con bosques que terminen en nodos con un ı´ndice mayor que k tendra´n que
consultar un u´nico valor, no siendo necesario, por lo tanto, duplicar ca´lculos a causa de las alternativas
del nodo-o. Conseguimos con esto, simpliﬁcar la obtencio´n de estas distancias, que debera´n ser calculadas
una u´nica vez, considerando en dicho ca´lculo so´lo una de las alternativas del nodo-o, aquella que ofreciera
la menor distancia.
La ﬁgura 8.6 ilustra la comparticio´n del contexto anterior y posterior a un nodo-o. En esta ﬁgura
se representan la comparticio´n de las tablas de distancias distBosque para un a´rbol como el mostrado
en la ﬁgura 8.5, con un u´nico nodo-o, k, que tiene dos alternativas, k′ yk′′. Como se puede apreciar,
no se evalu´an dos veces las distancias que involucran a nodos situados antes de las dos alternativas del
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nodo k. Esto es, las distancias para los bosques entre el nodo j y el nodo r(k)− 1. Dichos bosques y sus
distancias asociadas son comunes para las dos alternativas de k y basta con calcularlas una vez. En el
procesamiento de las dos alternativas s´ı es necesario realizar dos ca´lculos distintos, puesto que, aunque
el contexto derecho sea el mismo, los dos bosques resultantes son distintos. Una vez procesadas las dos
alternativas, se extraen los mejores valores que dara´n lugar a las distancias asociadas al nodo-o, k. Dichas
distancias se almacenan en la columna rayada, etiquetada como D[r(j)..k] en la ﬁgura 8.6. Puesto que
los mejores valores de las dos alternativas se han asociado al nodo-o k, el procesamiento para los dema´s
nodos, entre k + 1 y j, se puede realizar una u´nica vez. Al procesar estos bosques simplemente se toman
los valores de la columna D[r(j)..k] que sean necesarios. De esta forma, se asegura que en cada momento
se considera la alternativa que origina la distancia ma´s pro´xima al correspondiente subbosque patro´n.
8.2.3. Distancias en a´rboles binarizados
Una vez mostrado el manejo de los nodos-o presentes en el grafo, es necesario deﬁnir co´mo sera´ el
comportamiento del algoritmo de ca´lculo de distancias al tratar con los nodos auxiliares que surgen como
resultado de la binarizacio´n impl´ıcita de las reglas de la grama´tica de entrada.
Recordemos que, para mantener la complejidad espacial y temporal O(n3), siendo n la longitud de la
cadena de entrada, ice realiza una binarizacio´n impl´ıcita de las reglas de la grama´tica, como explicamos en
el cap´ıtulo 7. Esta binarizacio´n, junto con el uso de transiciones que consideren como ma´ximo dos ı´tems,
determina la topolog´ıa de los grafos y-o generados por ice, como tambie´n mostramos anteriormente.
Para realizar la binarizacio´n impl´ıcita se se hace uso de un conjunto de nuevos s´ımbolos de pila, los
s´ımbolos ∇r,i. Cada uno de estos s´ımbolos representa el reconocimiento de las i primeras categor´ıas del
lado derecho de la regla nu´mero r, cuando i > 0, o que au´n no se ha iniciado el reconocimiento de la
regla r, en el caso i = 0. De este modo, la reduccio´n de una produccio´n Ar,0 → Ar,1Ar,2 . . . Ar,nr , se




∇r,nr−1 → Ar,nr ∇r,nr
∇r,nr → ε
Antes de comenzar a exponer la problema´tica derivada del proceso de binarizacio´n, revisaremos una serie
de propiedades que se derivan de la utilizacio´n de este tipo de a´rboles binarios y de la ordenacio´n en
postorden inverso. Siendo D un grafo y-o binarizado y d[t] uno de sus nodos, se veriﬁca lo siguiente:
El hermano a la derecha de d[t] es el nodo numerado como r(t) − 1.
El hijo izquierdo de d[t] esta´ numerado como t−1. Si el nodo d[t] tiene asociado un s´ımbolo auxiliar
∇r,i siempre se veriﬁcara´ que, de existir, su hijo izquierdo d[t− 1] estara´ etiquetado con un s´ımbolo
terminal o no terminal de la grama´tica.
El hijo derecho de d[t] es el nodo numerado como r(t−1)−1. Si d[t] esta´ etiquetado con un s´ımbolo
auxiliar ∇r,i, su hijo derecho d[r(t − 1) − 1], si este existe, tambie´n tiene asociado uno de esos
s´ımbolos auxiliares.
Si emplea´ramos directamente los ca´lculos alternativos para distancias en postorden inverso de la
seccio´n 8.2.1 sobre el grafo y-o, sin tener en cuenta la presencia de estos s´ımbolos auxiliares, los valores
obtenidos ser´ıan distintos de los que resultar´ıan si se empleara una representacio´n cla´sica de esos mismos
a´rboles. Sera´ necesario, por lo tanto, modiﬁcar el me´todo de ca´lculo para que la inclusio´n de estos s´ımbolos
de pila auxiliares en los ı´tems que forman el grafo y-o no afecte a la distancia ﬁnal resultante.
Lo primero que debemos deﬁnir es como sera´ el coste de las operaciones de edicio´n realizadas sobre
estos s´ımbolos. Como deseamos que la distancia ﬁnal no se vea afectada, deberemos asignar un coste cero
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Figura 8.7: Distancias entre bosques binarizados.
a cualquier operacio´n de edicio´n en la que este´ involucrado uno de estos s´ımbolos. As´ı, an˜adiremos una
restriccio´n adicional sobre la funcio´n de coste γ, de modo que:
γ(a→ b) = 0 si a = ∇r,i o´ b = ∇r,i, ∀ s´ımbolo auxiliar ∇r,i
Si bien esta modiﬁcacio´n nos permite aplicar libremente operaciones de edicio´n sobre estos s´ımbolos
sin afectar a las distancias, no asegura que la distancia ﬁnal resultante no se vea perturbada. En efecto,
debemos tener en cuenta el signiﬁcado de los s´ımbolos ∇r,i para poder modiﬁcar el modo en que se
calculan las distancias. Los s´ımbolos ∇r,i representan el reconocimiento parcial de la parte derecha de
una regla. Este reconocimiento parcial puede interpretarse en el a´rbol de ana´lisis correspondiente como
la representacio´n de un fragmento del bosque formado por parte de los descendientes del lado derecho de
dicha regla. Sin embargo, como consecuencia de la ordenacio´n en postorden inverso, los nodos etiquetados
con s´ımbolos ∇r,i estara´n siempre involucrados en el ca´lculo de distancias entre a´rboles. Esto es as´ı por el
modo en que se realiza la binarizacio´n y por como se construyen los grafos y-o en ice. Tenemos que los
nodos ∇r,i sera´n siempre los hijos ma´s a la derecha de sus padres y, en consecuencia, siempre compartira´n
su hoja ma´s a la derecha con todas las ra´ıces D de las que desciendan.
Por lo tanto, los s´ımbolos∇r,i se asocian a bosques parciales, pero para el algoritmo de ca´lculo estara´n
implicados en distancias entre suba´rboles. Sera´ necesario, entonces, modiﬁcar las fo´rmulas que afectan a
este tipo de nodos para que reﬂejen realmente su verdadero signiﬁcado y permitan obtener unos valores
de distancias correctos. Si nos ﬁjamos en el modo en que se realiza la binarizacio´n, el hijo izquierdo
de un s´ımbolo ∇r,i nunca podra´ ser uno de estos s´ımbolos auxiliares, sino que se correspondera´ con el
u´ltimo suba´rbol del bosque parcial que representa dicho s´ımbolo auxiliar. El hijo derecho, de existir,
s´ı estara´ etiquetado con otro s´ımbolo ∇r,i, y representara´ al resto de componentes del bosque parcial
asociado a su padre. De este modo, podemos deﬁnir la distancia de edicio´n en presencia de los s´ımbolos
auxiliares ∇r,i.
Definicio´n 8.6 (distancias con s´ımbolos ∇r,i).
Siendo i ∈ P y j ∈ D ra´ıces D y dados los nodos s ∈ desc(i) y t ∈ desc(j), las distancias que impliquen
a nodos etiquetados con s´ımbolos ∇r,i se definira´n del siguiente modo:
distBosque(P [r(i)..s], D[r(j)..t]) :=
{
distBosque(P [r(i)..s− 1], D[r(j)..t]) si p[s] = ∇r,i
distBosque(P [r(i)..s], D[r(j)..t − 1]) si d[t] = ∇r,i
∀ s´ımbolo auxiliar ∇r,i
Intuitivamente, lo que se hace en estos casos, tal y como se muestra en la ﬁgura 8.7 es recuperar
las distancias asociadas al hijo derecho del s´ımbolo ∇r,i en el a´rbol patro´n o en el a´rbol dato, segu´n
corresponda. Dicho hijo se corresponde con el u´ltimo nodo del subbosque parcial que representa ∇r,i. De
este modo, la distancia que asociemos al nodo ∇r,i, sera´ realmente una distancia entre bosques. Adema´s se
garantiza que dicha distancia entre bosques sera´ la misma que la que se obtendr´ıa sobre el correspondiente
a´rbol no binarizado. Para ello simplemente basta con tener en cuenta que todos los s´ımbolos∇r,i de niveles
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Figura 8.8: Compartiendo en una misma ra´ız D.
inferiores que hubieran sido introducidos en el proceso de binarizacio´n del a´rbol habr´ıan sido tratados de
este mismo modo. Resultando, entonces, que todos los ca´lculos anteriores habr´ıan empleado y propagado
valores de distancias entre bosques parciales ide´nticos a los que se habr´ıan obtenido en caso de haber
manejado los a´rboles no binarizados correspondientes.
8.3. Reutilizacio´n de ca´lculos en bosques compartidos
Ofrecemos ahora una explicacio´n que muestra como ambos entornos, de ana´lisis sinta´ctico y de
reconocimiento aproximado de patrones, pueden ser integrados de forma eﬁcaz, y que complementa a
las presentadas en [47, 51, 35, 49, 50]. Como hemos hecho anteriormente, la aproximacio´n que seguimos
se basa en la utilizacio´n de las estructuras sinta´cticas compartidas generadas por nuestro analizador, para
evitar la repeticio´n ca´lculos de distancias redundantes. En este caso se trata de una estudio de unos tipos
de comparticio´n estructural ma´s complejos que los descritos en secciones anteriores.
Para comenzar, sea P un a´rbol ordenado y etiquetado, y sea D un grafo y-o, ambos construidos
conforme al formalismo de representacio´n empleado en nuestro entorno de ana´lisis sinta´ctico ascendente.
Identiﬁcaremos a P con una interrogacio´n y a D con una parte de la representacio´n sinta´ctica de
una cadena de entrada con cierto grado de ambigu¨edad. Como en secciones previas, nuestro objetivo
sera´ obtener el valor de la distancia entre P y el a´rbol contenido enD que sea ma´s pro´ximo. Presentaremos
el modo en el que calculamos la distancia entre un a´rbol patro´n y el conjunto de a´rboles dato representados
en el grafo y-o, as´ı como la forma de mejorar el rendimiento computacional sobre la base de la
comparticio´n de estructuras presentes en el resultado del ana´lisis sinta´ctico.
Sea p[s] el nodo actual en el postorden inverso de P y sea i ∈ anc(s) una ra´ız D. Dado un nodo-o en
D podemos distinguir dos casos, dependiendo de la situacio´n de dicho nodo-o en relacio´n a las ra´ıces D
de D: la comparticio´n dentro de una misma ra´ız D y la comparticio´n entre distintas ra´ıces D.
8.3.1. Comparticio´n dentro de una misma ra´ız D
Esta primera posibilidad es una extensio´n del mecanismo de comparticio´n de las distancias asociadas
a los contextos de las alternativas de los nodos-o que se muestra en la seccio´n 8.2.2. En este caso tenemos
una situacio´n en la cual las alternativas de un nodo-o comparten una subestructura comu´n. Veremos como
se puede utilizar dicha comparticio´n de estructuras para evitar la duplicacio´n del ca´lculo de determinadas
distancias.
Esta situacio´n se muestra en la ﬁgura 8.8, usando una representacio´n cla´sica y un grafo y-o. Tenemos
que d[t′] y d[t′′] son los nodos tratados en paralelo sobre dos ramas alternativas del nodo-o d[k],
identiﬁcadas como d[k′] y d[k′′]. Tenemos que j ∈ anc(t′) ∩ anc(t′′), esto es, el suba´rbol con ra´ız en











































































































































































Figura 8.9: Comparticio´n de tablas de distancias en una misma ra´ız D.
la ra´ız D d[j] incluye a las dos alternativas del nodo-o, d[k′] y d[k′′]. En esta ﬁgura la parte suavemente
sombreada se reﬁere a los nodos cuyas distancias han sido calculadas siguiendo el postorden inverso,
antes del nodo-o d[k], y que forman el contexto derecho de sus dos alternativas. La parte fuertemente
sombreada representa a la estructura compartida por la dos alternativas del nodo-o. La notacio´n “• • •”
en el grafo y-o expresa el descenso a lo largo de la rama ma´s a la derecha del correspondiente suba´rbol.
Asumiremos que los nodos d[r(t′) − 1] y d[r(t′′) − 1] son el mismo, esto es, sus correspondientes
suba´rboles son compartidos. As´ı, supondremos que d[r(t′)] (resp. d[r(t′′)]) es el siguiente nodo en d[k′]
(resp. d[k′′]) a ser tratado, una vez que la distancia sobre la estructura compartida haya sido calculada.
En este punto, nuestro objetivo es calcular los valores para distBosque(r(i)..s, r(j)..tˆ), tˆ ∈ {t′, t′′},
probando que podemos traducir la comparticio´n de estructuras durante el ana´lisis sinta´ctico en
comparticio´n de ca´lculos para estas distancias. En este caso tenemos que r(j) 6= r(tˆ), puesto que asumimos
que existe una regio´n compartida en el bosque de ana´lisis entre d[r(tˆ)] y d[r(j)]. Formalmente, los valores
para distBosque(r(i)..s, r(j)..tˆ), tˆ ∈ {t′, t′′} vienen dados por las siguientes fo´rmulas:
distBosque(r(i)..s, r(j)..tˆ)) = min
8<
:
distBosque(r(i)..s− 1, r(j)..tˆ) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..tˆ− 1) + γ(ε→ d[tˆ]),
distBosque(r(i)..r(s)− 1, r(j)..r(tˆ)− 1) + distArbol(s, tˆ)
9=
;
As´ı, centra´ndonos en este ca´lculo de distancias, podemos pasar a estudiar como se ven afectadas las
fo´rmulas anteriores por el tipo de comparticio´n mostrada en la ﬁgura 8.8
1. Los valores distBosque(r(i)..s − 1, r(j)..tˆ), tˆ ∈ {t′, t′′} han sido calculados por el algoritmo en
un paso previo. De este modo, la comparticio´n proporcionada por el analizador sinta´ctico no tiene
consecuencias en el ca´lculo de las distancias actuales.
2. Respecto al segundo caso, son posibles dos situaciones en relacio´n a la naturaleza de los nodos
d[tˆ], tˆ ∈ {t′, t′′}, e´stas son:
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Figura 8.10: Comparticio´n entre distintas ra´ıces D (primer caso).
Si ambos nodos son hojas, entonces r(tˆ) = tˆ. En consecuencia tenemos que
d[t′ − 1] = d[r(t′)− 1] = d[r(t′′)− 1] = d[t′′ − 1]
puesto que r(t′)− y r(t′′)− se reﬁeren al mismo nodo. Por lo tanto, para tˆ ∈ {t′, t′′} los valores
distBosque(r(i)..s, r(j)..tˆ − 1) = distBosque(r(i)..s, r(j)..r(tˆ)− 1), son tambie´n los mismos.
De otro modo, siguiendo el postorden inverso, en pasos previos del algoritmo se habr´ıan
calculado las distancias que afectasen a las hojas ma´s a la derecha en las derivaciones de
d[t′] y d[t′′], donde se podr´ıa aplicar el razonamiento del caso anterior.
3. Los valores para las distancias distBosque(r(i)..r(s)− 1, r(j)..r(tˆ))− 1), tˆ ∈ {t′, t′′} son ide´nticos,
dado que los nodos d[r(tˆ)− 1], tˆ ∈ {t′, t′′} son compartidos por el analizador sinta´ctico.
Finalmente, la ﬁgura 8.9 reﬂeja el razonamiento realizado para esta situacio´n y muestra como es la
comparticio´n de las tablas de distancias distBosque. Se puede apreciar como este tipo de comparticio´n
de ca´lculos es una extensio´n del mostrado en la ﬁgura 8.5, con el an˜adido de que en este caso las
alternativas del nodo-o comparten una subestructura comu´n. Podemos ver como, si esta estructura
compartida esta´ situada en el extremo ma´s a la derecha de ambas alternativas, es posible reutilizar
las distancias asociadas a esos nodos compartidos sin tener que calcularlas dos veces. Tambie´n se puede
apreciar que, en el caso de que la estructura compartida no estuviera situada a la derecha de ambas
alternativas, no sera´ posible reutilizar las distancias calculadas para esos nodos compartidos, puesto que
sus respectivos contextos derechos ser´ıan distintos.
8.3.2. Comparticio´n entre distintas ra´ıces D
El otro tipo de comparticio´n posible, la comparticio´n entre distintas ra´ıces D, es menos restrictivo. En
este caso, tenemos dos ra´ıces D, j′ ∈ anc(t′) y j′′ ∈ anc(t′′), donde j′ 6= j′′. Tenemos tambie´n un nodo-o
d[k] que es ancestro comu´n de ambas ra´ıces D. Supondremos que estas dos ra´ıces D se encuentran en
ramas de ana´lisis diferentes, esto es, existe una ra´ız D, d[j′] (resp. d[j′′]), en la rama etiquetada d[k′]
(resp. d[k′′]).



















































































































































. . . . . .
d[r(t’’)−1] d[r(t’)−1]
d[t’’] d[t’]
Figura 8.11: Comparticio´n entre distintas ra´ıces D (segundo caso).
Nuestro objetivo sera´ calcular los valores para las distancias distBosque(r(i)..s, r(ˆ)..tˆ), donde los pares







distBosque(r(i)..s− 1, r(ˆ)..tˆ) + γ(p[s]→ ε),
distBosque(r(i)..s, r(ˆ)..tˆ− 1) + γ(ε→ d[tˆ]),
distBosque(r(i)..s− 1, r(ˆ)..tˆ− 1) + γ(p[s]→ d[tˆ])
9=
;




distBosque(r(i)..s− 1, r(ˆ)..tˆ) + γ(p[s]→ ε),
distBosque(r(i)..s, r(ˆ)..tˆ− 1) + γ(ε→ d[tˆ]),




Esta situacio´n, tal y como se muestra en la ﬁgura 8.10, hace posible r(s) = r(i) y r(tˆ) = r(ˆ). En este
primer caso, tenemos que los nodos d[tˆ] que estamos procesando comparten su hoja ma´s a la derecha con
las dos ra´ıces D d[ˆ]. Adema´s, asumimos que que en ambas ra´ıces D, una parte de la descendencia de
d[t′] y d[t′′], situada en su extremo derecho, se corresponde con una estructura compartida que es comu´n
a ambos nodos. Podemos tambie´n asumir que estos constituyentes compartidos son un subconjunto
propio de la descendencia de dichos nodos dado que, de otro modo, nuestro analizador garantizar´ıa que
d[tˆ], tˆ ∈ {t′, t′′} fuesen tambie´n compartidos. Teniendo en cuenta la estrategia de ana´lisis sinta´ctico
que hemos adoptado, que identiﬁca estructuras sinta´cticas y ca´lculos, concluimos que las distancias
distBosque(r(i)..s, r(ˆ)..tˆ), con (ˆ, tˆ) ∈ {(j′, t′), (j′′, t′′ )}, no dependen de ca´lculos previos sobre la parte
compartida, tal y como se muestra en la ﬁgura 8.10. Pese a que dicha comparticio´n de estructuras no es
relevante para estas distancias, si lo fue durante el ca´lculo de las distancias correspondientes a los nodos
situados en la rama ma´s a la derecha del suba´rbol inmediatamente a la izquierda de los constituyentes
compartidos, a los que denotamos mediante una l´ınea doblemente punteada en el diagrama. Como veremos
a continuacio´n, al procesar dichos nodos si es posible reutilizar los valores de las distancias asociadas a
nodos pertenecientes a la subestructura compartida y evitar repetir determinados ca´lculos.
Consideramos ahora el segundo caso, esto es, el ca´lculo de la distancia entre bosques cuando r(ˆ) 6= r(tˆ),
tal y como aparece en la ﬁgura 8.11. As´ı, en relacio´n a los valores alternativos posibles para el ca´lculo de
la distancia mı´nima, tenemos un razonamiento similar al realizado en el caso de la comparticio´n dentro
de una misma ra´ız D:





































































































































Figura 8.12: Comparticio´n de tablas de distancias entre diferentes ra´ıces D.
1. Los valores distBosque(r(i)..s − 1, r(ˆ)..tˆ), (ˆ, tˆ) ∈ {(j′, t′), (j′′, t′′ )} ya han sido calculados en
un paso previo del algoritmo, durante el cual la comparticio´n sinta´ctica ya fue tenida en cuenta al
efectuar el ca´lculo de dichas distancias.
2. Para las distancias distBosque(r(i)..s, r(ˆ)..tˆ− 1), (ˆ, tˆ) ∈ {(j′, t′), (j′′, t′′ )} distinguimos dos casos
en relacio´n a la naturaleza de los nodos d[tˆ]. Aplicaremos un razonamiento ana´logo al considerado
cuando so´lo ten´ıamos una ra´ız D:
Si ambos nodos son hojas, entonces r(tˆ) = tˆ. En consecuencia tenemos que
d[t′ − 1] = d[r(t′)− 1] = d[r(t′′)− 1] = d[t′′ − 1]
y para tˆ ∈ {t′, t′′}, las distancias distBosque(r(i)..s, r(j)..tˆ − 1) son iguales.
En otro caso, siguiendo el postorden inverso, alcanzamos las hojas ma´s a la derecha en las
derivaciones de d[t′] y d[t′′], donde se aplicar´ıa el razonamiento del caso anterior.
3. Los valores para las distancias distBosque(r(i)..r(s)−1, r(jˆ)..r(tˆ−1)), con tˆ ∈ {t′, t′′} son ide´nticos,
dado que los a´rboles con ra´ıces en d[r(tˆ) − 1], tˆ ∈ {t′, t′′} son compartidos por el analizador
sinta´ctico.
En la ﬁgura 8.12 se reﬂeja el razonamiento realizado en este caso y muestra la comparticio´n de las tablas
de distancias distBosque. Como podemos ver, en la comparticio´n entre distintas ra´ıces D tenemos dos
o ma´s ra´ıces D que comparten una subestructura situada en sus extremos ma´s a la derecha. Por lo
tanto, en esta situacio´n s´ı sera´ posible reutilizar los valores de las distancias correspondientes a los nodos
compartidos. De modo ana´logo a lo que suced´ıa en la comparticio´n dentro de una misma ra´ız D, no es
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posible tal comparticio´n de ca´lculos si las estructuras comunes no esta´n ubicadas en el extremo derecho.
En ese caso, cada regio´n compartida estar´ıa insertada en un contexto derecho distinto, por lo que los
valores de sus distancias sera´n diferentes y requerira´n ser ca´lculos por separado.
8.4. Ejemplo pra´ctico
Para ilustrar el funcionamiento de las modiﬁcaciones presentadas en los apartados anteriores,
mostraremos a continuacio´n un ejemplo pra´ctico que muestra como se realiza el ca´lculo de distancias
en bosques compartidos. En concreto, nos centraremos en el caso de la comparticio´n de ca´lculos en
una misma ra´ız D. Para este ejemplo tomaremos como base el lenguaje de las expresiones aritme´ticas
simpliﬁcado. Consideraremos una grama´tica no determinista, GN , que lo genera, deﬁnida por las reglas:
S → S + S
S → a1 | a2 | a3 | a4
donde los terminales a1, a2, a3, a4 ∈ N representan nu´meros naturales. Dada esta grama´tica, utilizamos
nuestro analizador para construir el bosque de ana´lisis compartido para la sentencia de entrada w =
a1+a2+a3+a4. En la ﬁgura 8.13 se muestra parte de dicho bosque compartido, junto con el a´rbol patro´n
que utilizaremos en este ejemplo. Para facilitar la comprensio´n del ejemplo se incluye la representacio´n
cla´sica de ambos a´rboles junto con las representaciones como grafos y-o empleadas en nuestro analizador.
Como en el caso general descrito anteriormente, d[t′] y d[t′′] son los nodos de D que estamos tratando
en paralelo y d[j] es la ra´ız D en la cual esta´n enmarcados. Del mismo modo los nodos d[k′] y d[k′′] son
las ra´ıces de las dos alternativas del nodo-o d[k]. La regio´n sombreada en color ma´s claro se corresponde
con los nodos cuya distancia fue calculada en pasos previos del algoritmo antes de alcanzar el nodo d[k] de
acuerdo al recorrido en postorden inverso. Es decir, son los nodos que forman el bosque D[r(j)..r(k)− 1].
Las regiones sombreadas en color oscuro representan a una estructura compartida que, en este caso, se
corresponde con los bosques D[r(kˆ)..r(tˆ)− 1], con kˆ ∈ {k′, k′′} y tˆ ∈ {t′, t′′}.
En lo que respecta al ca´lculo de las distancias de edicio´n, la ﬁgura 8.14 muestra un conjunto
de tablas con los valores de las distancias entre los subbosques del a´rbol patro´n y los subbosques
inducidos construidos a partir de los descendientes de la ra´ız D d[j]. Estas distancias han sido calculadas
considerando una me´trica discreta para asignar el coste de las operaciones de edicio´n: las operaciones de
borrado e insercio´n tienen coste uno; el coste del cambio de etiquetas es cero si ambas etiquetas coinciden,
o uno en caso contrario.
Cada ﬁla de las tablas de la ﬁgura 8.14 se corresponde con cada uno de los subbosques inducidos
que pueden ser construidos en el a´rbol dato, comenzando en el nodo etiquetado “a3”. En el caso de las
columnas, tenemos una por cada posible subbosque inducido que comience en el nodo “a4”, en cada uno
de los a´rboles incluidos en el grafo y-o dato. La tabla situada ma´s a la izquierda muestra los ca´lculos
de las distancias que son comunes a todos los a´rboles incluidos en el grafo y-o. Esta tabla tiene dos
partes, la primera almacena los valores da las distancias para los subbosques situados justo antes de las
alternativas del nodo-o. La segunda parte, resaltada en negrita, contiene las columnas con los valores de
las distancias asociadas a los nodos de la estructura compartida del grafo dato, comprendida entre los
nodos r(kˆ) y r(tˆ− 1). Las otras dos tablas de la parte derecha de la ﬁgura 8.14 almacenan las distancias
calculadas para los nodos pertenecientes a las dos alternativas del nodo-o d[k]. Finalmente, en el extremo
ma´s a la derecha de la ﬁgura se muestran las distancias para el nodo-o y para los dema´s nodos que lo
siguen hasta llegar a la ra´ız D d[j].
Centraremos nuestro ejemplo en el ca´lculo de las distancias relativas al nodo del a´rbol patro´n
etiquetado como “a2”, esto es, cuando el ı´ndice s apunta a dicho nodo. Por lo tanto, en este caso
estamos calculando distancias con respecto al subbosque patro´n que comienza en el nodo etiquetado
como “a3” y termina en el nodo etiquetado “a2”. Lo que se corresponde con distancias almacenadas
en las ﬁlas etiquetadas como P [a3..a2] de la ﬁgura 8.14. Retomando las explicaciones presentadas en
secciones anteriores respecto a la comparticio´n de ca´lculos dentro de una misma ra´ız D, necesitamos los
valores de las siguientes distancias para calcular distBosque(r(i)..s, r(j)..tˆ), con tˆ ∈ {t′, t′′}:
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Arbol patrón Grafo dato
Figura 8.13: Ejemplo de comparticio´n en una misma ra´ız D.
1. Los valores distBosque(r(i)..s−1, r(j)..tˆ). Estas distancias fueron calculadas en un paso previo del
algoritmo, cuando fue procesado el nodo p[s−1] del a´rbol patro´n, que esta´ etiquetado con el s´ımbolo
auxiliar ∇1,1. En el ejemplo de la ﬁgura 8.14, esto signiﬁca que se tomara´n los valores almacenados
en la ﬁla P [a3..∇1,1] de las columnas marcadas como t′ y t′′. Por la deﬁnicio´n de distancias en
presencia de s´ımbolos ∇r.i, dichos valores coinciden con los de las distancias almacenadas en la ﬁla
P [a3..+] Para t
′ tomar´ıamos el valor 4 y le sumar´ıamos el coste γ(a2 → ε) = 1. Para t′′ sumar´ıamos
γ(a2 → ε) = 1 al valor 4 tomado de la columna P [a3..∇1,1].
2. Los valores distBosque(r(i).s, r(j)..tˆ−1). En nuestro ejemplo, dado que los nodos t′ y t′′ son ambos
hojas, tenemos que r(tˆ) = tˆ. Por lo tanto las dos distancias distBosque(r(i).s, r(j)..tˆ − 1) son, en
realidad, la misma, que esta´ asociada al u´ltimo nodo de la estructura compartida. En la ﬁgura 8.14,
esto supone tomar el valor almacenado en la ﬁla P [a3..a2] de la columna etiquetada como r(tˆ)− 1,
que se corresponde con la u´ltima columna de la submatriz asociada a la estructura compartida. De
este modo tomamos el valor 3 de la ﬁla P [a3..a2] y le an˜adimos el coste γ(ε → +) para el caso de
t′ y el de γ(ε→ +) para t′′.
3. Los valores distBosque(r(i)..r(s) − 1, r(j)..r(tˆ) − 1). En este caso los ı´ndices r(t′) − 1 y r(t′′) − 1
se reﬁeren al mismo nodo, que es la ra´ız de la estructura compartida. En nuestro ejemplo tenemos
que el ı´ndice r(s)− 1 apunta al nodo del a´rbol patro´n etiquetado con el s´ımbolo auxiliar ∇1,1. Por
lo tanto, debemos tomar las distancias almacenadas en la ﬁla P [a3..∇1,1]3 de la columna r(tˆ) − 1
de la ﬁgura 8.14.
3Que coinciden con las almacenadas en la fila P [a3..+].
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En lo que respecta a las distancias distArbol(s, tˆ), estas ya habra´n sido calculadas en pasos previos
del algoritmo y almacenadas en las entradas correspondientes de la matriz distArbol. Para el caso
de t′ este valor es 1 y para t′′ tambie´n es 1. Para obtener la distancia deseada se suma cada uno de




































































∅ 0 1 2 2 3 3 4 5 5
P [a3..a3] 1 1 2 2 3 3 3 4 4
P [a3..S] 2 2 1 1 2 2 3 3 3
P [a3..∇1,2] 2 2 1 1 2 2 3 3 3
P [a3..+] 3 3 2 2 1 1 2 3 3
P [a3..∇1,1] 3 3 2 2 1 1 2 3 3
P [a3..a2] 4 4 3 3 2 2 2 3 3
P [a3..S] 5 5 4 4 3 3 3 2 2
P [a3..S] 6 6 5 5 4 4 4 3 3







































































































6 6 7 8 8 9 9 10 11 12 13
5 5 6 7 7 8 8 9 10 11 12
4 4 5 6 6 7 7 8 9 10 11
4 4 5 6 6 7 7 8 9 10 11
3 3 4 5 5 6 6 7 8 9 10
3 3 4 5 5 6 6 7 8 9 10
4 4 3 4 4 5 5 6 7 8 9
3 3 4 3 3 4 4 5 6 7 8
4 4 5 4 4 5 5 6 7 8 7





























































































6 6 7 8 9 9 10 10 11 12 13
5 5 6 7 8 8 9 9 10 11 12
4 4 5 6 7 7 8 8 9 10 11
4 4 5 6 7 7 8 8 9 10 11
3 3 4 5 6 6 7 7 8 9 10
3 3 4 5 6 6 7 7 8 9 10
4 4 3 4 5 5 6 6 7 8 9
3 3 4 3 4 4 5 5 6 7 8
4 4 5 4 3 3 4 4 5 6 7
































Figura 8.14: Matriz distBosque compartida para los a´rboles de ejemplo.
Finalmente, tal como indica el algoritmo debemos obtener el mı´nimo de estos tres valores calculados
para t′ y t′′ respectivamente. De este modo, se llega a que distBosque(r(i)..s, r(j)..t′) = 4 y
distBosque(r(i)..s, r(j)..t′′) = 4 y se almacenan ambos valores en las celdas de las tablas de distancias
distBosque que correspondan.
8.5. S´ımbolos VLDC en bosques compartidos
Dedicaremos esta seccio´n a presentar el modo en que se pueden extender nuestras propuestas respecto
al reconocimiento eﬁciente de patrones en bosques compartidos, para permitir el uso de a´rboles patro´n con
s´ımbolos vldc. Esto es, veremos como integrar las te´cnicas de reconocimiento aproximado de patrones
presentadas en el cap´ıtulo 6 con los bosques de ana´lisis compartidos generados por ice. Justiﬁcaremos
co´mo las modiﬁcaciones y optimizaciones descritas anteriormente siguen siendo va´lidas para el caso del
ca´lculo de distancias de edicio´n donde este´n implicados s´ımbolos vldc. Y describiremos como afecta la
utilizacio´n de bosques compartidos a este tipo de reconocimiento aproximado.
Comenzamos presentando las formulas para el ca´lculo de las distancias con vldc empleando la
ordenacio´n en postorden inverso. En este caso, la presencia o ausencia de estos s´ımbolos en el a´rbol
patro´n no es relevante en lo que respecta al razonamiento efectuado en la seccio´n 8.2.1 a cerca de la
conveniencia de emplear esta nueva ordenacio´n. En efecto, las razones que aconsejan este cambio de
orden se centran u´nicamente en las posibilidades de comparticio´n espec´ıﬁcas de los bosques compartidos
generados por ice, as´ı como de su topolog´ıa, derivadas ambas de las particularidades del formalismo de
representacio´n empleado.
En este punto, tampoco es relevante el hecho de que en este tipo de reconocimiento aproximado
necesitemos calcular las distancias auxiliares entre suﬁjos, dbs. El mecanismo de ca´lculo seguido en este
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caso es ana´logo al empleado para obtener las distancias distBosque, puesto que ambos diferencian entre
distancias entre subbosques y distancias entre suba´rboles y emplean, en el algoritmo original, el concepto
de ra´ız I. Por ello, las consideraciones realizadas para el caso de distBosque son tambie´n va´lidas para
las distancias dbs. As´ı, tenemos los siguientes conjuntos de fo´rmulas para los ca´lculos de distancias entre
suba´rboles donde este´n implicados s´ımbolos vldc:







distBosque(r(i)..s− 1, r(j)..t) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..t − 1) + γ(ε→ d[t]),
distBosque(r(i)..s− 1, r(j)..t− 1) + γ(p[s]→ d[t]),
distBosque(∅, r(j)..t− 1)+
min k{distArbol(s, k)− distArbol(∅, k) | 1 ≤ k ≤ nt}




distBosque(r(i)..s− 1, r(j)..t) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..t − 1) + γ(ε→ d[t]),
distBosque(r(i)..s− 1, r(j)..t− 1) + γ(p[s]→ d[t]),
mink{dbs(r(i)..s− 1, r(j)..k)|1 ≤ k ≤ nt},
mink{distArbol(s, k)|1 ≤ k ≤ nt}
si p(s) = “ ∧ “
Al igual que suced´ıa en la versio´n original de Zhang y Shasha [66], las fo´rmulas para obtener
las distancias entre subbosques y las distancias entre suba´rboles sin s´ımbolos vldc coinciden con las
mostradas en la seccio´n 8.2.1. En lo que respecta al ca´lculo de las distancias auxiliares dbs los conjuntos
de fo´rmulas alternativos son los siguientes:
dbs(∅, ∅) = 0
dbs(r(i)..s, ∅) = distBosque(r(i)..s, ∅)
dbs(∅, r(j)..t) =
{
0 sii r(t) = r(j)o´ r(padre(t)) = r(j)












dbs(r(i)..s− 1, r(j)..t) + γ(p[s]→ ε)
dbs(r(i)..s, r(j)..t − 1) + γ(ε→ d[t])
dbs(r(i)..s− 1, r(j)..t − 1) + distArbol(s, t)
en otro caso
Tomando como punto de partida las fo´rmulas anteriores, revisaremos, en primer lugar, los aspectos
ba´sicos del reconocimiento de patrones con vldc que es necesario redeﬁnir para permitir el manejo de
distancias respecto a bosques compartidos. Mostraremos tambie´n como las modiﬁcaciones propuestas en
las secciones 8.2.3 y 8.3 mantienen su validez una vez redeﬁnidos dichos conceptos. Una vez presentadas
estas modiﬁcaciones, veremos como extender el razonamiento empleado en la adaptacio´n y optimizacio´n
del ca´lculo del distancias distBosque al caso de las distancias auxiliares entre suﬁjos, dbs.
8.5.1. Adaptacio´n del reconocimiento aproximado con VLDC
Comenzaremos recordando el concepto original de sustitucio´n-vldc aplicado al reconocimiento
aproximado en a´rboles. Una sustitucio´n-vldc asocia a cada s´ımbolo vldc presente en el a´rbol patro´n
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una porcio´n del a´rbol dato. Resulta as´ı, un nuevo a´rbol patro´n sin s´ımbolos de este tipo, a partir del
cual se obtendra´ la distancia ﬁnal deseada. Dado que en nuestro caso manejamos un bosque compartido,
debemos extender la nocio´n de sustitucio´n-vldc para que reﬂeje la presencia de mu´ltiples a´rboles en la
estructura dato.
Definicio´n 8.7 (sustitucio´n-VLDC en bosques compartidos).
Dados un a´rbol patro´n P que incluya s´ımbolos vldc y un bosque compartido dato D, en el cual BD =
〈Dˆ1, Dˆ2, . . . , Dˆn〉 es el conjunto de a´rboles que contiene.
Diremos que s es una sustitucio´n-vldc sobre P respecto al bosque compartido D si s es, a su vez, una
sustitucio´n-vldc sobre P respecto a un a´rbol Dˆj ∈ BD
En este caso, consideramos que una sustitucio´n-vldc respecto a un bosque compartido no es ma´s que una
sustitucio´n-vldc para el a´rbol patro´n P que haya sido construida a partir de los nodos pertenecientes a
uno de los a´rboles incluidos en el bosque datoD. De este modo, para deﬁnir la distancia con s´ımbolos vldc
respecto a bosques compartidos extenderemos la deﬁnicio´n original de Zhang y Shasha [66], mostrada en
la seccio´n 6.1.2 del cap´ıtulo 6, de modo ana´logo a la deﬁnicio´n 8.5 para distancias sin vldc en bosques
compartidos.
Definicio´n 8.8 (distancia con VLDC respecto a bosques compartidos).
Dados un a´rbol patro´n P que incluya uno o ma´s s´ımbolos vldc, y un bosque de ana´lisis compartido, D,
representado en forma de grafo y-o. Si BD = 〈Dˆ1, Dˆ2, . . . , Dˆn〉 es el conjunto de a´rboles contenidos en
el bosque D, definiremos la distancia con vldc de P respecto al bosque compartido D, d(P,D), como
dvldc(P,D) = min{dvldc(P, Dˆi)| Dˆi ∈ BD}
Como suced´ıa en el caso de los a´rboles, no es necesario construir expl´ıcitamente las sustituciones-vldc.
Cada una de las distancias calculadas tendra´ asociada impl´ıcitamente la mejor sustitucio´n-vldc que la
origina. Por lo tanto, se puede plantear una propagacio´n de distancias ana´loga a la realizada en el caso de
patrones sin vldc. As´ı, sigue siendo va´lido el ca´lculo de distancias en presencia de nodos-o mostrado en
el lema 8.1. Siendo posibles, adema´s, la comparticio´n de las distancias asociadas a los contextos anterior
y posterior a las distintas alternativas de este tipo de nodos.
Un razonamiento similar puede aplicarse en el caso de la propagacio´n de distancias en bosques
binarizados, mostrado en la seccio´n 8.2.3. Como suced´ıa en ese caso, es necesario tener en cuenta el
signiﬁcado de los s´ımbolos auxiliares ∇r,i, introducidos por ice durante la construccio´n de los bosques de
ana´lisis, para poder recuperar los valores de distancia que obtendr´ıamos trabajando directamente sobre
los a´rboles originales no binarizados.
8.5.2. Comportamiento de los s´ımbolos ∧-VLDC y |-VLDC
Como mostra´bamos en el cap´ıtulo 6, los ca´lculos que implican directamente a s´ımbolos vldc se
realizaban siempre entre suba´rboles. Nunca se manejaban s´ımbolos vldc en distancias entre bosques.
Nos limitaremos en este apartado, por lo tanto, a mostrar co´mo debemos adaptar los ca´lculos originales
respecto a suba´rboles con ra´ıces vldc, para el caso de los bosques compartidos generados por ice.
Nuestro objetivo sera´ seguir manteniendo el signiﬁcado que asocia´bamos a los s´ımbolos ∧-vldc y |-vldc
en caso del reconocimiento aproximado sobre a´rboles. De nuevo nos vemos en la necesidad de manejar
los problemas derivados de la binarizacio´n ı´mplicta realizada por ice.
Nuestro estudio se centra en la problema´tica asociada al ∧-vldc, puesto que para el caso del |-vldc
las consideraciones ser´ıan ana´logas. Si intenta´semos aplicar directamente la deﬁnicio´n original de ∧-vldc
y las fo´rmulas del lema 6.8 sobre un a´rbol binarizado, nos encontrar´ıamos con que las sustituciones de
dicho s´ımbolo vldc son muy diferentes a las que obtendr´ıamos sobre el a´rbol equivalente no binarizado.



































































































Figura 8.15: Interpretacio´n de los ∧-vldc en bosques binarizados.
Como muestra en el esquema superior de la parte derecha de la ﬁgura 8.15, no ser´ıa posible incluir en la
sustitucio´n-vldc suba´rboles situados a la derecha de la regio´n que no es cubierta por dicha sustitucio´n.
Este comportamiento es consecuencia de las fo´rmulas del lema 6.8 y de la propia topolog´ıa del a´rbol
binarizado. Dicho lema nos dice que la distancia asociada a la mejor sustitucio´n se obtiene a partir de las
distancias correspondientes a los hijos del nodo d[t]. En el caso de a´rboles binarizados, dicho nodo d[t]
so´lo tendra´ dos hijos posibles. Para el hijo derecho no existe contexto derecho susceptible de ser eliminado
al incluirlo en la sustitucio´n-vldc. Mientras que, por otra parte, la posible sustitucio´n-vldc para el hijo
izquierdo eliminar´ıa a la totalidad de sus hermanos derechos. En ambos casos, el comportamiento que se
consigue no se corresponde con el que obtendr´ıamos sobre el a´rbol no binarizado, aplicando la deﬁnicio´n
original de ∧-vldc, mostrado en la parte izquierda de la ﬁgura 8.15.
Para mantener la sema´ntica original del ∧-vldc debemos de recuperar las distancias que se obtendr´ıan
sobre los a´rboles no binarizados equivalentes. Para ello es necesario tener en cuenta a los s´ımbolos
auxiliares ∇r,i, que servira´n como gu´ıa para recuperar los valores de las distancias deseadas. Esta idea se
muestra en el esquema inferior de la parte derecha de la ﬁgura 8.15. En este caso, lo que se hace es omitir
los nodos etiquetados con s´ımbolos ∇r,i y tomar las distancias asociadas a sus hijos izquierdos. Dado que
estos s´ımbolos representan el reconocimiento de porciones de reglas, sus hijos se corresponden con las
ra´ıces de los suba´rboles de los cuales se deber´ıan tomar las distancias para los ca´lculos del lema 6.8.
Para poder aplicar esta idea debemos poder identiﬁcar a esos suba´rboles hijo dentro del bosque
binarizado. Utilizaremos la notacio´n hijo(i, t) para referirnos al ı´ndice en postorden inverso que
corresponde, en nuestro bosque compartido, al que ser´ıa el i-e´simo hijo del nodo d[t] en el a´rbol no
binarizado equivalente. Si suponemos que el nodo d[t] tiene nt hijos en el a´rbol no binarizado, dicha
funcio´n se deﬁne formalmente del siguiente modo.
Definicio´n 8.9 (funcio´n hijo(i, t)).
Dado un bosque compartido binarizado, D, que contiene al conjunto de a´rboles BD = 〈Dˆ1, Dˆ2, . . . , Dˆn〉
Sea d[t] un nodo de un a´rbol Dˆk ∈ BD y sea nt el nu´mero de hijos que tiene el nodo equivalente a d[t] en
el a´rbol no binarizado, Tk, asociado a Dˆk. La notacio´n hijo(i, t) se refiere al ı´ndice en postorden inverso





t si i = 0
t− 1 si i = 1
hijo(1, r(hijo(i− 1, t))− 1) en otro caso
Intuitivamente, el caso general de la funcio´n hijo(i, t) se basa en que en los a´rboles binarizados
considerados, el ı´ndice en postorden inverso del hermano derecho de un nodo k se corresponde con
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el valor r(k) − 1. As´ı, lo que se hace en el tercer caso de la expresio´n anterior para identiﬁcar al hijo
i-e´simo de d[t], es tomar el primer descendiente del hermano derecho del hijo de d[t] situado en la posicio´n
i−1. Veriﬁca´ndose, adema´s, que el mencionado hermano derecho sera´ un nodo etiquetado con un s´ımbolo
auxiliar ∇r,i.
Aplicando esta funcio´n podremos recuperar las distancias asociadas a los hijos de un nodo determinado
del bosque dato. Mostramos a continuacio´n el conjunto de fo´rmulas resultantes para el caso de distancias
entre suba´rboles donde la ra´ız del patro´n es un s´ımbolo vldc. Como se puede apreciar, se trata de
una adaptacio´n directa de las mostradas al comienzo de la seccio´n 8.5, en la que se ha incluido el uso
de la notacio´n hijo(i, t). Siendo nt el nu´mero de descendientes del nodo d[t] en el a´rbol no binarizado
equivalente, tenemos que:







distBosque(r(i)..s− 1, r(j)..t) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..t − 1) + γ(ε→ d[t]),
distBosque(r(i)..s− 1, r(j)..t− 1) + γ(p[s]→ d[t]),
distBosque(∅, r(j)..t− 1)+
min k{distArbol(s, hijo(k, t))−
distArbol(∅, hijo(k, t)) | 1 ≤ k ≤ nt}




distBosque(r(i)..s− 1, r(j)..t) + γ(p[s]→ ε),
distBosque(r(i)..s, r(j)..t − 1) + γ(ε→ d[t]),
distBosque(r(i)..s− 1, r(j)..t− 1) + γ(p[s]→ d[t]),
mink{dbs(r(i)..s− 1, r(j)..hijo(k, t))|1 ≤ k ≤ nt},
mink{distArbol(s, hijo(k, t))|1 ≤ k ≤ nt}
si p(s) = “ ∧ “
Sin embargo, en el caso del ∧-vldc no basta con estas modiﬁcaciones. Como veremos en el pro´ximo
apartado, es necesario adaptar el ca´lculo de las distancias auxiliares entre suﬁjos, dbs, para permitir que
los ca´lculos sobre bosques compartidos sean equivalentes a los obtenidos en a´rboles cla´sicos.
8.5.3. Distancia auxiliar entre sufijos en bosques compartidos
Comenzamos, entonces, con el estudio del ca´lculo de la distancia auxiliar entre suﬁjos, dbs, en bosques
compartidos. En primer lugar, es necesario modiﬁcar ligeramente su deﬁnicio´n original para adaptarla a
la nueva ordenacio´n de los nodos. As´ı, en la propuesta original de Zhang y Shasha [66], ten´ıamos que,
siendo P un a´rbol patro´n yD un a´rbol dato, dbs(l(i)..s, l(j)..t) se refer´ıa a la menor distancia posible
entre el bosque P [l(i)..s] y un subbosque de D[l(j)..t] en el cual hab´ıan sido eliminados un conjunto
de suba´rboles consecutivos situados en su extremo izquierdo. Dado que ahora empleamos un postorden
inverso, debemos cambiar la orientacio´n del algoritmo y emplear una deﬁnicio´n sime´trica.
Definicio´n 8.10 (distancia dbs con postorden inverso).
Dados un a´rbol patro´n P y un a´rbol dato D. Siendo BP un bosque de P y BD un bosque de D, se define
la distancia entre suﬁjos siguiendo en postorden inverso, entre los bosques BP y BD, en forma abreviada
dbs(BP , BD), como la distancia entre los bosques BP y B
′
D, en donde B
′
D es un subbosque de BD en cual
ha sido eliminado un conjunto de suba´rboles verificando las siguientes restricciones:
Todos ellos son suba´rboles completos.
Son consecutivos
Esta´n situados en el extremo ma´s a la derecha del bosque BD
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Todos tienen el mismo nodo padre.
Resultando que dbs(BP , BD) = minB′
D
{distBosque(BP , B′D)}.
En este caso, la u´nica diferencia con respecto a la deﬁnicio´n original, introducida en la seccio´n 6.2.3,
es que se considera la eliminacio´n de conjuntos de suba´rboles por la derecha y no por la izquierda del
bosque.
Nos centraremos ahora en estudiar como inﬂuyen las caracter´ısticas espec´ıﬁcas del formalismo de
representacio´n utilizado por ice en el ca´lculo de este tipo de distancias. En lo que respecta al manejo
de nodos-o durante el ca´lculo de las distancias dbs, nos encontramos con una situacio´n ana´loga a la
presentada en la seccio´n 8.2.2 para el caso de las distancias distBosque. Consideraremos las extensiones
en la numeracio´n en postorden, introducidas en dicha seccio´n, para manejar la identiﬁcacio´n de nodos y
subbosques incluidos en bosques compartidos. De este modo, tenemos la siguiente deﬁnicio´n de distancia
entre bosques suﬁjos en bosques compartidos:
Definicio´n 8.11 (dbs respecto a bosques compartidos).
Siendo P un a´rbol patro´n etiquetado y ordenado y D un grafo y-o. Dados los nodos s ∈ P y t ∈ D y los
ra´ıces D i ∈ anc(s) en T y j ∈ anc(t) en D, la distancia dbs(P [r(i)..s], D[r(j)..t]) se define como:
dbs(P [r(i)..s], D[r(j)..t]) = min{dbs(P [r(i)..s], Dˆ[r(j)..t])| Dˆ[r(j)..t] ∈ D[r(j)..t]}
Al igual que en la deﬁnicio´n 8.5, lo que deseamos calcular es el valor de la distancia dbs entre el bosque
patro´n P [r(i)..s] y el bosque contenido en D[r(j)..t] que sea ma´s pro´ximo a dicho patro´n, manteniendo
la suposicio´n de que se elimina el conjunto o´ptimo de suba´rboles en su extremo derecho. Por lo tanto,
para las distancias dbs que afecten a un nodo-o, podemos enunciar un resultado ana´logo al del lema 8.1.
Lema 8.2.
Sean P un a´rbol patro´n y D un grafo y-o. Dados un nodo i ∈ ra´ıces D(P ), un nodo s ∈ desc(i) y un
nodo j ∈ ra´ıces D(D). Si tenemos un nodo-o k ∈ desc(j) con dos alternativas numeradas k′ y k′′, se
verifica que:
dbs(P [r(i)..s], D[r(j)..k]) = min{ dbs(P [r(i)..s], D[r(j)..k′]),
dbs(P [r(i)..s], D[r(j)..k′′])}
En el caso de que k tuviera n alternativas, k′1, k
′
2, . . . , k
′
n; la expresio´n resultante ser´ıa
dbs(P [r(i)..s], D[r(j)..k]) = min1≤i≤n{dbs(P [r(i)..s], D[r(j)..k′i])}.
Demostracio´n.
La demostracio´n es ana´loga a la del lema 8.1, simplemente basta tomar como base la deﬁnicio´n 8.11.
La consecuencia de este resultado es que en el caso de que existan nodos-o implicados en el ca´lculo
de distancias dbs, podemos limitarnos a propagar las distancias mı´nimas, igual que hac´ıamos con las
distancias distBosque en la seccio´n 8.2.2. Por lo tanto, sera´ posible compartir las tablas de distancias
dbs asociadas a los contextos anterior y posterior a las alternativas de un nodo-o de la misma forma que
mostramos en la ﬁgura 8.5.
En lo que respecta a las implicaciones de la binarizacio´n impl´ıcita del bosque dato sobre el ca´lculo
de las distancias dbs, nuestro objetivo es asegurar la recuperacio´n de las distancias que se obtendr´ıan
en el caso de operar directamente sobre los a´rboles no binarizados. En efecto, si no incluye´ramos esa
restriccio´n, el ca´lculo de las distancias dbs en bosques binarizados ser´ıa trivial, puesto que so´lo podr´ıa
existir, como ma´ximo, un suba´rbol a la derecha susceptible de ser eliminado. Sin embargo, realizando el
ca´lculo de ese modo, se perder´ıa la sema´ntica de este tipo de distancia, que a su vez es consecuencia del
signiﬁcado asociado a los s´ımbolos ∧-vldc y al tipo de sustitucio´n que realizan.
En nuestro caso, podemos emplear la misma estrategia expuesta en la seccio´n 8.2.3. Lo que haremos
sera´ aprovechar el hecho de que los s´ımbolos auxiliares ∇r,i representan el reconocimiento parcial de un
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subbosque para modiﬁcar las fo´rmulas del ca´lculo de distancias dbs afectas. De ese modo, empleando
la siguiente deﬁnicio´n de dbs podemos propagar y recuperar los valores de las distancias dbs que se
obtendr´ıan en los correspondientes a´rboles no binarizados.
Definicio´n 8.12 (distancias dbs con s´ımbolos ∇r,i).
Siendo i ∈ P y j ∈ D ra´ıces D y dados los nodos s ∈ desc(i) y t ∈ desc(j), las distancias que impliquen
a nodos etiquetados con s´ımbolos ∇r,i se definira´n del siguiente modo:
dbs(P [r(i)..s], D[r(j)..t]) :=
{
dbs(P [r(i)..s− 1], D[r(j)..t]) si p[s] = ∇r,i
dbs(P [r(i)..s], D[r(j)..t − 1]) si d[t] = ∇r,i
∀ s´ımbolo auxiliar ∇r,i
Como en el caso de distBosque, lo que hacemos es recuperar las distancias asociadas al hijo derecho
de los s´ımbolos auxiliares ∇r,i, que se corresponden con las del u´ltimo nodo incluido en el subbosque
representado por dicho s´ımbolo. Puesto que este ca´lculo se realiza en todos los nodos de este tipo, se
logra asegurar que los valores dbs manejados son los mismos que obtendr´ıan si se trabajara directamente
sobre a´rboles no binarizados.
El u´ltimo aspecto que debemos de tratar en cuanto a la adaptacio´n del ca´lculo de distancias dbs en
bosques compartidos es la posibilidad de reutilizacio´n de ca´lculos. A este respecto, recordemos que la
aproximacio´n que seguimos en nuestro trabajo es la de utilizar la comparticio´n de estructuras sinta´cticas,
para evitar la repeticio´n de ca´lculos de distancias innecesarios.
Retomaremos el estudio realizado en la seccio´n 8.3 respecto a las posibilidades de comparticio´n
de ca´lculos en funcio´n de las posiciones relativas de los nodos-o y de las ra´ıces D del bosque dato.
Como hemos visto, distinguimos dos situaciones en las cuales la comparticio´n de estructuras se puede
transformar en comparticio´n de distancias: la comparticio´n dentro de una misma ra´ız D y la comparticio´n
entre distintas ra´ıces D. Si revisamos el razonamiento seguido en las secciones 8.3.1 y 8.3.2, comprobamos
que las fo´rmulas que se ven afectadas por estos dos tipos de comparticio´n se reﬁeren exclusivamente a
ca´lculos de distancias entre subbosques.
A la vista de las fo´rmulas para el ca´lculo de distancias auxiliares dbs entre subbosques mostradas en
secciones anteriores, y compara´ndolas con las utilizadas en el caso de distancias distBosque, comprobamos
que en ambos casos existe un paralelismo en lo referente a las dependencias entre las distancias
parciales empleadas. Tenemos que el ca´lculo de la distancia distBosque(r(i)..s, r(j)..t) depende de los
valores previos de distBosque(r(i)..s− 1, r(j)..t), distBosque(r(i)..s, r(j)..t− 1), distBosque(r(i)..r(s)−
1, r(j)..r(t)− 1) y distArbol(s, t). Mientras que, en el caso de las distancias auxiliares, dbs(r(i)..s, r(j)..t)
depende de dbs(r(i)..s−1, r(j)..t), dbs(r(i)..s, r(j)..t−1), dbs(r(i)..r(s)−1, r(j)..r(t)−1) y distArbol(s, t).
De esta comparacio´n concluimos que las dependencias existentes entre distancias parciales distBosque
son las mismas que existen entre distancias dbs. Por lo tanto, el razonamiento empleado en las
secciones 8.3.1 y 8.3.2 para la comparticio´n de distancias distBosque es perfectamente va´lido para el
caso de las distancias dbs. Bastara´ simplemente, con transformar las fo´rmulas presentadas en el caso de
la comparticio´n en una misma ra´ız D y de la comparticio´n entre distintas ra´ıces D, en sus fo´rmulas
equivalentes para distancias dbs. Del mismo, modo la comparticio´n de las tablas de distancias se llevara´ a
cabo de modo ide´ntico al que se muestra en las ﬁguras 8.9 y 8.12, respectivamente.






Una vez descrita la adaptacio´n del algoritmo de Zhang y Shasha [65] para manejar bosques de
ana´lisis compartidos, junto con las optimizaciones propuestas para sacar provecho de la comparticio´n de
estructuras sinta´cticas, ofrecemos en este cap´ıtulo los resultados experimentales obtenidos en la valoracio´n
de nuestras propuestas. El objetivo de estos experimentos es evaluar la eﬁcacia computacional de las
te´cnicas de reconocimiento de patrones en bosques de ana´lisis compartidos que proponemos, as´ı como
caracter´ısticas relativas a su utilizacio´n pra´ctica en posibles entornos reales.
Hemos estructurado nuestros experimentos en dos grupos. En primer lugar, mostraremos una
evaluacio´n de los aspectos relativos al coste computacional de nuestro mecanismo de ca´lculo de distancias
en bosques compartidos. Evaluaremos como afecta la topolog´ıa de los a´rboles y bosques manejados a la
eﬁciencia del proceso de reconocimiento. Tambie´n presentaremos una serie de resultados experimentales
que ponen de maniﬁesto la mejora en la eﬁciencia que resulta de emplear las estructuras compartidas
generadas por nuestro analizador, para evitar ca´lculos redundantes. Dichos resultados muestran las
ventajas derivadas del empleo de los distintos tipos de comparticio´n de ca´lculos estudiados en el cap´ıtulo 8
para optimizar el mecanismo de ca´lculo de distancias en bosques compartidos.
En segundo lugar, hemos realizado un estudio experimental sobre los distintos tipos de s´ımbolos
vldc presentados en el cap´ıtulo 6. Hemos estudiado co´mo afectan las diferencias expresivas entre ambos
s´ımbolos, |-vldc y ∧-vldc, al coste computacional del algoritmo de reconocimiento aproximado sobre
bosques compartidos. El intere´s de este tipo de experimentos es que permiten evaluar co´mo inﬂuye el
esfuerzo realizado en la especiﬁcacio´n de los a´rboles patro´n, bien por parte de un usuario o por parte de
un mecanismo de generacio´n automa´tica de patrones, en el esfuerzo computacional que se efectu´a durante
el proceso de reconocimiento.
9.1. Evaluacio´n de la comparticio´n de ca´lculos y del rendimiento
Dedicaremos esta primera seccio´n a presentar una serie de resultados experimentales que ponen de
maniﬁesto las ventajas en cuanto al rendimiento que se obtienen con la incorporacio´n de las optimizaciones
expuestas en cap´ıtulos anteriores. Hemos realizado dos bater´ıas de tests distintas. En la primera de ellas
se ha empleado una serie de grama´ticas para las expresiones aritme´ticas. El objetivo ha sido evaluar,
en primer lugar, como se ve afectada la eﬁciencia del mecanismo de reconocimiento de patrones por la
topolog´ıa de los grafos y-o dato. Un segundo objetivo es poner de maniﬁesto la ganancia en eﬁciencia que
se deriva del uso de la comparticio´n de ca´lculos basada en la utilizacio´n de las estructuras compartidas
generadas por ice. En el segundo conjunto de tests se ha empleado una grama´tica para frases sencillas en
espan˜ol. El principal objetivo aqu´ı ha sido el de evaluar nuestra aportacio´n en un entorno ma´s pro´ximo
al de sus posibles aplicaciones reales. Esto es, su aplicacio´n en sistemas de recuperacio´n y extraccio´n
basados en te´cnicas de PLN; en concreto, en el uso de estructuras sinta´cticas para mejorar las tareas de
indexacio´n y consulta en estos sistemas. Este conjunto de tests ofrece, pese a su simplicidad, un entorno
relativamente pro´ximo a uno real, en el cual evaluar la eﬁciencia de nuestras propuestas de cara a posibles
aplicaciones pra´cticas.
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GN GI GD
S → S + S
S → a
S → b
E → E + T
T → a
T → b
E → T + E
T → a
T → b
Figura 9.1: Grama´ticas para las expresiones aritme´ticas empleadas en los tests.
Consideramos en primer lugar el lenguaje de las expresiones aritme´ticas, comparando nuestra
propuesta con Tai [43], y Zhang y Shasha [65]. Hemos empleado las dos grama´ticas deterministas, GI y GD,
mostradas en la ﬁgura 9.1, representando las versiones asociativas por la izquierda y por la derecha de los
operadores aritme´ticos; y una no determinista, GN . Asumimos que los analizadores han sido generados
mediante ice [56], y que los tests han sido aplicados sobre los bosques de ana´lisis correspondientes a
cadenas de entrada de la forma w = a1 + a2 + · · · + ai + ai+1, con i impar. En el caso no determinista
estos bosques de ana´lisis tienen un nu´mero, Ci, de ana´lisis ambiguos que crece exponencialmente con i:







, si i > 1
Como patro´n hemos considerado los a´rboles deterministas generados para entradas de la forma a1+ b1+
a3 + b3 + · · ·+ bi−1 + ai−1 + bi+1 + ai+1, donde bj 6= aj−1; siguiendo el formalismo de representacio´n de
ice.
La medida ba´sica en la que nos hemos centrado en esta evaluacio´n es el nu´mero de operaciones
elementales que es necesario realizar para calcular las distancias respecto a cada a´rbol dato. En este
punto, debemos sen˜alar que entendemos por operacio´n elemental cada uno de los ca´lculos de distancias
mı´nimas entre subbosques inducidos que se realizan durante el proceso de reconocimiento de patrones.
Es decir, cada valor mı´nimo calculado para dos subbosques o dos suba´rboles representa una operacio´n
elemental, que se correspondera´ con la aplicacio´n de uno de los dos conjuntos de fo´rmulas descritos en el
cap´ıtulo 8.
Figura 9.2: Resultados con las grama´ticas deterministas.
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En el caso determinista, los patrones han sido construidos a partir de la interpretacio´n asociativa por
la izquierda (resp. asociativa por la derecha) de las grama´ticas GI (resp. GD) de la ﬁgura 9.1, lo que nos
permite evaluar el impacto de la orientacio´n de los a´rboles en el rendimiento. As´ı, la ﬁgura 9.2 prueba
la adaptacio´n de nuestra propuesta (resp. del algoritmo de Zhang y Shasha [65]) a las derivaciones
recursivas por la izquierda (resp. por la derecha), lo cual corrobora nuestras conclusiones. Estos tests
tambie´n muestran la independencia del algoritmo de Tai [43] de la topolog´ıa exhibida por las reglas
gramaticales. Ello se debe a que esta propuesta es un algoritmo descendente que no utiliza el concepto
de ra´ıces I, y no propone ca´lculos diferenciados para distancias entre a´rboles sin contexto y distancias
entre bosques. De este modo, su complejidad no depende de la disposicio´n de los nodos, sino u´nicamente
de la profundidad de los a´rboles considerados.
En el caso no determinista, los patrones son construidos sobre la interpretacio´n asociativa por la
izquierda de la consulta, lo cual no es relevante puesto que las reglas en GN son sime´tricas. El hecho de
que las reglas, y por lo tanto los grafos y-o resultantes, sean sime´tricos nos ofrece un marco neutro en el
cual evaluar la eﬁciencia de las modiﬁcaciones propuestas para aprovechar la comparticio´n de estructuras.
En los tests con este tipo de bosques dato la topolog´ıa del grafo y-o no es relevante y no inﬂuye en la
eﬁciencia del mecanismo de ca´lculo, como s´ı suced´ıa con las grama´ticas anteriores.
Figura 9.3: Resultados con la grama´tica no determinista.
Por lo tanto, emplearemos estos tests como medida para evaluar la ganancia en eﬁcacia computacional
debida a la comparticio´n de ca´lculos en programacio´n dina´mica, como se muestra en la ﬁgura 9.3. En
dicha ﬁgura se representa el nu´mero de operaciones elementales efectuadas en cada caso de prueba. Para
cada cadena de entrada se realizaron dos ejecuciones, en una se utilizaron las modiﬁcaciones presentadas
en cap´ıtulos anteriores y en la otra se contabilizo´ el nu´mero de operaciones elementales que fue necesario
calcular sin emplear ninguna de dichas optimizaciones. Como se puede apreciar, el nu´mero de operaciones
elementales calculadas con comparticio´n es aproximadamente la mitad del nu´mero de operaciones que
ser´ıan necesarias en el caso de que no se tuviera en cuenta la comparticio´n estructural. Cabe sen˜alar que
en el caso de la grama´tica GN , al tratarse de una grama´tica muy simple, con pocas reglas y de pequen˜o
taman˜o, las posibilidades de comparticio´n se limitan a subestructuras de talla muy reducida. Esto da
lugar a que las opciones de comparticio´n ma´s complejas, esto es, la comparticio´n dentro de una misma
ra´ız D o entre distintas ra´ıces D, tengan un peso relativamente reducido en el ahorro de ca´lculos global.
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Figura 9.4: Nu´mero de operaciones con y sin comparticio´n.
En el segundo tipo de tests de rendimiento que hemos realizado, se ha empleado una grama´tica
simpliﬁcada que permite deﬁnir frases sencillas en espan˜ol. Hemos utilizado la grama´tica GSN−SP , deﬁnida
por la reglas de produccio´n siguientes:
(1) S → SN SV (6) SV → verbo SN
(2) SN → nom (7) SV → verbo SN SP
(3) SN → det nom (8) SP → prep SN
(4) SN → det nom SP
(5) SN → det nom SP SP
Como bosques dato hemos empleado los bosques de ana´lisis que resultan de analizar sentencias de la
forma ”Juan dio´ una tarta a (la amiga de)i Maria”, donde i representa el nu´mero de repeticiones de la
subcadena ”la amiga de”. En nuestro caso hemos utilizado un conjunto de valores consecutivos para i
desde 1 hasta 11. Dado que la grama´tica GSN−SP contiene la regla ”S → det nom SP SP”, el nu´mero
de a´rboles de ana´lisis que genera, Ci, crece de forma exponencial con respecto al taman˜o de la entrada.
De hecho, dicho nu´mero de ana´lisis ambiguos, Ci, viene dado por la misma fo´rmula que en el caso de
GN . Esto nos permite evaluar nuestra propuesta en un entorno altamente ambiguo, a pesar de la relativa
simplicidad de la grama´tica.
Para todas las cadenas de entrada hemos empleado el mismo a´rbol patro´n, el que corresponde con
el ana´lisis determinista de la sentencia ”Juan dio una tarta a (la amiga de)i Maria”. Como en los
experimentos anteriores hemos realizado dos ejecuciones para cada entrada, una empleando la reutilizacio´n
de distancias basada en las estructuras compartidas y otra sin reutilizar ca´lculos. La ﬁgura 9.4 compara
el nu´mero total de operaciones elementales que resultan para estos dos tipos de ejecuciones. En este caso,
mostramos el nu´mero total de operaciones elementales con y sin comparticio´n de ca´lculos en funcio´n del
nu´mero de a´rboles ambiguos que tiene cada cadena de entrada.
Para facilitar la interpretacio´n y mostrar ma´s claramente el ahorro de ca´lculos producido por la
comparticio´n de estructuras empleamos escalas logar´ıtmicas en ambos ejes de la gra´ﬁca 9.4. Como se
puede apreciar, a medida que la longitud y el grado de ambigu¨edad de la cadena de entrada aumenta, el
nu´mero de operaciones reutilizadas tambie´n es mayor. Este comportamiento se aprecia ma´s claramente
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Figura 9.5: Porcentaje de operaciones elementales compartidas.
en la ﬁgura 9.5, en ella se representa el porcentaje de operaciones ahorradas como consecuencia de la
comparticio´n respecto al nu´mero de total de operaciones que ser´ıa necesario calcular de no emplear las
optimizaciones. Vemos en esta gra´ﬁca que dicho porcentaje crece a medida que las cadenas de entradas
se hacen ma´s ambiguas. La razo´n de este comportamiento se debe a la propia naturaleza de la grama´tica
y los ejemplos utilizados. Dado que el nu´mero de ana´lisis posibles crece exponencialmente con el taman˜o
de la entrada, para las cadenas de entrada de mayor taman˜o, el bosque compartido contiene un nu´mero
de a´rboles extremadamente grande. Por lo tanto, dependiendo de la topolog´ıa del bosque compartido,
las posibilidades de compartir una determinada estructura pueden mayores, con lo que aumenta tambie´n
el grado de reutilizacio´n de las distancias calculadas. Es ma´s, tenemos que en bosques muy ambiguos,
como en este caso, ocurre que cualquier subestructura estara´, en general, compartida una o ma´s veces por
distintos a´rboles contenidos en el bosque. En lo que toca a nuestras propuestas respecto a la reutilizacio´n
de ca´lculos, este comportamiento pone de maniﬁesto su correcto funcionamiento en casos de elevada
ambigu¨edad.
9.2. Evaluacio´n de la aplicacio´n de los s´ımbolos VLDC
El segundo tipo de evaluacio´n que hemos realizado esta´ destinado a ilustrar la relacio´n entre el esfuerzo
computacional del proceso de reconocimiento de patrones y el esfuerzo aplicado a la hora de especiﬁcar
el a´rbol patro´n. En concreto, nos hemos centrado en estudiar como afectan las diferencias entre los dos
s´ımbolos vldc introducidos en el cap´ıtulo 6, el |-vldc y el ∧-vldc, al mecanismo de reconocimiento.
Tambie´n estamos interesados en mostrar el impacto de la comparticio´n de estructuras en el nu´mero de
ca´lculos de distancias efectuado, especialmente para el caso de los ∧-vldc.
Para interpretar los resultados experimentales necesitamos un entorno formal. Para ello, siguiendo
la aproximacio´n expuesta en [52], hemos deﬁnidos una serie de propiedades que estimamos que son de
intere´s en un algoritmo de reconocimiento de patrones como el que aqu´ı tratamos.
La primera propiedad a considerar es el grado de abstraccio´n obtenido durante el proceso de
reconocimiento. Deﬁnimos la abstraccio´n como el ratio entre el nu´mero de nodos que han participado
en sustituciones-vldc en relacio´n al nu´mero total de nodos del a´rbol dato considerado. Intuitivamente,
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abstraccio´n = nu´mero de nodos en sustituciones-vldc
nu´mero de nodos totales
esfuerzo = nu´mero de operaciones elementales
rendimiento =
nu´mero de operaciones vldc utilizadas
nu´mero total de operaciones vldc calculadas
calidad = distancia final
nu´mero de nodos totales
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Figura 9.7: Arboles patro´n empleados en los tests con vldc.
la abstraccio´n mide la entidad de las regiones cubiertas por los s´ımbolos vldc. Si consideramos que un
mayor nivel de abstraccio´n supone, a priori, un menor esfuerzo en la especiﬁcacio´n del patro´n, tenemos
un criterio simple para cuantiﬁcar el esfuerzo empleado en la construccio´n del patro´n. En efecto, la
posibilidad de incluir s´ımbolos vldc hace que sea necesario un menor conocimiento de la estructura
sinta´ctica empleada y que se pueda evitar el tener que especiﬁcar completamente determinados detalles
estructurales que pudieran no ser relevantes
La segunda propiedad que hemos tenido en cuenta es el esfuerzo. En este caso, para medir el esfuerzo
computacional del algoritmo de reconocimiento simplemente hemos contabilizado el nu´mero operaciones
elementales necesarias para obtener la distancia ﬁnal, como hicimos en la seccio´n anterior. La tercera
propiedad considerada es el rendimiento. Deﬁnimos el rendimiento del proceso de reconocimiento con
s´ımbolos vldc como la relacio´n entre el nu´mero de operaciones elementales donde este´n implicados
s´ımbolos vldc que han contribuido a la obtencio´n de la distancia ﬁnal y el nu´mero total de dichas
operaciones con vldc calculadas por el algoritmo. En este caso entendemos como operaciones con s´ımbolos
vldc todos los ca´lculos de distancias mı´nimas adicionales que son necesarios para tratar los suba´rboles
patro´n etiquetados con |-vldc o´ ∧-vldc. Asimismo, incluimos tambie´n los ca´lculos de las distancias
auxiliares dbs necesarias para tratar los s´ımbolos ∧-vldc. Esta medida de rendimiento nos permite
evaluar el aprovechamiento que realmente se hace de los ca´lculos que implican a s´ımbolos vldc.
Finalmente, para tener una indicacio´n de la calidad del proceso de reconocimiento, empleamos un
ratio entre la distancia ﬁnal obtenida por el algoritmo y el nu´mero total de nodos del a´rbol incluido
en el bosque compartido que origino´ dicha distancia. La ﬁgura 9.6 resume la deﬁnicio´n de estas cuatro
medidas.
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Figura 9.8: Esfuerzo con la grama´tica GSN−SP .
En nuestra evaluacio´n hemos empleado de nuevo la grama´tica GSN−SP para frases simples en espan˜ol,
mostrada anteriormente. En este caso consideramos un bosque dato ﬁjo y hacemos variar a los a´rboles
patro´n utilizados. Como bosque dato empleamos el grafo y-o generado por ice para la cadena de entrada
”Juan dio´ una tarta a (la amiga de)i Maria”, con i = 7. El conjunto de patrones utilizados se ha
construido a partir del a´rbol de ana´lisis determinista de la sentencia ”Juan dio´ una tarta a (la amiga de)5
Maria. Utilizamos este a´rbol directamente para construir un primer a´rbol patro´n sin vldc. Los dema´s
patrones se van generando a partir de e´l, hacie´ndolos cada vez ma´s vagos y menos espec´ıﬁcos mediante la
adicio´n de s´ımbolos vldc, tal y como se muestra en la ﬁgura 9.7. Para poner de maniﬁesto la diferencia
entre los s´ımbolos vldc considerados, hemos generado dos conjuntos de a´rboles patro´n, uno que contiene
u´nicamente ∧-vldc y otro que so´lo tiene |-vldc.
Los resultados obtenidos se muestran en las ﬁguras 9.8, 9.9 y 9.10. En las tres ﬁguras representamos
en el eje de las abscisas el grado de abstraccio´n de los patrones. Como es de esperar, los valores de
abstraccio´n crecen a medida que se emplean patrones menos espec´ıﬁcos que incluyan mayor nu´mero de
s´ımbolos vldc. Tambie´n cabe sen˜alar que los patrones que so´lo poseen s´ımbolos |-vldc alcanzan valores
de abstraccio´n mucho menores que en el caso de patrones con so´lo ∧-vldc. Este comportamiento es
consecuencia del tipo de sustituciones-vldc que se realizan con los |-vldc. Dichas sustituciones incluyen
u´nicamente a los nodos de un camino del a´rbol dato, pero no sus suba´rboles completos. En las ﬁguras 9.8
y 9.9 tambie´n se puede apreciar la reduccio´n del coste computacional del proceso de reconocimiento
debida a la utilizacio´n de las estructuras compartidas generadas por el analizador.
En la ﬁgura 9.8 se muestran los resultados obtenidos en cuanto al esfuerzo para diferentes patrones
con grados de abstraccio´n crecientes. En nuestros experimentos se produce una reduccio´n en el esfuerzo
a medida que crece la abstraccio´n. Esto es debido, principalmente, al hecho de que los patrones ma´s
abstractos contienen un nu´mero de nodos menor que los ma´s espec´ıﬁcos. En el caso de patrones que
u´nicamente tienen s´ımbolos |-vldc, el esfuerzo es menor debido a que el algoritmo no tiene que calcular
todas las distancias auxiliares dbs que necesitan los ∧-vldc. Como consecuencia, en general, el uso de
s´ımbolos ∧-vldc multiplica por dos el nu´mero total de operaciones elementales que es necesario calcular
para obtener la distancia ﬁnal.
Desde un punto de vista intuitivo, estos resultados indican que el coste computacional esta´ en relacio´n
inversa con el esfuerzo que se debe aplicar en la construccio´n de los patrones. Como hemos indicado
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Figura 9.9: Rendimiento con la grama´tica GSN−SP .
Figura 9.10: Calidad con la grama´tica GSN−SP .
anteriormente, en general, los patrones menos espec´ıﬁcos requer´ıan un menor esfuerzo a la de construirlos,
bien por parte un usuario o bien por parte de un mecanismo que los genere automa´ticamente. As´ı, los
patrones ma´s abstractos no exigen por parte del usuario un conocimiento en profundidad de la grama´tica
empleada ni de las estructuras sinta´cticas generadas. Adema´s, permiten no tener que especiﬁcar los
patrones completamente, eliminando detalles del a´rbol que no sean de intere´s para la aplicacio´n.
En la ﬁgura 9.9 podemos ver como los valores ma´s altos de rendimiento se obtiene para los patrones
con s´ımbolos |-vldc. De nuevo, este comportamiento es consecuencia del hecho de que para estos patrones
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no sea necesario calcular las distancias auxiliares dbs. En este caso tenemos que aunque el nu´mero de
operaciones vldc realmente utilizadas es menor, el nu´mero total de ca´lculos con vldc es mucho menor
que en el caso de los patrones con ∧-vldc, al no tener que calcular todos los valores dbs adicionales.
Finalmente, en la ﬁgura 9.10 mostramos la inﬂuencia de los distintos tipos de patrones en el valor
de la distancia ﬁnal obtenida por el algoritmo en nuestros tests. Al tratarse de experimentos con una
grama´tica y unos patrones artiﬁciales, es dif´ıcil realizar una interpretacio´n de los resultados. Ma´xime
si tenemos en cuenta que dicha interpretacio´n depender´ıa, a su vez, del tipo de aplicacio´n concreta en
la cual se desease emplear estas te´cnicas de reconocimiento de patrones. En efecto, determinados tipos
de aplicaciones pueden necesitar una correspondencia muy precisa con los patrones, mientras que otras
aplicaciones requerira´n justo el comportamiento contrario.
Au´n con estas limitaciones, el aspecto ma´s interesante de nuestros resultados es el comportamiento
que obtenemos con los patrones que u´nicamente contienen |-vldc. En este caso, a medida que el patro´n
se hace menos espec´ıﬁco, la distancia aumenta. La razo´n de este comportamiento es que, a medida que los
patrones con |-vldc se hacen ma´s generales, hay menos nodos especiﬁcados en el patro´n. Por lo tanto, al
identiﬁcar la mejor correspondencia, nos encontramos con que es necesario incluir operaciones de insercio´n
adicionales para esos nodos no especiﬁcados. En patrones con s´ımbolos ∧-vldc, las sustituciones-vldc
ya incluyen esos nodos que ser´ıa necesario insertar, haciendo que la distancia ﬁnal sea cero. Desde un
punto de vista intuitivo, esto signiﬁca que los patrones con |-vldc son ma´s inﬂexibles que aquellos con
∧-vldc y ma´s sensibles a la topolog´ıa de los bosques dato. Por lo tanto, el comportamiento de las
sustituciones-vldc para los |-vldc debe ser tenido muy en cuenta cuando se construyen patrones que
incluyen dicho s´ımbolo.
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Cap´ıtulo 10
Conclusiones y trabajo futuro
Terminamos con una breve recapitulacio´n del trabajo realizado en esta tesis doctoral. Presentaremos,
en primer lugar, un recorrido por los distintos cap´ıtulos de la memoria. Mostraremos los resultados y
conclusiones de cada uno de los cap´ıtulos introducidos, junto con las aportaciones ma´s importantes de
nuestro trabajo. En una segunda parte del mostramos las posibles lineas futuras de investigacio´n que
surgen a partir del trabajo realizado en esta tesis. Nos centraremos en la descripcio´n de las posibilidades
que ofrece en el campo de la RI y de la EI la integracio´n del ana´lisis sinta´ctico de los lenguajes naturales
con las te´cnicas de reconocimiento de patrones en bosques compartidos.
10.1. Resultados obtenidos y conclusiones
En esta memoria de tesis doctoral hemos realizado un estudio de los algoritmos de reconocimiento de
patrones en a´rboles y hemos adaptado este tipo de te´cnicas al caso concreto de los bosques de ana´lisis
compartidos generados por el sistema ice [56]. La motivacio´n general de esta investigacio´n deriva de la
importancia que tienen las estructuras arbo´reas en mu´ltiples a´reas de la informa´tica, as´ı como de las
ventajas que ofrecen las te´cnicas de reconocimiento de patrones como mecanismo descriptivo para el
acceso a datos estructurados.
En concreto, nuestro trabajo se enmarca en el campo de la aplicacio´n de te´cnicas de reconocimiento de
patrones en sistemas de recuperacio´n y extraccio´n de informacio´n basados en la utilizacio´n de te´cnicas de
PLN. La motivacio´n de nuestra aproximacio´n se orienta al estudio las posibilidades del uso de estructuras
sinta´cticas [11, 41] como elementos clave para la descripcio´n y el acceso a los documentos relevantes para
las necesidades de informacio´n de un usuario. En un sistema de este tipo, el mecanismo ma´s natural
para la identiﬁcacio´n de los elementos relevantes para una consulta de un usuario estara´ basado en algu´n
tipo de te´cnica de reconocimiento de patrones en conjuntos de datos estructurados. En el caso que nos
interesa, la recuperacio´n de documentos en lenguaje natural, debemos enfrentarnos al problema de la
ambigu¨edad de estos lenguajes, que da lugar a que una misma frase pueda tener ma´s de una estructura
sinta´ctica. En nuestro trabajo hemos empleado el generador de analizadores ice [56] que proporciona una
representacio´n compacta y sin redundancias de los mu´ltiples ana´lisis de una cadena de entrada en forma
de bosque compartido [6].
Hemos realizado un estudio detallado de los algoritmos cla´sicos de reconocimiento de patrones en
a´rboles. En concreto, hemos presentado y discutido las propuestas de Selkow [37], Tai [43] y Zhang
y Shasha [65, 66] en los cap´ıtulos 4 y 5. Nuestro estudio se ha centrado tanto en aspectos relativos
a la eﬁciencia computacional de las soluciones propuestas por estos autores, como en sus capacidades
en cuanto a potencia expresiva. De entre estas alternativas la ma´s adecuada para nuestro propo´sito es
la de Zhang y Shasha. No so´lo porque sea la ma´s eﬁciente computacionalmente, sino por ser la ma´s
ﬂexible y la que mejor se adapta a la estrategia de ana´lisis empleada en el analizador ice. En efecto, la
te´cnica de reconocimiento de patrones de Selkow utiliza un concepto de distancia demasiado restrictivo
que no se ajusta a las necesidades del tipo de aplicacio´n que pretendemos desarrollar. Por su parte, la
propuesta de Tai es muy costosa computacionalmente y dif´ıcilmente ampliable con nuevas capacidades que
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permitan construir un mecanismo de reconocimiento de patrones ﬂexible y u´til. En cambio, el algoritmo
de Zhang y Shasha al ser ascendente facilita la integracio´n con los analizadores generados por ice, que
realizan un ana´lisis sinta´ctico tambie´n ascendente. Por otra parte, el algoritmo ba´sico puede ampliarse
con relativa facilidad para incorporar te´cnicas de reconocimiento de patrones avanzadas, como se muestra
en el cap´ıtulo 6 con la inclusio´n de los s´ımbolos vldc [66] en el a´rbol patro´n.
Para realizar eﬁcazmente la integracio´n del algoritmo de Zhang y Shasha en ice [56] hemos llevado
a cabo un estudio del tipo de representacio´n sinta´ctica utilizada por ice [6, 28], que se muestra en el
cap´ıtulo 7. Tambie´n se han identiﬁcado los factores que determinan la comparticio´n de estructuras en el
ana´lisis de sentencias ambiguas y co´mo afectan al mecanismo de reconocimiento de patrones. Esto nos
ha permitido modiﬁcar la propuesta original de Zhang y Shasha para adaptarla a las peculiaridades de
las estructuras sinta´cticas generadas por ice, como se muestra en [47, 48, 51] y en el cap´ıtulo 8. Estas
modiﬁcaciones han sido de dos tipos:
Hemos realizado un cambio en el tipo de ordenacio´n empleado por el algoritmo cla´sico, utilizando un
postorden inverso. Para ello ha sido necesario, adema´s, adaptar los conceptos y ca´lculos ba´sicos de la
propuesta original al nuevo tipo de ordenacio´n. Tambie´n ha sido necesario deﬁnir el comportamiento
del algoritmo para los nuevos tipos de nodos que emplea ice. En concreto, se ha deﬁnido el ca´lculo
de distancias con nodos-o y en el caso de los nodos adicionales introducidos durante la binarizacio´n
impl´ıcita de las reglas realizada por ice.
La integracio´n se ha realizado tratando de aprovechar al ma´ximo la comparticio´n de estructuras
ofrecida por ice, para evitar realizar ca´lculos redundantes. Hemos realizado un estudio de las
posibilidades de comparticio´n en base a las posiciones relativas de los nodos-o y de las subestructuras
comunes presentes en el bosque compartido. Como resultado de ello, distinguimos los dos tipos de
comparticio´n de ca´lculos mostrados en el cap´ıtulo 8: comparticio´n dentro de una misma ra´ız D y
comparticio´n entre distintas ra´ıces D.
En el caso del reconocimiento de patrones en bosques compartidos se sigue manteniendo la distincio´n
entre dos tipos de ca´lculos, distancias entre bosques y distancias entre a´rboles, que exist´ıa en el algoritmo
original de reconocimiento de patrones en a´rboles de Zhang y Shasha. Esta distincio´n tiene una serie
de ventajas de cara a la aplicacio´n pra´ctica de este algoritmo, puesto que nos ofrece dos alternativas
de mejora del algoritmo. Por un lado, se pueden an˜adir capacidades de reconocimiento de patrones
ma´s soﬁsticadas que so´lo debera´n ser tenidas en cuenta durante el ca´lculo de distancias entre a´rboles.
Ejemplos de este tipo de mejoras son el empleo de s´ımbolos vldc o tambie´n el caso de la inclusio´n de
variables de extraccio´n. Por otro lado, las posibles optimizaciones derivadas de la existencia de estructuras
compartidas, son aplicadas, como mostramos en el cap´ıtulo 8, en los ca´lculos de distancias entre bosques.
Es en este tipo de ca´lculos de distancias donde se concentra la mayor parte del coste computacional
del proceso de reconocimiento de patrones. Y, por lo tanto, es en ellos donde se han centrado nuestras
optimizaciones, de modo que no afecten a otros aspectos del algoritmo. debemos sen˜alar que
Por u´ltimo, en el capitulo 9 hemos realizado una evaluacio´n de las ventajas aportadas por nuestra
aproximacio´n en cuanto a la mejora del rendimiento. Para ello hemos realizado una serie de bater´ıas de
tests empleando un conjunto de grama´ticas altamente no deterministas. Si bien estas grama´ticas no se
corresponden exactamente con las que podr´ıamos encontrar en las aplicaciones pra´cticas, si son una buena
herramienta para realizar la evaluacio´n de las modiﬁcaciones realizadas sobre el algoritmo. Los resultados
obtenidos ponen de maniﬁesto una mejora importante del rendimiento en el caso del reconocimiento de
patrones en bosques compartidos. Esto hace pensar que el comportamiento del algoritmo en aplicaciones
reales puede ser admisible en determinados entornos, puesto que el tipo de grama´ticas y bosques
manejados nunca ser´ıan tan complejos y adversos como los empleados en nuestros tests.
En lo que respecta a las te´cnicas y optimizaciones propuestas, debemos sen˜alar que estas no se limitan
al problema del reconocimiento de patrones sobre bosques compartidos. En [53] mostramos como se puede
aplicar el mismo esquema de ca´lculo, y las optimizaciones basadas en la comparticio´n estructural, al
problema de la identiﬁcacio´n de subestructuras comunes en bosques compartidos. Este es un problema
relacionado con el ca´lculo de la distancia de edicio´n entre a´rboles. En este caso, el objetivo es determinar el
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taman˜o de la mayor subestructura comu´n a dos a´rboles dados, permitiendo un nu´mero ﬁnito de diferencias
o errores entre ellos. Siguiendo la misma te´cnica descrita en esta memoria se puede extender el algoritmo
mostrado en [61] para permitir el trabajo sobre bosques compartidos, con un aprovechamiento ma´ximo
de la comparticio´n de estructuras.
En cuanto a nuestro trabajo sobre reconocimiento de patrones en bosques compartidos, el principal
problema de la aplicacio´n pra´ctica de esta te´cnica en sistemas de RI y de EI es que su coste computacional
sigue siendo muy superior al coste de las aproximaciones cla´sicas basadas en el reconocimiento de cadenas
de caracteres. Debemos tener en cuenta que nuestra aproximacio´n integra un proceso ana´lisis sinta´ctico
y un proceso de reconocimiento de patrones. Esto hace que, para entornos de cara´cter general y con
volu´menes de datos muy grandes, no sea suﬁcientemente eﬁciente y su utilidad pra´ctica resulte escasa.
Sin embargo, como veremos en el apartado de trabajos futuros, pensamos que esta te´cnica puede ser
prometedora en entornos de RI o EI restringidos, o plantea´ndola una fase adicional de ﬁltrado y mejora
de los resultados obtenidos por un sistema de RI o EI convencional.
10.2. Desarrollos futuros
Como hemos mencionado, nuestro trabajo se enmarca dentro de una l´ınea de investigacio´n centrada en
el estudio de las posibilidades de aplicacio´n de te´cnicas de PLN en entornos de RI. Aunque hemos realizado
una optimizacio´n de los algoritmos cla´sicos [65, 66] con la intencio´n de permitir un procesamiento eﬁciente
de los a´rboles de ana´lisis de sentencias ambiguas, el coste computacional de nuestra aproximacio´n [51, 50]
sigue siendo demasiado alto como para poder ser aplicado directamente en sistemas de RI sin restricciones.
Sin embargo, creemos que si es factible su utilizacio´n en aplicaciones con menor volumen de datos.
Por ejemplo, podr´ıa emplearse en entornos limitados, como por ejemplo bases de datos de textos legales o
me´dicos. En estos casos si puede ser relevante considerar relaciones sinta´cticas complejas entre las palabras
que componen los documentos, en lugar de tratarlos como simples conjuntos de palabras claves. Otra
posibilidad es emplear el reconocimiento de patrones como una fase adicional que mejore los resultados
de un sistema de RI convencional. En este caso se utilizar´ıa el reconocimiento de patrones para realizar
un ﬁltrado previo de los documentos que ser´ıan presentados al usuario.
Veremos con ma´s detalle como podemos emplear estas te´cnicas de reconocimiento de patrones para
mejorar los procesos de indexacio´n y consulta en sistemas de RI [31, 11]. Revisaremos tambie´n otras
posibles l´ıneas de aplicacio´n de este tipo de te´cnicas.
Indexacio´n basada en reconocimiento de patrones
En este caso, la idea ba´sica es realizar la indexacio´n de te´rminos multipalabra complejos [11, 16, 15],
que incluyan a dos o ma´s palabras del documento, en lugar de la indexacio´n de palabras simples. Para
ello se debera´ disponer de un conjunto de a´rboles patro´n, que posiblemente incluyan s´ımbolos vldc, con
variables de extraccio´n asociadas a algunas de sus hojas. Generalmente esta aproximacio´n no sera´ posible
en entornos no limitados, puesto que las posibles estructuras de intere´s ser´ıan demasiado numerosas. En
cambio, si ser´ıa factible si se aplicase sobre documentos extra´ıdos de un entorno restringido, como por
ejemplo textos me´dicos o legales, o incluso manuales te´cnicos. En esos casos si ser´ıa posible identiﬁcar
un conjunto razonablemente pequen˜o de estructuras sinta´cticas que representen relaciones sinta´cticas y
sema´nticas de intere´s para ese dominio en particular.
Cada nuevo documento que vaya a ser indexado, sera´ procesado por una versio´n de ice que realiza un
ana´lisis sinta´ctico robusto [57, 54, 55]. De ese modo, el procedimiento ser´ıa menos sensible a los errores
gramaticales presentes en el documento o a la falta de cobertura sinta´ctica de la grama´tica empleada.
Dicho analizador robusto incluira´ el mecanismo de reconocimiento de patrones descrito en esta memoria.
Como se muestra en el esquema de la ﬁgura 10.1, el conjunto de a´rboles patro´n se comparar´ıa con los
bosques compartidos asociados a las sentencias presentes en cada documento. De cada patro´n que encaje
con alguna parte de dichas sentencias se recuperar´ıan los fragmentos que estuvieran asociados con sus
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Figura 10.1: Seleccio´n de te´rminos de indexacio´n complejos basada en reconocimiento aproximado de
patrones.
variables de extraccio´n y se generar´ıan con ellos los te´rminos compuestos que se almacenar´ıan en el ı´ndice.
Filtrado de los resultados de consultas utilizando reconocimiento de patrones
Como mencionamos anteriormente, en general, no es posible aplicar directamente al algoritmo de
reconocimiento a una coleccio´n muy grande de documentos, como sucede en el caso de los sistemas
de recuperacio´n convencionales. Sin embargo, puede pensarse en reducir ese conjunto de documentos
utilizando en primer lugar un sistema convencional que proporcione una lista preliminar de documentos
supuestamente relevantes.
En este punto se podr´ıa pensar en utilizar el reconocimiento de patrones para identiﬁcar los
documentos ma´s prometedores de dicha lista y reordenarla de acuerdo a las distancias que resultaran
del algoritmo de comparacio´n. Esta idea se ilustra en el esquema de la ﬁgura 10.2. En primer lugar ser´ıa
necesario transformar la consulta original del usuario en un a´rbol patro´n o en un conjunto de a´rboles,
probablemente incluyendo s´ımbolos vldc para que la recuperacio´n fuese ma´s ﬂexible. Una vez que se
dispone del patro´n o patrones a buscar, se analizar´ıa, como en el caso anterior, cada documento de la lista
preliminar con una versio´n robusta de ice que integrase nuestro algoritmo de comparacio´n en bosques.
En funcio´n de las distancias obtenidas se reordenar´ıa la lista de documentos, generando la nueva lista de
documentos relevantes que se presentar´ıa al usuario.
La idea de utilizar el ana´lisis sinta´ctico de los documentos en conjuncio´n con un algoritmo de
comparacio´n de estructuras ya fue propuesta por Smeaton en [42]. Sin embargo, los resultados obtenidos
por este autor no fueron todo lo buenos que cabr´ıa esperar. El principal problema de la aproximacio´n de
Smeaton es que no utilizaba mecanismos de reconocimiento aproximado, sino un me´todo ad hoc deﬁnido
para este problema en concreto [41, 40]. Adema´s no realizaba ningu´n preprocesamiento espec´ıﬁco sobre la
consulta, simplemente se analizaba sinta´cticamente sin siquiera diferenciar si era una consulta en forma
aﬁrmativa o interrogativa. Por ello, resultaba un me´todo de comparacio´n poco ﬂexible que, unido a un
analizador poco robusto frente las agramaticalidades de la entrada, daba lugar a un sistema con una
eﬁcacia muy pobre.
Nuestra aproximacio´n pretender´ıa evitar estos problemas mediante el uso de un analizador sinta´ctico
robusto y de te´cnicas de reconocimiento aproximado de patrones. Sin embargo, el mayor escollo a la hora
de llevar a cabo una propuesta como la mostrada en la ﬁgura 10.2, ser´ıa el de deﬁnir el modo en que se
deber´ıan construir los a´rboles patro´n. Desde nuestro punto de vista, no es sencillo disen˜ar un mecanismo
suﬁcientemente poderoso como para generar, a partir de la consulta en lenguaje natural unos a´rboles
patro´n que la representaran adecuadamente, pero que que a la vez no sean excesivamente inﬂexibles. Este
es un tema abierto con interesantes implicaciones desde el punto de vista lingu¨´ıstico y computacional.
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Figura 10.2: Reordenacio´n de documentos relevantes basada en reconocimiento aproximado de patrones.
Otras l´ıneas de aplicacio´n
Por u´ltimo citaremos dos aplicaciones de estas te´cnicas de reconocimiento de patrones en bosques de
ana´lisis compartido que se salen del campo de la RI, pero que representan futuras l´ıneas de investigacio´n
interesantes.
En primer lugar, se puede pensar en emplear el reconocimiento de patrones en a´rboles como una
te´cnica para evaluar la proximidad sema´ntica entre dos frases en lenguaje natural. Obviamente, no basta
so´lo con comparar sus estructuras sinta´cticas y obtener un valor de distancias. Es necesario, adema´s,
evaluar y tener en cuenta la proximidad sema´ntica entre las palabras que forman las sentencias. De esta
forma sera´ posible deﬁnir me´tricas que combinen de forma adecuada las dos medidas de similaridad;
por una parte, el grado de sinonimia entre las palabras y, por otra, la proximidad entre las estructuras
sinta´cticas de dichas frases en lenguaje natural.
El otro campo de aplicacio´n de estas te´cnicas de reconocimiento de patrones es su utilizacio´n como
gu´ıas durante el proceso de ana´lisis sinta´ctico. La aproximacio´n que hemos seguido en nuestro trabajo es
la integrar el algoritmo de comparacio´n de bosques en el seno del analizador ice. Una extensio´n natural es
intentar aprovechar los valores de las distancias parciales que se van calculando. Dichas distancias pueden
utilizarse para deﬁnir heur´ısticas que permitan desechar determinadas alternativas de ana´lisis o incluso
abortar el ana´lisis de una sentencia, una vez se concluya que no va a ofrecer un resultado pro´ximo al a´rbol
patro´n que se desea. Esta clase de heur´ısticas pueden ser muy u´tiles en las aplicaciones de indexacio´n y
consulta que hemos descrito con anterioridad. En dichos tipos de aplicaciones tenemos un modelo de la
estructura sinta´ctica que deseamos obtener, y ser´ıa posible usar las distancias parciales calculadas para
desechar ana´lisis que, a priori, no sean suﬁcientemente prometedores. Adema´s, en el caso de utilizar un
analizador robusto, el nu´mero de alternativas de ana´lisis a estudiar tendera´ normalmente a aumentar con
respecto a un analizador no robusto. Por lo tanto, el disponer de un mecanismo para desechar algunas
de esas alternativas permitira´ mejorar enormemente la eﬁciencia general del proceso.
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cierre transitivo, 15, 101
circuito, 15
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de un suba´rbol, 112
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de una traza, 27
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dato, 31, 75
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con estructura de frase, 13
de salida, 114, 116
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hermano, 16, ve´ase nodo hermano
derecho, 17, 123, 128
izquierdo, 17
heur´ıstica, 161
hijo, ve´ase nodo hijo, 17, 18, 20
derecho, 128, 130, 140, 143
izquierdo, 128, 140
ma´s a la derecha, 17
ma´s a la izquierda, 17, 18
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ambiguo, 14
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en cadenas, 25, 28–30
insercio´n, 26, 36, 38
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padre, 86, 90, 111
palabra, 9, 161
palabra clave, 4
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perﬁjo, 28
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procesamiento del lenguaje natural, 4, 13
produccio´n, 11
produccio´n-ε, 11
profundidad, 16, 41, 70
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