This paper proposes a nonparametric FPE-like procedure based on the smooth backfitting estimator when the additive structure is a priori known. This procedure can be expected to perform well because of its well-known finite sample performance of the smooth backfitting estimator. Consistency of our procedure is established under very general conditions, including heteroskedasticity.
Introduction
With the wide application of nonparametric techniques in the time series literature, many nonparametric lag selection criteria based on kernel smoothing methods have been proposed; such as nonparametric FPE (Tjostheim and Auestad, 1994 [1] and Tschernig and Yang, 2000 [2] ) and cross validation (Cheng and Tong, 1992 [3] ). Under very general assumptions, Tschernig and Yang (2000) [2] show the asymptotic equivalence of cross validation and nonparametric FPE and the consistency of the latter procedure originally proposed by Tjotheim and Auestad (1994) [1] . Unfortunately, despite the desirable asymptotic property of the FPE procedure, Tschernig and Yang (2000) [2] point out that overfitting models are selected too often when the sample size is small.
Until recently, Guo and Shintani (2011) [4] impose the additivity assumption and propose a consistent FPE-like lag selection procedure based on the marginal integration method by Linton and Nelson (1995) [5] . In contrast to the unrestricted FPE procedure without the additivity assumption, the additive nonparametric FPE-like procedure performs reasonably well in small samples and generally outperforms the unrestricted FPE due to the reduction of overfitting.
As is discussed in the conclusion of Guo and Shintani (2011) [4] , the better finite sample properties of the backfitting method over marginal integration have been reported in simulation studies (e.g., Sperlich, Linton and Hardle, 1999 [6] ). The possibility of developing a more effective lag selection procedure based on the smooth backfitting remains to be studied. In this paper, we close this gap and propose a consistent FPE-like procedure based on the smooth backfitting estimator. We provide the conditions required for the consistency. In contrast to the FPE-like procedure by Guo and Shintani (2011) [4] , our procedure can be expected to perform better in the finite sample because of its well-known desirable properties.
The remainder of the paper is organized as follows. In section 2, we introduce the model and discuss the asymptotic properties of our procedure. Section 3 discusses the implementation and the consistency of the criterion.
The Nonparametric FPE for Additive Models
In this paper, we consider the problem of selecting the combination of lag 
Since the convergence rate of additive regression estimators does not depend on the dimension of the model, we do not impose any restriction on . Below are our main assumptions.
is strictly stationary and β-mixing with In estimating the additive AR model, we employ the smooth backfitting estimator, which is a useful practical variant of the classical backfitting estimator (see Mammen, Linton and Nielsen, 1999 [7] , and Nielsen and Sperlich, 2005 [8] ). By using an analogy to the asymptotic FPE of Tschernig and Yang (2000 [2] ), the second term in formula (7) of Tjostheim and Auestad (1994) [1] is decomposed as follows
We can show
with being the limit of and
when the local linear estimator is used for , or with 
Therefore, we can define AFPE as
is the term appears in the asymptotic bias of the estima-
The optimal bandwidth, which minimizes equation (1), is given by
Estimation and the Consistency of our Criterion
Our criterion for additive AR models takes the form
The first term in FP corresponds to the measure of regression fit in traditional information criteria for the model selection, while the second term serves as a penalty to avoid overfitting, depending on a tuning parameter
We follow Tschernig and Yang (2000) [2] and focus on the case when the optimal bandwidth is used for opt ĥ ( ) f x in Â , but any bandwidth of order can be used for 
Remarks  The consistency of our procedure holds for both local linear and local constant estimators.  If 0   , the probability of selecting the correct model converges to one as the sample size increases. If 0   , our criterion is asymptotically equivalent to the asymptotic FPE.  While the FPE-like procedure by Guo and Shintani (2011) [4] and our procedure are both consistent, the latter procedure can be expected to perform better in the finite sample because of better finite sample performance of our procedure.
Conclusions
The better finite sample properties of the backfitting method over marginal integration have been often reported in many simulation studies. Guo and Shintani (2011) [4] propose a FPE-like procedure based on the marginal integration method due to its simplicity. Our paper proposes a more effective lag selection criterion based on the smooth backfitting estimator. The new criterion can be expected to perform better in the finite sample.
