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Abstract L1-optimal control, also known as minimum-fuel control, is a classical control problem, which has been
researched since 1960’s. In contrast, compressed sensing, which is based on L1 optimization, has been recently
studied in signal processing. Motivated this, sparsity promoting methods based on L1 optimization have been also
proposed for rate-limited networked control systems. However, the theoretical relationship between sparsity and
L1-optimal control has not been studied. In this article, we first show an example of control of a double-integrator
system and illustrate that the L1-optimal control is sparse. Then we prove that the solutions of an L1-optimal
control problem are the sparsest among the admissible controls. We also discuss the effectiveness of L1 optimal
control in networked control systems.
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時間区間 [0, T ] 上の連続時間信号 u(t)にたいして，その Lp







で定義する．また，u の L0 ノルム（注1）をその台の長さ，すな
（注1）：ここで定義された ‖u‖0 は厳密にはノルムではない．なぜなら，斉次性，









({t ∈ [0, T ] : u(t) |= 0}), (2)
で定義する．ここで，μ は R 上の Lebesgue 測度であり，
supp(u) は連続時間信号 u の台を表す．区間 [0, T ] 上の連










1, if x > 0,
−1, if x < 0,


































u(t), t >= 0. (5)
ここで，初期値は (x1(0), x2(0)) = (ξ1, ξ2) ∈ R2 とする．この
制御対象に対して，時間 T > 0 で状態を原点に遷移させる，す
なわち
x1(T ) = x2(T ) = 0 (6)
を満足させる制御入力 {u(t) : t ∈ [0, T ]} のうち，振幅に対す
る制約
|u(t)| <= 1, t ∈ [0, T ] (7)
を満たし，かつ次の評価関数を最小化する制御入力を求める最
適制御問題を考える．














図 1 不感帯関数 dez(v)
ここで，終端時刻 T > 0 は固定とし，十分大きいとする（注3）．
この最適制御問題の解 u∗ を Pontryagin の最小原理 [10] に
より求める（注4）．まず，Hamilton 関数を定義する．
H = |u(t)|+ p1(t)x2(t) + p2(t)u(t). (9)
ここで，p1(t), p2(t) は状態 x1(t), x2(t) に対する共状態であ
る．Pontryagin の最小原理より，最適制御 u∗ は制約条件 (7)
のもとで，Hamilton 関数 (9) を最小化する．ここで，
H =
⎧⎨








を満たす．ここで dez(·) は以下で定義される不感帯関数 (dead-




−1, if v < −1,
0, if − 1 < v < 1,
1, if 1 < v,
dez(v) ∈ [−1, 0], if v = −1,
dez(v) ∈ [0, 1], if v = 1.
(12)











であれば，ほとんどすべての t ∈ [0, T ] で p2(t) は ±1 の値を
（注3）：厳密には，終端時刻 T は最短時間制御問題，すなわち，評価関数とし
て (8) のかわりに J = T を採用した制御問題の解 T∗ よりも大きい必要があ
る．もし T が T∗ よりも小さい場合，L1 最適制御には解は存在しない．詳し
くは [1, Lemma 8-7] を参照せよ．








図 2 領域 R1, R2, R3, R4 および曲線 γ.
取らない．すると，(11)および (12)より，最適制御入力は，ほ
とんどすべての t ∈ [0, T ]で 0もしくは ±1の値だけを取るこ
とになる．




















なお，(10) を用いた．正準方程式 (14) を解けば，
p1(t) = π1 = const., p2(t) = π2 − π1t, (15)
π1 = p1(0), π2 = p2(0) (16)
が得られる．(15) より，π1 |= 0 であれば p2(t) は tの一次式で
あるので，p2(t) は単調であり，したがって (11)と (12)より，
切り替えは高々2回であり，また切り替えは −1 と 0 の間，も
しくは 0 と 1 の間でしか起こりえないことがわかる．切り替え
のパターンによって場合分けして最適制御を求めると，以下の
ようになる [1, Control Law 8-3]：












































−1, if 0 <= t < t1,
0, if t1 <= t < t2,
1, if t2 <= t <= T.
(18)
ただし，


















図 3 2 重積分系に対する L1 最適制御
t1 =
T + ξ2 −
√




T + ξ2 +
√










1, if 0 <= t < t3,
0, if t3 <= t < t4,




T − ξ2 −
√




T − ξ2 +
√





（ 3） 初期値 (ξ1, ξ2) ∈ γ のとき，最適制御は
u∗(t) =
⎧⎨
⎩− sgn(ξ2), if 0
<= t < |ξ2|,
0, if |ξ2| <= t <= T,
(22)
で与えられる．
（ 4） 初期値 (ξ1, ξ2) ∈ R4∩(V−)c のとき，または (ξ1, ξ2) ∈
R2 ∩ (V+)c のとき（注5），最適制御問題は特異であり，最適制御
は一意に定まらない．
終端時刻を T = 5，初期値を (ξ1, ξ2) = (1, 1) ∈ R1 とし
たときの L1 最適制御を図 3 に，また対応する状態の軌跡
{(x1(t), x2(t)) : 0 <= t <= 5} を図 4に示す．図 3において，最
適制御が 0の値をとる区間は，(19)より


























図 4 L1 最適制御による状態 (x1(t), x2(t)) の軌跡
であり，その区間の幅，すなわち最適制御 u∗ の L0 ノルムは
‖u∗‖0 =
√
10 ≈ 3.1623 (24)
となることがわかる．この区間における状態 (x1(t), x2(t)) の













x˙(t) = Ax(t) + bu(t). (25)
ただし，x(t) ∈ Rn, u(t) ∈ R, t ∈ [0, T ] とし，A ∈ Rn×n,
b ∈ Rn とする．この制御対象に対し，初期値 x(0) = ξ ∈ Rn
から，終端値x(T ) = 0まで状態を遷移させる制御入力で，制約
|u(t)| <= 1, t ∈ [0, T ] (26)
を満たす許容制御のうち，次の L1 評価関数を最小化する制御
入力 u(t), t ∈ [0, T ] を求める：




この L1 最適制御に対する Hamilton 関数は以下で与えられる：
H(x,p, u) = |u|+ p(Ax+Bu). (28)
ここで，p(t) は状態 x(t) の共状態である．
L1最適制御 u∗(t) とそれに対応する状態遷移 x∗(t)が存在す
ると仮定する．Pontryagin の最小原理より，ある共状態 p∗(t)
が存在して，任意の許容制御 u に対して，
H(x∗,p∗, u∗) <= H(x
∗,p∗, u) (29)
が成り立つ．ここで，(28)のH を最小化する u∗ は以下で与え
られることが簡単な計算によりわかる：
u∗(t) = − dez(Bp∗(t)), t ∈ [0, T ]. (30)
ここで，dez(·)は (12)で定義される不感帯関数である（図 1も
見よ）．前節と同様の議論より，もし |Bp∗(t)| = 1である区
間の長さが 0，すなわち制御問題が正規である場合，ほとんど
すべての t ∈ [0, T ]に対して L1 最適制御入力 u∗(t)は 0または
±1の値だけを取る．この事実から，次の定理を得る．
［定理 1］ L1 最適制御問題は正規であり，かつ最適解が存在す
ると仮定する．このとき，L1 最適制御は最もスパースな許容
制御である．すなわち，L1 最適制御は次の L0 評価関数
J0(u) = ‖u‖0 (31)
を最小化する．
Proof. 許容制御の集合を U とおく．すなわち，u ∈ U ならば，
u は状態 x(t) を x(0) = ξ から x(T ) = 0 まで遷移させ，かつ
|u(t)| <= 1, t ∈ [0, T ] (32)











1 dt = ‖u‖0 = J0(u).
(33)
が成り立つ．次に u∗ を L1 最適制御とする．ここで，u∗ ∈ U
である．制御問題の正規性の仮定より，u∗(t) はほとんどすべ











1 dt = ‖u∗‖0 = J0(u∗).
(34)
(33) と (34) より，L1 最適制御 u∗ ∈ U は J0(u) を最小化する
ことがわかる． 




























図 5 2次系に対する L1 最適制御（実線）および L2 最適制御（破線）
信する場合，







































s2 + 0.005s+ 1
(37)
の状態空間実現である．初期値を (x1(0), x2(0)) = (0, 1), 終端
時刻を T = 20 として，L1 および L2 最適制御を求めると，図
5 のような制御入力が得られる．L2 最適制御はほとんどすべ






























図 6 状態 (x1(t), x2(t)) の軌跡：L1 最適制御（実線）および L2 最
適制御
器に対する L1 最適制御を考える．初期値を x1 軸上の点，す
なわち (x1(0), x2(0)) = (ξ1, 0), ξ1 > 0 とする．この初期値か
ら原点まで状態を遷移させる最短時間は







を仮定する．補題 1 より，L1 最適制御はある時刻 t1 まで
u(t) = −1, t1 から t2 まで u(t) = 0，以降は終端時刻 T まで
u(t) = 1と切り替える制御である．この切り替え時刻 t1 と t2
は，状態を観測することにより求めることができる．すなわち，
最初の切り替え時刻 t1 は，状態の軌道 (x1(t), x2(t)) と曲線
Γ(T ) =
{
(x1, x2) : x1 = −3
2





が交わる時刻であり，また t2 は状態の軌道と (17)で定義され
た曲線 γ が交わる時刻である．すなわち，初期時刻に −1（制
御の値を−1にする）を送信する．以降，状態 (x1(t), x2(t)) を
常に観測し，曲線 Γ(T ) と交わるタイミングで +1（制御の値
を +1 する）の信号を送信する．次に曲線 γ と交わるタイミ
ングで +1（制御の値を +1する）の信号を送信する．すると，




















図 7 L1 最適制御：初期値 (ξ1, 0) から出発した状態が制御 u(t) = −1
によって A 点まで遷移し，曲線 Γ(T ) と交わる．この瞬間に制













[1] M. Athans and P. L. Falb, Optimal Control, Dover Publica-
tions, 2007; an unabridged republication of the work pub-
lished by McGraw-Hill in 1966.
[2] A. Bemporad, M. Heemels, and M. Johansson, Networked
Control Systems, Springer, Oct. 2010.
[3] Y. C. Eldar and G. Kutyniok, Compressed Sensing, Cam-
bridge University Press, 2012.
[4] K. Hayashi, M. Nagahara, and T. Tanaka, “A user’s guide
to compressed sensing for communications systems,” IEICE
Trans. on Communications, Vol. E96-B, No. 3, pp. 685–712,
2013.
[5] J. Hespanha, P. Naghshtabrizi, and Y. Xu, A survey of
recent results in networked control systems, Proc. IEEE,
vol. 95, no. 1, pp. 138–162, Jan. 2007.
[6] 永原，松田，林，圧縮センシングの遠隔制御系への応用，第 25
回信号処理シンポジウム, 2010．
[7] M. Nagahara and T. Matsuda and K. Hayashi Compres-
sive sampling for remote control systems, IEICE Trans. on
Fundamentals, Vol. E95-A, No. 4, pp. 713–722, 2012.
[8] M. Nagahara and D. E. Quevedo, Sparse representations
for packetized predictive networked control, IFAC world
congress, pp. 84–89, 2011.
[9] M. Nagahara, D. E. Quevedo, and J. Østergaard, “Packe-
tized predictive control for rate-limited networks via sparse
representation,” Proc. of 51th IEEE CDC, pp. 1362–1367,
2012.
[10] 大塚，非線形最適制御入門，コロナ社，2011.
[11] 田中，圧縮センシングの数理，IEICE Fundamental Review,
Vol. 4, No. 1, pp. 39–47, 2010.
[12] W. Zhang, M. Branicky, and S. Phillips, Stability of net-
worked control systems, IEEE Control Syst. Mag., vol. 21,
no. 1, pp. 84 –99, Feb. 2001.
