Vanishing density of states in weakly disordered Weyl semimetals by Buchhold, Michael et al.
 Vanishing Density of States in Weakly Disordered Weyl Semimetals
Michael Buchhold,1 Sebastian Diehl,2 and Alexander Altland2
1Department of Physics and Institute for Quantum Information and Matter,
California Institute of Technology, Pasadena, California 91125, USA
2Institute for Theoretical Physics, Universität zu Köln, D-509237 Köln, Germany
(Received 6 May 2018; published 19 November 2018)
The Brillouin zone of the clean Weyl semimetal contains points at which the density of states (DOS)
vanishes. Previous work suggested that below a certain critical concentration of impurities this feature is
preserved including in the presence of disorder. This result got criticized for its neglect of rare disorder
fluctuations which might bind quantum states and hence generate a finite DOS. We here show that in spite
of their existence these states are so fragile that their contribution effectively vanishes when averaged over
continuous disorder distributions. This means that the integrity of the nodal points remains protected for
weak disorder.
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Introduction.—The three dimensional Weyl semimetal is
a paradigm of gapless topological quantum matter. Its
defining feature is the presence of an even number of
topologically protected band touching points in the
Brillouin zone. The linearly dispersive behavior of these
Weyl points is attracting a lot of attention and has put the
system at the center of experimental [1–6] and theoretical
[7–12] studies of relativistic Fermi matter in solid state
physics contexts.
While individual Weyl nodes enjoy topological protec-
tion—they can be moved in the Brillouin zone but not
individually destroyed—the presence of singular band
touching points makes the system highly susceptible to
perturbations away from the clean, noninteracting limit.
Specifically, the role played by static disorder has been the
subject of a partly controversial debate: renormalized
diagrammatic perturbation theory in d ¼ 2þ ϵ dimensions
[13–20] evaluated at ϵ ¼ 1 [21,22], and the mean field
analysis of a nonlinear sigmamodel approach [13,14,23,24]
predict the existence of a critical disorder strengthKc, below
which disorder is irrelevant and the system behaves effec-
tively clean at large length scales. However, this finding is at
variance with a complementary approach [25] arguing that
rare disorder configurations are capable of generating zero
energy states, leading to a finite density of states at the Dirac
point. No matter how small, this would rule out the density
of states (DOS) as an order parameter and compromise the
existence of a phase transition driven by disorder strength.
Finally, the numerical analysis of the problem is met with
various challenges. For example, lattice implementations
categorically model even numbers of Weyl nodes, which in
the presence of finite range correlated disorder are coupled.
This makes it difficult to resolve the spectrum of individual
nodes down to the lowest energies, and the current status
[26–36] does not appear to be fully conclusive.
In this Letter we analytically demonstrate that the nodal
DOS in the weakly disordered Weyl semimetal remains
vanishing, including if rare fluctuations are taken into
account. At first sight this may sound counterintuitive.
Rare fluctuations include configurations in which the
chemical potential of the system is effectively lowered
(or raised) over sizable regions in space. One might expect
this to shift the Weyl cone away from the stateless nodal
point with vanishing DOS and effectively accumulate finite
spectral weight at zero energy. In the following, we will
analyze three different model setups to demonstrate that
this is not what is happening. Specifically, we will
(a) analytically compute the DOS of a box potential
mimicking rare event fluctuations, (b) apply the large
fluctuation stationary phase methods to compute the
DOS of rare Gaussian fluctuations, and (c) consider a
T-matrix approach to the DOS of multiple pointlike
impurities. While these setups lead to distinct spectral
density profiles and call for different computational
schemes they all have in common that the spectral density
at the nodal points remains vanishing.
Box potential.—To start with consider a spherical poten-
tial of radius b and uniform depth λ as a cartoon of a rare
configuration. Unlike in a Schrödinger problem, such wells
bind states only at zero energy and only for depths,
λc ≡mπ=b, where m is an integer [37,38]. Away from
these singular configurations, the fragile bound states turn
into scattering states whose interplay with the continuum of
extended states is key to the understanding of the DOS:
according to the Levinson theorem (a close cousin of the
Friedel sum rule) [39,40], the number of bound states
in a scattering setup equals the phase shift difference,
ð2=πÞ R dω∂ωδðωÞ accumulated by all scattering states. (In
the Weyl problem, the integral extends over positive and
negative energies, up to a cutoff beyond which the potential
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is no longer effectively seen.) This implies that no addi-
tional DOS is generated by a potential and that accumu-
lations of density of states in one energy region, i.e., by a
bound state or resonance, are screened by a diminished
scattering state δνðωÞ ¼ ð2=πÞ∂ωδðωÞ elsewhere.
The explicit diagonalization of the potential well
Hamiltonian [37,39] shows that for λ ¼ λc the phase drop
π → 0 compensating for the zero energy bound state is
concentrated in the infinitesimal neighborhood of zero
energy. In effect, this means that no spectral weight
accumulates there. Tuning away from the singular value,
λc, the bound state becomes a finite energy scattering state.
However, the ensuing narrow peak δνðωÞ is screened by a
negative background (see Fig. 1), in quantitative agreement
with the sum rule. The explicit calculation [40] shows that
the balance is such that νð0Þ ¼ 0 for all parameter values: a
potential well does generate spectral density, but never at
zero energy. This is the reason for the absence of a rare
event contribution to the DOS in the Weyl problem. One
might object that the argument makes reference to a
potential well of specific shape (a box) and does not
account for potential side effects due to correlations
between neighboring potential inhomogeneities. In the
following, we will show that the vanishing of the DOS
is robust and survives these generalizations.
Random potential wells.—We follow Ref. [25], and
analyze the rare event DOS in a finite range Gaussian
correlated potential via a standard [41–46] large deviation
analysis. Referring to Ref. [40] for details, we limit
ourselves to a sketch of the construction and explain where
we deviate from Ref. [25]. The starting point is a repre-
sentation of the DOS as a Gaussian functional integral
νðωÞ ¼ − 1
2πL3
Im
Z
D½ψ¯ ;ψ 
Z
ðϕ¯ϕ − χ¯χÞheiS½ψ i; ð1Þ
where S½ψ ≡ R ψ¯ðωþ − HˆÞψ , ψ ¼ ðϕ; χÞT is a field com-
prising commuting and anticommuting components, ϕ and
χ, respectively, and Hˆ ¼ −iv0σi∂i þ Vx contains the Weyl-
Hamiltonian with velocity v0 and a Gaussian potential,
hVxVx0 i ¼ W2 expð−jx − x0j=ξÞ of strength W and corre-
lation length, ξ, mimicking the formation of finite range
potential wells.
The auxiliary integration over the anticommuting χ is
required to avoid the unwanted appearance of determinants
detðωþ − HˆÞ after the integration [47]. In this case, the
average over disorder simply generates an effective action
Seff ½ψ ¼
Z
x
ψ¯x

ωþþ iv0σi∂iþ iW2
Z
y
e−ξ
−1jx−yjψ¯yψy

ψx;
ð2Þ
quartic in integration variables. We are now at the crossroad
where the two principal approaches to computing the DOS
part: where Refs. [14,16] apply renormalized perturbation
theory to the analysis of the quartic nonlinearity, the
starting point of Ref. [25] is the observation [43–45] that
the physics of rare events is contained in inhomogeneous
“instanton” solutions to the variational equations of the
action (2).
Following the second approach, we consider nontrivial
solutions ψ I , of the variational equation δψS ¼ 0 identified
in Ref. [25]. Referring to the original reference and Ref. [40]
for details we note that a class of instanton solutions with
regular behavior at the origin and power law decay at large
scales, r > ξ can be identified. Reference [25] reasoned
that, to exponential accuracy, the value of the DOS close at
zero energy should be determined by the instanton action,
ν ∼ expð−S½ψ IÞ ∼ exp½−v20=ðWξÞ2. We here take the addi-
tional step to include quadratic fluctuations around the
instanton saddle point. That fluctuations may be less
innocent than in conventional large deviation phenomena
is indicated by the fragility of the bound states discussed
above: one may suspect that in spite of the finite probability
to find bound states, their singular sensitivity to parameter
variations leads to a vanishing measure. Within an integral
approach, this would show in a vanishing fluctuation
contribution around extremal configurations.
The extremal solutions ψ I break seven continuous
symmetries: translational invariance in three directions,
FIG. 1. Top: phase shift δðωÞ for three configurations,
λ ¼ π=bþ Δ, Δ ¼ 0.01 (dashed curve), 0.02 (solid curve),
0.06 (dotted curve). With decreasing Δ, a resonance of width
∼Δ moves closer to the origin. At the origin, δð0Þ ¼ δ0ð0Þ ¼ 0
touches zero (inset). Bottom: the corresponding shift in the DOS
δν≡ νλ − ν0 compared to the clean Weyl problem assumes the
form of narrow peaks. Their positive spectral weight is screened
by a negative background in such a way that νð0Þ ¼ 0, always
(inset). This includes the limit, Δ → 0, in which the singular
derivative of the phase shift reflects the presence of a bound state.
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three independent rotations in the complex two-component
Weyl space, and one supersymmetry. While the first six are
harmless and can be treated according to standard proce-
dures in instanton calculus [48], the supersymmetry break-
ing deserves more attention: consider a commuting solution
of the stationary equations, ψ I ¼ ðϕI; 0Þ, where ϕI is a two-
component complex Weyl spinor. If we act on this con-
figuration with a rotation in super space, ψ I → Wψ I, where
W ¼ expð 0η¯1 η10 Þ, 1 is the unit-matrix in Weyl space, and η, η¯
are Grassmann variables, a new solution is generated. (The
matrix W commutes with the Hamiltonian, which is the
supersymmetry.) This means that η, η¯ are Grassmann-zero
modes, and that the generalization η → ηðxÞ to fields with
slow coordinate dependence generates soft fluctuation
modes. The next step in the analysis is to expand the action
around ψ I to at least quadratic order in fluctuation modes.
Expanding a general Grassmann fluctuation as ηðxÞ ¼P
aFaðxÞηa in a set of suitably defined functions, Fa, this
leads to an expression of the symbolic structure S½η ¼P
aη¯aXabηb governed by an effective fluctuations operator.
After integration over ηa the integral picks up a factor detðXÞ
which, unlike with commuting fluctuation variables,
appears in the numerator of the fluctuation prefactor. The
operator X contains at least one zero eigenvalue, whose
eigenmode is the constant fluctuations η0 ¼ const. In the
computation of the density of states this factor is canceled
after the expansion of the preexponential term ψ¯ψ in the
Grassmann variables fηag and integration. This 0=0 can-
cellation is of a general nature and safeguards the correct
normalization of observables [47]. However, should a
fluctuation operators contain n > 1 one zero eigenvalues,
the integration leads to a factor 0n=0 and a vanishing result.
The setting as described so far is of general nature and in
the same way applies to, e.g., a disordered Schrödinger
operator. What makes the Weyl problem special is that at
ω ¼ 0 it indeed possesses an extensive (diverging in the
limit of infinite volume) number of fluctuation modes ηa of
vanishing action, and the above structure implies a vanish-
ing of the rare event contribution to the DOS. The existence
of these modes simply follows from the fact that the Weyl
operator is of first order in derivatives. The condition
of vanishing fluctuation action, thus assumes the form
Oˆη ¼ 0, where Oˆ is a first order partial differential
operator. Unlike with equations governed by second order
elliptic operators (as in a Schrödinger problem) these first
order differential equations possess an extensive number of
solutions which can be found, e.g., via the method of
characteristics [40]. In the asymptotic limit of a perfectly
linear Weyl operator and a single instanton defined in a box
of unbounded extension, L→ ∞ we indeed obtain a
diverging number of zero fluctuation zero modes, and
hence a vanishing DOS. The large spatial support of these
fluctuation modes reflects the absence of compact expo-
nentially bound eigenstates, as exemplified above for the
box potential.
A realistic Weyl operator is not perfectly linear but
contains higher order derivatives due to, e.g., an underlying
lattice dispersion. (Higher order derivatives in the fluc-
tuation action are also induced via the coupling between the
zero modes η to other fluctuation modes.) We also have to
account for multi-instanton solutions containing the super-
position of inhomogeneities ψ I centered around different
coordinates. These generalizations affect the above ana-
lysis via the appearance of an effective length scale,
L ∼minðLI;Γ−1Þ, loosely to be identified with the instanton
separation, LI or the inverse of momentum scale, Γ, above
which the spectrum ceases to be linear. The introduction of
this scale lifts the zero degeneracy of the fluctuation modes
to a spectrum ϵn ∼ L−1FðnÞ, where FðnÞ is a polynomial
factor containing some ‘quantum numbers’ fnig describing
the angular momentum and radial quantization of the
fluctuation modes. The fluctuation determinant contains
the product
Q
nϵn, and a quick estimate shows that the
product up to values ϵn ∼ 1 leads to a factor ∼ expð−cLÞ,
where c ¼ Oð1Þ. This factor sets an upper bound for the
DOS, as obtained by the present approach. For example, if
L ∼ expðSIÞ is identified with the expected separation
between instanton configurations, we obtain a bound
∼ exp½−c expðv20=W2ξ2Þ double exponential in the disorder
concentration. To summarize, the inclusion of fluctuations
leads to a drastic suppression of the DOS compared to the
fluctuationless stationary phase analysis. However, in view
of approximative assumptions—linearity of the spectrum,
neglect of correlations—required for the computation of
fluctuation determinants, the DOS cannot be determined
with ultimate precision.
Multiple impurities.—We now discuss a model that does
account for potential correlations and does tolerate (even
require) nonlinear dispersion. The price to be payed for the
enhanced degree of generality is that the potential land-
scape is modeled in a simplistic fashion: following
Ref. [49], we consider a system of N pointlike impurities,
VðrÞ ¼PiUiδðr − riÞ at positions ri and strength Ui.
Here, the δ potentials are a cartoon of fluctuations whose
range ξ > b−1 is larger than the momentum separation
between different Weyl nodes so that transnodal scattering
is excluded, and at the same time ξ < M−1 smaller than an
effective large momentum cutoff of individual nodes.
Within this parametric window, the spatial profile of
individual minima is not resolved and a pointlike model
justified. At the same time, the model is simple enough to
be exactly solvable by T-matrix techniques.
An expansion of the Green function Gˆ ¼ ðωþ − Hˆ0 −
VˆÞ−1 shows that the impurity contribution to the DOS
is given by δνðωÞ ¼ −ð1=πÞImtr½Gˆ0ð1 − VˆGˆ0Þ−1VˆGˆ0,
where Gˆ0 is the clean Green function. Introducing a
diagonal matrix U ¼ diagðU1;…; UNÞ and the projection
operator Pˆ ¼Pijriihrij onto impurity coordinates, this can
be represented as δνðωÞ ¼ −ð1=πÞ∂ωImFðωÞ, where the
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“free energy” FðωÞ ¼ ln detðUˆ−1 − Gˆ0Þ contains the pro-
jected Green function Gˆ0 ¼ PˆG0Pˆ. In this way, the
computation of the DOS is reduced to that of the deter-
minant of an N × N matrix. The projected Green function
matrix elements, Gðri − rjÞ featuring in this matrix contain
the singular diagonals, Gð0Þ ¼ R ðd3k=ð2πÞ3Þ½ðωþ −
kiσiÞ=ðωþ2 − k2Þ (we set ν0 ≡ 1 here). While this expres-
sion can be regularized in different ways, the introduction
of nonlinearity in the band dispersion, ϵðkÞ ¼ vjkjþ
Oðk2=M2Þ, where M is an effective large momentum
cutoff, may be the most natural for a system defined on
a lattice. Either way, one obtains Gð0Þ ¼ −½ðωþðMþ
iωÞÞ=4π þOðω2Þ. The off-diagonal elements are non-
singular, and for small ω assume the form GðrÞ ¼
−½ðiriσi þ r2ωÞ=ð4πr3Þ þOðω2Þ.
It is instructive to explore the ensuing DOS profile for a
system of just two impurities at distance r. In this case,
FðωÞ¼−2ln ½ðU−11 þMωþÞðU−12 þMωþÞ−r−4−r−2ωþ2
and the DOS near zero is obtained as the asymptotically
linear function δνðωÞ ¼ ½ðr4ðU1 þU2ÞωÞ=ðπ2ðU1U2−
r4ÞÞ þOðωÞ2. Away from zero energy the DOS shows
resonances at energies ω0 ¼ −ð1=2MU1U2ÞfU1 þ U2
½ðU1 −U2Þ2 þ 4r−4U21U221=2g, which are the resonant
energies 1=MUi of the isolated impurities, shifted by an
r-dependent hybridization energy. The peak values at
resonance diverge in M and the width shrinks in the
inverse of the same parameter. Each resonance carries
unit spectral weight, as indicated in the right inset
of Fig. 2, where the integrated spectral density Nϵ ≡R
ω0þϵ
ω0−ϵ dωδνðωÞ ¼ −ð1=πÞImFðωÞj
ω0þϵ
ω0−ϵ is shown as a
dashed curve.
Setting ω0 → 0, we identify the configurations U1U2 ¼
r4 for which the impurity hybridization pushes the reso-
nance centers to zero. In this limit, the slope of the DOS
∂ωδνðωÞ diverges and limω→0δνðωÞ is no longer defined.
However, the integrated spectral weight Nϵ is still well
defined and inspection of the logarithm shows that Nϵ → 0
for energies ϵ≳ ϵ0 ≡ ðU−11 þ U−12 Þ=M. This is shown in
the right inset Fig. 2, where the position of the final kink is
set by ϵ0. The structure indicates that the DOS carried by
the zero energy peak is “screened” by an equally strong
counterweight in its immediate vicinity, ϵ0 ∼M−1. In the
asymptotic limit of a fully linear spectrum, M → ∞, the
zero energy resonance does not carry spectral weight at all,
δNϵ ¼ 0, and for finite M, δNϵ shows sign-fluctuating
singular behavior at energies ω≲ ϵ0ðMÞ. However, regard-
less of the value ofM, the above singular profile will never
be realized in any specific sample of impurity potentials.
The reason is that upon approaching zero energy the
resonant peaks not only become larger they also become
narrower. A careful statistical analysis of the problem [40]
shows that the limit of a singular zero energy resonance is
an event of measure zero in the sense of probability theory,
and is strictly nonobservable.
Summary and outlook.—Summarizing, we have ana-
lyzed three different models of disorder in Weyl semimet-
als, all preserving the integrity of the nodal point.
Individual of these models emphasized different facets of
the problem. Specifically, the box potential model was
simple enough to be amenable to the exact analytic solution
by scattering methods. The model of Gaussian distributed
disorder could no longer be solved rigorously, in exchange
for a more realistic modeling of a smooth disorder land-
scape. Finally, the multi-impurity model described indi-
vidual impurities in simplistic ways, but added the effects
of impurity correlations and spectral curvature to the
analysis. The fact that three different models and different
analytic approaches lead to identical conclusions indicates
that the protection of the nodal structure is a general result.
We have seen that in all three models the DOS away
from zero energy is carried by a peculiar set of resonances
[50]. While nothing prevents these resonances from
approaching zero, they become narrower (and hence more
difficult to observe) in the process. For any finite separation
from zero, the nodal DOS remains continuous and vanish-
ing. Only in the limit, the competition of diverging
resonance height and vanishing width leads to a singularity.
However, this limit has zero statistical measure and is not
realized in any specific sample (much like a mathematical
zero will not be drawn in any random sampling of real
numbers.) This is how the seeming contradiction between
zero nodal DOS and resonant DOS elsewhere gets
resolved. The detailed analysis of the ensuing statistical
DOS distribution is a subject of Ref. [40].
Finally, the principal result of preserved nodal points is a
result of conceptual significance. It suggests that the mean
field result of a threshold concentration separating a weak
and a strong disorder phase survives the presence of rare
events, and that there is a genuine phase transition with νð0Þ
as its order parameter.
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FIG. 2. Exemplary DOS of a system of two impurities
(r ¼ 15=M,U1 ¼ −75=M2,U2 ¼ 150=M2 in the units discussed
in the text). Left inset: enlargement of the DOS near zero energy.
Right inset: dashed curve, integrated spectral weight around the
resonance centers; solid curve, the same for a resonance at zero
energy.
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