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1. Introduction
The notion of simultaneous triangularization in infinite dimensions has been extensively stud-
ied in the literature (see [16] for a nice exposition of the subject, and the references therein).
For a subring R of reals, we prove that an R-algebra of compact operators with spectra in R
on an arbitrary Banach space is triangularizable if and only if every member of the algebra is
triangularizable. It is proved that a collection of triangularizable compact operators on a real
Banach (resp. Hilbert) space is triangularizable if and only if the collection of induced operators
on the Taylor (resp. natural) complexification of the real Banach (resp. Hilbert) space is triangu-
larizable. In view of this result and some easy-to-check facts concerning the properties of induced
operators acting on the Taylor (resp. natural) complexification of real Banach (Hilbert) spaces,
we prove that every triangularizability result on certain collections of compact operators on a
complex Banach (resp. Hilbert) space gives rise to its counterpart on a real Banach (resp. Hilbert)
space. We use our main results to present new proofs as well as extensions of certain classical
theorems (e.g., those due to Kolchin, McCoy, and others) on arbitrary Banach (resp. Hilbert)
spaces.
Throughout this note, unless otherwise stated,X stands for a separable real or complex Banach
space. As is usual, by F we mean R or C. The terms subspace and operator or linear operator
will, respectively, be used to describe a closed subspace of a Banach spaceX and a bounded linear
operator on X. The subspaces {0} and X are called the trivial subspaces of X.
We useB(X) to denote the set (in fact the algebra) of bounded operators onX;B0(X) is used
to denote the set (in fact the ideal) of compact operators on X, B00(X) is used to denote the set
(in fact the ideal) of finite-rank operators on X. We note that if X is a finite-dimensional real or
complex Banach space, thenB(X) = B0(X), and that every linear subspace ofX is necessarily
closed.
By a subalgebraA inB(X), we mean a subring ofB(X) that is closed under scalar multipli-
cation by the elements of F. Note that a subalgebra of B(X) is not necessarily unital.
For a collection F of operators on X, the symbol F′ is used to denote the commutant of
F which is defined to be the set of all operators that commute with all elements of F (i.e.,
F′ :={T ∈ B(X) : ST = T S for all S ∈F}). It is plain thatF′ is a unital subalgebra ofB(X).
A subspaceM is invariant for a collectionF of bounded operators if TM ⊆M for all T ∈F;
M is hyperinvariant for a collectionF of bounded operators if TM ⊆M for all T ∈F ∪F′.
A collectionF of bounded operators is called reducible ifF = {0} or it has a nontrivial invariant
subspace. This definition is slightly unconventional, but it simplifies some of the statements
in what follows. A collection F of bounded operators on X is said to be transitive if the set
{T x : T ∈F} is dense in X whenever x ∈ X is a nonzero vector. It is easily seen that for an
algebra of operators the two concepts of transitivity and irreducibility coincide. For a collection
C of vectors, the symbol 〈C〉 denotes the (not necessarily closed) linear manifold spanned by C.
A collectionF of operators is called simultaneously triangularizable or simply triangulariz-
able if there exists a maximal chain of subspaces of X each of which is invariant forF. In case
the underlying space is finite-dimensional, it is easily seen that the triangularizability of a family
of linear operators is equivalent to the existence of a basis for the space such that all operators
in the family have upper triangular matrix representation with respect to that basis. Note that a
collection of triangularizable operators is not necessarily triangularizable.
It is plain that a family F of linear operators is triangularizable if and only if Sem(F), the
semigroup generated byF, is triangularizable; or if and only if Alg(F), the algebra generated
byF, is triangularizable.
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If S is a multiplicative semigroup, a subset J of S is called a semigroup ideal of S if
JS, SJ ∈ J whenever J ∈ J and S ∈S. In what follows, we make frequent use of the elemen-
tary well-known lemma below.
Lemma 1.1. Let X be a real or complex Banach space, and S a semigroup in B(X). If S is
irreducible, then so is every nonzero semigroup ideal ofS.
Proof. See [16, Lemma 8.2.1, p. 200]. 
Before we move on to the next section, we need to recall some definitions and standard facts
from the theory of the complexifications of real Banach spaces. We refer the interested reader to
[12] and [11] for a nice account of the theory. However, we will be dealing only with the Taylor
complexification of real Banach (resp. Hilbert) spaces which will be described shortly. Let X be
a real vector space. We use the symbol X˜ to denoteX×X, the algebraic complexification ofX,
whose construction resembles that of C from R, as follows:
(x, y) + (u, v) := (x + u, y + v), (a + ib)(x, y) := (ax − by, bx + ay),
where x, y, u, v,∈ X and a, b ∈ R. It is easily verified that X˜ is a complex vector space into
whichX embeds via the mapping x → (x, 0). With that in mind, we can use the familiar notation
z = x + iy to denote the vector z = (x, y) in X˜. Thus, if z = x + iy, it is natural to define
Re(z) :=x and Im(z) :=y. Also, in a natural way, by the conjugate of an element z = x + iy
of X˜, we mean the element z¯ defined by z¯ :=x − iy. A norm ||.||X˜ on X˜ is called a reasonable
complexification norm provided that
‖Re(z)‖X˜ = ‖Re(z)‖, ‖z¯‖X˜ = ‖z‖X˜,
for all z ∈ X˜, where ‖ · ‖ denotes the norm of X. It is not difficult to check that the norm ‖ · ‖T ,
called the Taylor [complexification] norm of X˜, defined by
‖x + iy‖T := sup
a2+b2=1
‖ax + by‖,
where x, y ∈ X, is in fact the smallest reasonable complexification norm on X˜ [12, Proposition
3]. LetH be a real Hilbert space. It is easily seen that the norm defined by
‖x + iy‖ := (‖x‖2 + ‖y‖2)1/2,
is a reasonable complexification norm on H˜ which comes from the following inner product
on H˜
〈x + iy, u + iv〉 :=〈x, u〉 + i〈y, u〉 − i〈x, v〉 + 〈y, v〉.
We call H˜ the natural complexification ofH.
From this point on, unless otherwise stated, the symbol X˜ stands for the Taylor complexification
of the real Banach spaceX, andH˜ for the natural complexification of the real Hilbert spaceH. It is
easily checked that limn(xn + iyn) = x + iy in X˜ (resp. H˜) iff limn xn = x and limn yn = y inX
(resp. inH). Therefore, X˜ (resp.H˜) is a complex Banach (resp. Hilbert) space. IfT ∈ B(X) (resp.
T ∈ B(H)), then the operator T˜ ∈ B(X˜) (resp. T˜ ∈ B(H˜)) defined by T˜ (x + iy) :=T x + iTy
is a bounded operator and furthermore ‖T˜ ‖ = ‖T ‖ (see [12, Proposition 4]). As a matter of fact,
the tilde is a covariant functor from the category of real Banach (resp. Hilbert) spaces into the
category of complex Banach (resp. Hilbert) spaces.
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The following proposition gathers some straightforward facts concerning some properties of
the Taylor (resp. natural) complexification of real Banach (resp. Hilbert) spaces and operators
acting on them which will be needed in what follows.
Proposition 1.2. Let X (resp. H) be a real Banach (resp. Hilbert) space, T ∈ B(X) (resp.
T ∈ B(H)), and T˜ its extension to X˜ (resp.H˜). Then the following hold:
(i) rank(T ) = rank(T˜ ) and dim ker(T ) = dim ker T˜ .
(ii) The operator T is compact iff T˜ is compact.
(iii) IfM is a subspace ofX (resp.H), thenM+ iM is a subspace of X˜ (resp.H˜). Conversely,
ifM is a subset of X (resp.H) such thatM+ iM is a subspace of X˜ (resp. H˜), thenM is a
subspace of X (resp.H).
(iv) A chain C = {M}M∈C is a maximal chain of subspaces of X iff C˜ :={M+ iM}M∈C is a
maximal chain of subspaces for X˜.
(v) The bounded operator T is a trace class operator onH iff T˜ is a trace class operator on
H˜. Moreover, tr(T ) = tr(T˜ ).
(vi) A subspaceM is invariant under T iff the subspaceM+ iM is invariant under T˜ .
(vii) If T is compact and triangularizable, then σ(T ) = σ(T˜ ). Also, if T is compact and
σ(T˜ ) ⊂ R, then T is triangularizable and σ(T ) = σ(T˜ ). Moreover, the compact triangularizable
operators T and T˜ share the same set of eigenvalues counting multiplicity.
Proof. (i) It is easy to see that a set {T xj }j∈J is a basis for the range of T iff the set {T˜ (xj +
ixj )}j∈J is a basis for the range of T˜ . Likewise, the set {xj }j∈J is a basis for the kernel of T iff
the set {xj + ixj }j∈J is a basis for the kernel of T˜ . This proves (i).
(ii) This follows from the definition and the fact that limn(xn + iyn) = x + iy in X˜ (resp. H˜)
iff limn xn = x and limn yn = y in X (resp.H).
(iii) This is easy.
(iv) The proof is an immediate consequence of (iii) and the fact that for two subspacesM,N
of X (resp.H), we haveMN iffM+ iMN+ iN.
(v) Note first that (en)+∞n=1 is an orthonormal basis forH if and only if
(
en√
2
+ i en√
2
)+∞
n=1 is an
orthonormal basis for H˜. Also, it is easily verified that T˜ ∗(x + iy) = T ∗x + iT ∗y = T˜ ∗(x + iy)
for all x, y ∈H, where T ∗ and T˜ ∗ denote the adjoints of T and T˜ , respectively, yielding T˜ ∗ = T˜ ∗.
In view of this, we easily see that a vector e ∈H is an eigenvector of T ∗T with λ ∈ R as its corre-
sponding (nonnegative) eigenvalue if and only if e√
2
+ i e√
2
∈ H˜ is an eigenvector of T˜ ∗T˜ = T˜ ∗T
whose corresponding eigenvalue isλ ∈ Rwith the same multiplicity as is forT ∗T . This proves that
the nonnegative operators T ∗T and T˜ ∗T˜ share the same set of eigenvalues counting multiplicity,
and hence T and T˜ share the same set of singular values counting multiplicity. Thus, T is a trace
class operator onH if and only if T˜ is a trace class operator on H˜. To prove that tr(T ) = tr(T˜ ),
assume that (fn)+∞n=1 is an orthonormal basis forH. As pointed out in the above, it follows that(
fn√
2
+ i fn√
2
)+∞
n=1 is an orthonormal basis for H˜. Now, using the definition [16, Definition 6.5.12],
we can write
tr(T˜ ) =
+∞∑
n=1
〈
T˜
(
fn√
2
+ i fn√
2
)
,
fn√
2
+ i fn√
2
〉
= 1
2
+∞∑
n=1
〈Tfn + iTfn, fn + ifn〉 =
+∞∑
n=1
〈Tfn, fn〉 = tr(T ).
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Therefore, tr(T˜ ) = tr(T ) which is what we want.
(vi) This is easy.
(vii) The proof is a quick consequence of Ringrose’s theorem (see [16, Theorems 7.2.3 and
7.2.9] or [17]) and (iv) above. 
2. Main results
We start this section with an infinite-dimensional analogue of [21, Lemma 1.4]. To do so,
we first note that Lomonosov’s Lemma [16, Lemma 7.3.1] holds on arbitrary real Banach
spaces as well. The proof is identical to that of its counterpart over complex Banach
spaces.
Lemma 2.1. Let X (resp.H) be a real Banach (resp. Hilbert) space, F a family of triangu-
larizable compact operators on X (resp.H). ThenF is triangularizable over X (resp.H) iff
the family F˜, the family consisting of the extensions of the members of F to X˜ (resp. H˜), is
triangularizable over X˜ (resp. H˜).
Proof. The “only if” part is obvious. To prove the “if” part, it suffices to show that F̂, the induced
quotient operators on N
M
, is reducible wheneverM ⊂N are two invariant subspaces forF with
dim N
M
> 1. If F̂ is commutative, then reducibility easily follows from Lomonosov’s Lemma
in view of the fact that Alg(F) consists of compact operators on X. If there are A,B ∈F
such that ÂB̂ /= B̂Â, then the ideal Î generated by ÂB̂ − B̂Â in AlgR(F̂) is, in particular,
in view of Proposition 1.2(vii), an R-algebra of compact quasinilpotent operators on N
M
, for
F˜ is triangularizable, by the hypothesis, and consists of compact operators on X˜ (resp. H˜).
Hence, again it follows from Lomonosov’s Lemma that Î is reducible. Now the reducibility of
AlgR(F̂), hence F̂, follows from that of the nonzero ideal Î in light of Lemma 1.1, completing the
proof. 
With the preceding lemma at our disposal, we are now ready to prove that every triangulariz-
ability result on certain collections of compact operators acting on a complex Banach space gives
rise to its counterpart on the same certain collections of triangularizable compact operators acting
on a real Banach space. To state the result, we need some definitions. LetP be a set of properties
of operators, e.g., properties of the rank, the nullity, the trace, the spectrum, and/or the spectral
radius of operators. The propertyP is said to be admissible if the operator T˜ satisfies the property
P whenever the operator T does. For instance, in view of Proposition 1.2, properties of the rank,
the nullity, the trace, and the spectrum of operators are admissible properties of compact (trace
class) triangularizable operators. An operator satisfying a set of properties, sayP, of operators is
called aP-operator. Let Q be a set of properties of collections of operators, e.g., commutativity,
consisting of (quasi)nilpotent operators, being closed under multiplication (this would give rise
to the notion of semigroups of operators), etc. The property Q is called admissible if for any
family F of operators in B(X), the family F˜ = {T˜ : T ∈F} satisfies Q whenever the family
F does. Roughly speaking, a set of properties of operators (resp. collections of operators) is
admissible if it is preserved under taking the tilde operation. A family that satisfies a property Q
of collections of operators is called a Q-family of operators. We note that every operator satisfies
the property ∅, i.e., the empty property, and that every family of operators is an ∅-family of
operators! Moreover, the empty property is an admissible set of properties of operators (resp.
collections of operators)!
1156 B.R. Yahaghi / Linear Algebra and its Applications 428 (2008) 1151–1168
Proposition 2.2. Let P and Q be sets of admissible properties of operators and collections of
operators, respectively. If every Q-family of compact P-operators on a complex Banach (resp.
Hilbert) space is triangularizable, then so is everyQ-family consisting of triangularizable compact
P-operators acting on a real Banach (resp. Hilbert) space.
Proof. LetP andQ be as in the proposition so that everyQ-familyF of compactP-operators on a
complex Banach (resp. Hilbert) space is triangularizable. LetF be a Q-family of triangularizable
compactP-operators on a real Banach (resp. Hilbert) space. We need to show that theQ-familyF
is triangularizable. To this end, as usual, use F˜ to denote the family consisting of the extensions
of the members of F to X˜ (resp. H˜). Since the properties P and Q are admissible, it follows
that the family F˜ is a Q-family consisting of P-operators on X˜ (resp. H˜) which is a complex
Banach (resp. Hilbert) space. Therefore, the Q-family F˜ is triangularizable. Hence, so isF by
the preceding lemma, which is what we want. 
Here is a question that we have not been able to resolve yet.
Question. In the sense of Proposition 2.2, is it true that every triangularizability result on certain
collections of bounded operators acting on a complex Banach space gives rise to its counterpart
on the same certain collections of triangularizable bounded operators acting on a real Banach
space?
In view of the preceding proposition, Theorems 7.3.3 and 7.3.9 of [16], a consequence of
which is that the property of triangularizability of collections of compact operators is inherited by
quotients, which are due to Laurie–Nordgren–Radjavi–Rosenthal (see [7]), hold for collections
of triangularizable compact operators on real Banach spaces as well. Another consequence of the
preceding proposition is that Turovskii’s theorem ([16, Theorem 8.1.11] or see [19]) holds on
arbitrary real Banach spaces as well. It is however worth mentioning that a proof almost identical
to that of the original proof of Turovskii would prove its counterpart over real Banach spaces. In
any case, the consequences of Turovskii’s theorem hold over real Banach spaces; for instance the
interested reader can take a look at Chapter 8 of [16] and come up with the real counterparts of
the results presented there. Here is a reducibility result which eventually follows from Turovskii’s
theorem; every triangularizable collection of compact operators on an arbitrary Banach space
whose dimension is greater than one has a nontrivial hyperinvariant subspace. The proof is
identical to its counterpart over complex Banach spaces (see [20, Theorem 3]). We should also
mention that the proofs of analogous reducibility results over real Banach spaces, sometimes need
a bit of work.
In order to prove our next result we need an infinite-dimensional analogue of Lemma 1.2
of [21] and its consequences. The proof of the following lemma is very much like that of the
aforementioned lemma. However, we include the proof for the sake of completeness.
Lemma 2.3. LetX be a real or complex Banach space,S a semigroup inB(X), and T a nonzero
linear operator in B(X). IfS is irreducible, then so is TS|R where R = TX is the closure of
the range of T .
Proof. If dimX = 1, then the assertion trivially holds. So we may assume, with no loss of
generality, that dimX > 1. There are two cases to consider.
(a) rank(T ) = 1.
To prove the assertion by contradiction, suppose TS|R is reducible. Since dimR = 1 in this
case, it follows from the definition that TS|R = {0}. Therefore, TST = {0}. Pick a nonzero
x ∈ X such that T x /= 0. Now either ST x = {0} in which case 〈T x〉 is a nontrivial invariant
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subspace forS, or 〈ST x〉 is a nontrivial invariant subspace forS, because TST = {0} and that
S is a semigroup. This contradicts the hypothesis thatS is irreducible.
(b) rank(T ) > 1.
It suffices to show that TA|R is irreducible because every invariant subspace of TS|R is
invariant for TA|R as well. To prove this by contradiction, suppose that TA|R is reducible.
So there exists a nontrivial subspaceM of R = TX such that TAM ⊆M. Choose a nonzero
x ∈M and note that TAx ⊆M. The subspaceAx is an invariant subspace ofA. Furthermore,
it is proper, for TAx ⊆M ⊂ R. IfAx = 0, then 〈x〉 is a nontrivial invariant subspace forA,
otherwiseAx will be a nontrivial invariant subspace forA, a contradiction in any event. 
LetX be a complex (resp. real) Banach space, and S a subset of C (resp. R). By an S-semigroup
S of B(X), we mean a multiplicative semigroup S of bounded operators that is closed under
scalar multiplication by the elements of S. Motivated by Lemma 7.4.5 of [16], which is due to
Radjavi (see [14]), we state the following lemma on an arbitrary Banach space.
Lemma 2.4. LetX be a real or complex Banach space andS a uniformly closed R+-semigroup
of compact operators onX, where R+ denotes the set of positive real numbers. IfS contains an
operator that is not quasinilpotent, thenS contains a nonzero finite-rank operator that is either
idempotent or nilpotent.
Proof. If X is a complex Banach space, then we are done by Lemma 7.4.5 of [16]. So let X be
a real Banach space andS a uniformly closed R+-semigroup of compact operators on X which
contains an operator that is not quasinilpotent. As usual, use S˜ to denote the semigroup consisting
of the extensions of the members of S to X˜. In view of the properties of the tilde functor, it is
obvious that the semigroup S˜ is a uniformly closed R+-semigroup of compact operators on
the complex Banach space X˜ which contains an operator that is not quasinilpotent because the
semigroupS does. Therefore, by Lemma 7.4.5 of [16], the semigroup S˜, and henceS, contains
a nonzero finite-rank operator that is either idempotent or nilpotent, which is what we want. 
In order to prove our next main result, which can be thought of as the counterpart of Theorem
2.4.8 of [23] in infinite dimensions, we need the following key theorem.
Theorem 2.5. LetX be a real or complex Banach space of dimension greater than 1, F a subfield
of R, andA an F -algebra of triangularizable compact operators with spectra in F . ThenA is
reducible.
Proof. It suffices to show thatA, the uniform closure ofA, is reducible. First note thatA is an
R-algebra of triangularizable operators inB0(X) with spectra in R. To see this, note that F = R
because Q ⊆ F ⊆ R. Now, it follows from the hypothesis and Lemma 5 in page 1091 of [1] that
A consists of triangularizable operators having spectra in R. To prove reducibility ofA, we use
contradiction. IfA is a Volterra R-algebra, i.e., an R-algebra of compact quasinilpotent operators,
then A is reducible, by Lomonosov’s Lemma [16, Lemma 7.3.1] which is a contradiction. So
suppose thatA contains an operator that is not quasinilpotent. It follows from the preceding lemma
thatA then contains a nonzero finite-rank operator T that is either idempotent or nilpotent. Since
A is assumed to be irreducible, without loss of generality, we may assume that rank(T ) > 1. Let
R denote the range of T . By Lemma 2.3 the R-algebra TA|R, on the finite-dimensional spaceR
over R or C of dimension greater than 1, is irreducible. On the other hand, by Theorem 2.4.6 of
[23] or Theorem 2.8 of [22], the R-algebra TA|R is triangularizable, hence reducible, for TA|R
is an R-algebra of triangularizable linear transformations on the finite-dimensional vector space
R over F with spectra in R. This contradiction proves the assertion. 
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Corollary 2.6. LetX be a real or complex Banach space of dimension greater than 1, R a subring
of R, andA an R-algebra of triangularizable compact operators with spectra in R. ThenA is
reducible.
Proof. Let F denote the field of quotients of R, andAF be the F -algebra generated byA. It is
plain that F is a subfield of R, and thatAF is an F -algebra of triangularizable compact operators
with spectra in F . It thus follows from Theorem 2.5 that AF is reducible and so is A ⊂AF ,
finishing the proof. 
Here is the counterpart of Theorem 2.4.8 of [23] in infinite dimensions which gives a criterion
for triangularizability of an R-algebra of compact operators with spectra in R where R is a subring
of R.
Corollary 2.7. LetX be a real or complex Banach space, R a subring of R, andA an R-algebra
in B0(X) with spectra in R. Then A is triangularizable if and only if every element of A is
triangularizable.
Proof. The “only if” part trivially holds. So it suffices to prove the “if” part. The proof of the “if”
part is established by the Triangularization Lemma [16, Lemma 7.1.11] and Corollary 2.6. 
Now we plan to establish analogues of Theorem 2.2 of [21] for irreducible semigroups of
C1 operators. First we start with an analogue of Lemma 2.1.15 of [16]. It is worth mentioning
that Lemma 2.8(i) below is taken from [14] and that Lemma 2.8(ii) and Lemma 2.9(ii) are slight
generalizations of an observation made in the proof of Theorem 5 of [14].
Lemma 2.8. (i) Let∑∞i=1 ai be an absolutely convergent series in C with |ai | < 1 for all i ∈ N.
Then
lim
n
∞∑
i=1
ani = 0.
(ii) Let ai ∈ C with |ai | = 1 (1  i  m) be such that limn∑mi=1 ani = c where c ∈ C. Then
c = m and ai = 1 for all 1  i  m.
(iii) Letai, bj ∈ Cwith |ai | = |bj | = 1(1  i  m, 1  j  n)be such that limk
(∑m
i=1 aki −∑n
j=1 bkj
)
= 0. Then m = n and there is a permutation σ on m letters such that bi = aσ(i) for
all 1  i  m.
Proof. (i) Since ∑∞i=1 ai is absolutely convergent, it follows that there exists an N ∈ N such
that
∞∑
i=N+1
|ai | < 1.
We can write∣∣∣∣∣
∞∑
i=1
ani
∣∣∣∣∣
∞∑
i=1
|ai |n =
N∑
i=1
|ai |n +
∞∑
i=N+1
|ai |n

N∑
i=1
|ai |n +
⎛
⎝ ∞∑
i=N+1
|ai |
⎞
⎠n .
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Letting n → +∞ completes the proof.
(ii) First, we claim that there is a sequence (kp)+∞p=1 of natural numbers such that limp a
kp
j = 1
for all 1  j  m. Proceed by induction on m. If m = 1, then limn an1 = c. Firstly, c /= 0 because|c| = limn |a1|n = 1. Secondly, by showing that a1 = 1, we prove the claim in this case. From
c = limn an1 = limn an+11 = ca1, we obtain c(1 − a1) = 0, which yields a1 = 1 because c /= 0.
Assume that the assertion holds for m − 1. It follows from the induction hypothesis that there
is a sequence (k)+∞=1 such that lim a
k
j = 1 for all 1  j  m − 1. Without loss of generality,
if necessary by passing to a subsequence of (k)+∞=1, we can assume that lim a
k
j = 1 for all
1  j  m − 1 and lim akm = bm, where bm ∈ C and |bm| = 1. Set
A = {(ak1, . . . , akm−1, akm) : k ∈ N}.
Let A′ be the set of limit points of A. It is obvious that (1, . . . , 1, bkm) ∈ A′ for all k ∈ N. As
|bm| = 1, one can easily see that there exists a subsequence (kr )+∞r=1 such that limr bkrm = 1.
Consequently, (1, . . . , 1, 1) ∈ (A′)′ ⊆ A′. Thus, there is a subsequence (kp)+∞p=1 such that
lim
p
(a
kp
1 , . . . , a
kp
m−1, a
kp
m ) = (1, . . . , 1, 1),
and hence limp a
kp
j = 1 for all 1  j  m, proving the claim. It thus follows that
lim
p
m∑
j=1
a
kp+1
j = c = limp
m∑
j=1
a
kp
j =
m∑
j=1
1 = m,
yielding
∑m
j=1 aj = m because limp akpj = 1 for all 1  j  m. Now, we can write
m∑
j=1
Re(aj ) = Re
⎛
⎝ m∑
j=1
aj
⎞
⎠ = m,
yielding
∑m
j=1 Re(aj ) = m. This implies Re(aj ) = 1, for Re(aj )  1 for all 1  j  m. As the
aj ’s are on the unit circle, we see that aj = 1 for all 1  j  m, which is what we want.
(iii) It follows from the proof of (ii) that there is a subsequence kl such that liml akli =
1, liml bklj = 1 for all 1  i  m, 1  j  n. Now using the hypothesis we can write
lim
k
⎛
⎝ m∑
i=1
a
(kl+1)q
i −
n∑
j=1
b
(kl+1)q
j
⎞
⎠ = 0,
where q ∈ N is arbitrary. Hence
m∑
i=1
a
q
i −
n∑
j=1
b
q
j = 0,
for each q ∈ N. Applying Lemma 2.1.15(i) of [16], we conclude that m = n and that there is a
permutation σ on m letters such that bi = aσ(i) for all 1  i  m, finishing the proof. 
Let X be a complex Banach space. Recall that the trace functional on B00(X) is defined by
the finite sum of the spectrum over C, counting multiplicities. It can be shown that trace, defined
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this way, is indeed a continuous linear functional onB00(X) having all the basic properties of the
finite-dimensional trace functional that one expects. IfX is a real Banach space and A a finite-rank
operator on X, then we define tr(A) := tr(A˜).
Lemma 2.9. Let
∑∞
j=1 λj and
∑∞
j=1 μj be two absolutely convergent series in C, and let m ∈ N
be given.
(i) If λj , μj ∈ C\{0} for all j ∈ N, and
∞∑
j=1
λkj =
∞∑
j=1
μkj
for all k ∈ N with k  m, then there is a permutation σ on N such that μj = λσ(j).
(ii) If for some C ∈ C
∞∑
j=1
λkj = C
for all k ∈ N with k  m, then C is a nonnegative integer and λj = 0 or 1 for all j ∈ N.
(iii) If for some c ∈ C
∞∑
j=1
λkj = ck−m
∞∑
j=1
λmj
for all k ∈ N with k  m, then λj = 0 or c for all j ∈ N.
(iv) Let H (resp. X) be a real or complex Hilbert (resp. Banach) space, and A ∈ Cp(H)
(resp. A ∈ B00(X)). Then A is quasinilpotent (resp. nilpotent) iff
tr(Ak) = 0
for each k ∈ N with k  m where m ∈ N with m > p (resp. where m ∈ N).
Proof. (i) Without loss of generality we may assume that
|λ1| = · · · = |λn1 | > |λn1+1| = · · · = |λn2 | > · · · > |λnj+1| = · · · = |λnj+2 | > · · · ,
|μ1| = · · · = |μm1 | > |μm1+1| = · · · = |μm2 | > · · · > |μmj+1| = · · · = |μmj+2 | > · · ·
We prove that n1 = m1 and that there is a permutation σ1 on n1 letters such that μj = λσ1(j)
for all 1  j  n1. Using the same argument the assertion follows by induction on j , finishing
the proof. First, we claim that |λ1| = |μ1|. To see this, we use contradiction. So, without loss of
generality, assume that |λ1| < |μ1|. We can write∣∣∣∣ λ1μ1
∣∣∣∣k
⎛
⎝ n1∑
j=1
(
λj
|λ1|
)k
+
∞∑
j=n1+1
(
λj
|λ1|
)k⎞⎠ = m1∑
j=1
(
μj
|μ1|
)k
+
∞∑
j=m1+1
(
μj
|μ1|
)k
(*)
for all k ∈ N with k  m. By Lemma 2.8(i),
lim
k
∞∑
j=n1+1
(
λj
|λ1|
)k
= 0 = lim
k
∞∑
j=m1+1
(
μj
|μ1|
)k
.
On the other hand, it is plain that
lim
k
∣∣∣∣ λ1μ1
∣∣∣∣k = 0,
∣∣∣∣∣∣
n1∑
j=1
(
λj
|λ1|
)k∣∣∣∣∣∣  n1.
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Therefore, limk
∑m1
j=1(
μj
|μ1| )
k = 0. So it follows from Lemma 2.8(ii) that m1 = 0, a contradiction.
Hence |λ1| = |μ1|. This along with (∗) and Lemma 2.8(i) implies that
lim
k
⎡
⎣ n1∑
j=1
(
λj
|λ1|
)k
−
m1∑
j=1
(
μj
|μ1|
)k⎤⎦ = 0.
Now it follows from Lemma 2.8(iii) that n1 = m1 and that there is a permutation σ1 on n1 letters
such that μj = λσ1(j) for all 1  j  n1, completing the proof.
(ii) There are two cases to consider.
(a) C = 0
We show that λi = 0 for all i ∈ N. To see this, we use contradiction. By rearranging λi’s we
may assume that for some n ∈ N
0 /= |λ1| = · · · = |λn| > |λn+1|  |λn+2|  · · ·
Set μi :=λi/|λ1| for each i ∈ N. Plainly, |μi | = 1 for all i ∈ N with 1  i  n and |μi | < 1 for
all i ∈ N with i > n. Also
∞∑
j=1
μkj = 0
for all k ∈ N with k  m. We have
n∑
j=1
μkj +
∞∑
j=n+1
μkj = 0
for all k ∈ N with k  m. Letting k → +∞ and using the fact that limk∑∞i=n+1 μki = 0 (by
Lemma 2.8(i)) we conclude that
lim
k
n∑
j=1
μkj = 0.
Now since |μi | = 1 for all 1  i  n, it follows from Lemma 2.8(ii) that n = 0, a contradiction.
(b) C /= 0
Without loss of generality, we may assume that
|λ1| = · · · = |λn| > |λn+1|  |λn+2|  · · ·
We show that λi = 1 for all 1  i  n and that λi = 0 for i ∈ N with i > n, finishing the proof.
First we show that |λ1| = 1. Use contradiction.
If |λ1| > 1, then we would have
n∑
j=1
μkj +
∞∑
j=n+1
μkj = C/|λ1|k
for all k ∈ N with k  m where μi’s are as in (a). Again letting k → +∞ and using the fact that
limk
∑∞
i=n+1 μki = 0 (by Lemma 2.8(i)) we conclude that
lim
k
n∑
j=1
μkj = 0.
Now since |μi | = 1 for all 1  i  n, it follows from Lemma 2.8(ii) that n = 0, a contradiction.
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If |λ1| < 1, then we would have
|λ1|k
⎛
⎝ n∑
j=1
μkj +
∞∑
j=n+1
μkj
⎞
⎠ = C
for all k ∈ N with k  m. On the other hand, limk |λ1|k = 0, |∑nj=1 μkj |  n, and limk∑∞j=n+1
μkj = 0. Thus, letting k → +∞, it follows that C = 0, a contradiction. Therefore |λ1| = 1. So
we can write
n∑
j=1
λkj +
∞∑
j=n+1
λkj = C
for all k ∈ N with k  m. Once again letting k → +∞, we conclude that
lim
k
n∑
j=1
λkj = C.
Now since |λj | = 1 for all 1  j  n, we see from Lemma 2.8(ii) that λj = 1 for all 1  j  n,
and therefore C = n.
Since λj = 1 for all 1  j  n and C = n, we can write
∞∑
j=n+1
λkj = 0
for all k ∈ N with k  m. It thus follows from (a) that λi = 0 for all j > n, finishing the proof.
(iii) If c = 0, then (ii) applies with C = 0. If c /= 0, again (ii) applies to the series∑∞j=1(λj /c)
with C = ∑∞j=1(λj /c)m.
(iv) First, let A ∈ Cp(H). Necessity easily follows from Lidskii’s theorem [1, Theorem
XI.9.19, p. 1104]. To see sufficiency, let (λi)∞i=1 be the eigenvalues of A in C (counting mul-
tiplicities). It is known that Ak ∈ C1 for all k ∈ N with k > p (see [1, Lemma XI.9.9(c)]). So it
follows from the hypothesis that
∞∑
j=1
λkj = 0
for all k ∈ N with k  m. Now applying (iii) with c = 0, we conclude that λi = 0 for all i ∈ N.
Thus A is quasinilpotent, finishing the proof. Next, let A ∈ B00(X). Necessity follows from the
definition. To see sufficiency, just note that the operator A has only finitely many eigenvalues and
so the assertion would follow from Lemma 2.1.15(ii) of [16]. 
Recall that a semigroup (resp. algebra) of compact quasinilpotent operators on a Banach space
is called a Volterra semigroup (resp. Volterra algebra). Here is a new proof of the following well-
known lemma which is due to Radjavi and extends Kaplansky’s theorem [16, Corollary 2.2.3] to
trace class operators (see [14]). It is worth mentioning that our proof below applies to both real and
complex Hilbert spaces, while the original proof was established for complex Hilbert spaces only.
Lemma 2.10 (Radjavi). LetH be a real or complex Hilbert space,S a semigroup inC1, the ideal
of trace class operators, on which trace is constant. Then, the semigroupS is triangularizable.
In particular, if trace is zero on a semigroup S in C1, then the algebra generated by S is a
Volterra algebra of C1 operators.
Proof. In view of Corollary 2.7, it suffices to show that the R-algebraA generated byS consists
of triangularizable operators. To this end, suppose that tr(S) = {C} for some C ∈ F. Suppose that
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A = c1S1 + · · · + ckSk ∈A, where k ∈ N, cj ∈ R, Sj ∈ S for each j = 1, . . . , k, is given. Since
tr(S) = {C}, it is easily seen that tr(Aj ) = C(c1 + · · · + ck)j for all j ∈ N. If c1 + · · · + ck = 0,
it then follows from Lemma 2.9(iv) that A is quasinilpotent and hence it is triangularizable. If
c :=c1 + · · · + ck /= 0, then tr
(
A
c
)j = C for all j ∈ N. Consequently, in view of Lemma 2.9(ii),
we see that C is an integer, A/c is triangularizable, and that σ
(
A
c
) ⊂ {0, 1}. Hence, A is triangu-
larizable and σ(A) ⊂ {0, c}, where A = c1S1 + · · · + ckSk ∈A and c :=c1 + · · · + ck ∈ F (In
particular, σ(S) ⊂ {0, 1} for all S ∈S). Thus,A, and henceS, is triangularizable. For the rest,
in view of the preceding lemma, it is easily seen that the algebraA generated byS is indeed a
Volterra algebra of C1 operators. 
The following is a quick consequence of the preceding lemma.
Corollary 2.11. Let H be an arbitrary Hilbert space. If an algebra A in C1 is spanned by its
quasinilpotent members as a vector subspace of C1, then the algebraA is a Volterra algebra of
C1 operators, and therefore it is triangularizable.
Proof. Just note that the trace is zero on the algebraA, hence the preceding lemma applies. 
Remarks. 1. By results of Fong and Sourour (see [2, Corollary 2 and Theorem 3]) every compact
(resp. Hilbert–Schmidt, i.e., C2) operator on an infinite dimensional Hilbert space is a sum of
two compact (resp. Hilbert–Schmidt) quasinilpotent operators. This would imply that the ideal
of compact (resp. Hilbert–Schmidt) operators on an infinite dimensional Hilbert space, which is
obviously irreducible, as a vector space, is spanned by its quasinilpotent members. Therefore, the
preceding corollary cannot be generalized to algebras of compact (resp. Cp, p > 1) operators on
infinite-dimensional Banach (resp. Hilbert) spaces.
2. A proof almost identical to that of the corollary (resp. the preceding lemma) shows that the
counterpart of the corollary (resp. the preceding lemma) holds for algebras (resp. semigroups) of
finite-rank operators on an arbitrary Banach space.
A consequence of the preceding corollary is the following which can be thought of as a
generalization of Kolchin’s theorem [16, Theorem 2.1.8] toC1 class operators on a real or complex
Hilbert space.
Corollary 2.12. (i) LetH be a real or complex Hilbert space,F a family of C1 class operators
onH with the following properties: (a) every A ∈F has trace zero (resp. can be written as a
linear combination of quasinilpotent elements from the algebra generated byF); (b) if A and B
are inF, then AB + A + B is inF. Then,F is triangularizable.
(ii) Let H be a real or complex Hilbert space and F be a family of C1 class operators
on H such that every A in F has trace zero (resp. can be written as a linear combination of
quasinilpotent elements from the algebra generated byF). Then, every semigroup of operators
of the form I + Q with Q ∈F is triangularizable.
Proof. (i) It suffices to prove that main part of the assertion because the “respectively part” of the
assertion obviously follows from the main part. To this end, letS denote the semigroup generated
by F. Note that every S ∈S is a product of a length m in F, i.e., S = A1 · · ·Am with Ai in
F for each i = 1, . . . , m. Using induction on the length m, in view of (a) and (b), it is easily
seen that every S ∈S can be written as a linear combination of elements with trace zero from
the algebra generated byS. Thus, every S ∈S has trace zero. Now, the assertion follows from
Lemma 2.10.
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(ii) Let S be a semigroup of matrices of the form I + Q with Q ∈F and F as described
in the hypothesis. Then the family F obviously satisfies (a) and (b) of part (i). So (i) applies,
completing the proof. 
Remarks. 1. A proof identical to that of the corollary shows that the counterpart of the corollary
holds for collections of finite-rank operators on an arbitrary Banach space and for collections of
matrices in Mn(F), where F is a field whose characteristic is zero or greater than n.
2. The proof of the corollary, together with Radjavi’s trace theorem [16, Theorem 2.2.1],
implies the following generalization of Kolchin’s theorem in finite dimensions. Let n ∈ N, F
a field with ch(F ) > n/2 or = 0, and F a family of triangularizable matrices in Mn(F) with
trace zero. Then, every semigroup of triangularizable matrices of the form I + A with A ∈F is
triangularizable.
The following result is the counterpart of Theorem 2.2 of [21] in infinite dimensions. In the
next two theorems, the symbol ρ stands for the spectral radius of operators.
Theorem 2.13. Let H be a real or complex Hilbert space, S an irreducible semigroup of C1
operators, and I a nonzero semigroup ideal ofS. Then
(i)
{A ∈ AlgF(S ∪ {I }) : tr(AI) = {0}} = {0}.
(ii)
{A ∈ AlgF(S ∪ {I }) : ρ(AI) = {0}} = {0}.
Proof. It suffices to prove (i).
(i) Without loss of generality, we may assume thatH is infinite-dimensional. Denote the left
hand side of the asserted identity by J. We prove that J = {0}. To this end, letting A ∈ J be
arbitrary, we show thatA = 0. Plainly, the setIAI = {J1AJ2 : J1, J2 ∈ I} is a subset of Alg(I)
consisting of quasinilpotents by Lemma 2.9(iv). The algebra Alg(I) is irreducible, for S is an
irreducible semigroup of C1 operators andI is a nonzero semigroup ideal ofS. It is easily seen
that Alg(IAI) is an ideal of the irreducible algebra Alg(I). We note that Alg(IAI) = {0},
for otherwise the algebra Alg(IAI) would be generated by quasinilpotents as a vector subspace
of C1, which is a contradiction in view of Corollary 2.11. Hence, Alg(IAI) = {0}. Therefore,
IAI = {0}, and hence A = 0, for Alg(I) is transitive. 
Remarks. LetH,S, andI be as in the preceding theorem. It is clear from the proof above that
{A ∈ AlgF(S ∪ {I }) : tr(IAI) = {0}} = {0}.
The following is the counterpart of Theorem 2.3.2 of [23] over arbitrary Banach spaces.
Theorem 2.14. LetX be a real or complex Banach space,S an irreducible semigroup of compact
operators on X, and I a nonzero semigroup ideal ofS. Then
(i)
{A ∈ AlgF(S ∪ {I }) : ρ(IAI) = 0} = {0}.
(ii)
{A ∈ AlgF(S ∪ {I }) : ρ(AI) = 0} = {0}.
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Proof. It suffices to prove (i).
(i) Set RI :=Î. Note that the semigroup Î is not necessarily a semigroup ideal of S. It is
however an irreducible semigroup of compact operators which absorbs the semigroup S in the
sense that JS, SJ ∈ Î whenever J ∈ Î and S ∈S. Moreover, the semigroup Î is a uniformly
closed R-semigroup. This, in view of Turovskii’s theorem and Lemma 2.4, implies that the
semigroup ideal of finite-rank operators in Î, which will be denoted byJ, is nonzero, and hence
irreducible by Lemma 1.1. Since
{A ∈ AlgF(S ∪ {I }) : ρ(IAI) = 0} = {A ∈ AlgF(S ∪ {I }) : ρ(ÎAÎ) = 0},
it suffices to show that {A ∈ AlgF(S ∪ {I }) : ρ(JAJ) = 0} = {0}, where J is the nonzero
semigroup ideal of Î consisting of finite-rank operators in Î. Denote the left hand side of the
aforementioned identity by Ĵ. We prove that Ĵ = {0}. To this end, letting A ∈ Ĵ be arbitrary,
we show that A = 0. It is plain that the setJAJ = {J1AJ2 : J1, J2 ∈ J} is a subset of Alg(J)
consisting of quasinilpotents (as a matter of fact, the algebra Alg(J) consists of nilpotents because
it is an algebra of finite-rank operators). The algebra Alg(J) is irreducible because the semigroup
J is irreducible. It is easily seen that Alg(JAJ) is an ideal of the irreducible algebra Alg(J).
We note that Alg(JAJ) = {0}, for otherwise the algebra Alg(JAJ), consisting of finite-rank
operators, would be generated by its (quasi)nilpotent members as a vector space of finite-rank
operators which is a contradiction in view of the second remark following Corollary 2.11.
Hence Alg(JAJ) = {0}. Therefore, JAJ = {0}, and hence A = 0, for Alg(J) is a transitive
algebra. 
The following extends Guralnick’s theorem, which is, itself, an extension of a well-known
theorem of McCoy, to compact operators (resp. Cp class operators (p  1)) on a real or complex
Banach (resp. Hilbert) space.
Corollary 2.15. (i) LetX be a real or complex Banach space,C a collection of compact triangu-
larizable operators, and m ∈ N. Then, C is triangularizable iff (AB − BA)C is quasinilpotent
for all A,B ∈ C and C ∈ (Sem(C))m.
(ii) LetH be a real or complex Hilbert space,C a collection ofCp class operators with p  1,
and m ∈ N with m > p. Then, C is triangularizable iff tr((AB − BA)C) = 0 for all A,B ∈ C
and C ∈ (Sem(C))m.
Proof. (i) Necessity is easy, in view of Ringrose’s theorem. To prove sufficiency, note first that the
property that (AB − BA)C is quasinilpotent for all A,B ∈ C and C ∈ (Sem(C))m in inherited by
quotients. Therefore, in view of the Triangularization Lemma, it suffices to prove the reducibility
ofC. To this end, if AB = BA for all A,B ∈ C, then reducibility easily follows; if AB − BA /= 0
for some A,B ∈ C, then the reducibility of C follows from theorem 2.14, finishing the proof.
(ii) The proof is similar to that of (i) except that we need to use Theorem 2.13. We omit the
proof for the sake of brevity. 
We now use the Theorem 2.13 to prove the following result which is a slight generalization of
Radjavi’s trace theorem (see [16, Theorem 8.6.9] or [15]). Although, in light of Theorem 2.13,
the proof presented below is standard but it applies to both real and complex Hilbert spaces and
it is different from the original proof given by Radjavi.
Corollary 2.16 (Radjavi’s trace theorem). LetH be a real or complex Hilbert space, andF a
family of triangularizable Cp operators with p  1. Then,F is triangularizable if and only if
trace is permutable onFm for some integer m  p.
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Proof. As pointed out in [15], necessity is obvious in view of Lidskii’s theorem [1, Theorem
IX.9.19, p. 1104] and Ringrose’s theorem [17, Theorem 2]. To see sufficiency, note first that
by Lemma 14(c) in page 1098 of [1], Fm is a collection of trace class (i.e., C1) operators.
Using the permutability of trace and induction on k, it is not hard to show that tr(A1 · · ·An −
Aσ1 · · ·Aσn)k = 0 for all k ∈ N, A1, . . . , An ∈Fm, and all permutations σ on n letters. In other
words, A1 · · ·An − Aσ1 · · ·Aσn is quasinilpotent by Lemma 2.9(iv). This, in turn, again in light
of Lemma 2.9(iv), implies that the property of the permutability of trace on Fm is inherited
by quotients. Thus, in view of the triangularization lemma [16, Lemma 7.1.11], to show that
F is triangularizable, we only need to show that F is reducible. Let S denote the semigroup
generated by F. We need to show that S is reducible. This is easy if Sm = {0}. So suppose
Sm /= {0}. Then, in view of Lemma 1.1, it suffices to show that the nonzero semigroup idealSm is
reducible. If the underlying spaces is finite-dimensional, then we proceed by contradiction. Now,
since the underlying spaces is finite-dimensional and S is irreducible, it follows that Alg(S)
is a simple algebra [21, Lemma 2.1], and hence Alg(Sm) = Alg(S), implying that the trace
is permutable on S. Therefore, in this case, with no loss of generality, we may assume that
m = 1. From there, depending on whether or not S is commutative and using the hypothesis
that F consists of triangularizable operators and Theorem 2.13, respectively, we conclude that
S is reducible, a contradiction, finishing the proof. Next suppose that the underlying space is
infinite-dimensional. IfSm is commutative, in view of Lomonosov’s lemma [16, Lemma 7.3.1],
it is easily seen that Sm is reducible. So suppose that Sm is not commutative. Then, there are
A,B ∈Sm with AB − BA /= 0. On the other hand, by permutability of trace onFm, we have
tr((AB − BA)C) = 0 for all C ∈Sm. Therefore, Theorem 2.13 (with I =Sm) implies that
Sm is reducible, finishing the proof. 
As pointed out in [9], it is shown by König and others that on arbitrary Banach spaces
there exist ideals of compact operators (denoted by S1a(X) and 22(X), see [10]) on which
trace is well defined as the continuous linear extensions of the trace of finite-rank operators
and that Lidskii’s theorem holds on these ideals. In view of this, one can prove analogues of
Lemma 2.10, Corollary 2.12, Theorem 2.13, Corollary 2.15, and Corollary 2.16 in S1a(X) and
22(X), where X is an arbitrary Banach space. For the sake of brevity we omit the details of
proofs.
In finite dimensions, over general fields, Kaplansky showed that a semigroup of the form scalar
plus nilpotent is triangularizable (see [5, Theorem H, p. 137]). In infinite dimensions, over complex
Banach spaces, Nordgren–Radjavi–Rosenthal showed that a stronger result holds as follows (see
[16, Theorem 8.6.13] or [13]). Below we give a new proof of the stronger result which works
on both real and complex Hilbert spaces. It is worth mentioning that, as opposed to Corollary
2.12, the result below does not hold in finite dimensions (e.g., if n > 1, and F is a field such that
ch(F ) = 0 or ch(F ) is not a divisor of n, then every matrix in Mn(F) can be written as αI + N
where N is a matrix with tr(N) = 0).
Corollary 2.17. Let H be an infinite-dimensional real or complex Hilbert space. Then, every
semigroupS of operators of the form αI + N, where N is a trace class operator with tr(N) = 0
and with α ∈ F is triangularizable.
Proof. Since the underlying space is infinite-dimensional, a straightforward induction shows that
trace is zero on the semigroup generated by the N ’s described in the statement of the theorem.
Now, since trace is zero on the semigroup generated by the N ’s, it follows from Lemma 2.9(iv)
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that the algebra generated by the N ’s is a Volterra algebra and hence triangularizable. So is the
semigroupS, completing the proof. 
Here is the infinite-dimensional version of Theorem 2.13 for finite-rank operators acting on a
real or complex Banach space.
Theorem 2.18. LetX be a real or complex Banach space,S an irreducible semigroup of finite-
rank operators onX, andI a nonzero semigroup ideal ofS. Then, all the assertions of Theorem
2.13 hold.
Proof. The proof is almost identical to that of Theorem 2.13. 
We can now present the infinite-dimensional version of Radjavi’s trace theorem for collections
of triangularizable finite-rank operators acting on a real or complex Banach space.
Theorem 2.19. LetX be a real or complex Banach space. Then, a collectionF of triangulariz-
able finite-rank operators is triangularizable if and only if trace is permutable onFm for some
positive integer m.
Proof. In light of Theorem 2.18, the proof is similar to that of Corollary 2.16. 
Again having proved the infinite-dimensional version of Theorem 2.13 for collections of tri-
angularizable finite-rank operators, one can prove its consequences for collections of finite-rank
operators on every real or complex Banach space. In particular, Corollary 2.15 holds for collections
of triangularizable finite-rank operators acting on an arbitrary Banach space. It is worth noting
that Corollary 2.17 remains true for semigroups of the form αI + N , where N is a finite-rank
operator acting on an infinite-dimensional real or complex Banach space with tr(N) = 0 and
α ∈ F. Again for the sake of brevity we omit the details.
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