Noise helps drive fate decisions, and a mechanism rooted in alternative splicing allows cells to stop dithering and commit.
Diverse biological systems utilize fluctuations (''noise'') in gene expression to drive lineage-commitment decisions. However, once a commitment is made, noise becomes detrimental to reliable function, and the mechanisms enabling post-commitment noise suppression are unclear. Here, we find that architectural constraints on noise suppression are overcome to stabilize fate commitment. Using single-molecule and time-lapse imaging, we find that-after a noise-driven event-human immunodeficiency virus (HIV) strongly attenuates expression noise through a non-transcriptional negative-feedback circuit. Feedback is established through a serial cascade of post-transcriptional splicing, whereby proteins generated from spliced mRNAs autodeplete their own precursor unspliced mRNAs. Strikingly, this auto-depletion circuitry minimizes noise to stabilize HIV's commitment decision, and a noisesuppression molecule promotes stabilization. This feedback mechanism for noise suppression suggests a functional role for delayed splicing in other systems and may represent a generalizable architecture of diverse homeostatic signaling circuits.
INTRODUCTION
Stochastic fluctuations (noise) in gene expression-inescapable at the single-cell level-can be beneficial in certain contexts (Balá zsi et al., 2011; Symmons and Raj, 2016) by enhancing signaling and fitness in variable environments (Acar et al., 2008; Kellogg and Tay, 2015) but are also detrimental to reliable cellular function, consistent with the observation that noise is minimized by evolutionary selection (Metzger et al., 2015) . This tradeoff manifests during lineage-commitment decisions, where transcriptional noise promotes selection between alternate cell fates (Chang et al., 2008; Weinberger et al., 2005) but must subsequently be attenuated (Schmiedel et al., 2015) to enable reliable cell function and stability (Figure 1A ). The mechanisms enabling mammalian cells to transition from noise-enhancing to noise-suppressing states remain unclear.
An archetypal example of this tradeoff during a fate-commitment decision is found in the human immunodeficiency virus type 1 (HIV): the virus undergoes a noise-driven binary fate decision (Figure 1B) , leading to either an active replication program-producing viral progeny and cell death-or a long-lived quiescent state called proviral latency (Pai and Weinberger, 2017; Siliciano and Greene, 2011) . While T-cell activation strongly biases latency establishment and reversal, the phenotype is inherently probabilistic, and cellular activation is insufficient to deterministically regulate latency (Chavez et al., 2015; Ho et al., 2013) . This probabilistic nature of HIV latency appears largely driven by stochastic ''bursts'' in the activity of HIV's long terminal repeat (LTR) promoter (Singh et al., 2010) that are amplified by positive feedback from HIV's Tat protein and are sufficient to shift cells between active replication and latency . It is not known whether transcriptional fluctuations are subsequently attenuated after fate commitment.
The virus may encode components of a putative negativefeedback loop (Felber et al., 1990 ), but models of co-transcriptional alternative splicing in HIV (Fong and Zhou, 2001; Taube and Peterlin, 2013 ) appear inconsistent with a proposed negative-feedback mechanism, which requires a precursor-product relationship and post-transcriptional splicing (Figure 1C) . Specifically, HIV pre-mRNA is spliced into three classes of transcripts: a 9-kb unspliced (US) transcript, a 4-kb singly spliced (SS) class, and a 2-kb multiply spliced (MS) class. US and SS transcripts (encoding capsid, envelope, and genomic RNA) are initially retained in the nucleus of infected cells, but the MS transcripts, which encode the regulatory proteins Tat, Rev, and Nef, are efficiently exported. Nuclear export of the US and SS transcripts is facilitated by binding of Rev proteins to the Rev-Responsive Element (RRE) within the US and SS transcripts, which enables export through cellular chromosome region maintenance 1 (CRM1) (Malim et al., 1988; Ossareh-Nazari et al., 1997) . The essential consequence of the co-transcriptional model is that a transcript's splicing fate is sealed during transcriptional elongation, such that differentially spliced transcripts are uncoupled from each other and share no precursor-product relationship (Figure 1C, left) . Thus, upon Rev-mediated export of US RNA, the co-transcriptional splicing model precludes any effect on MS RNA (i.e., no negative feedback). Conversely, if HIV splicing occurs post-transcriptionally (Figure 1C, right) , it would establish a precursor-product relationship and enable negative feedback upon Rev-mediated export of US RNA (i.e., precursor auto-depletion). Such feedback could attenuate transcriptional noise and stabilize commitment to the active-replication state. Alternatively, direct Rev inhibition of splicing could generate negative feedback, but this does not appear to occur (Malim et al., 1989b ).
Here, we probe what mechanisms may attenuate noise after HIV fate selection to stabilize viral fate. We theoretically analyze noise properties of the proposed post-transcriptional precursor depletion feedback versus the common transcriptional autorepression mechanism. Surprisingly, we find that feedback via precursor auto-depletion can surpass limits on noise suppression that constrain transcriptional auto-repression. Using single-molecule mRNA imaging and time-lapse imaging, we find that HIV encodes an RNA precursor-depletion circuit that is mediated by post-transcriptional splicing. This auto-depletion feedback circuit substantially attenuates gene-expression noise to stabilize viral fate commitment. We propose that the noisesuppression properties of precursor auto-depletion represent a functional role for the widespread occurrence of post-transcriptionally spliced introns (Boutz et al., 2015; Mauger et al., 2016; Ninomiya et al., 2011) and for the feedback motif's presence in diverse alternative splicing pathways, such as nonsensemediated decay (Lareau et al., 2007) . (A) Regulatory circuits that amplify fluctuations in gene-expression (noise; e.g., as measured by s 2 /m 2 ) enable probabilistic fate selection but at the cost of reduced stability of the selected fate, whereas low-noise circuits are stable but have limited capacity for probabilistic fate selection (upper panel). The ideal scheme for enabling both probabilistic fate selection and stability (i.e., commitment) to the selected state is for a fate circuit to exhibit high noise during early times but subsequently attenuate noise once a fate has been selected (lower panel 
RESULTS
Architectural Constraints on Noise Suppression and the Associated Tradeoffs Can Be Overcome by RNA Precursor-Depletion Feedback To understand the constraints on transitioning from a noiseenhancing to a noise-suppressing regime, we theoretically analyzed the common negative-feedback noise-attenuation mechanism (Black, 1934) . The effects of feedback on geneexpression noise are typically analyzed by comparing the standard two-state ''random-telegraph'' model with and without feedback (Alon, 2007) . Using this approach, we compared the two-state model to models with generic transcriptional autorepression feedback or RNA precursor auto-depletion feedback (Figure 2A) . In these models, ON and OFF represent the active and repressed promoter states, respectively; R represents mRNA; P represents protein; and all parameters are ''lumped'' rate parameters representing promoter toggling between ON and OFF states (k on and k off ), transcription (a), translation (b), mRNA degradation (d), protein degradation (g), and feedback strength (ε). Feedback by transcriptional auto-repression is modeled by the protein interacting with the promoter to reduce transitioning from OFF to ON (Alon, 2007) , whereas feedback by precursor-depletion is modeled by introducing a pre state variable (representing a pre-mRNA that is spliced into R at rate q) that can be removed upon a second-order interaction with its protein product P. Numerical solutions (Gillespie, 1977 ) of these models show that, as expected, transcriptional auto-repression reduces mean protein levels (m) to half while avoiding the increases in noise (s 2 /m 2 ) that Poisson scaling necessarily generates (Figures 2B and S1A). However, for the same parameters and feedback strength, precursor auto-depletion reduces noise substantially more for the same reduction in mean (s 2 /m 2 = 0.06 for precursor auto-depletion versus s 2 /m 2 = 0.12 for transcriptional autorepression). The improved noise attenuation achieved by precursor auto-depletion is particularly interesting, given the added noise source introduced by adding the extra pre-mRNA pre species. Analytical results below explain this result. Moreover, in parameter regimes where auto-repression has the perverse effect of amplifying noise Hornung and Barkai, 2008) , precursor auto-depletion feedback avoids this noise-amplification issue ( Figure S1B ). Importantly, the observed noise suppression does not depend upon the specific molecular details of the model and the pre-mRNA species (pre) is dispensable-models that omit pre show somewhat improved noise attenuation (Figure S1C) , consistent with this intermediate state acting as an additional noise source.
We next examined generality using an analytical approach. Previous analyses examining the idealized case where noise is dominated by mRNA birth-death events (i.e., the minimal-noise Poissonian expression limit ½ o 2 = m) had predicted that reducing the relative proteolysis rate by post-transcriptional feedback could efficiently control noise (Swain, 2004) . However, such Poisson-regime analyses often break down when transcriptional bursting (i.e., promoter ON-OFF toggling) is the dominant noise source Hornung and Barkai, 2008) , and it was unclear if post-transcriptional feedback attenuates noise Outputs of Gillespie simulations for each model. Mean ± one standard deviation (shaded) shown for each model. Transcriptional auto-repression and precursor auto-depletion are matched in feedback strength (i.e., loop transmission) such that both generate an $2-fold reduction in mean expression compared to the two-state model and such that response-time (i.e., rise time) is approximately the same for both. Precursor-depletion feedback exhibits significantly less noise than transcriptional auto-repression for this parameter set. Inset: mean protein levels (m) and noise magnitude ðs 2 =m 2 Þ for each model.
(C) Analytical calculations of noise (Equations 1 and 2) show how precursor depletion (blue) surpasses the noise-suppression capabilities of transcriptional auto-repression (red). T is the same for both transcriptional autorepression and precursor auto-depletion and T = 0 for the two-state model with no feedback (black). Solid lines were calculated from Equations 1 and 2 in the form ðs 2 =m 2 Þ = ðb R b P =m,ð1 + jT j ÞÞ. The numerical simulation results from (B) are superimposed on the analytical results as colored circles and can be explained using Equations 1 and 2 (for detailed explanation see Methods S1). See also Figure S1 and Methods S1.
in the substantially noisier transcriptional-bursting regime. To analyze the transcriptional-bursting case (k off >> k on ), which generates super-Poissonian noise, we built off analyses of transcriptional bursting (Dar et al., 2015; Simpson et al., 2003) 
where f is the transcriptional burst frequency (1/k on +1/k off ) À1 , g is the protein degradation rate, and T is the modification due to netfeedback strength, which is the combination of positive and negative feedback (Simpson et al., 2003) .
As detailed in Methods S1, Equations 1 and 2 are derived assuming exponential protein decay, and Equation 2 strictly holds only for small deviations from steady state when k off >> k on (outside of this regime, Equation 2 is corrected by the multiplier b peff b reff =b r b p ). Nevertheless, Equations 1 and 2 identify general architectural constraints on noise suppression for the two-state, auto-repression, and auto-depletion models. For example, one constraint exposed by Equations 1 and 2 is the perverse effect on noise by auto-repression: when transcriptional auto-repression reduces m by decreasing f (the most common version of auto-repression), noise increases if T is not sufficiently strong. Moreover, in the linear feedback approximation (Simpson et al., 2003) , when transcriptional auto-repression decreases f to reduce the mean, T becomes larger and causes noise to remain constant (Figure 2C, red arrow ''i'' and Figure S1A) . However, if reducing the mean causes feedback to saturate (T / 0), noise increases (Figure 2C, red arrow ''ii, '' and Figure S1A) . This stasis and amplification of noise upon induction of transcriptional auto-repression have been experimentally noted in both prokaryotic (Dublanche et al., 2006) and eukaryotic circuits (Nevozhay et al., 2009) . In contrast, precursor auto-depletion acts on b P (and possibly b R ) without perturbing f and is thus predicted to break the inverse relation, attenuate noise substantially better for equivalent reductions in mean protein level, and avoid the perverse noise-amplification effect ( Figure 2C , blue arrow ''ii'' and Figure S1A ). Notably, autorepression facilitated through modulating a can also change b R and achieve noise reductions approaching auto-depletion but only when k off >>k on , whereas auto-depletion reduces noise irrespective of k off and k on values ( Figure S1D and Methods S1). Importantly, the analysis also explains how precursor auto-depletion surpasses these constraints on noise attenuation despite the added noise source from the pre species: the added noise from pre is high frequency and effectively filtered out at the protein level (Methods S1). Thus, the precursor auto-depletion motif effectively attenuates noise even in the presence of intermediate species that typically act as additional noise sources.
Intuitively, this enhanced noise minimization results because precursor auto-depletion acts on RNA, which can have a large number of molecules that can be reduced in an analog-like fashion (from x molecules to x -n molecules). In contrast, transcriptional auto-repression acts on a single-molecule DNA, which can only toggle between fully active (ON) and repressed (OFF). Thus, transcriptional auto-repression inevitably affects promoter toggling (the major driver of noise), but precursor auto-depletion does not. This analysis is general and holds beyond two-state models (Methods S1).
Post-Transcriptional Splicing Enables RNA PrecursorDepletion Feedback in HIV To test if HIV exploits these noise-attenuation properties, we used single-molecule mRNA florescence in situ hybridization (smFISH) ( Figure 3A and Table S1 ). First, to determine if splicing occurs post-transcriptionally, we performed a transcriptional pulse-chase experiment (Noble and Guthrie, 1996) at singlemolecule resolution. HIV transcription was activated by tumor necrosis factor alpha (TNF) for 14 min, after which the promoter was shut off using the transcriptional elongation inhibitor actinomycin D (ActD) in the chase phase ( Figure 3B ). smFISH quantification of mRNAs per cell (2,000 cells total, $100 cells per time point) shows that during the 14 min TNF pulse, US RNA substantially increases (whereas neither SS nor MS RNA increases); however, during the ActD chase, US RNA is depleted, whereas SS RNA peaks (increases then decreases), and MS RNA continually increases ( Figure 3C ). Since mRNA detection was limited to the nucleus and all mRNAs are detected via a probe at their 3 0 end ($10% of detected mRNAs lack the 3 0 probe), neither XRN1-mediated decay (cytoplasmic 5 0 to 3 0 degradation) nor exosome-mediated mRNA decay (nuclear 3 0 to 5 0 degradation) readily account for these results. Instead, the results are most consistent with SS and MS RNA being spliced post-transcriptionally from a US RNA precursor, since both species increase after transcriptional elongation is halted.
We also used a spatial version of smFISH (Waks et al., 2011 ) that quantifies the radial distance of individual mRNA molecules from the transcriptional center. If splicing were co-transcriptional and the results from the transcriptional pulse-chase assay were due to nuclear 5 0 to 3 0 mRNA degradation (e.g., by XRN2), SS and MS mRNAs would be expected to be maximal at the transcriptional center (TC). However, the data are inconsistent with these hypotheses and show that SS and MS mRNAs are maximal $1.5 and 3 mm from the TC, respectively, and only US mRNAs are observed at the TC ( Figures 3D, S2A , and S2B).
To further test whether transcription is dispensable for splicing, we also developed an assay, termed ''splicing after transfection of unspliced pre-mRNA into the nucleus'' (SATURN), in which synthetic, in-vitro-transcribed full-length HIV mRNA was transfected into cellular nuclei. This assay relies upon a reporter expressed only from a multiply-spliced transcript and tests whether it is possible for splicing to occur without in situ transcription within cells. Over half of transfected T cells exhibited MS reporter expression 4 hr after transfection of fulllength unspliced HIV mRNA ( Figures S2D-S2F ), demonstrating that HIV mRNA can be spliced post-transcriptionally within cells.
Finally, as would be predicted for negative feedback (Figure S3A) , the temporal kinetics of cytoplasmic MS RNA exhibit a stereotypical ''overshoot'' signature: when US RNA begins to increase substantially in the cytoplasm at $90 min after TNF activation, MS RNA begins to reciprocally decrease ( Figures  3E and S2C ), consistent with Rev-mediated export of an US RNA precursor of MS RNA.
RNA Precursor-Depletion Feedback Occurs in Individual Cells and Manifests in Protein Dynamics
To verify that the observed smFISH overshoot was not a population-level phenomenon brought on by differential responses in different cellular subpopulations (i.e., to verify that individual cells exhibit negative-feedback dynamics), we used live-cell time-lapse imaging. This approach had the added benefit of allowing quantification of protein expression kinetics, which drive HIV's fate decision.
We stably transduced cells with inducible HIV-reporter constructs for MS and US gene expression ( Figure 4A ). The MS reporter is based on a single-round (Denv) HIV (Jordan et al., 2003) modified to encode a short-lived green fluorescent protein (GFP) with a 2 hr half-life (d 2 GFP) within the HIV nef reading frame. Each transduced cell contains a single latent integration of HIV d 2 GFP that is inducible by TNF, and the Denv mutation ensures no subsequent transmission of the virus between cells after treatment with TNF. Longitudinal single-cell imaging over 25 hr after induction shows that virtually all cells ($86%) show the characteristic ''overshoot'' signature of negative feedback: GFP expression increases, reaching a maximum at 5-8 hr, followed by a decay in GFP intensity (Figures 4B and S3B and Video S1) . This maximum in GFP expression at 5-8 hr is predicted by the mRNA maximum at $60 min, given the rates of GFP proteolysis and fluorophore maturation ( Figure S3A ). To directly quantify feedback strength, we performed temporal auto-correlation function (ACF) analysis of the single-cell trajectories-a sensitive reporter of feedback strength Weinberger et al., 2008 )-that confirmed negative feedback during the overshoot (Figure S3C ) and showed that inhibiting HIV Rev-mediated nuclear export, via the CRM1 inhibitor Leptomycin B (Fukuda et al., 1997) or a Rev mutant that acts as a competitive inhibitor of nuclear export (Malim et al., 1989a) , diminished the negative feedback ( Figure S3C ). Similar overshoot trajectories were observed after direct infection of human-donor-derived primary CD4 + T cells ( Figure S3D ) and human donor-derived primary monocyte-derived macrophage cells ( Figure S3E ). Thus, precursor-depletion feedback appears to operate both during infection of primary cells and during latent reactivation.
To verify that the overshoot dynamics were not due to transcriptional silencing or nuclear-factor-kappa-B (NF-kB)-induced oscillatory dynamics (Hoffmann et al., 2002) , we performed three tests. First, we tested a pair of HIV-reporter constructs lacking Rev; both constructs generate monotonic increases in GFP, rather than overshoots, in cells activated by the NF-kB pathway ( Figures S4A-S4C ). Second, we tested whether re-stimulation of cells-with TNF during the overshoot or with the histone deacetylase inhibitor trichostatin A during the overshoot-would re-stimulate the HIV LTR and abrogate the overshoot, as transcriptional silencing predicts (Pearson et al., 2008) . No abrogation of the overshoot occurred upon re-stimulation (D) smFISH spatial distributions of HIV mRNAs within the nucleus. Radial-distance distributions for each RNA species from the TC in that cell shows that US RNA is maximal at the TC and decays with distance from the TC, whereas MS and SS RNAs are absent at TC and peak 1.5-3 mm from TC, respectively, corresponding to post-transcriptional splicing. Mean and standard deviation shown for four biological replicas. (E) Nuclear RNA kinetics after TNF activation as measured by smFISH. MS RNA exhibits a negative-feedback overshoot, but US RNA continually increases. (C-E) Each data point represents the mean mRNA count for $100 cells; error bars represent SEM. See also Figure S2 and Table S1 .
( Figure S4D ). Third, to confirm that the precursor-product relationship is responsible for the overshoot, we tested whether strengthening Rev export would enhance auto-depletion. Simulations predicted that increasing the nuclear-export rate of US RNA would enhance negative feedback, accelerating the response time and intensifying the overshoot (Figure S4E) , and based on previous results that additional nuclear-export elements can enhance HIV-1 export (Wodrich et al., 2000) , we encoded a second distal RRE in gag and found that this construct exhibited a faster ''50% response'' time during the overshoot decay ( Figure S4F ).
To determine if the overshoot was directly coupled to export of unspliced RNA precursors, we generated a two-color reporter system ( Figure 4A ) requiring Rev nuclear export (Wu et al., 2007a) . Analysis of individual cells (Figure 4C) shows that the GFP overshoot occurs concurrently with increasing expression from the US mCherry reporter (the reduced GFP overshoot relative to the one-color system is consistent with Rev having to export an extra species of US mCherry RNA). Plotting the relative slopes (i.e., net-expression rates) verifies that expression from US transcripts precisely coincides with the decay in expression from MS transcripts ( Figure 4D ).
Modeling Predicts that HIV Precursor-Depletion Feedback Requires Inefficient Post-Transcriptional Splicing
Next, we developed and tested a series of ordinary differential equation (ODE) models of HIV gene-regulation ( Figure 5A ), screened out models that failed to fit the time-lapse imaging data, and performed parameter sensitivity analysis. As expected from the smFISH analysis, nonlinear least-squares fitting showed that post-transcriptional splicing is sufficient to fit the single-cell time-lapse data (Figures 5B and S5A and Table S2 ). Parameter sensitivity analysis indicated that Hill coefficient (h) of Rev/RRE-dependent RNA nuclear export (i.e., self-cooperativity of Rev) was a critical parameter, with h R 3 required (Figure S5B) , in agreement with biochemical studies (Cook et al., 1991; Daly et al., 1993; Daugherty et al., 2010; Mann et al., 1994; Pond et al., 2009 ). The model was further verified by experimentally testing a counter-intuitive model prediction that overexpression of Rev (an obligate nuclear-export factor) would reduce the level of late transcripts and their gene products (Figures S5C and S5D) . This prediction arises because increased Rev exports late-gene products too quickly, precluding sufficient accumulation of Tat for positive feedback and accordingly leads to decreased levels of both MS and US gene products (e.g., p24 and Nef). As the model predicted, Rev overexpression-from an expression plasmid (Malim et al., 1988) in cells stably expressing the HIV provirus (Jordan et al., 2003) -led to decreased levels of both GFP and intracellular p24 at 24 hr, as measured in individual cells by flow cytometry ( Figures S5E and S5F ).
The most physiologically relevant insight from the model was that negative-feedback strength depended on the relative rates of protein-mediated depletion and splicing. This insight can be intuited from the minimal precursor auto-depletion model (Figure 2A) by noticing that negative feedback is only active when the depletion rate is substantially greater than the splicing rate. Numerical simulations predicted that enhancing the efficiency , GFP production rate is positive and increasing while mCherry production is near zero, consistent with Rev needing to accumulate and multimerize for its function (Malim and Cullen, 1991) ; (ii) as mCherry production increases (4-12 hr), GFP production begins to taper off, consistent with depletion of MS RNA; (iii) in the late phase (after 12 hr), the GFP production rate is negative only when the mCherry production rate is high. See also Figure S3 and S4 and Video S1.
of HIV splicing would diminish precursor auto-depletion, which could be observed by loss of the negative-feedback overshoot signature ( Figure 5C ).
Enhancing Splicing Abrogates Precursor-Depletion Feedback and Dramatically Amplifies HIV-Expression Noise Despite Increasing the Mean
To test the prediction that enhancing the efficiency of HIV splicing would diminish precursor auto-depletion, we focused on the HIV splice acceptor SA7, which is used by all three MS transcripts (Tat, Rev, and Nef) but lacks the canonical sequence elements required for efficient splicing (i.e., SA7 exhibits neither a consensus branch-point A nor a poly-pyrimidine tract) (DyhrMikkelsen and Kjems, 1995) . A series of SA7 HIV mutants was generated to enhance the poly-pyrimidine tract and create a consensus branch-point A sequence ( Figures 6A and S6A ). These optimized SA7 mutant viruses exhibit enhanced RNA splicing by qRT-PCR and flow cytometry ( Figure S6B and Table  S3 ) and increased GFP expression but lack the overshoot kinetics characteristic of negative feedback (Figure 6B ). The optimized SA7 mutants exhibit substantial decoupling of MS and US expression kinetics by two-color analysis, consistent with negative feedback being diminished in the mutants ( Figure 6C and Figure S6C) . Strikingly, the precursor auto-depletion circuit in the wild-type (WT) virus reduces mean expression and noise, whereas the optimized SA7 mutants exhibit a monotonic increase in noise (Figure 6D) , and despite final expression levels being increased for GFP, the optimized SA7 mutants show substantially amplified noise (Figure 6E ). This noise increase, although contrary to simple Poissonian models-in which noise decreases as the mean-expression level increases-is consistent with diminution of negative feedback, which suppresses both noise and mean- Table  S2 ). The post-transcriptional splicing model can recapitulate the experimental data, whereas the co-transcriptional splicing model cannot. (C) ODE model predictions for enhancement of HIV splicing. As the splicing rate increases, the overshoot from precursor auto-depletion feedback diminishes. See also Figure S5 , Table S2 , and Methods S1. expression level. The data indicate that inefficient splicing is an important molecular determinant of precursor auto-depletion and its resultant noise minimization.
Noise Suppression by PrecursorDepletion Feedback Stabilizes HIV's Active State
To test how noise attenuation from autodepletion feedback might affect fate commitment, we computationally analyzed the rate of transitioning between alternate states by developing a stochastic version of the HIV auto-depletion model (Methods S1). Monte-Carlo simulations showed that noise suppression by auto-depletion circuitry stabilizes the active transcriptional state, whereas removing auto-depletion feedback increases noise levels, resulting in increased transitioning from the active to a transcriptionally silent state (Figure 7A ) and accumulation of trajectories in the off state (Figure 7B) . Notably, when auto-depletion feedback is removed, decay into the off state is accelerated despite a 3-fold increase in expression level (including expression of the Tat transactivator from multiply spliced transcripts). This result is the opposite of the deterministic case (Figure S7A and S7B) , where increased expression levels would buffer against and decelerate decay into an off state. Thus, the model predicts that fluctuations, rather than mean levels, are the dominant factor driving decay to the silenced state.
We next compared stability of the active-replication state in WT HIV and the SA7 mutants by flow cytometry ( Figure 7C ). The SA7-enhanced splicing mutants exhibit dramatically reduced stability of the active-replication state showing accelerated decay to a transcriptionally latent state. While the distribution of A7-7 appears slightly more similar to WT and exhibits a third high-expression peak, this mutant's decay into the off state remains faster than A7-4 and A7-5 at 9 hr and faster than WT at 20 and 58 hr. Experiments below (Figure 7D, insets) show this more clearly. As mentioned above, destabilization of the active state cannot be explained by the deterministic model (Figure S7A and S7B) , since the deterministic model predicts that SA7 mutants, which have increased Tat (Figure S6B (B) Time-lapse microscopy of WT HIV d 2 GFP (n = 592) and three SA7 mutants (A7-4 n = 665, A7-5 n = 774, A7-7 n = 788) with enhanced splicing (populations are polyclonal for viral integration sites). Insets: mean trajectories normalized to max (to examine overshoot). (C) Decoupling between MS and US expression in the SA7 mutants. The two-color reporter assay shows that, in the SA7 mutants, US expression rate (i.e., mCherry slope) increases without the WT-like decrease in MS expression rate (i.e., d 2 GFP slope) and MS expression rate does not enter the negative (i.e., negative feedback) regime. Slopes are normalized to max for comparison purposes. Insets: mean intensity trajectories for GFP and mCherry.
(legend continued on next page)
establishment of latency appears to occur as an abrupt ''exchange of mass'' process between bimodal peaks-a hallmark of stochastic transitioning (Weinberger et al., 2005) -as opposed to gradual shifting of a single unimodal peak.
Based on these results, we hypothesized that attenuating transcriptional noise through orthogonal means would reduce decay into the transcriptionally latent state in the mutants. To test this, we used a published small-molecule transcriptional noise-suppressor of the HIV LTR, manidipine ; this molecule attenuates transcriptional fluctuations without significantly altering mean-expression levels of the HIV LTR. Flow-cytometry analysis of active-state stability after a pulse of TNF reactivation shows that, as predicted, chemical noise suppression slows the dynamics of transitioning to the transcriptionally latent state in the mutants and partially stabilizes the active See also Figure S6 and Table S3 . See also Figure S7 and Methods S1.
transcriptional state ( Figure 7D ). As predicted, due to the intact negative feedback in the WT, the noise suppressor molecule has minimal effects on stability of WT HIV ( Figure S7C )-intact auto-depletion feedback dominates to suppress noise in the WT and supersedes the effect from the noise-suppressor molecule.
DISCUSSION
HIV's precursor auto-depletion circuit appears to surpass the noise attenuation properties of transcriptional auto-repression circuits in herpesviruses (Teng et al., 2012) or synthetic transcriptional auto-repression circuits (Dublanche et al., 2006) . In HIV, precursor auto-depletion circuitry requires post-transcriptional splicing; co-transcriptional splicing could not generate Rev-mediated negative feedback, as it precludes a precursorproduct relationship. smFISH and time-lapse imaging data support post-transcriptional splicing and negative feedback, respectively. Notably, exotic mRNA-degradation mechanisms would be needed to explain the smFISH data in Figure 2 , particularly given the polyclonal nature of the HIV-1 integrations used for smFISH (each cell carries a single integration of HIV-1 at a unique pseudo-random position in the human genome such that each TC is at a different 3D position in the nucleus of each cell).
Interestingly, Equations 1 and 2 show that auto-repression through a (transcriptional elongation), can, in principle, approach auto-depletion's noise attenuation, though only in the transcriptional bursting parameter regime (k off >> k on ). One speculative mechanism to achieve such a feedback regulation could be through modulation of RNAPII ''backtracking'' (Churchman and Weissman, 2011), but such feedback regulation has not yet been reported. Further, elongation and splicing rates are linked for many genes such that artificially changing the elongation rate alters alternative splicing patterns (Kornblihtt, 2005) , so modulating a could alter splicing rates to either enforce or cancel auto-depletion.
Implications for Evolutionary Selection
The coupling of noise-amplifying (Tat positive-feedback) circuitry, followed downstream by strongly noise-suppressing (Rev auto-depletion) circuitry, appears to be expensive regulatory architecture but has the benefit of optimizing fitness for probabilistic bet-hedging strategies . Interestingly, the auto-depletion motif appears to be the equivalent of ''parametric control'' in electrical signal processing-in which additional parameters are embedded in a circuit to provide more layers of regulation-a concept also exploited by kinetic proofreading in biochemical networks (Hopfield, 1974) .
For HIV, it remains unclear whether this circuitry evolved specifically as an adaptation to suppress noise or is tied to the virus's need to retain full-length unspliced genomic RNA for packaging. However, inefficient splicing at SA7 would not be sufficient to retain full-length genomic RNA-all HIV splice sites would need to be less efficient than export to satisfy the feedback criterion. Either way, the elements of this circuitry appear conserved ( Figures S7D and S7E ) in lentiviruses, and its noise-buffering effects appear required to stabilize active replication. Interestingly, enhanced splicing in the A7-4 mutant did not substantially reduce the levels of intracellular p24 capsid protein ( Figure S6B ) or extracellular genomic RNA packaged in virions ( Figure S7F )-whereas it abrogated precursor autodepletion and destabilized HIV's active state-arguing that genomic RNA packaging and auto-depletion feedback can be uncoupled.
How Widespread Might Auto-Depletion Feedback Be?
The noise-buffering effects of auto-depletion circuitry may offer a new regulatory scheme adding to comprehensive analysis of dynamic RNA-regulatory strategies (Rabani et al., 2014) . While auto-depletion feedback requires that RNA splicing be post-transcriptional and relatively inefficient relative to RNA synthesis, HIV's post-transcriptional splicing rates-from 15-30 min after transcriptional activation ( Figure S2 )-appear to fall within reported regimes. Specifically, while slightly slower than some genes, whose splicing occurs within $8 min of 3 0 exon synthesis (Singh and Padgett, 2009), HIV-1 is not dissimilar to splicing rates at other NFkB-induced genes (Pandya-Jones et al., 2013) and is close to the genome-wide median of $14 min. Previous comparisons of transcriptional elongation rates and splicing times (Coulon et al., 2014 ) report 1.35-2.75 kb/min and 4-14.5 min, respectively, so HIV's transcriptional elongation rate of $1.8 kb/min (Boireau et al., 2007) and splicing time of $15 min ( Figures 2C and S2B ) fall within this range.
The noise-buffering effects of auto-depletion circuitry also suggest a functional basis for similar regulatory motifs in other systems that ''license'' splicing of precursors (Li et al., 2016) . For example, a central mechanism for the activation of alternative splicing is via serine-and arginine-rich (SR) proteins that regulate their homeostasis by splicing their pre-mRNAs to variants that are shunted to the nonsense-mediated decay (NMD) pathway (Lareau et al., 2007; Ninomiya et al., 2011) . Thus, generalized alternative splicing appears to be regulated by auto-depletion of SR RNAs and the auto-depletion motif's noise-buffering properties suggest a functional reason. Moreover, the ability of neurons to post-transcriptionally regulate splicing and nuclear export (Mauger et al., 2016) , the widespread occurrence of post-transcriptionally spliced introns (Boutz et al., 2015) , and the delayed splicing of introns in multiple systems (Hao and Baltimore, 2013; Pandya-Jones et al., 2013; Rabani et al., 2014) indicate that the criteria for auto-depletion circuitry may exist in diverse cellular subsystems.
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Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Leor S. Weinberger (leor.weinberger@gladstone.ucsf.edu). The dHIV-d2G construct ( Figure S4F ) is shared under an MTA, to be discussed in good faith with the recipient.
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Cloning Lentiviral vectors HIV-1 Denv-d2GFP A7-4, A7-5 and A7-7 were created by amplifying the backbone of WT HIV-1 Denv-d2GFP (Jordan et al., 2003) using primers and standard PCR techniques. G-blocks containing splice acceptor mutations A7-4, A7-5, and A7-7 were inserted into the backbone using the Gibson Annealing kit (New England Biolabs.) All vectors were verified by sequencing. G-Block sequences and primers used to amplify the viral vector backbone used for Gibson cloning of the mutants are listed in Table S3 . Lentiviral vector dHIV-BlaM was created by inserting the PCR amplified MluI/XhoI fragment of BlaM (Cavrois et al., 2002; Landowski et al., 2014; Zlokarnik et al., 1998) into the MluI/XhoI restriction-digested backbone of dHIV-d2G. The dHIV-BlaM MSD mutant (dHIV-dMSD-BlaM) was created using PCR site-directed mutagenesis. To obtain the DNA templates for in vitro transcription, XmaI site and T7 promoter sequence were inserted into the upstream of TSS in the 5 0 LTR, and XmaI site was inserted into the downstream of PolyA signal in the 3 0 LTR of dHIV-BlaM and dHIV-dMSD-BlaM to create the XmaI-dHIV-BlaM and XmaIdHIV-dMSDBlaM plasmids. For insertion of XmaI in the 5 0 LTR, the AgeI/SalI-XmaI-T7 fusion PCR fragment was amplified using primer sets of dHIV-AgeI F, dHIV-XmaIT7TSS R, dHIV-XmalIT7TSS F, and dHIV-SalI R, and then inserted into the AgeI/SalI restriction digested backbone of dHIV-BlaM or dHIV-dMSD-BlaM. To insert the XmaI restriction site into the 3 0 LTR, the XhoI/PacI-PolyAXmaI fragment was first amplified by fusion PCR with primer sets of dHIV-XhoI F, dHIV-PolyAXmaI R, dHIV-PolyAXmaI F, and dHIV-PacI R. The XhoI/PacI-PolyAXmaI fusion PCR fragment was later inserted into the XhoI/PacI restriction digested dHIV-BlaM or dHIV-dMSDBlaM (already XmaI/T7 modified). Primers used for cloning of dHIV-BlaM are listed in Table S3 .
Lentiviral vectors Ld2G, Ld2GT, dHIV-d2G and HIV-d2G were as described . To create the mCherry-RRE lentiviral vector, BamHI-IRES2 fragment was PCR amplified and fused to mCherry (Clonetech)-XbaI PCR fragment. The BamHI/XbaI IRES2-mCherry PCR fusion fragment was inserted into the BamHI/XbaI restriction digested backbone of pNL-GFP-RRE (Wu et al., 2007b) . Primers used for cloning of pNL-mCherry-RRE are listed in Table S3 .
Cell Culture and Cell Lines VSV-G pseudo-typed mCherry-RRE, Ld2G, Ld2GIT, HIVD-d2G, HIV-1Denv-d2G (WT and A7 mutants) and HIV-d2G lentiviruses were made and packaged in 293T cells (ATCC CRL-3216: human, female, embryonic kidney, epithelial, adherent, fetus, not authenticated) by transient transfection with pCMVDR8.91; after 24 hr, medium was replaced, and an additional 24 hr later, supernatants containing viral particles were harvested (Jordan et al., 2003; Weinberger et al., 2005) . The harvested supernatant containing the lentiviral vectors was cleared by low-speed centrifugation and filtered through 0.22-mm-pore-size cellulose acetate filters, yield was determined by flow cytometry analysis of infected Jurkat (ATCC TIB-152: human, male peripheral blood, T lymphocytes, lymphoblast, suspension, not authenticated) cells after TNFa incubation (Jordan et al., 2003; Weinberger et al., 2005) . Isoclonal and polyclonal Jurkat populations were developed by infecting cells with mCherry-RRE, Ld2G, Ld2GIT, dHIV-d2G, HIV-1Denv-d2G (WT and A7 mutants) or HIV-d2G lentivirus at a low MOI and performing single-cell and bulk sorting on a FACS Aria for a range of different GFP fluorescence regions (Jordan et al., 2003; Weinberger et al., 2005) . Jurkat cells were cultured in RPMI-1640 medium + L-glutamine, 10% FBS, and 1% PenStrep at 37 C, 5% CO 2 , in humidified conditions at between 2 3 10 5 to 2 3 10 6 cells/mL. To activate HIV-1 transduced Jurkat cells, 10 ng/mL TNF (Sigma, catalog # T0157) or 400 nM TSA (Sigma, catalog # T8552) was added into the culture. To inhibit the CRM1 nuclear export, 0.3 ng/mL Leptomycin B (Sigma, catalog # L2913) was added into TNF treated culture. Primary CD4+ T lymphocytes were isolated from peripheral blood by negative selection method. Cells were then activated from the resting state for 48 h with Dynabeads Human T-Activator conjugated with anti-CD3/CD28 antibodies from Invitrogen and infected with the constructs described above . For pharmacological noise-suppression experiments, the transcriptional noise-suppressor molecule, Manidipine (Microsource Discovery Systems, catalog # 01502388), which attenuates noise without altering the mean LTR expression level , was used. Cells were incubated at a final concentration of 10 mM Manidipine dissolved in culture media after TNF-a stimulation was halted by washing (the 10 mM final concentration of Manidipine was replaced daily by media exchange). Primary CD4+ T lymphocytes were cultured in RPMI 1640 + L-glutamine, 10% FBS, and 1% PenStrep at 37 C, 5% CO 2 , in humidified conditions at between 1 3 10 6 to 5 3 10 6 cells/mL. Positively selected CD14+CD4+ primary monocytes were isolated from buffy coats of healthy donors (Roan et al., 2009) , which were generously provided by Dr. Warner Greene. Primary monocytes were cultured at 5 3 10 5 cells/mL in DC medium (RPMI-1640 medium with 10% FBS, 1% PenStrep, 2 mM L-glutamine, and 1 mM sodium pyruvate) (Ramos et al., 2011) . To induce the differentiation, 1000 U/mL human GM-CSF (Peprotech) was added to CD14+CD4+ primary monocytes culture every 2 or 3 days after isolation (Ramos et al., 2011) . Fully differentiated primary monocyte-derived macrophages (primary MDMs) were used for imaging purpose at day 10 after isolation.
METHOD DETAILS Infection and imaging of cells for protein expression time-courses
Live-cell imaging of Jurkat cells was performed in humidified conditions at 37 C and 5% CO 2 for 12-24 h with a 40X (1.3 N.A.) oilimmersion objective on an Zeiss Observer Z1 microscope equipped with 488nm laser as described (Dar et al., 2012) . After isolation from peripheral blood, activation and infection (see above) primary CD4+ T lymphocytes were loaded into a microwell device and imaged. Infection and imaging of primary MDMs was performed by differentiating $200,000 primary monocytes (see above) in 8-well chambered cover-glass dish (Nunc Lab-Tek #155411). On day 10 post isolation, GM-CSF was washed off with cold DC medium. Cells were pre-chilled to 4 C, and a high titer (MOI > 10) of HIV-d2G lentivirus was added on ice for 30 min to synchronize infection. Infected primary MDMs were imaged in humidified conditions at 37 C and 5% CO 2 for 72$100 h with a 20X/0.8 APO air objective on a Zeiss Observer Z1 microscope. Jurkat and primary CD4+ T lymphocyte images were segmented as described using a custom MATLAB code (Dar et al., 2012; Razooky et al., 2012) . Single cell trajectories of infected primary MDMs were manually tracked and calculated using in-house MATLAB code (available upon request). The general trend lines were obtained by synchronizing the initial GFP rise of each single-cell trajectory in silico.
In vitro transcription for SATURN assay
The DNA template for in vitro transcription was obtained by gel purification of XmaI restriction digested XmaI-dHIV-BlaM and XmaIdHIV-dMSD-BlaM. mMESSAGE mMACHINE T7 ULTRA Kit (Life Technologies) was used to in vitro transcribe and poly-A tail the RNA. Approximate 0.3 mg of DNA template was used in each reaction, and cleaned up by turbo DNase, following the manufacturer's instructions. The RNA product was further purified with RNeasy Mini Kit (QIAGEN).
Transfection of RNA into the nucleus for SATURN assay Cell Line Nucleofector Kit R (Lonza) was used to transfect in vitro transcribed mRNA into the nucleus of naive Jurkat cells. For each nucleofection, 2 mg of each RNA or equivalent molar amounts, and 1.6 3 10 6 Jurkat cells were used. For the electroporation step in the nucleofection, pre-set program O-028 from the Nucleofector device was used. Control transfection efficiency was estimated by using 2 mg of pmaxGFP (Lonza) plasmid per nucleofection.
BlaM assay and flow cytometry analysis for SATURN assay LiveBLAzer FRET-B/G Loading Kit with CCF2-AM (#K1032, Life technologies) was used to detect b-lactamase positive (BlaM+) cells. Jurkat cells were harvested 2 hr after RNA nucleofection, by centrifuging at 800xg for 5 min, and washing once with CO 2 -independent media (#18045-088, Life Technologies). Because the fluorescent substrate CCF2-AM is light sensitive, all the following procedures were performed with limited exposure to light. The pellet was resuspended in CCF2-AM loading medium (1 mM CCF2-AM, 1 mg/mL pluornic-F127, 0.001% acetic acid in CO 2 -independent medium), followed by a 1-hour incubation on the bench top. Cells were spun down and the pellet was resuspended in the development medium (2.5 mM probenecid, 10% FBS in CO 2 -independent medium). The b-lactamase enzymatic reaction was performed by incubating the cells for 16 hr at room temperature. Cells were later washed once with PBS, and resuspended in fixation buffer (2% paraformaldehyde in PBS) at 4 C overnight. An LSRII cytometer (BD Biosciences) with 404-nm laser was used to detect the green-to-blue shift in emission fluorescence. The cytometry data were analyzed using FlowJo (https://www.flowjo.com/). qPCR analysis to determine cellular RNA levels of WT HIV versus A7 mutants Abundances of different RNA species in the HIV-1Denv-d2GFP A7 mutants were quantified and compared to RNA levels found in WT HIV-1Denv-d2GFP. Stable cell lines WT HIV-1Denv-d2GFP, HIV-1Denv-d2GFP A7-4, HIV-1Denv-d2GFP A7-5, HIV-1Denv-d2GFP A7-7 were activated with TNFa. After 4 hr, cells were collected and washed. Cellular RNA was extracted using the RNaesy kit (QIAGEN) and quantified using a Nanodrop (ThermoFisher). 1 mg of RNA from each cell line was reverse transcribed into cDNA, using the Quantitect Reverse Transcription kit (QIAGEN). cDNA content was analyzed using the Fast SYBR Green Master Mix (Applied Biosystems) in 384-well plate format in a 7900 HT Fast Real-Time PCR System (Applied Biosystems) using a standard protocol. Primers used for qPCR are listed in Table S3 .
Immunofluorescence analysis to determine protein levels of WT HIV versus A7 mutants To quantify HIV-1 protein expression levels for different RNA species in the HIV-1Denv-d2GFP A7 mutants as compared to RNA levels found in WT HIV-1Denv-d2GFP, direct immunofluorescence by flow cytometry was used. At 20 hr after TNF-alpha induction, cells were fixed with a final of 2% formaldehyde (Tousimis. cat#1008A) for 15 min at room temperature. Cells were then centrifuged and supernatant aspirated. Cells were permeabilized with 1:1 methanol:acetone and incubated on ice for 10 min. Cells were then washed with Stain Buffer (DPBS without calcium and magnesium, 2% FBS, 2 mM EDTA, 0.1% IGEPAL CA-630) with centrifugation and supernatant aspiration between washes. Cells were centrifuged and supernatant aspirated and resuspended in 50 mL of Stain Buffer and 1 mL of KC57-RD1 (Beckman Coulter. cat#6604667) and incubated at room temperature in the dark for 15 min. Cells were then washed with 1 mL of Flow Buffer (DPBS without calcium and magnesium, 2% FBS, 2 mM EDTA) and centrifuged and supernatant aspirated. Cells were then resuspended in 200 mL of Flow Buffer. Fluorescence was detected using a LRSII flow cytometer (BD Biosciences) excitation at 531 nm, filtered at 585/42 nm, and recorded at 568-590 nm.
smFISH Probe design Probes were developed using the designer tool from http://singlemoleculefish.com/. Three sets of probes were designed to detect regions the Pol/Vif splice junction (4548-5414 bp of pNL4-3), Env (7251-8251 bp of pNL4-3), and GFP (corresponding to Nef, 8799-8887 bp of pNL4-3) in HIV-d2G. Each set contained 27-30 probes, each probe was 18 nt long, using a masking level of 3-5, and at least 2 bp spacing between single probes (see probe sequence in Table S1 ). Probes were conjugated with Quasar 670 or TAMRA. Drug treatment and smFISH Jurkat cells stably transduced with a full-length HIV reporter provirus (Denv with d2GFP in nef reading frame) were washed with 10 mL of PBS solution and then immobilized on Cell-Tak coated eight-well chambered imaging dishes (Weinberger et al., 2008) . Cells were treated with 10 ng/ml TNF (Sigma, catalog # T0157) for time periods ranging for 7-140 min. For the transcriptional pulse-chase cells were subsequently treated with 6 mg/ml of actinomycin D (Sigma, catalog # A9415). Cells were then fixed with PBS in 3.4% paraformaldehyde for 10 min. Fixed cells were stored in 70% EtOH at 4 C for a minimum of 1 hr to permeabilize the cell membranes. Probes were diluted to a final concentration of 50 nM, in 1g /mL dextran sulfate (Sigma, catalog # 42867), 2xSSC and 10% formamide (ThermoFisher, catalog # AM9342) and allowed to hybridize at 37 C overnight. Wash steps and DAPI staining were performed as described (https://www.biosearchtech.com/support/education/stellaris-rna-fish). Imaging of smFISH Cells were imaged in a previously described buffer to minimize photo-bleaching (50% glycerol, 75 mg/mL glucose oxidase, 520 mg/mL catalase, and 0.5 mg/mL Trolox) (Waks et al., 2011) . Images were taken on a Nikon Ti-E microscope equipped with a W1 Spinning Disk unit, an Andor iXon Ultra DU888 1k x 1k EMCCD camera and a Plan Apo VC 100x/1.4 oil objective in the UCSF Nikon Imaging Center. Approximately 10 xy locations were randomly selected for each condition. For each xy location, Nyquist sampling was performed by taking $30, 0.4 mm steps along the z-plane. The exposure times for Quasar 670 (100% laser power), TAMRA (50% laser power), and DAPI (50% laser power) channels were 500 ms, 500 ms, and 50 ms for single mRNA analysis and 50 ms, 50 ms, and 50 ms for transcriptional center (TC) analysis. For each z-plane in a 3-D stack images for both single mRNA analysis and TC analysis were taken. Cells were segmented manually. DAPI image stacks were used for nuclear segmentation, spot/TC identification and counting was performed using in-house MATLAB programs (available upon request).
Probes for smFISH US probe sets: Detecting Pol-Vif region Unspliced target sequence: agatggccagtaaaaacagtacatacagacaatggcagcaatttcaccagtactacagttaaggccgcctgttggtgggcggggatcaa gcaggaatttggcattccctacaatccccaaagtcaaggagtaatagaatctatgaataaagaattaaagaaaattataggacaggtaagagatcaggctgaacatcttaagacag cagtacaaatggcagtattcatccacaattttaaaagaaaaggggggattggggggtacagtgcaggggaaagaatagtagacataatagcaacagacatacaaactaaagaa ttacaaaaacaaattacaaaaattcaaaattttcgggtttattacagggacagcagagatccagtttggaaaggaccagcaaagctcctctggaaaggtgaaggggcagtagtaa tacaagataatagtgacataaaagtagtgccaagaagaaaagcaaagatcatcagggattatggaaaacagatggcaggtgatgattgtgtggcaagtagacaggatgaggatt aacacatggaaaagattagtaaaacaccatatgtatatttcaaggaaagctaaggactggttttatagacatcactatgaaagtactaatccaaaaataagttcagaagtacacatcc cactaggggatgctaaattagtaataacaacatattggggtctgcatacaggagaaagagactggcatttgggtcagggagtctccatagaatggaggaaaaagagatatctgct ataagaaataccatat Probe sequence: One version of this US probe set is conjugated to TAMRA, and the other is conjugated to Quasar 670. The US-TAMRA probe set is used with SS-Quasar 670, and the US-Quasar 670 probe set is used with MS-TAMRA. For sequences, see Table S1 . SS probe set: Detecting Env region Singly-spliced target sequence: ctagcaaattaagagaacaatttggaaataataaaacaataatctttaagcaatcctcaggaggggacccagaaattgtaacgcac agttttaattgtggaggggaatttttctactgtaattcaacacaactgtttaatagtacttggtttaatagtacttggagtactgaagggtcaaataacactgaaggaagtgacacaatca cactcccatgcagaataaaacaatttataaacatgtggcaggaagtaggaaaagcaatgtatgcccctcccatcagtggacaaattagatgttcatcaaatattactgggctgctat taacaagagatggtggtaataacaacaatgggtccgagatcttcagacctggaggaggcgatatgagggacaattggagaagtgaattatataaatataaagtagtaaaaattgaa ccattaggagtagcacccaccaaggcaaagagaagagtggtgcagagagaaaaaagagcagtgggaataggagctttgttccttgggttcttgggagcagcaggaagcacta tgggcgcacggtcaatgacgctgacggtacaggccagacaattattgtctgatatagtgcagcagcagaacaatttgctgagggctattgaggcgcaacagcatctgttgcaact cacagtctggggcatcaaacagctccaggcaagaatcctggctgtggaaagatacctaaaggatcaacagctcctggggatttggggttgctctggaaaactcatttgcaccact gctgtgccttggaatgctagttggagtaataaatctctggaacagatttggaataacatgacctggatggagtgggacagagaaattaacaattacacaagcttaatacactcctta attgaagaatcgcaaaaccagcaagaaaagaatgaacaagaattattggaattagataaatgggcaagtttgtggaattggtttaacataacaaattggct Probe sequences: Probes are all conjugated to Quasar 670. For sequences, see Table S1 MS probe set: Detecting d2GFP (replacing Nef reading frame) Multiply-spliced target sequence: atggtgagcaagggcgaggagctgttcaccggggtggtgcccatcctggtcgagctggacggcgacgtaaacggccacaagtt cagcgtgtccggcgagggcgagggcgatgccacctacggcaagctgaccctgaagttcatctgcaccaccggcaagctgcccgtgccctggcccaccctcgtgaccaccct gacctacggcgtgcagtgcttcagccgctaccccgaccacatgaagcagcacgacttcttcaagtccgccatgcccgaaggctacgtccaggagcgcaccatcttcttcaagg acgacggcaactacaagacccgcgccgaggtgaagttcgagggcgacaccctggtgaaccgcatcgagctgaagggcatcgacttcaaggaggacggcaacatcctgggg cacaagctggagtacaactacaacagccacaacgtctatatcatggccgacaagcagaagaacggcatcaaggtgaacttcaagatccgccacaacatcgaggacggcagc gtgcagctcgccgaccactaccagcagaacacccccatcggcgacggccccgtgctgctgcccgacaaccactacctgagcacccagtccgccctgagcaaagaccccaa cgagaagcgcgatcacatggtcctgctggagttcgtgaccgccgccgggatcactctcggcatggacgagctgtacaagaagcttagccatggcttcccgccggaggtggagg agcaggatgatggcacgctgcccatgtcttgtgcccaggagagcgggatggaccgtcaccctgcagcctgtgcttctgctaggatcaatgtgtag Probe sequences: Probes are all conjugated to TAMRA. For sequences, see Table S1 .
Image Processing and Data Analysis of smFISH images Cellular and nuclear segmentation
The cellular masks for each xy location were manually created in ImageJ using a 2D projection of the image stacks from the TAMRA channel, only cells with diameters between approximately 9 and 15 mm were analyzed (area z4000-11000 pixels). Individual cell boundaries, the numbers of spots and transcription centers (TCs) for each single cell, and the x-y-z location of spots and TCs were manually selected and segmented using in-house MATLAB programs (available upon request). The center position of TCs were determined at the pixel position where the intensity of the US probe was greatest.
In-house MATLAB programs (available upon request) were used to determine the boundary between the nucleus and cytoplasm of individual cells per z slice, using the DAPI images. Spot classification and quality controls Using naive cells, a threshold was determined above which pixels were considered as possible spots. A possible spot which fell within the same xy position in consecutive z slices was counted a single possible spot. A Gaussian filter was used to reduce the amount of local maxima caused by pixel to pixel noise. Then for each z slice, local maxima which were brighter than the threshold were determined. Each local maximum was considered as one mRNA molecule. If the local maximum from one spot fell within the area of a spot from a different channel, they would be considered co-localized. By comparing the number of co-localized spots with the number of spots from the US channel only, the number of false positives was gauged to be less than 10%. The distance between each spot and TC was described by the 3D Euclidian distance from the respective local maxima. Transcriptional Center Analysis Unspliced and spliced (either SS or MS) mRNA at the TC was determined using the US and MS probe sets. The unspliced mRNA was quantified by dividing the individual TC intensity by the median spot intensity and multiplying the outcome by the respective TC's size divided by the median spot size.
Though the full-length US transcript is $9 kb long, the US probes start binding approximately 4 kb into the transcript. Thus, it takes roughly 2 min for the remaining (5 kb) transcript to be transcribed (assuming a transcription rate of 2.6 kb/min) (Coulon et al., 2014) . Fully transcribed transcripts will reside at the TC for approximately 116 s (Coulon et al., 2014) . Therefore, half of the mRNA at the TC would be tethered to the DNA, and the other half of the mRNA would be residing. The MS signal is expected to be equal to the US signal for the mRNA that is residing at the TC. The MS probe set is toward the end of the gene, so for every US mRNA tethered to the DNA 0.08 MS signals are expected (Bahar Halpern and Itzkovitz, 2016) . This is calculated from the ratio of ½ MS target sequence to the full-length US transcript (422.5/5103). The expected MS signal can therefore be calculated as follows:
MS expected = 0:5,ðUS mRNAÞ + 0:5,ð0:08,US mRNAÞ and, the Spliced mRNA at each TC is:
where MS signal is the raw mRNA count, calculated by dividing the individual TC intensity from the MS channel, by the median spot intensity and multiplying the outcome by the respective TC's size divided by the median spot size.
Mathematical Modeling Methods; See also Methods S1 We developed ordinary differential equation (ODE) models and simulated them using Berkeley Madonna and MATLAB. General trend lines obtained from microscopic experiments were fit in Berkeley Madonna. Sensitivity analysis and parameter plots for the ODE model were performed in MATLAB or Berkeley Madonna. For stochastic simulations, chemical reaction schemes were coded in programming language C using the Gillespie algorithm (Gillespie, 2007; Gillespie et al., 2013) . The simulation results were analyzed using MATLAB or Mathematica.
QUANTIFICATION AND STATISTICAL ANALYSIS
The number of cells analyzed for each experiment (n), definition of center, and dispersion and precision measures can be found in the respective figure legends. reporter (dHIV-d2G) after serial induction with TNF. 12 hr after first induction (i.e., after GFP expression has peaked), a second TNF (or TSA) stimulation was added to the culture, and the GFP expression was quantified by flow cytometry. The results show that the second reactivation with TNF or TSA (black or gray bars, respectively) does not rescue the decaying GFP level (compare to white bars), indicating that the turnover of GFP is not due to the silencing of LTR promoter.
Supplemental Figures
(E) ODE model predictions for enhancement of Rev-dependent export (k r ). As the export rate increases, the overshoot from precursor auto-depletion feedback increases as exhibited by the accelerated response time (a measure of feedback strength) during the post-peak decay phase. (F) Single-cell time-lapse imaging of GFP expression in Jurkat cells stably transduced with the HIV spliced (MS) reporter dHIV-d2G (n = 97), which encodes the WT RRE within env as well as a second distal RRE within the Dgag/RRE. The overshoot is enhanced and the post-peak response time is accelerated (50% response time of decay is accelerated by 5 hr, compared to Figure 4B ). This construct indicates that a Tat/Rev/Env cassette is sufficient to generate the same overshoot dynamics as the full-length construct, compared to the Ld2G and Ld2GT constructs. (Error bars represent ± standard error.) A) Nonlinear least-squares fitting of ODE models to single-cell imaging data. Only the post-transcriptional splicing/Rev negative feedback model provides a good fit. Although the ''mixed'' model does not fit the data as well as the post-transcriptional model, it is still capable of generating an overshoot trajectory, indicating that post-transcriptional splicing is essential to generate negative feedback and the feedback is robust to potential RNA ''leakage'' into the system from cotranscriptional splicing. Inset: nonlinear least-squares fitting of GFP signal from single-cell time-lapse imaging data to the ODE model for post-transcriptional splicing when active Tat positive feedback is included (i.e., Tat feedback does not ''saturate''). (B) Hill coefficient (h) of Rev/RRE nuclear export should be larger than 3 to fit HIV single-cell time-lapse imaging data. When the h is lower than 3, the R-squared value of post-transcriptional model fitting is less than 0.9. When the h is large (e.g., 12), other parameters can be made to fit the reference/physiologically reasonable range. (C and D) The post-transcriptional (Rev negative feedback) model predicts how the dynamics of HIV gene expression respond to exogenous Rev overexpression. Surprisingly, expression of US (C) and MS (D) gene products decrease upon Rev overexpression. This prediction contradicts the common conclusion that Rev upregulates the expression of US RNA. (E and F) Overexpression of Rev decreases the level of p24 expression in full-length HIV-1 (E) Jurkat cells latently infected with HIV-d 2 G were transfected with pcRev plasmid DNA. At 24 hr after transfection, TNF-a was added to activate viral replication. GFP and p24 levels were measured 24 hr after TNF-a treatment, using immunostaining and flow cytometry. The levels were normalized to the background fluorescence of naive Jurkat cells. As Rev overexpression was increased, GFP levels decreased. (F) The intracellular p24 level also decreased as Rev levels were increased. 
