Abstract-The modern instruction system based on Wechat is widely used to help improving the course instructing efficiency. By using the interact characters of this education system, students can finish their course by themselves. However, how to estimate the course efficiency become more difficult. The clustering analysis is one efficient method to tackle this difficulty. In this paper, the design of the instruction system based on wechat is discussed simply firstly, and then the increment of the description length is proposed to instead the relative entropy as the similarity measure between two probability distributions. Its features are also discussed in detail. As the improvement, the increment of description length satisfies the symmetrical feature. On the basis of this similarity measure, K-means algorithm is employed to analysis the corresponding data from our wechat platform and to influence the corresponding course efficiency estimation. The experiment results indicate that the proposed similarity measure can lead to better clustering results than some other previous similarity measure.
INTRODUCTION
In recent years, the modern technologies, such as wechat, are influencing the high education. Some new instruction systems based on these technologies are present rapidly. These systems indeed improve the instruction efficiency for students. However, it becomes difficult to judge the exact efficiency of the corresponding course. Especially the course establishment efficiency. The clustering analysis is one of efficient methods to tackle this difficulty. The easiest clustering method is K-means, which relies on the distance measure (similarity meas ure). In this case, the chosen of the similarity measure will influence the corresponding estimation results directly. Meanwhile, in the course efficiency analysis, the probability distributions which are estimated fro m the corresponding count vectors are widely used. It implies that the similarity measure should be suit for the distribution analysis.
A lot of researcher gave the conclusion that the analysis of the probability distribution is significant to the data analysis. As one of traditional pattern recognition algorithms, clustering operation can reduce the complexity of analysis by reduce the scale of data set or reduce the feature patterns. However, it is different fro m data clustering, the merging operation for probability distributions is similar to vector clustering, which implies that the traditional similarity measure, such as Euclidean Distance, is not suitable for vector clustering. Actually, the relative entropy between two probability distributions can be used to measure the similarity between these two distributions. But the relative entropy is asymmetric, wh ich does not satisfy the law that one similarity measure should hold. In practice, the similarity among probability distributions should be relative to their estimation process, i.e, these probability distributions are not known in advance, they need to be estimated by using corresponding count vectors. This estimation process actually influence the similarity between each two of these distributions. In [1, 2] , Rissanen proposed a new parameter named description length to describe the complexity of the estimation process. In [3] [4] [5] [6] , the description length were used to help the intelligence algorithms to achieve optimal context quantization. However, there are two problem in using the description length as the similarity measure. One is that the description length is not a similarity measure, another is that the description length should be calculated with higher computing complexity. In [ 7] , the rapid calculation algorithm for the description length is proposed. On the basis of this approximation, the calculation of description length can be accelerated. However, it is also not suit for the similarity measure, which reasons to that the description length is just related to only one count vector. In order to tackle this problem, in this paper, we give a novel similarity measure, the increment of description length. It comes from the theory of description International Conference on Logistics Engineering, Management and Computer Science (LEMCS 2015) length, but more efficient than those previous similarity measure. Its details will be discussed in section 2.
On the other hand, the data analysis is widely used to evaluate the efficiency of education. In [8] , the educational data min ing is discussed. In [9, 10] , some pattern recognition algorithms are suggested to mine education data to guild the course establishment. In this paper, we try to use clustering algorithm to analysis the police training data and to influence the corresponding course establishment with the help of our similarity measure proposed. The K-means algorithm is employed to implement our application. The details of our algorithm will be given in section 3.
II. THE INCREMENT OF T HE DESCRIPT ION LENGT H
The probability distribution is constructed to describe the statistic feature of the observing data. Based on this observation, the prediction of the future event is made up. The clustering operation is suggested to reduce the scale of the prediction space. Namely, the number of possible distributions which are used to describe the feature of one event are tailored by clustering. In this case, the data fusion process will come fro m less distributions with reasonable computing complexity. However, to achieve this objective, the clustering operation should be executed firstly.
For probability distribution clustering, the first problem needed to be considered is the similarity measure. In predecessors' works, the relative entropy (K-L distance) between two probability distributions is used to describe the distance between these two distributions and this "distance " is considered as their similarity measure. However, the relative entropy is asymmetric, i.e., it does not satisfy the properties which one distance measure should hold. When this similarity measure is used as the criterion in probability distribution clustering, the results may be different when the clustering operation go from different sides (fro m distributions A to B, or fro m distributions B to A). In order to tackle this problem, in this paper, we give a novel similarity measure between two distributions to obtain the reasonable clustering results.
In practice, especially in probability distribution clustering for big data, each probability distribution is estimated by using its corresponding count vector. It means that the counting number of the observing data is used to calculate the probability with the help of the classical probability model. Considering two count vectors on 3-ary case, they are described by (1). . Fro m (4), it is obvious that the description length is related to the number of training data with different values. Meanwhile, it is also related to the representation (5). V training data and each probability in this distribution can be calculated by
. Then the relative entropy between probability distribution with count vector 1 CV and the uniform distribution can be described as:
Where  denotes a constant value and  comes form the representation (5). Therefore, the relative entropy is correlated to the representation (5). Meanwhile, in count vector 1 CV , if the number of data with value 0 is close to the total number of training data which this count vector obtains, the value of the representation (5) will be near to value 0. It implies that the probability distribution perform more amazing, the value of the representation (5) will become smaller. On the basis of this discussion, the representation (5) in our work is referred to as the amazing measure.
On the other hand, Let L denote the description length when 
 is equivalent to the weighting of two relative entropy. It imp lies that the increment of the description length can be considered as the similarity measure between two count vectors. Meanwhile, the probability distribution is obtained by using its corresponding count vector, therefore, the increment of the description length can also be considered as the similarity me asure between two probability distributions.
Fro m (3), some properties of L  can be obtained as follows:
 is symmetric. This property is one necessary condition for the similarity measure, wh ich concur the flaw of the relative entropy.
(ii) L  contains the informat ion about the similarity measure which was described as the relative entropy. Although triangle inequities are not satisfied by L  . When the similarity measure is given, some clustering algorith ms can be emp loyed to implement the merg ing operation for big data analysis. In this paper, the simplest clustering algorith m, K-means, is used to help the clustering. The steps of the proposed algorithm is listed as follows:
Step 1: Constructing some count vectors for estimating their corresponding probability distributions.
Step 2: Using training data to fill these count vectors.
Step 3: Giving the number of centers and K-means is executed. For the calculation of the distance, the increment of the description length is used to testify the similarity between two count vectors instead of the relative entropy.
Step 4: After iterations, the clustering results are obtained.
Based on this strategy, the optimized similarity measure can be used for clustering.
III. THE DESIGN OF T HE INST RUCT ION SYST EM BASED
ON WECHAT In this section, the design and the implementation of the education system based on Wechat is discussed simply. In order to utilize the interact features which those modern technologies can provide, the traditional education pattern is transplanted into those platform. In this paper, we give a simple design for the course "student though education". The files structure of our system is listed in Fig. 1 . After implementing, the application can be executed on the platform Wechat. The application is illustrated in Fig. 2 .
Then in order to estimate the course efficiency, the result vector should be constructed firstly. There are four types results emergency (E), needed (N), Normal (O) and no need (NO), which forms the corresponding count vector shown in Table 1 .
(a) (b) Figure 2 . T he application of our instruction system based on Wechat This is the Table 1:   TABLE I.  T HE FORMAT OF THE INVESTIGATING TABLE (NUMBER  OF P In practice, a large size of investigation data consists of the training data. Each this count vector is corresponding to the result from one student. When results from many students are obtained, the clustering algorithm can be executed..
IV. EXPERIMENTS AND RESULTS
30 count vectors are used as the test data. Firstly, in experiment 1, we testify the efficiency of the increment of description length. It easy to understand that if the clustering results are reasonable, the total description length of these count vectors should be shorter. For comparison, the description length based on the relative entropy is also listed in Table 2 . Fro m Table 2 , it is easy to find that the similarity measure proposed is better than relative entropy since the description length is shorter based on our proposed measure. In experiment 2, the proposed clustering algorithm is used to establish the police training course ("Information security " ) for different areas. There are 4 levels to describe the request of one course, therefore, the number of class is set to 4. 30 count vectors are joined in clustering. In Table 3 , the number of areas which are located into their corresponding centers respectively are listed.
Fro m Table 3 , with the help of our clustering algorithm, the establishment of training courses can be guild with a reasonable distribution. Meanwhile, based on the similarity measure proposed, the clustering algorithm can be used to help the implementation of our applications.
V. CONCLUSIONS The increment of description length is suggested as the similarity measure between two count vectors which are corresponding to their probability distributions. On the basis of discussion and experiment results. This measure can be employed to help the imp lementation of course efficiency analysis and the reasonable results can be achieved by using proposed algorithm.
