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Abstract
A finite-dimensional unital and associative algebra over R, or what we shall call simply “an
algebra” in this paper for short, generalities the construction by which we derive the complex
numbers by “adjoining an element i” to R and imposing the relation i2 = −1. In this paper,
we examine some of the elementary algebraic properties of such algebras, how they break-down
when compared to standard grade-school algebra, and discuss how such properties are relevant
to other areas of our research regarding algebras, such as the A-calculus and the theory of
A-ODEs.
1 Preface
Ever since Gerolamo Cardano stumbled upon the idea of the complex numbers in the 16th century,
mathematicians have been thinking about alternate systems of numbers which generalize the reals. In
this paper, we look at different methods of constructing such number systems, which are technically
known as “finite-dimensional unital associative algebras”, but in this paper we will simply refer to
as “algebras”. (Not to be confused with the subject matter of “algebra”, which is the sense the word
is first used in the title of this paper.)
Of course, since the field (pun intended) of ring theory is already well-developed in modern
mathematics, one might wonder what new might come of a paper such as this one. And the answer
is: perhaps not much, at least in terms of technical results. The novelty of this paper is that it
gives a more hands-on, elementary approach (when possible) to the study of such algebraic systems,
more akin to what is called “Algebra I & II” in the United States, except in the context of algebras.
In other words: how do the basics of algebra (i.e. divisibility, factorization theory) hold up in a
more general context; that of finite-dimensional associative unital algebras (i.e. “algebras”)? Hence,
“Doing Algebra over an Associative Algebra”. Of course, if one delves too deeply into these questions,
one quickly finds themselves back in modern algebra, so we merely scratch the surface here.
Thus, the main focus of this paper will be to attempt to inculcate an elementary understanding of
how the principles of “usual grade-school algebra” break down in the presence of new features, such
as zero-divisors, and especially nilpotent elements, and how, without using (too much) high-powered
abstract theorems from modern algebra, one might understand and characterize this break-down.
We will more-or-less assume some familiarity in this paper of modern algebra. In particular,
of polynomial rings and quotients. However, large swaths of this paper should be intelligible to a
motivated high school student, so long as they gloss over some of the proofs. Our main audience,
is thus undergraduates interested in research opportunities related to this work. Large parts of this
paper, in fact, were written while the author was an undergraduate, under the supervision of Dr.
James Cook at Liberty University.
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In some sense then, this paper is home to some of the miscellaneous results that we discovered
during our summer research session, which were eventually found to be not directly relevant to the
other papers we were writing at the time, but are nevertheless important to the general context of
our research project, which involves seeing how much of the typical undergraduate calculus sequence
(Calculus I, Calculus II, Differential Equations, etc...) can be developed over an algebra. Thus
setting the context of why one would write such a paper in the first place, which is taking our
original research program1 backwards a step from calculus to algebra, in the hopes of gaining a
broader insight into our work.
2 Introduction
Algebras are an interesting structure to study for undergraduates because they build on the already
familiar structure of a real vector space:
Definition 2.1. An algebra A is a finite dimensional real vector space together with a bilinear
multiplication operation ⋆ : A×A → A satisfying the following properties:
1. v ⋆ (w ⋆ z) = (v ⋆ w) ⋆ z for all v, w, z ∈ A
2. There exists an element 1 ∈ A such that 1 ⋆ z = z ⋆ 1 = z for all z ∈ A.
Making use of this vector space structure, many algebraic results may be derived from taking
advantage of this structure, in particular, from the fact that every finite dimensional vector space
has a basis. In particular, the following result is useful:
Proposition 2.2. Given an algebra A with basis β = {v1, . . . , vn} and a linear map φ : A → B
between two algebras, if φ(vi ⋆ vj) = φ(vi) ⋆ φ(vj) for all basis elements vi, vj and φ(1) = 1, then
φ(v ⋆ w) = φ(v) ⋆ φ(w) for all v, w ∈ A.
Stated in more abstract terms, the fact that our algebras are finite dimensional may be charac-
terized by the following algebraic conditions:
Proposition 2.3. Let A be a commutative algebra, then A is a Noetherian and Artinian ring, In
particular, this implies that every ideal I of A is finitely generated.
Although, as mentioned, many algebraic results follow simply from exploiting the vector space
structure of an algebra, this proposition will be important when connecting our work to the more
general algebraic context of ring theory.
Beyond conceptual familiarity, however, the vector space view of algebras gives us another im-
portant tool: matrix representations.
Definition 2.4. Given an algebra A with basis β = {v1, . . . , vn}, and a fixed element α ∈ A, notice
that the map Lα(z) = α ⋆ z is a linear transformation from A to itself. We claim that under the
standard addition and scalar multiplication of linear maps, treating composition of linear maps as
multiplication that the collection of these linear maps forms an algebra isomorphic to A.
In particular, if we consider the standard matrices of these linear transformations with respect
to the basis beta, defining Mβ(α) = [Lα]β , then these too form an algebra isomorphic to A, which
we call the regular representation of the algebra with respect to the basis β, and denote by Mβ(A).
Furthermore, Mβ : A →Mβ(A) gives an isomorphism between these algebras.2
1For a general introduction to our research program, see Cook [4].
2For a full presentation of this, and proof of the theorems we implicitly use in this definition, see [4].
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Below we give an example of how to calculate Mβ(z) for an arbitrary element z ∈ A.
Example 2.5. Let β = {1, i} and let x = x+ iy be an arbitrary element of C. Applying the same
method as we did in the preceding example, we find (x+ iy) ⋆ 1 = x+ iy and (x+ iy) ⋆ i = −y+ ix.
Hence:
Mβ(z) =
[
x −y
y x
]
Matrix representations were used, for instance, in [4], in order to define the notion of an A-
derivative, as well as in [6] in order to prove the k-Pythagorean theorem, a generalization of the
usual identity sin2(z) + cos2(z) = 1.
3 Algebras and Algebra Presentations
Another convenient way to describe a finite dimensional, commutative, and unital algebra is as the
quotient of some real polynomial ring by an ideal. If we have such an algebra A isomorphic to
P = R[x1, . . . , xk]/I for some k ∈ N and I an ideal of R[x1, . . . , xk] we say that P is a presentation
of the algebra A. While this moves us somewhat further away from the more familiar context of
finite dimensional vector spaces, it gives us an intuitive view of algebras in terms of generators and
relations which will connect our program with our original motivations (generalizing the construction
by which C is constructed from R by “adjoining i” and imposing the relation i2 = −1).
Definition 3.1 (Standard presentations of typical algebras).
1. The n-hyperbolic numbers: Hn := R[j]/〈jn − 1〉
2. The n-complicated numbers: Cn := R[i]/〈in + 1〉
3. The n-nil numbers: Γn := R[ǫ]/〈ǫn〉
4. The total n-nil numbers: Ξn := R[ǫ1, . . . , ǫn]/〈ǫiǫj|i, j ∈ {1, 2, . . . , n}〉
For example, C2 is just the usual complex numbers, denoted simply C, and H2 is just the
hyperbolic numbers, denoted simply H. Similarly, we take the convention that Γ by itself denotes
Γ2.
The nil numbers are a special class of what in our terminology we will call unital nil algebras –
that is, an algebra with basis {1, ǫ1, . . . , ǫn−1}, where each ǫk is nilpotent. In other words, for each
ǫk there exists m ∈ N such that (ǫk)m = 0. This terminology is inspired by the use of the term nil
algebra used by Abian [1] to refer to an algebra in which every element of the algebra is nilpotent.
Although, we will also sometimes use “nil algebra” instead of “unital nil algebra” here for brevity,
as in our context all algebras are unital. A unital nil algebra is in some sense the closest you can
get to a nil algebra while still being a unital algebra.
Definition 3.2. Given an algebra A, let Nil∗(A) denote the smallest unital sub-algebra of A that
contains the nilradical of A, Nil(A) – that is, the ideal formed from all nilpotent elements of A.
Proposition 3.3. An algebra A is a unital nil algebra if and only if it is the smallest unital
subalgebra of A containing the nilradical of A. In other words, A is a unital nil algebra if and only
if A = Nil∗(A).
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Proof. IfA is a unital nil algebra with unital nil basis {1, ǫ1, . . . , ǫn}, then clearly Nil(A) = 〈ǫ1, . . . , ǫn〉,
and A/Nil(A) ∼= R, so Nil(A) is maximal, and hence A is the smallest unital nil algebra containing
Nil(A).
Conversely, suppose that A = Nil∗(A), and let {ǫ1, ǫ2, . . . , ǫn} be a basis for Nil(A), then clearly
{1, ǫ1, . . . , ǫn} is a linearly independent set that spans a subset of Nil∗(A). Also, we argue that this
set must span Nil∗(A), since it contains all of Nil(A), and the unit 1, so by the minimality condition,
this must be all of Nil∗(A). Thus, A = Nil∗(A) is a multiplicative nil algebra.
In addition to these basic families, we should also mention the so called n-complex numbers
Cn = C
⊗n, where X⊗n denotes the n-fold tensor product of rings.3 In particular, the analysis of
the bicomplex numbers C2 has been studied extensively, for example, by Price [9].
Certain presentations of an algebra are more economical than others. For example, in Definition
3.1 we defined the algebra H by the presentation R[j]/〈j2 − 1〉, but H could also be presented as
R[j, k]/〈j2 − 1, k〉. This motivates the following definition:
Definition 3.4. Given a presentation P = R[x1, . . . , xk]/I of an algebra A, we say that the presen-
tation P is degenerate if the set {1 + I, x1 + I, . . . , xk + I} is linearly dependent as a vector space
over R.
From this, it is easy to see that the standard presentation for H is non-degenerate, but that
R[j, k]/〈j2 − 1, k〉 is degenerate.
It also also oftentimes convenient to identify the elements 1, x1, . . . , xn of a presentation with a
basis for the algebra being presented, motivating yet another definition:
Definition 3.5. Let P = R[x1, . . . , xn]/I be a presentation of the algebra A, then we say P is a
basic presentation if the set {1 + I, x1 + I, . . . , xn + I} forms a basis for P with respect to the real
vector space structure on P .
Most of the time a basic presentation is not the most economical way to describe an algebra. For
example, the standard presentation of H3, R[j]/〈j3 − 1〉 is not a basic presentation because {1, j}
does not form a basis for H3. However, this presentation is simpler than the basic presentation
R[x, y]/〈x2 − y, y2 − x, xy − 1〉 of H3. One of the notable exceptions to this rule might be the class
of totally nil numbers Ξn, which the reader should confirm was defined in Definition 3.1 using only
basic presentations. However, this kind of presentation has the advantage of connecting the vector
space viewpoint of algebras with the generators and relations viewpoint4.
To fully understand this connection between the vector space and the generators and relations
conceptions of algebras, we need to introduce yet another notion. IfA is a real vector space with basis
β = {v1, . . . , vn} then given appropriate structure constants ckij ∈ R we may define a multiplication
on A. In particular, define
vi ⋆ vj =
n∑
k=1
ckijvk
on basis elements, and extend bilinearly to define ⋆ on A. Naturally, the structure constants must
be given such that the defined multiplication is associative and unital. That said, we typically begin
3For the unfamiliar reader, the tensor product of algebras can be thought of as the algebra which combines the set
of generators and relations for a presentation for the algebra. In other words, R[x1, . . . , xn]/I ⊗ R[y1, . . . , ym]/J ∼=
R[x1, . . . , xn, y1, . . . , ym]/(I + J). So C2 = C⊗ C ∼= R[i1, i2]/〈i21 + 1, i
2
2
+ 1〉 for example.
4In an unpublished draft of our paper “Logarithms Over a Real Associative Algebra”, we used this notion of a
basic presentation to give an elementary proof of a classification theorem for commutative algebras. However, for
brevity’s sake, this was later revised to take advantage of the standard classification of Artinian rings into a direct
product of local rings.
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with a given algebra A and simply use the structure constants with respect to a given basis to study
the structure of A. For example:
Theorem 3.6. Given any algebra A with structure constants ckij associated with the basis β =
{v1, . . . , vn} where v1 = 1, the presentation P defined by:
R[v¯1, . . . , v¯n]/〈{v¯iv¯j −
n∑
k=1
ckij v¯k|i, j = 2, . . . , n}〉
is a basic presentation of A.
Proof. First, let us prove that P is indeed a presentation of A. We must show that φ : A → P
defined by setting φ(vi) = v¯i + I on basis elements on extending linearly forms a linear bijection.
Since we defined φ by linear extension, we already know that φ is linear, so it remains to show
bijectivity and the homomorphism property.
By proposition 2.2, it suffices to show the homomorphism property on basis elements. Thus,
making use of the fact that the presentation of P forces relations of the form
v¯iv¯j =
n∑
k=1
ckij v¯k
to hold in the algebra, we consider:
φ(vi ⋆ vj) = φ
(
n∑
k=1
ckijvk
)
=
n∑
k=1
ckijφ(vk)
=
n∑
k=1
ckij(v¯k + I) =
(
n∑
k=1
ckij v¯k
)
+ I
= v¯iv¯j + I = φ(vi)φ(vj)
And hence, showing that φ is an algebra homomorphism.
To show that φ is injective, notice that φ(c1v1 + . . . cnvn) = φ(d1v1 + · · · + dnvn) if and only
if (c1 − d1)v¯1 + · · · + (cn − dn)v¯n = I, and hence if and only if ci = di for all i, thus showing
c1v1+ · · ·+ cnvn = d1v1+ · · ·+ dnvn. (Since the only non-zero elements of I are second order) Also,
φ is surjective since we can use the relation
v¯iv¯j =
n∑
k=1
ckij v¯k
induced by the quotient to successively reduce polynomials in v¯1, v¯2, . . . , v¯n into elements of the form
φ(c1v1 + · · ·+ cnvn) = c1v¯1 + · · ·+ cnv¯n.
Finally, since φ is a linear bijection, by linear algebra we know that since β forms a basis for
A, φ(β) = {φ(v1), . . . , φ(vn)} = {v¯1 + I, v¯2 + I, . . . , v¯n + I} is a basis for φ(A) = P , and hence by
definition P is a basic presentation of A.
We call the presentation constructed in the previous theorem the canonical basic presentation
with respect to the basis β = {v1, . . . , vn}. Combining Theorem 3.6 and the fact that each basic
presentation is non-degenerate we obtain the following reassuring corollary:
Corollary 3.7. Every algebra A has a non-degenerate presentation P .
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It is also useful to note when proving propositions involving algebra presentations that instead
of explicitly showing the homomorphism property for a linear bijection to show that it is an algebra
isomorphism, we can make an argument more directly in terms of the generators and relations
defining the presentation, but to formalize this we must first make some new definitions:
Definition 3.8. Given an algebra A with canonical basic presentation R[v1, . . . , vn]/I and isomor-
phism φ : A → R[v¯1, . . . , v¯n]/I as given in the proof of Theorem 3.6, let ψI : R[v1, . . . , vn] →
R[v1, . . . , vn]/I be the natural quotient map, then we define the evaluation homomorphism of the
algebra with respect to the basic presentation evA : R[v1, . . . , vn]→ A by evA = φ−1 ◦ ψI .
The idea is that given a polynomial in the basis elements of the algebra – representing a formal
expression in the algebra, we can evaluate that expression to produce an algebra element. For
example, consider the basic presentation R[jˆ]/〈jˆ2 − 1〉 for H with the natural isomorphism between
the two algebras sending jˆ to j, then jˆ2 + jˆ − 1 6= jˆ, since these are just formal polynomials in
R[jˆ], but evH(jˆ
2 + jˆ − 1) = j2 + j − 1 = j = evH(jˆ). From this, we can represent the notion of
two algebras satisfying the same relations precisely using a commutative diagram, as we do in the
following theorem:
Theorem 3.9. Given a bijective linear map ψ : A → B between two algebras and a basis β =
{v1, . . . , vn} of A, consider the canonical basic presentations of A with respect to the basis β, and
B with respect to the basis ψ(β), then let ψ : R[v1, . . . , vn] → R[ψ(v1), . . . , ψ(vn)] be the natural
isomorphism defined by setting ψ(vi) = ψ(vi) and extending linearly. If the following diagram
commutes, then ψ is an algebra isomorphism:
R[v1, . . . vn]
ψ−−−−→ R[ψ(v1), . . . , ψ(vn)]yevA yevB
A ψ−−−−→ B
Proof. Since we already know that ψ is a linear bijection, it suffices to prove the homomorphism
property on basis elements v1, . . . , vn. Notice that the given diagram commuting is equivalent to
the statement that for all formal polynomials p(v1, . . . , vn) ∈ R[v, . . . , vn]
ψ(evA(p(v1, . . . , vn))) = evB(p(ψ(v1), . . . , ψ(vn)) :
Or, since evA and evB are algebra homomorphisms:
ψ(p(evA(v1), . . . , evA(vn))) = p(evB(ψ(v1)), . . . , evB(ψ(vn)))
Hence, applying this equality to p = vi ⋆ vj implies
ψ(vi ⋆ vj) = ψ(vi) ⋆ ψ(vj)
since under the canonical basic presentation of A we have evA(vi) = vi and evB(ψ(vj)) = ψ(vj).
Hence, we have shown that the homomorphism property holds for all basis elements, and therefore
that ψ is an algebra isomorphism.
It is important to note however that intuitively what Theorem 3.9 says is that the algebra
A satisfies a relation p(v1, . . . , vn) = 0 between its basis elements v1, . . . , vn if and only if the
corresponding relation p(ψ(v1), . . . , ψ(vn)) = 0 holds in B. The commutative diagram is simply a
concise way to formalize this idea.
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4 Polynomials and Irreducibility Over an Algebra
Unlike in the case of a field, the notion of degree for polynomials in an algebra requires a certain
amount of care. For example, in H, 2jz + 1 factors as ((j − 1)z + 1)((j + 1)z + 1). Thus, in general
we will not have deg(f(z)g(z)) = deg(f(z))+deg(g(z)). However, we still may still use the standard
definition for polynomial rings R[x].
Definition 4.1. let f(z) ∈ A[z], then by definition of a polynomial ring, f(z) = a0+a1z+a2z2+ . . .
for some a0, a1, · · · ∈ A where only finitely many ai are non-zero. We define the degree of f(z) to
be deg(f(z)) = n, where n is the largest integer such that an 6= 0.
We also still have a notion of irreducibility for polynomials over an algebra:
Definition 4.2 (Irreducibility). Let f(z) ∈ A[z], we say that f(z) is irreducible over A if f(z) =
g(z)h(z) for some g(z), h(z) ∈ A[z] implies either g(z), or h(z) must be of degree zero.
Example 4.3. Consider the polynomial z2+jz+j ∈ H[z]. If z2+jz+j is reducible, then since it is
a second order monic polynomial, z2+jz+j = (z+a+bj)(z+c+dj) for some a, b, c, d ∈ R. Equating
coefficients then, it can be shown by explicit calculations that the resulting system of equations has
no real solutions, and consequently that the polynomial z2 + jz + j is irreducible.
This notion is important for the study of A-ODEs, where it turns out that constant coefficient
differential operators over an algebra A[D] have the same structure as polynomials over the algebra.
Although usually proven for an integral domain, it is also important to note that the division
algorithm still holds for the algebras that we consider in this paper, as is shown in McCoy’s book
[8]:
Theorem 4.4. Let R be an arbitrary ring with unit element, and let f(x) = anx
n+ · · ·+a0, g(x) =
bmx
m + · · · + b0 where an, bm 6= 0 and bm is a unit in R, then there exist unique elements
q(x), p(x), r(x), s(x) ∈ R[x] such that:
f(x) = q(x)g(x) + r(x) & f(x) = g(x)p(x) + s(x)
where r(x) and s(x) are either 0 or of degree less than m, and q(x), p(x) are either both zero or of
degree n−m ≥ 0
As a corollary of this, there is also a factor theorem in our context:
Theorem 4.5. Let A be an associative commutative algebra, and let f(z) ∈ A[z], then α ∈ A.
f(α) = 0 if and only if f(x) = (x− α)g(x) for some g(x) ∈ A[z]
5 Semisimple Algebras
An important notion throughout this paper is that of a semisimple algebra. Usually, an algebra A is
defined to be semisimple if and only if its Jacobson radical is trivial, but fortunately in our context,
the Jacobson radical coincides with the conceptually simpler nilradical, which recalling Definition
3.2 is the set of all elements z ∈ A such that zn = 0 for some n ∈ N, which we denote by Nil(A)
Theorem 5.1. In a finite dimensional associative algebra A, the Jacobson radical and nilradical
coincide, and hence, a finite dimensional associative algebra A is semisimple if and only if its only
nilpotent element is 0.
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Proof. Since A is a finite dimensional algebra, by Proposition 2.3 it is Artinian, and hence the max-
imal ideals of A coincide with the prime ideals of A. Therefore, since the Nil(A) is the intersection
of all the prime ideals of A, and the Jacobson radical J(A) is the intersection of all maximal right
ideals of A, J(A) = Nil(A).
One of the main reasons why it is often nicer to work in a semisimple algebra is because of the
well-known classification of such rings given by Artin and Wedderburn:
Theorem 5.2 (Artin-Wedderburn Theorem). If R is an an Artinian semisimple ring, then R is
isomorphic to a product of finitely many matrix rings over division algebras.
For a more in depth discussion and proof of the Artin-Wedderburn theorem, the reader may
consult [5], or [1] for a discussion of the theorem in the context of associative algebras. In particular,
for us this theorem means that any finite dimensional real associative algebra A will be isomorphic
to a finite product of matrix rings over R, C, or H, as these are the only finite dimensional asso-
ciative division algebras over the reals. In addition to this, if we restrict ourselves to the case of a
commutative algebra, we obtain:
Corollary 5.3. Every finite dimensional semisimple commutative algebra is isomorphic to the direct
product of m copies of R and k copies of C.
As H, and any n by n matrix ring over R,C, or H will be non-commutative for n > 1.
Example 5.4. H ∼= R×R, which may be seen from the explicit isomorphism φ : R×R→ H defined
by φ(x, y) = 1
2
(x + y) + j
2
(x− y)
Clearly, Γn and Ξn are not semisimple algebras, but the other families of algebras we defined in
Section 3, namely Hn, Cn, and Cn are, and so by the Artin-Wedderburn Theorem are all isomorphic
to a direct product of m copies of R and k copies of C. To better understand their structure, we
wish then to determine precisely how many copies of R and C each of these algebras contain in their
Wedderburn decomposition. To accomplish this, we must first recall a theorem from algebra:
Theorem 5.5 ([5]). Let R be a ring and A1, . . . , An be ideals of R, then if the ideals Ai, Aj are
comaximal for all i, j = 1, . . . , n we have the isomorphism:
R/(A1A2 . . . An) ∼= R/A1 ×R/A2 × · · · ×R/An
Finally, we also need the following proposition, which uses the structure of nth roots of 1 and
−1 in C to deduce the factorizations of xn − 1 and xn + 1 into irreducible polynomials over R.
Proposition 5.6. Over C consider the equation zn + 1 = 0, these are the nth roots of −1. If n
is even, then all n roots of this equation are complex, and hence the polynomial xn − 1 may be
factored as the product of n/2 irreducible quadratic polynomials over the reals. If n is odd, then we
know zn+1 = 0 has one real root and n− 1 complex roots coming in conjugate pairs over C. Hence,
xn − 1 factors as the product of one real linear factor and (n− 1)/2 irreducible quadratics over R.
Similarly, if we consider zn − 1 = 0, if n is even then the equation has two real roots z = 1,−1,
and n − 2 complex roots coming in conjugate pairs. Hence, xn − 1 factors over the reals as the
product of two real linear factors, and (n − 2)/2 irreducible quadratic factors. If n is odd, then
zn− 1 = 0 has only a singe real root z = 1, and n− 2 remaining complex roots coming in conjugate
pairs. Thus, xn − 1 factors as the product of a single real linear factor, and (n − 1)/2 irreducible
quadratics.
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Hence, we obtain the following:
Corollary 5.7. For all k ∈ Z+ we have the following isomorphisms:
1. H2k ∼= R2 × Ck−1
2. C2k ∼= Ck ∼= Ck
3. H2k+1 ∼= C2k+1 ∼= R× Ck
Proof. Consider H2k = R[j]/〈j2k − 1〉. By Proposition 5.6, we have j2k − 1 = (j + a1)(j + a2)(j2 +
b1j+c1) . . . (j
2+bk−1j+ck−1) as a factorization of j
2k−1 into irreducible polynomials. Also, clearly
each of these factors are coprime, and hence since R[j] is a PID, the ideals generated by each of the
factors is comaximal, and thus Theorem 5.5 applies, so we obtain:
H2k = R[j]/〈j2k − 1〉
= R[j]/〈(j + a1)(j + a2)(j2 + b1j + c1) . . . (j2 + bk−1j + ck−1)〉
∼= R[j]/〈j + a1〉〈j + a2〉〈j2 + b1j + c1〉 . . . 〈j2 + bk−1j + ck−1〉
∼= R[j]/〈j + a1〉 × R[j]/〈j + a2〉 × R[j]/〈j2 + b1j + c1〉 × . . .
· · · × R[j]/〈j2 + bk−1j + ck−1〉
∼= R× R× C× · · · × C
∼= R2 × Ck−1
(2) and (3) may be derived similarly, applying the relevant remarks made in Proposition 5.6 with
the exception of the isomorphism C2k ∼= Ck.
To show Ck ∼= Ck, note that since Ck is semisimple Ck ∼= Rn × Cm for some n,m ∈ N by
the Wedderburn decomposition. Also, note that Ck contains an element i such that i
2 = −1, so
the same must hold in the Wedderburn decomposition of Ck. Hence, we must have some element
(x1, . . . , xn, z1, . . . , zm) ∈ Rn × Cm such that (x1, . . . , xn, z1, . . . , zm)2 = (x21, . . . , x2n, z21 , . . . , z2m) =
(−1,−1, . . . ,−1), which clearly is impossible unless n = 0, and hence, the only option for the
Wedderburn decomposition is Ck. Therefore, by elimination it must be the case that Ck ∼= Ck.
6 Structure of Zero Divisors in an Algebra
It was shown by Freese [6] that zero divisors play a significant role in the study of analysis over
an algebra. In future work we will show that the presence of zero divisors is similarly pervasive in
our overall study. Thus, we wish to characterize the zero divisors of algebras. Moreover, to better
understand the structure of how said zero divisors function in an commutative algebra, we would
also like to be able to describe the annihilators of the zero divisors in an algebra5 That is, given
a zero divisor a ∈ A we would like to understand the set of all elements x ∈ A such that xa = 0,
which we denote by Ann(a).
Definition 6.1. Given a commutative algebra A, we denote the set of zero divisors in the algebra
zd(A) = {z ∈ A | z ⋆ w = 0, for some w ∈ A, w 6= 0}. We also let zd∗ = zd− {0} denote the set of
non-trivial zero divisors in A.
5Notice that for the non-commutative case, we must consider both right and left annihilators. Our future work on
logarithms hold only in the commutative case, and thus we do not consider the non-commutative case here. However,
it is likely that some of our remarks could be generalized.
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To begin our exploration into the structure of the zero divisors we note that:
Theorem 6.2. An element a ∈ A is a zero divisor if and only if detMβ(a) = 0.
One consequence of this theorem is the fact that units are dense in an algebra, since the equation
specifying zero divisors in an n-dimensional algebra will have at most a solution set which is n− 1
dimensional.
Corollary 5.3, gives us an important result that lets us characterize the zero divisors of a semisim-
ple algebra:
Theorem 6.3. Let A be a semisimple commutative algebra, with A ∼= Rm × Ck for some m, k, so
let φ : A → Rm × Ck be an isomorphism. Then a ∈ zd(A) if and only if φ(a) is zero in at least
one component. Moreover, the annihilators of a are exactly the elements b ∈ A corresponding to
φ(b) ∈ Rm × Ck with zeros in the components which were non-zero in φ(a).
Proof. Algebra isomorphisms are ring isomorphisms, and hence preserve zero divisors and any other
relevant properties of zero divisors, such as their annihilators. Hence, since A ∼= Rm×Ck, we simply
need to characterize the zero divisors and their annihilators in Rm × Ck.
Let a = (a1, . . . , an, b1, . . . , bm) ∈ Rn × Cm be a zero divisor, then there exists
b = (x1, . . . , xn, z1, . . . , zm) ∈ Rn × Cm
such that
(a1, . . . , an, b1, . . . , bm)(x1, . . . , xn, z1, . . . , zm)
= (a1x1, . . . , anxn, b1z1, . . . , bmzm) = 0
and thus, we must have a1x1 = · · · = anxn = b1z1 = · · · = bmzm = 0, which implies that for all
k ∈ {1, . . . , n}, either ak = 0, or xk = 0, and for all i ∈ {1, . . . ,m} either bi = 0 or zi = 0. Hence, a
is a zero divisor, if and only if at least one of its components must be zero. Moreover, an annihilator
b of a must have zeros in all of the components in which a has no zeros.
Example 6.4. Recall the isomorphism φ : R × R → H defined in Example 5.4. φ(e1) = 12 + 12j,
and φ(e2) =
1
2
− 1
2
j, so by Theorem 6.3 we have zd(H) = span
R
{ 1
2
+ 1
2
j} ∪ span
R
{ 1
2
− 1
2
j}.
The previous theorem tells us that in the commutative semisimple case the zero divisors of an
algebra have a particularly nice form. We can also infer a simple geometric description of the zero
divisors of a semisimple algebra from the structure of Rm × Ck as follows:
Consider w = (x1, x2, . . . , xm, z1, . . . , zk) ∈ Rm × Ck. By Theorem 6.2 w is a zero divisor
if and only if det(M(w)) = x1x2 . . . xm|z1|2|z2|2 . . . |zk|2 = 0, which implies that at least one of
x1, x2, . . . , xm or z1, z2, . . . , zk must be zero. If xi = 0 for some i, notice there are 2k(m − 1)
remaining real degrees of freedom, and similarly if zi = 0 for some i there are 2m(k − 1) remaining
real degrees of freedom. Hence, the zero divisors in Rm × Ck consist of the union of m distinct
2k(m− 1)-dimensional subspaces corresponding to the real components, and k distinct 2m(k − 1)-
dimensional subspaces corresponding to the complex components.
Furthermore, the annihilator of an element z is simply the subspace spanned by each of the
components ei where the ith component of z is 0. This is true since, ei ⋆ ej = 0 for i 6= j.
Example 6.5. The algebra H3 is generated by j such that j3 = 1. The element z = a + jb + cj2
has matrix representation M(z) =

 a c bb a c
c b a

 for which
det(M(z)) = (a+ b+ c)(a2 + b2 + c2 − ab− ac− bc)
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It follows zero-divisors require either a+ b+ c = 0 or a2 + b2 + c2 − ab− ac− bc = 0. On the other
hand, R×C has zero divisors (x, 0) and (0, z) for x ∈ R and z ∈ C. The isomorphism φ : H3 → R×C
defined by
φ(a+ bj + cj2) = (a+ b+ c, a+ be2pii/3 + ce4pii/3).
has φ(j) = (1, e2pii/3) and
φ−1(u, x+ iy) =
u+ 2x
3
+
j
3
(
u− x+ y√3
)
+
j2
3
(
u− x− y√3
)
Notice φ−1(u, 0) = u
3
(1+j+j2) hence identify a = b = c = u/3 which solves a2+b2+c2−ab−ac−bc=
0. Likewise,
φ−1(0, x+ iy) =
2x
3
+
j
3
(
−x+ y
√
3
)
+
j2
3
(
−x− y
√
3
)
= a+ bj + cj2
provides a = 2x/3 and b = (−x+ y√3)/3 and c = (−x− y√3)/3 for which a+ b+ c = 0. We have
shown how the zero divisors of R× C reveal the hidden zero divisors of H3.
Given an algebra A whose zero divisors we understand, a natural question to ask is: How might
we characterize the zero divisors in A[z]? One of the most basic results in ring theory towards this
end is McCoy’s Theorem [8]:
Theorem 6.6. If R is a commutative ring and f(x) ∈ R[x] is a zero divisor, then there exists c ∈ R
such that cf(x) = 0.
In other words, if f(x) = anx
n + · · · + a0 ∈ zd(A), then cf(x) = canxn + · · · + ca0 = 0 =⇒
can = 0, . . . ca0 = 0 by the theorem, which means that an, . . . , a0 must be zero divisors in R. Note
however that this does not mean that if the coefficients of a polynomial in R[x] are all zero divisors
that the polynomial will necessarily be a zero divisor. For example, consider e1x+e2 ∈ R2[x], which
is not a zero divisor in R2.
Thus, although useful, McCoy’s Theorem does not allow us to characterize the zero divisors in
polynomial rings built over algebras. However, using the annihilators of the zero divisors of our
algebra, we can completely characterize the zero divisors in A[z] with the following theorem:
Theorem 6.7. A polynomial f(z) = anz
n + · · · + a0 ∈ A[z], where A is commutative, is a zero
divisor if and only if Ann(an) ∩ · · · ∩ Ann(a0) 6= {0}
Proof. If f(z) is a zero divisor, then by McCoy’s theorem, there exists η ∈ A such that ηf(z) =
ηanz
n + · · ·+ ηa0 = 0, which implies that ηak = 0 for all k ∈ {0, . . . , n}. In other words, η is in the
annihilator of each ak, so Ann(an) ∩ · · · ∩ Ann(a0) 6= {0}.
Conversely, suppose Ann(an)∩· · ·∩Ann(a0) 6= {0}, then let η ∈ Ann(an)∩· · ·∩Ann(a0) 6= {0},
η 6= 0. Since η ∈ Ann(ak) for all k ∈ {0, . . . , n}, ηak = 0 ∀k =⇒ ηanzn + . . . ηa0 = ηf(z) = 0 =⇒
f(z) is a zero divisor.
This shows, for example, that the polynomial e1x+ e2 ∈ R2[x] is in fact not a zero divisor, as we
claimed earlier, since Ann(e1) ∩ Ann(e2) = {0}. Thus, assuming we have determined the structure
of the zero divisors and annihilators of an algebra A, Theorem 6.7 gives a relatively quick way to
assess whether or not a polynomial in A is a zero divisor.
Furthermore, if a ring satisfies the Armendariz condition [3], which we define below, we may also
characterize the annihilators of elements in R[x]:
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Definition 6.8. We say a ring R is Armendariz if for all p(x), q(x) ∈ zd(R[x]), where p(x) =
cnx
n + · · ·+ c1x + c0 and q(x) = amxm + · · ·+ a1x+ a0, then p(x)q(x) = 0 if and only if aicj = 0
for all i, j.
Theorem 6.9. Let R be an Armendariz ring, and f(x) ∈ R[x] be a zero divisor, then g(x) ∈
Ann(f(x)) if and only if
ak ∈
m⋂
i=0
Ann(bi)
for all k ∈ {1, . . . , n} where g(x) = anxn + · · ·+ a0 and f(x) = bmxm + · · ·+ b0.
Proof. If R is Armendariz, then we have f(x)g(x) = 0 if and only if akbj = 0 for all k, j, but by
definition we have f(x)g(x) = 0 if and only if g(x) ∈ Ann(f(x)), and akbj = 0 if and only if for each
k we have ak ∈ Ann(bj) for all j which again is true if and only if:
ak ∈
m⋂
i=0
Ann(bi)
for all k.
An important theorem with regard to Armendariz rings is that all reduced rings (that is, rings
without nilpotent elements, and hence in our context semisimple algebras) are Armendariz rings.
Furthermore, the class of nil numbers Γn are also Armendariz. This first theorem is proven in the
introduction to Armendariz rings [7], and the second claim is a simple corollary of the result proven
by Anderson [2] that R[x]/〈xn〉 is an Armendariz ring if and only if R is a reduced ring for n ≥ 2,
and hence, we know that Γn is Armendariz for all n ≥ 2.
We may also provide a somewhat nicer classification of the zero divisors in a polynomial algebra
over A provided the algebra satisfy additional constraints. We call algebras with this stronger
characterization of zero divisors in the polynomial ring nilfactorable, which we define below:
Definition 6.10. If a ring R has the property that for all zero divisors f(x) ∈ R[x], f(x) = ǫg(x)
for some zero divisor ǫ ∈ R, and some non-zero divisor polynomial g(x) ∈ R[x], then we say that A
is a nilfactorable algebra.
This is in fact a rather strong property, however we will show that it holds both in H, and in Γn
for all n by establishing a condition sufficient to guarantee than an algebra is nilfactorable.
Lemma 6.11. If a commutative algebra A has the property that for all zero divisors η ∈ A,
Ann(η) = ξX for some other zero divisor ξ ∈ A, and some set X ⊆ A, then A is a nilfactorable
algebra.
Thus, Γn is nilfactorable for all n, since as the reader should confirm, for all ζ ∈ zd(Γn), Ann(ζ)
factors as ǫX for some X ⊆ Γn.6 Showing that H is nilfactorable involves a very simple corollary of
Lemma 6.11, which we prove below:
Definition 6.12. Recall that the annihilator of an element a ∈ A of a commutative algebra, denoted
Ann(a) is the set of all elements x ∈ A such that xa = 0. We claim that this set forms a vector
space over R, and call the dimension of this vector space the nildegree of the element a. We denote
this by Nil(a) = dim(Ann(a)).
6We invite the reader to attempt to see this for themselves, as the structure of the zero divisors in Γn is particularly
simple. Alternatively, we briefly discuss a technique for characterizing the zero divisors in large class of unital nil
algebras, including Γn, in Section 6.1 .
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Corollary 6.13. If a finite dimensional commutative semisimple algebra A has the property that
every zero divisor η ∈ A has nildegree 1, then every polynomial in A[x] may be factored as the
product of a zero divisor in A and another polynomial in A[x].
Proof. If every zero divisor a ∈ A has nildegree 1, Ann(a) is one dimensional, soAnn(a) = span{e} =
eR for some e ∈ A, and hence, by Lemma 6.11, A is nilfactorable.
Importantly, since every finite dimensional algebra is Noetherian, if f(z) ∈ A[z] is a zero divisor,
and A is a nilfactorable algebra, then in the decomposition f(z) = ǫ1g1(z), if g1(z) is again a zero
divisor, we may continue the decomposition f(z) = ǫ1ǫ2g2(z), and so on if g2(z) is still a zero
divisor. This process gives us the increasing chain of ideals 〈f(z)〉 ≤ 〈g1(z)〉 ≤ . . . , which by the
ascending chain condition on ideals must be a finite chain, and hence this process terminates with
f(z) = ǫ1ǫ2 . . . ǫngn(z) where gn(z) is not a zero divisor, therefore:
Proposition 6.14. If A is a finite dimensional nilfactorable algebra, and f(z) ∈ A[z] is a zero
divisors, then f(z) = ǫg(z) for some ǫ ∈ zd(A) and some g(z) ∈ A[z] which is not a zero divisor.
This then allows us to characterize the zero divisors of polynomials over nilfactorable algebras
as follows:
Theorem 6.15. If A is a finite dimensional nilfactorable algebra, and f(z) ∈ A[z] is a zero divisor,
with f(z) = ǫg(z) the decomposition given in Proposition 6.14, then Ann(f(z)) = Ann(ǫ)A[z].
Proof. Let ξ ∈ Ann(ǫ), h(z) ∈ A[z], then ξh(z)f(z) = ξh(z)(ǫg(z)) = ξǫh(z)g(z) = 0, so Ann(ǫ)A[z] ≤
Ann(f(z)).
Conversely, suppose h(z) ∈ A[z] and f(z)h(z) = 0, then h(z) is a zero divisor, so by Proposition
6.14 there exists ξ ∈ zd(A) and k(z) ∈ A[z] which is not a zero divisor such that h(z) = ξk(z).
Thus, f(z)h(z) = ǫg(z)ξk(z) = ǫξg(z)k(z) = 0 implies ǫξ = 0, since neither g(z) nor k(z) are zero
divisors, and hence, ξ ∈ Ann(ǫ). Thus, we have shown that Ann(f(z)) ≤ Ann(ǫ)A[z]. Therefore,
Ann(ǫ)A[z] = Ann(f(z)).
6.1 The Nil Poset
In the last section, we completely characterized the zero divisors for a semisimple algebra. It turns
out, as seems to be a common theme in all our work, that the non-semisimple case is more difficult.
While some of the techniques of the preceding section will still be useful in this case, studying the
zero divisors in more general unital nil algebras (i.e. non-nilfactorable) contexts will likely require
more machinery.
In this section, we present one technique which can be used to study the zero divisors of a large
class of nil algebras.
Definition 6.16. Let A be an algebra. We say a basis β = {v1, . . . , vn} of A is multiplicative if for
all vi, vj ∈ β we have vi⋆vj = cvk for some c ∈ R and vk ∈ β. If an algebra A admits a multiplicative
basis, then we say A is a multiplicative algebra.
Given such an algebra which is also unital nil, there is a natural ordering which we may define
on the basis:
Definition 6.17. Given a unital nil algebra A with multiplicative basis {v1, v2, . . . , vn}, where we
take v1 = 1 without loss of generality. Define the set NA = {0, 1, v1, . . . , vn}. Then, define an
ordering on NA by setting vi  vj if and only if there exists vk and c ∈ R such that vi ⋆ vk = cvj . As
is common in the order theory literature, we will also use vi ≺ vj as shorthand for vi  vj ∧ vi 6= vj .
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From the properties of multiplicative nil bases, and the definition of the nil poset, we leave it as
an easy exercise to show that:
Proposition 6.18. Given a unital nil algebra A with a multiplicative basis, NA is a poset. Hence,
we call NA the nil poset of A with respect to the basis β.
While this structure will also play a role in our study of logarithms, which is where this structure
was first conceived, we note that it also has a general role in characterizing the annihilators of an
algebra. For instance, by following all possible paths from basis elements to the zero node on the
Hasse diagram of a nil poset, we can deduce the annihilators of basis elements in the algebra. To
illustrate this, we give some examples of Hasse diagrams of nil posets of some simple nil algebras in
the figure below:
1
ǫ
0
1
ǫ γ
ǫ2 γ2
0
ǫγ
ǫγ2ǫ2γ
0
γǫ
1
Figure 1: Hasse diagrams of the nil posets of Γ3,Γ3 ⊗ Γ3, and Ξ3, respectively
Notice that each non-zero node in the Hasse diagram of NΓ3⊗Γ3 has either one or two elements
that cover it. If z is the node in question, these correspond to the elements ǫz and γz (if there is only
one element that covers the node, as is the case for ǫ2γ and ǫγ2, both of these elements coincide,
but there are still two distinct left and right paths for ǫz and γz which correspond to the single line
drawn in the Hasse diagram). Thus, starting from a node z in the Hasse diagram and following a
sequence of covering relations left and right corresponds to an element ǫnγm which annihilates z,
where n is the number of left steps taken in the path, and m is the number of right steps taken. For
example, from this Hasse diagram, we can read Ann(ǫγ) = span{ǫ2, γ2, ǫγ}.
The astute reader may note that all of the examples given above are in fact bounded lattices.
However, this is not true in general. We need simply to consider the algebra
R[ǫ, γ, δ, η, ζ, ξ]/〈ǫ2, γ2, δ2, η2, ǫδ − ζ, ǫη − ξ, γδ − ξ, γη − ζ〉
for a counterexample to this claim. As the reader can easily verify, this algebra presentation is
non-degenerate, and the elements ǫ, γ have two distinct minimal upper bounds, ξ and ζ.
Beyond the basic visual technique whereby we may use this order to quickly read off the annihi-
lators of an algebra, this structure leads to a number of interesting open questions. How do various
order theoretic properties of the nil poset, such as being a lattice, modularity, and distributivity
relate to properties of the algebra? Can any poset be represented as a nil poset, or are there certain
posets that cannot be? If some posets cannot be represented as nil posets, is there a simply criterion
that characterizes this?
While these are interesting questions, and their relationship to our broader research goals are
not at the moment clear, we leave these questions, and other inquiries related to the nil poset open
to future researchers interested in our program.
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