ABSTRACT Accurate measurement of position and attitude information has become the basis of application engineering in related fields. Traditional position and attitude measurement schemes, including lasers, infrared light, etc., often place high demands on the measurement environment. The visual image-based measurement scheme needs to be combined with the actual situation to establish a complex pose calculation model. Therefore, exploring a measurement scheme for efficient solution has become an urgent need in related fields. In this paper, we propose a multi-feature fusion position and attitude measurement neural network (MFNN). We effectively introduce the HOG operator as an image feature and combine it with the original image for a specific ratio. At the same time, we draw on the utilization strategy of feature points in traditional measurement methods. By combining the extracted image feature points with the network, the measurement error of the six-dimensional information is effectively reduced. Based on this, we propose a new type of position and attitude measurement network architecture. MFNN has further improved the accuracy of related measurements.
I. INTRODUCTION
Measurement of object position and attitude information is critical. The accurate output of six-dimensional information has obtained a wide range of needs in various highly sophisticated fields such as intelligent robots and aerospace [1] - [3] . Exploring a low-cost, high-precision, fast and convenient pose measurement solution has become the focus of more and more researchers in the field.
Traditional high-precision position and attitude measurement schemes mostly use laser measurement [4] , [5] . This measurement strategy utilizes the characteristics of laser beam precise targeted emission to achieve joint measurement of six-dimensional information. However, such a scheme requires embedding an associated laser-linked physical device in the object to be measured. At the same time, laser-based pose measurement requires high equipment and environment. This also brings indirect improvements in measuring economic costs.
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With the rapid development of computer vision, position and attitude measurement based on visual images [3] , [6] , [7] has gradually become the focus of research in related fields. Among them, the visual pose measurement based on the cooperation target [8] has the advantages of low measurement cost and high measurement accuracy. Through the visual capture device, this scheme captures the image of the feature identifier on the surface of the object to be measured. Further, the measurement algorithm can effectively parse the identifier image with different pose information. The six-dimensional information is output through a preestablished solution model. However, this approach requires the manual creation of complex position and attitude solving models. In the process of model building, the measurer needs to consider the actual scene difference and camera distortion correction. Related work has also increased the non-essential manpower input costs to some extent.
With the rapid development of deep learning, related neural networks are widely used in various research directions including computer vision [9] - [11] . Among them, the convolutional neural network [12] can effectively extract image VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ features due to its powerful solution ability. Therefore, CNN is also widely used in the field of related visual inspection such as target detection and image classification [13] - [15] . At the same time, the relevant network architecture, including fully connected networks [16] , has also achieved excellent expression capabilities. In fact, effective image feature selection is critical. Because this is an important prerequisite for accurate measurement of position and attitude measurements based on monocular vision, related image features and image operators can be further effectively utilized [17] . We hope to use this to highlight the differences in visual images under different information. In the traditional position and attitude measurement solution, the feature point extraction scheme has the characteristics of high efficiency and precision. If the relevant operator features and point features can be effectively integrated with the pose measurement network, the efficiency and effect of pose measurement will be further improved.
In this paper, we propose a multi-feature fusion position and attitude measurement neural network. Based on the complete theoretical analysis, we effectively use the HOG operator to enhance the image input representation ability. At the same time, we fully refer to the effective scheme of the feature point extraction strategy in the traditional measurement scheme, and further expand the input dimension of the pose information. On this basis, we propose a more efficient pose measurement neural network architecture, which improves the ability to express the actual measurement model.
The main work of this paper can be summarized as follows: 1. For the first time, we input the HOG operator as a feature of a monocular visual image and effectively fuse it with the original input image. Based on complete theoretical analysis and experimental verification, we explored the optimal fusion ratio and fusion mode of feature images, which effectively improved the accuracy of position and attitude measurement.
2. Combining the feature point extraction strategy of traditional pose measurement, we construct a centroid extraction algorithm that matches the image of the marker. On this basis, we have effectively integrated the extracted centroid points with other information on the network for the first time, and enhanced the ability to express pose information.
3. Based on the above feature fusion, we propose a new type of position and attitude measurement neural network, so that the relevant features can be further effectively resolved by the neural network.
II. RELATED WORK A. POSITION AND ATTITUDE MEASUREMENT
Accurate measurement of object position and attitude is the basis of many applications. For example, in robotic grasping, it is necessary to accurately measure the pose of the target before further manipulation. In industrial assembly, it is necessary to measure the position and attitude information of the equipment. In the aerospace field, rendezvous and docking missions also need to adjust the attitude of spacecraft in real time [18] , [19] . Augmented reality also needs to use object posture as a priori information. At present, there are many object pose measurement systems. According to the number of cameras, it can be divided into monocular vision, binocular vision and multi-vision measurement system. The advantage of binocular vision measurement is that the system does not need to provide prior information. The depth information of the object can be obtained directly. However, at the same time, there are inevitable shortcomings. For example, the complexity of devices will limit application scenarios. Besides, the joint calibration of multiple cameras can result in the reduction of measurement accuracy. On the contrary, monocular vision has the advantages of simple equipment, low cost and fast calculation. Therefore, monocular vision system is still a good choice for measuring the position and attitude of objects.
Monocular system can not get the depth information of the image. It needs to add additional conditions as priori information. According to the added conditions, the system can be divided into cooperative and non-cooperative objectives. The former requires feature points matching of known topological relationships. The latter needs to extract the natural features of the object and build a 3D model. There are two main methods in the field of pose measurement for cooperative objects. One method is based on feature point matching to establish the model for iterative solution. The other is to construct a convolution neural network to achieve an end-toend detection. The former improves the accuracy and speed of measurement by improving the algorithm. However, due to its inherent characteristics, it is difficult to achieve greater breakthroughs. We mainly study the latter. We use a single RGB image to measure the position and attitude of the object [20] . It achieves a great breakthrough in the calculation of object position and posture, and achieves good results.
B. PROCESS OF MEASUREMENT
Traditional pose measurement of objects is a scheme based on visual correspondence. First of all, the camera imaging model needs to be established. In this process, we need to calibrate the internal and external parameters of the camera, and correct the distortion of the camera [21] , [22] . Thereafter, it is necessary to pre-process and match the features of the images taken by the camera. The features based on cooperative objectives include point feature, line feature and surface feature. But the most widely used feature is still point feature [23] . At the same time, the geometric constraints between multiple feature points are used to optimize the solution based on Euclidean distance. It is hoped that the accuracy of the system can be improved by improving the mathematical model of camera imaging. Researchers have done a lot of work in every link of this traditional algorithm, but its effect has not been improved qualitatively.
It is a new idea to realize the accurate measurement of object position and attitude by using the scheme of deep learning. At present, the application of convolutional neural network is widely used in various fields. Good results have been achieved in target detection, classification and regression based on image analysis. Many well-performing convolutional neural network architectures have been proposed continuously [10] , [24] , [25] . The main expression ability of CNN lies in the convolution layer. Convolution layer learns the common features and generalization characteristics of input data [30] , [31] . In addition, different convolution layers learn different characteristics. The bottom layer of CNN focuses on the structure information of the image and activates simple feature response. The higher level of CNN extracts more abstract semantic information. Our scheme is based on the traditional pose calculation scheme. It overcomes the tedious work of traditional methods, avoids the system errors introduced in the calibration process, achieves end-to-end detection. The fusion of features enriches the expressive ability of the network and improves the measurement accuracy of the system.
C. FEATURE DESCRIPTORS
For a long time, the 6D attitude of an object is usually based on the feature descriptor. The description operator is used to realize feature matching and solution. Commonly used features are SSD , SIFT , DPM and SURF [26] , [27] . In the early days, people usually used SSD (sum of square distances) as a distance metric for comparing image blocks. Thereafter, Lowe D G proposed a feature algorithm of SIFT (scale Invariant Feature Transform). SIFT is a local feature descriptor, which is used to compare and match image blocks at the magnitude level. Lowe D G used SIFT features to match features [26] . In 2005, Dalal N proposed HOG feature algorithm. HOG operator is very sensitive to contour features [28] . HOG descriptors construct features by calculating and statistic gradient histograms of local areas of the image. This gradient and directional density distribution abstractly reflects the edge contour information.
CNN can be regarded as a cascade of feature extractors. And it realizes end-to-end automatic learning in large-scale training data. This series of feature extractors differ from low-level to high-level. Low-level extractors focus on image edge contour, color and texture information. While the highlevel extractors abstract semantic information. Based on this, we innovatively integrate HOG features of images into the front of CNN. The specific implementation steps are as follows: Firstly, we pre-process the image and extract HOG features. Secondly, the processed image is superimposed on the original image. Finally, we put the superimposed pictures into the network for training. By fusing the HOG features of the input image, we accelerate the convergence of the network and improve the measurement accuracy.
III. THEORETICAL ANALYSIS A. FEASIBILITY ANALYSIS OF HOG FOR POSE REGRESSION 1) CHARACTERISTICS OF HOG DESCRIPTORS
In the attitude measurement of cooperative targets, the topological structure of checkerboard markers is very clear, and the edge information is very obvious. The edge gradient of the image changes slightly when the pose of the object changes in a small range. HOG descriptors construct features by calculating and counting gradient histograms of local areas of the image. Therefore, the HOG descriptor is very sensitive to the edge gradient of the image. In summary, the change of pose will be mapped to the change of the gradient of pixels on the contour edge. Because of the characteristics of HOG descriptor, it can generalize the change of pixel gradient. Thus, HOG feature is an important feature in object attitude measurement. The following is a brief description of our method of extracting HOG features:
The checkerboard is only black and white. Therefore, RGB channel has little influence on feature extraction of checkerboard markers. So we only use Gamma normalization. The purpose is to adjust image contrast, reduce illumination effect VOLUME 7, 2019 and suppress noise interference.
where I (u, v) means the gray value of (u, v). And γ is a hyper parameter. Generally, based on the characteristics of human eyes, the value of γ is set at 0.5.
b: GRADIENT COMPUTATION
After Gamma normalization, the gradient of the image needs to be calculated. We use [−1, 0, 1] differential templates in horizontal and vertical directions respectively.
where S represents the set of all pixels of an image. ∇ h (u, v) denotes the horizontal gradient of pixels, while ∇ v (u, v) denotes the vertical gradient. And ∇ = (∇ h , ∇ v ) represents the value of a pixel after differential template operation. It is worth mentioning that when the target is slightly shifted or rotated, the difference between the images is very slight. Feature learning should be based on edges, so no smoothing of Gamma normalized images is required.
c: SPATIAL & ORIENTATION BINNING
Each pixel calculates a weighted vote, and the voting weights in the cells (The image is divided into small cells.) are accumulated on each direction bins. The following are the weight calculation formula and the direction angle calculation formula:
In order to improve the accuracy, the adjacent bins votes adopt bilinear interpolation method in both position and direction. Where G represents the gradient value and ϑ represents the direction of gradient. Here are some common normalization formulas.
d: NORMALIZATION AND DESCRIPTOR BLOCKS
The image detection window is divided into many cells, each cell calculates one-dimensional gradient direction or edge direction histogram. A block is composed of several cells, and the gradient direction histogram in a block is composed of the gradient direction histogram of these cells. Therefore, in order to enhance the robustness to illumination and shadows, it is necessary to normalize the contrast of blocks. We usually use L2 -norm and L2 -Hys to normalize it, which are expressed as (6) and (7) .
where ε is a very small number. It avoids zero denominator. The difference between the two formulas is that the second one limits the maximum value of v. If exceeding the threshold, it needs to be normalized again. We usually use L1 -norm and L1 -sqrt to normalize it, which are expressed as (8) and (9) .
And all blocks overlap with one cell. The gradient direction histogram (HOG) descriptor of the whole detection window is formed by connecting all the blocks' gradient histograms of the detection window.
The translation and rotation of checkerboard markers will change the image edge contour. However, the change of object's position and attitude in a small range makes the changes of image edge contour very insignificant. This is a major difficulty in attitude measurement using feature extraction. In the calculation of HOG operator, we need to count the gradient direction of the local area of the image. The main direction is not selected, and there is no histogram of rotation gradient direction, so the HOG itself does not have rotation invariance. In addition, HOG itself does not have scale invariance, and its scale invariance needs to change the size of the detected image. The characteristics of HOG operator make it very sensitive to the change of image edge contour. The gradient and the direction density distribution of the edge are calculated to abstract the edge contour information of the image. Therefore, we creatively improve the network by adding HOG features of input images into the network. The generalization of image contour information by HOG operator can accelerate the convergence of CNN network and improve the accuracy of pose measurement.
2) FUSION OF HOG FEATURES INTO CNN
In the previous analysis, we know that the low-level feature map of CNN has obvious local contour information.
In addition, combined with the extraction process of HOG operator in part A, we can also confirm that HOG operator abstracts the low-level edge contour features of the input image. To sum up, adding HOG features to the front of CNN network can accelerate network convergence and improve the effect of network training.
B. FUSION OF FEATURE POINT MAPPING
Camera imaging transforms the three-dimensional information of an object into two-dimensional information of a plane. Depth information is lost after imaging a single RGB image. Therefore, the imaging process is irreversible. In monocular vision system, it is a complex task to solve the threedimensional information by using the two-dimensional pixel information of a single RGB image. It needs more prior information. For a long time, we estimate the pose of an object by establishing a mathematical model of camera imaging. The three-dimensional space coordinates of feature points are obtained by using the pixel coordinates of feature points and the mathematical model. Geometric constraints of feature points are applied to solve the pose of cooperative targets. A brief summary is as follows.
a: COORDINATE TRANSFORMATION
The essence of camera imaging model is a series of transformation of object coordinates. The object coordinate system undergoes rigid body transformation, projection, pixel representation and so on. The final representation is the pixels in the pixel coordinate system. Relevant model parameters will be introduced step by step in this series of processes.
The three-dimensional coordinate systems can be represented by three orthogonal vectors n, o, a. For simple calculation, we couple the world coordinate system with the object coordinate system. Point P is the characteristic point on the cooperative object. Thus, the transformation of point P in object coordinate system and camera coordinate system can be expressed as the following.
where
And R(θ, ψ, ϕ) represent the coordinate system revolves around orthogonal vectors n, o, a rotate θ, ψ, ϕ. T is the translation vector of the coordinate system. Thereafter, the physical coordinatesP(p) := (x, y) of the two-dimensional image of point P can be obtained through the small aperture imaging model of the camera. f is the focal length of the camera.
Finally, feature point P is changed from image physical coordinate system to picture pixel coordinate system P(p) := (u, v).
where d x , d y , u 0 and v 0 are the the internal parameters of the camera. Ultimately, representation of augmented matrix, we can convert P point from object coordinate system to pixel coordinate system by a matrix of 3 times 4.
b: FEATURE POINT MAPPING
Object pose measurement is based on visual correspondence. In the process of feature selection, some features, line features and surface features can be adopted. But the most common and mature method is point feature. In the field of computer vision, the classical PnP problem makes a thorough study on the selection of feature points. The PnP problems can be solved in many ways, such as P3P, Direct Linear Transform (DLT), EPnP (Efficient PnP) and non-linear Bundle Adjustment [29] . The essence of PnP problem is the method to solve the motion of 3D to 2D point pairs. The coordinates of n 3D points are known, and how to determine the camera's attitude is discussed. Here we discuss the DLT method.
The 3D coordinates of point P is P(X , Y , Z , 1), and the projection coordinates of point P is P(p) = (u, v, 1). We mentioned above this transformation can be achieved with an augmented matrix about R and T . We name this matrix M , and size of it is 3 times 4. 
where λ is a parameter introduced in camera imaging model. After eliminating λ, the following relationships can be obtained. M can be represented by its three row vectors, M = [ t 1 , t 2 , t 3 ] T . P can also be represented by the vector P = (X , Y , Z , 1) T . In this way, we can get the following two equations.
The parameters of row vectors t i , i ∈ {1, 2, 3} need to be determined. Two equations with unknowns can be obtained from a feature point. If we define n feature points in the markers. The following matrix equation can be obtained. There are twelve variables in M , so the mapping between two and three dimensions can be determined directly through at least six points.
Using its ideas for reference, we apply this scheme to the network. Two-dimensional pixel coordinates and threedimensional spatial coordinates of feature points are added between convolution layer and dense layer. Artificially adding high-level semantic information to CNN network accelerates the convergence of the network.
In addition, there are two considerations about adding the registration information of feature points to the convolution layer: Firstly, the feature map of CNN has obvious hierarchical characteristics. The bottom feature map is specific information such as local edges, color details and so on. The higher level extracts more abstract semantic information. Secondly, we weighed the characteristics of convolution layer and dense layer. The shallow receptive field of CNN is a local characteristic, and it also reflects the feature location. However, the dense layer flattens the output of CNN and realizes the non-linear mapping of global features through the weight matrix. The dense layer extracts the global information of the input image and enlarges its receptive field to the whole input image.
As mentioned above, the mapping between twodimensional pixel information and three-dimensional spatial information is a matrix transformation of camera parameters. In addition, the camera's non-linear distortion will introduce the non-linear factor. Usually, we only consider the radial distortion with greater influence. (x,ŷ) is the distorted coordinat, and δ = (x, y) 2 . The transfer function of dense layer can also achieve this goal well when the corresponding non-linear function is activated.
In conclusion, we extend the traditional feature mapping algorithm. On the basis of CNN infrastructure, feature point mapping information is introduced. By adding the characteristics of network learning artificially, the convergence speed of the network is accelerated and the accuracy of the solution is improved.
C. IMPROVEMENT OF FULLY CONNECTED NETWORK
Based on the inspiration of transfer learning, we study the characteristics of deep convolution neural networks. The features learned at the first level are not based on specific data sets or tasks, but are generic because they are applicable to many data sets or classification tasks. Since then, we have studied the universality and specificity of neurons in each layer of deep convolution neural network.
The essence of CNN is a series of cascades from lowlevel to high-level feature extractors. And in large-scale training data, it achieves automatic learning in an end-toend way. The expression ability of CNN is mainly reflected in the convolution layer. Convolution layer learns the common features and generalization features of input pictures. Neurons of convolution layer, pooling layer and activation function layer map the original data to hidden layer feature space. In addition, different convolution layers are designed to encode different levels of feature information. The bottom feature map pays more attention to detail information, such as edge contour, color texture and so on. At the same time, the location information of the feature is extracted. On the contrary, after further abstraction of high-level features, more attention is paid to the semantic information of images. Full connection layer maps "distributed feature representation" to sample markup space. The neurons in the full connective layer connect all the neurons in the upper layer to realize the non-linear combination of features. In addition, the spatial structure characteristics are neglected, which greatly reduces the impact of feature location.
In the task of posture regression for cooperative targets, network needs to have a good and rich expressive ability for the characteristics of markers. Chessboard lattice is widely used in mainstream camera calibration. There are two reasons: one is that the topological structure of chessboard is clear and uniform. The other is that the algorithm of checkerboard topology detection is simple and effective. However, even though the topological structure of checkerboard markers is clear and simple, there are inherent defects in the application of checkerboard markers on CNN architecture.
The analysis of redundancy can be divided into two aspects: redundancy of translational motion and rotational motion.
c: REDUNDANCY OF TRANSLATIONAL MOTION
Any translation motion can be decomposed into three orthogonal directions X ,Y ,Z . For simplicity, we discuss the X translation only along the X − axis. The 3D coordinates of feature point P change from P(X , Y , Z , 1) to P (X + X , Y , Z , 1). Correspondingly, the 2D coordinates of feature point change from P(p) = (u, v, 1) to P(p ) = (u , v , 1). The 2D coordinates are represented by vectors and subtracted.
Obviously, when the parameter matrix [t 11 , t 21 , t 31 ] T is determined, it is only related to X . However, in a checkerboard, the same change can be reflected by the point on the same vertical line. At the same time, points on the same horizontal line will cause confusion in matching after translation. Because CNN learns the pixels of the whole image, it learns a lot of redundant and confusing information. This is not conducive to network convergence.
Similarly, the same conclusion can be reached when an object moves along the Yaxis. Under the precondition of aperture imaging model, we do not discuss the change of Z − axis.
d: REDUNDANCY OF ROTATIONAL MOTION
Any rotation can also be decomposed into three orthogonal axes. For simplicity, we analyze objects that rotate θ only around the X − axis.
The meaning of each parameter is the same as that of translation motion analysis. Since the object moves around the X − axis, its X coordinate component does not change. In the above formula, the difference of the pixel values of mapping feature points is only related to the rotation angle θ. In addtion, because the pixel points on the same horizontal line of chessboard have the same Y coordinate component. Therefore, these points will represent the same ratational information.
Combining the above analysis, there are a lot of redundant and confusing information in the learning process of CNN. Based on this, we creatively put forward the improvement scheme of network structure. The aim is to enhance the network's generalization ability of feature changes. And reduce the influence of location on feature, enhance robustness. After the convolution neural network, a multi-layer fully connected network is added. Similar to Taylor's formula in fitting higher-order functions, the neurons in the total connective layer can fit the data distribution. Only one layer of fully connected network can not realize the non-linear regression of chessboard information. Therefore, we add a multi-layer fully connected network and set up a non-linear activation function to realize the regression of non-linear problems.
IV. EXPERIMENTS A. PERFORMANCE EXPERIMENT OF HOG FEATURE IN MFNN
The HOG operator can effectively represent the edge structure features and improve our image resolution capabilities for the acquired markers. Therefore, we integrate this operator with the existing network to improve the network's ability to express different positions and postures.
The experiment was conducted on our own data set. We selected images with feature markers as training and test samples. These images have different position and orientation information. In the training phase, we use the endto-end inspection network as the underlying measurement architecture. We enter the feature identifier image as a network input. At the same time, the output corresponds to a six-dimensional array, which represents three-dimensional spatial position information and three-dimensional attitude angle information. In the test phase, we compare the degree of deviation between the network's six-dimensional output and the true value, and use mathematical statistics to perform error analysis. The relevant experimental design is shown below.
1) LOCATION ANALYSIS OF FUSION FEATURES IN NEURAL NETWORKS
We conducted an experimental exploration of the optimal location allocation of HOG features in the network. The HOG feature is capable of extracting advanced edge features of an image while being able to have better equivalence to local shapes. Based on this, we placed the operator at the front end and the end of the network separately for comparison experiments. In the fusion process of the operator and the network front-end feature, we fuse the HOG feature parsed by the image with the original image. The correlation fusion is regulated by different scale factors (for example, half of the original image and half of the feature map are added as new input images).
In the front-end fusion experiment, we first select the highspecificity feature fusion weight as the new input image.
Among them, the input ratio of the feature to the original image is 0.75: 0.25. Such differentiation weights can further magnify the feature advantages and effectively characterize the subtle changes in position and attitude information.
As a comparison verification experiment, we also fused the HOG features to the end of the network for analysis of the results. In this part of the experimental design, we use the Dense layer to flatten the HOG operator that the image is parsed directly. On this basis, the flattened feature is merged with the original flattening layer at the end of the network, and then connected with the six-dimensional information output. Figure 2 provides a visual description of the fusion of experimental setups. The relevant experimental results are shown in Table 1 and Table 2 . We have carried out comparative experiments on the fusion of HOG features in the front-end and back-end of the network. It can be seen that, compared with the back-end fusion strategy, the integration of the HOG feature in the network front end reflects higher measurement accuracy. In terms of 3D spatial position information measurement accuracy, the front-end HOG fusion scheme error is only 87% of the end fusion scheme. In terms of 3D attitude angle measurement accuracy, the global angle measurement mean is further reduced.
Combined with previous theoretical analysis and experimental results, the MFNN under the background of HOG feature fusion can effectively solve the six-dimensional information. At the same time, since the HOG feature belongs to the shallow image feature, it needs to be further parsed by the convolutional neural network to improve the feature utilization. On the other hand, the end fusion scheme does not enable the network to better convey image features. Based on this, we use the front-end feature fusion scheme to achieve an effective fit of the pose measurement neural network. 
2) RATIO OPTIMIZATION EXPERIMENT FOR FRONT-END FUSION FEATURES
In previous experiments, front-end fusion can effectively improve the characterization ability of pose measurement neural networks. In fact, monocular visual pose measurement relies strictly on pixel point information of the input image. Moreover, input images with different fusion ratios cause certain fluctuations in measurement accuracy. In this section, we combine the original image with the HOG feature map at different ratios. On this basis, we conducted a confirmatory experiment on the measurement accuracy under different ratios. The experimental results are shown in Figure 3 .
We can see that different fusion ratio factors have some differences in the ability to represent position and attitude. In terms of position measurement, a fused image with HOG features has a lower error. Combined with the trend of change, the integration of features provides a great help to the accuracy of location information. When the ratio of the feature map to the original image is adjusted from 0 to 0.25, the position error is significantly reduced. And as the fusion ratio of HOG features continues to increase, the global measurement error tends to be lower and stable.
At the attitude measurement level, the influence of the HOG feature on the three angles is not the same. Rotation Angle is optimal when the feature ratio is 0.75. The other two attitude angles need to be fully fused with HOG features for higher measurement accuracy.
To more effectively quantify the differences between different fusion weights, we have quantified the relevant indicators. Based on the actual measurement environment, we measured the mean and standard deviation of the measurement error as the basis for evaluation. Further, we introduce the position/attitude accuracy index as the main evaluation index for quantifying the fusion performance. We define the accuracy index as the product of the error mean and the standard deviation. Combined with the actual situation, the smaller the precision index, the higher the measurement accuracy. The accuracy index is a concentrated expression of the error mean and the degree of error fluctuation. Table 3 shows the results of the relevant indicators. 
B. BACK-END FUSION EXPERIMENT OF POSE FEATURE POINTS
Referring to the traditional pose measurement theory, the monocular visual image feature points are important information inputs for solving six-dimensional information. The point information feature belongs to a higher layer abstract feature, which can avoid the interference caused by redundant image information. Combined with theoretical analysis, we integrate the extracted feature points into the end of the network for confirmatory experiments.
If it can guarantee the accurate solution of the pose information, the number of extraction points should not be less than 6. At the same time, each black square centroid can be effectively extracted on the checkerboard markers we choose. Therefore, using the effective centroid extraction strategy we constructed, a maximum of 50 centroid pixel information can be extracted on the marker. Based on this, we set a number of discrete values between 6-50 features, to explore the performance of the pose measurement network for feature point fusion. Tables 4 and 5 show the effect of the number of different feature points on the accuracy of position/attitude measurement, respectively. We used a prior evaluation indicator to quantify the impact of the error. At the same time, we show the visualization of the detailed error analysis of the six-dimensional information by the number of fusion points. The related information is shown in Figure 4 and Figure 5 . In fact, whether it is position measurement or attitude measurement, the error is the same for the information accuracy trend of each dimension. For example, the 25 feature point extraction strategy we selected in the 3D position information solving process has achieved excellent performance in each location spatial representation. At the same time, the 50 feature point extraction scheme performed well for the global measurement error of the three-dimensional attitude angle.
C. OPTIMIZATION EXPERIMENT OF POSE MEASUREMENT NEURAL NETWORK
The convolutional neural network can effectively characterize the pose calculation based on visual images. This stems from the powerful role of CNN for image feature extraction. However, with reference to the traditional pose solution, the relevant features need to be further fitted and resolved. In the experimental setup, we introduced the Dense layer to investigate the factors affecting the measurement results of the pose parameters transmitted by the fully connected architecture.
After the CNN architecture, we added a 7-layer fully connected network (Dense layer). The relevant experiments were compared with the pose measurement architecture without CNN. Based on the analysis of the number of unknowns in the pose relationship, we have differently set the full connection width of the Dense layer. Figure 6 provides a visual description of the network width we have set. We show the performance metrics for both network architectures in Table 6 . Accuracy index is an important reference for the comprehensive assessment of error indicators. In terms of related values, the introduction of the Dense layer effectively reduces the error in the position and attitude of the measurement network. The position error is only 34% of the original, and the attitude error is 83%.
V. CONCLUSION AND FURTHER WORK
The position and attitude measurement based on monocular vision and neural network achieves higher precision and superior instant detection. In this paper, we propose a new feature fusion pose measurement network. Based on the effective fusion of the front-end HOG features, the expressive ability of the feature identifier detail identification is enhanced. At the same time, we appropriately introduce the traditional feature point solution scheme as the network back-end fusion feature, which effectively reduces the measurement error. On this basis, we effectively improve the pose measurement network, and introduce the Dense layer to further effectively analyze the features of CNN processing.
Using the powerful expressive power of neural networks, we will further explore the effective integration of traditional pose measurement schemes and networks. Relevant theoretical results will further enhance the measurement superiority of the MFNN network. At the same time, we will explore the universal application of MFNN in practical industrial, aerospace and other scenarios. We hope that relevant scientific research results can help the rapid development of related fields.
