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Abstract—The problem of reconstructing an object from the
measurements of the light it scatters is common in numerous
imaging applications. While the most popular formulations of
the problem are based on linearizing the object-light relation-
ship, there is an increased interest in considering nonlinear
formulations that can account for multiple light scattering. In
this paper, we propose an image reconstruction method, called
CISOR, for nonlinear diffractive imaging, based on a nonconvex
optimization formulation with total variation (TV) regularization.
The nonconvex solver used in CISOR is our new variant of fast
iterative shrinkage/thresholding algorithm (FISTA). We provide
fast and memory-efficient implementation of the new FISTA
variant and prove that it reliably converges for our nonconvex
optimization problem. In addition, we systematically compare
our method with other state-of-the-art methods on simulated as
well as experimentally measured data in both 2D and 3D settings.
Index Terms—Diffraction tomography, proximal gradient
method, total variation regularization, nonconvex optimization
I. INTRODUCTION
Estimation of the spatial permittivity distribution of an ob-
ject from the scattered wave measurements is ubiquitous in nu-
merous applications. Conventional methods usually rely on lin-
earizing the relationship between the permittivity and the wave
measurements. For example, the first Born approximation [1]
and the Rytov approximation [2] are linearization techniques
commonly adopted in diffraction tomography [3]–[8]. Other
imaging systems that are based on a linear forward model in-
clude optical projection tomography (OPT), optical coherence
tomography (OCT), digital holography, and subsurface radar
[9]–[18]. One attractive aspect of linear methods is that the
inverse problem can be formulated as a convex optimization
problem and solved by various efficient convex solvers [19]–
[22]. However, linear models are highly inaccurate when the
physical size of the object is large compared to the wavelength
of the incident wave or the permittivity contrast of the object
compared to the background is high [23]. Therefore, in order
to be able to image strongly scattering objects such as human
tissue [24], nonlinear formulations that can model multiple
scattering need to be considered. The challenge is then to
develop fast, memory-efficient, and reliable inverse methods
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Fig. 1. Comparison between linear method with first Born approximation (FB,
first row), iterative linearization method (IL, second row), and our proposed
nonlinear method (CISOR, third row). Each column represents one contrast
value as indicated at the bottom of the images on the third row. CISOR is
stable for all tested contrast values, whereas FB and IL fail for large contrast.
that can account for the nonlinearity. Note that the nonlinearity
in this work refers to the fundamental relationship between
the scattered wave and the permittivity contrast, rather than
that introduced by the limitations of sensing systems such as
missing phase.
A standard way for solving inverse problems is via op-
timization, where a sequence of estimates is generated by
iteratively minimizing a cost function. For ill-posed problems,
a cost function usually consists of a quadratic data-fidelity
term and a regularization term, which incorporates prior in-
formation such as transform-domain sparsity to mitigate the
ill-posedness. Total variation (TV) [25] is one of the most
commonly used regularizers in image processing, as it captures
the property of piece-wise smoothness in natural objects.
The challenge of such formulation for nonlinear diffractive
imaging is that the data-fidelity term is nonconvex due to the
nonlinearity and that the TV regularizer is nondifferentiable.
For such nonsmooth and nonconvex problems, the prox-
imal gradient method, also known as iterative shrink-
age/thresholding algorithm (ISTA) [26]–[28], is a natural
choice. ISTA is easy to implement and is proved to converge
under some technical conditions. However, its convergence
speed is slow. FISTA [22] is an accelerated variant of ISTA,
which is proved to have the optimal worst case convergence
rate for convex problems. Unfortunately, its convergence anal-
ysis for nonconvex problems has not been established.
ar
X
iv
:1
70
8.
01
66
3v
2 
 [c
s.C
V]
  1
4 D
ec
 20
17
2A. Contributions
In this paper, we propose a new image reconstruction
method called Convergent Inverse Scattering using Optimiza-
tion and Regularization (CISOR) for fast and memory-efficient
nonlinear diffractive imaging.
The key contributions of this paper are as follows:
• A novel nonconvex formulation that precisely models the
fundamental nonlinear relationship between the scattered
wave and the permittivity contrast, while enabling fast
and memory-efficient implementation, as well as rigorous
convergence analysis.
• A new relaxed variant of FISTA for solving our non-
convex problem with rigorous convergence analysis. Our
new variant of FISTA may be of interest on its own as a
general nonconvex solver.
• Extension of the proposed formulation and algorithm, as
well as the convergence analysis, to the 3D vectorial case,
which makes our method applicable in a broad range of
engineering and scientific areas.
B. Related Work
Many methods that attempt to integrate the nonlinearity of
wave scattering have been proposed in the literature. The iter-
ative linearization (IL) method [29], [30] iteratively computes
the forward model using the current estimated permittivity, and
estimates the permittivity using the field from the previously
computed forward model. Hence, each sub-problem at each
iteration is a linear problem. Contrast source inversion (CSI)
[31]–[33] defines an auxiliary variable called the contrast
source, which is the product of the permittivity contrast and
the field. CSI alternates between estimating the contrast source
and the permittivity. Hybrid methods (HM) [34]–[36] combine
IL and CSI, aiming to benefit from each of their advantages.
A comprehensive comparison of these three methods can be
found in the review paper [35]. Recently, the idea of neural
network unfolding has inspired a class of methods that updates
the estimates using error backpropagation [37]–[41]. While
such methods can in principle model the precise nonlinearity,
in practice, the accuracy may be limited by the availability of
memory to store the iterates needed to perform unfolding.
Figure 1 provides a visual comparison of the reconstructed
images obtained by the first Born (FB) linear approximation
[1], the iterative linearization (IL) method [29], [30], and
our proposed nonlinear method CISOR; detailed experimental
setup will be presented in Section IV. We can see that when
the contrast of the object is small, all methods achieve similar
reconstruction quality. As the contrast value increases, the
performance of the linear method degrades significantly and
the iterative linearization method only succeeds up to a certain
level, whereas our nonlinear method CISOR provides reliable
reconstruction for all tested contrast values.
While we were concluding this manuscript, we became
aware of very recent related work in [42], which considered
a similar problem as in this paper. Our work differs from
[42] in the following aspects: (i) Only the 2D case has
been considered in [42], whereas our work extends to the
3D vectorial case. (ii) FISTA [22], which does not have
𝑟
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Fig. 2. Visual representation of the measurement scenario considered in
this paper. An object with a real permittivity contrast f(r) is illuminated
with an input wave uin(r), which interacts with the object and results in
the scattered wave usc at the sensor domain Γ⊂R2. The complex scattered
wave is captured at the sensor and the algorithm proposed here is used for
estimating the contrast f .
convergence guarantee for nonconvex problems, is applied in
[42] as the nonconvex solver, whereas our method applies
our new variant of FISTA with rigorous convergence analysis
established here.
II. PROBLEM FORMULATION
The problem of inverse scattering based on the scalar
theory of diffraction [1], [43] is described as follows and
illustrated in Figure 2; the formulation for the 3D vectorial
case is presented in Appendix VI-A. Let d=2 or 3, suppose
that an object is placed within a bounded domain Ω⊂Rd.
The object is illuminated by an incident wave uin, and the
scattered wave usc is measured by the sensors placed in a
sensing region Γ⊂Rd. Let u denote the total field, which
satisfies u(r)=uin(r)+usc(r),∀r∈Rd. The scalar Lippmann-
Schwinger equation [1] establishes the relationship between
wave and permittivity contrast:
u(r)=uin(r)+k
2
∫
Ω
g(r−r′)u(r′)f(r′)dr′, ∀r∈Rd.
In the above, f(r)=((r)−b) is the permittivity contrast,
where (r) is the permittivity of the object, b is the permit-
tivity of the background, and k=2pi/λ is the wavenumber
in vacuum. We assume that f is real, or in other words, the
object is lossless. The free-space Green’s function is defined
as follows:
g(r)=
{
− j4H(1)0 (kb‖r‖), if d=2
ejkb‖r‖
4pi‖r‖ , if d=3
, (1)
where ‖·‖ denotes the Euclidean norm, H(1)0 is the Hankel
function of first kind, and kb=k
√
b is the wavenumber of
the background medium. The corresponding discrete system
is then
y=Hdiag(u)f+e, (2)
u=uin +Gdiag(f)u, (3)
where f ∈RN , u∈CN , uin∈CN are N uniformly spaced
samples of f(r), u(r), and uin(r) on Ω, respectively, and
y∈CM is the measured scattered wave at the sensors with
3measurement error e∈CM . For a vector a∈RN , diag(a)∈
RN×N is a diagonal matrix with a on the diagonal. The
matrix H∈CM×N is the discretization of Green’s function
g(r−r′) with r∈Γ and r′∈Ω, whereas G∈CN×N is the
discretization of Green’s function with r,r′∈Ω. The inverse
scattering problem is then to estimate f given y, H, G, and
uin. Define
A :=I−Gdiag(f). (4)
Note that (2) and (3) define a nonlinear inverse problem,
because u depends on f through u=A−1uin, where A is
defined in (4). In this paper, the linear method refers to
the formulation where u=uin, and the iterative linearization
method replaces u in (2) with the estimate û computed from
(3) using the current estimate f̂ and assumes that û is a
constant with respect to f .
To estimate f from the nonlinear inverse problem (25)
and (26), we consider the following nonconvex optimization
formulation. Define
Z(f) :=Hdiag(u)f , (5)
which is the (clean) scattered wave from the object with
permittivity contrast f . Moreover, let C⊂RN be a bound
convex set that contains all possible values that f may take.
Then f is estimated by minimizing the following composite
cost function with a nonconvex data-fidelity term D(f) and a
convex regularization term R(f):
f∗=arg min
f∈RN
{F(f) :=D(f)+R(f)} , (6)
where
D(f)= 1
2
‖y−Z(f)‖22, (7)
R(f)=τ
N∑
n=1
√√√√ 2∑
d=1
|[Ddf ]n|2 +χC(f). (8)
In (8), Dd is the discrete gradient operator in the dth dimen-
sion, hence the first term in R(f) is the total variation (TV)
cost, and the parameter τ >0 controls the contribution of the
TV cost to the total cost. The second term χC(·) is defined as
χC(f) :=
{
0, if f ∈C
∞, if f 6∈C .
Note that D(·) is differentiable if A is non-singular, R(·) is
proper, convex, and lower semi-continuous if C is convex and
closed.
III. PROPOSED METHOD
As mentioned in Section I that for a cost function like
(6), the class of proximal gradient methods, including ISTA
[26]–[28] and FISTA [22], can be applied. However, ISTA is
empirically slow and FISTA has only been proved to converge
for convex problems. A variant of FISTA has been proposed in
[44] for nonconvex optimization with convergence guarantees.
This algorithm computes two estimates from ISTA and FISTA,
respectively, at each iteration, and selects the one with lower
objective function value as the final estimate at the current it-
eration. Therefore, both the gradient and the objective function
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Fig. 3. Empirical convergence speed for relaxed FISTA with various α values
tested on experimentally measured data.
need to be evaluated at two different points at each iteration.
While such extra computation may be insignificant in some
applications, it can be prohibitive in the inverse scattering
problem, where additional evaluations of the gradient and
the objective function require the computation of the entire
forward model. Another accelerated proximal gradient method
that is proved to converge for nonconvex problems is proposed
in [45], which is not directly related to FISTA for non-smooth
objective functions like (6).
A. Relaxed FISTA
We now introduce our new variant of FISTA to solve (6).
Starting with some initialization f0∈RN and setting s1 = f0,
t0 =1, α∈ [0,1), for k≥1, the proposed algorithm proceeds
as follows:
fk=proxγR (sk−γ∇D(sk)) (9)
tk+1 =
√
4t2k+1+1
2
(10)
sk+1 = fk+α
(
tk−1
tk+1
)
(fk− fk−1), (11)
where the choice of the step-size γ to ensure convergence
will be discussed in Section III-B. Notice that the algorithm
(9)-(11) is equivalent to ISTA when α=0 and is equivalent
to FISTA when α=1. For this reason, we call it relaxed
FISTA. Figure 3 shows that the empirical convergence speed
of relaxed FISTA improves as α increases from 0 to 1. The plot
was obtained by using the experimentally measured scattered
microwave data collected by the Fresnel Institute [46]. Our
theoretical analysis of relaxed FISTA in Section III-B estab-
lishes convergence for any α∈ [0,1) with appropriate choice
of the step-size γ.
The two main elements of relaxed FISTA are the computa-
tion of the gradient ∇D and the proximal mapping proxγR.
Given ∇D(sk), the proximal mapping (9) can be efficiently
solved [47], [48]. The following proposition provides an
explicit formula for ∇D, which enables fast and memory-
efficient computation of ∇D.
Proposition 1. Let Z(f) be defined in (5) and w=Z(f)−y.
Then
∇D(f)=Re{diag(u)H (HHw+GHv)} , (12)
where u and v are obtained from the linear systems
Au=uin, and AHv=diag(f)HHw. (13)
4Proof. See Appendix VI-B1.
In the above, u and v can be efficiently solved by the
conjugate gradient method. Note that the formulation for
computing the gradient in Proposition 1 is also known as the
adjoint state method [49]. In our implementation, A is an
operator rather than an explicit matrix, and the convolution
with Green’s function in A is computed using the fast Fourier
transform (FFT) algorithm. Note that the formula for the
gradient defined in (12) is for the scalar field case. The formula
for the 3D vectorial case is provided in (30) in Appendix VI-A.
B. Theoretical Analysis
We now provide the convergence analysis of relaxed FISTA
applied to our nonconvex optimization problem (6).
The following proposition shows that the data-fidelity term
(7) has Lipschitz gradient on a bounded domain. Note that
Lipschitz gradient of the smooth term in a composite cost
function like (6) is essential to prove the convergence of
relaxed FISTA, which we will establish in Proposition 3.
Proposition 2. Suppose that U⊂RN is bounded. Assume that
‖uin‖<∞ and the matrix A defined in (4) is non-singular for
all s∈U . Then D(s) has Lipschitz gradient on U . That is,
there exists an L∈(0,∞) such that
‖∇D(s1)−∇D(s2)‖≤L‖s1−s2‖, ∀s1,s2∈U . (14)
Proof. See Appendix VI-B2.
Notice that all fk obtained from (9) are within a bounded set
C, and each sk+1 obtained from (11) is a linear combination
of fk and fk−1, where the weight α
(
tk−1
tk+1
)
∈ [0,1) since
α∈ [0,1) and tk−1tk+1 ≤1 by (10). Hence, the set that covers all
possible values for {fk}k≥0 and {sk}k≥1 is bounded. Using
this fact, we have the following convergence guarantee for
relaxed FISTA applied to solve (6).
Proposition 3. Let U in Proposition 2 be the bounded set that
covers all possible values for {fk}k≥0 and {sk}k≥1 obtained
from (9) and (11), L be the corresponding Lipschitz constant
defined in (14). Choose 0<γ≤ 1−α22L for any fixed α∈ [0,1).
Define the gradient mapping as
Gγ(f) :=
f−proxγR (f−γ∇D(f))
γ
, ∀f ∈RN . (15)
Then, relaxed FISTA achieves the stationary points of the
cost function F defined in (6) in the sense that the gradient
mapping norm satisfies
lim
k→∞
‖Gγ(fk)‖=0. (16)
Moreover, Let F∗ denote the global minimum of F and we
assume its existence. Then for any K>0,
min
k∈{1,...,K}
‖Gγ(fk)‖2≤ 2L(3+γL)
2 (F(f0)−F∗)
KγL(1−γL) . (17)
Proof. See Appendix VI-B3.
Note that for any f ∈RN , Gγ(f)=0 implies 0∈∂F(f),
where ∂F(f) is the limiting subdifferential [50] of F defined
in (6) at f , hence f is a stationary point of F .
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Fig. 4. Comparison of different reconstruction methods for various contrast
levels tested on simulated data.
Relaxed FISTA can be used as a general nonconvex solver
for any cost function that has a smooth nonconvex term
with Lipschitz gradient and a nonsmooth convex term whose
proximal mapping can be easily computed. The convergence
analysis of relaxed FISTA does not require the estimates to be
constrained on a bounded domain. The condition of bounded U
in the statement of Proposition 3 is to ensure that the gradient
of the specific function D(f) defined in (7) is Lipschitz, as
discussed in Proposition 2.
IV. EXPERIMENTAL RESULTS
We now compare our method CISOR with several state-
of-the-art methods, including iterative linearization (IL) [29],
[30], contrast sourse inversion (CSI) [31]–[33], and SEAGLE
[40], as well as a conventional linear method, the first Born
approximation (FB) [1]. All algorithms use additive total vari-
ation regularization. In our implementation, CSI uses Polak-
Ribie´re conjugate gradient. CISOR uses the relaxed FISTA
defined in SectionIII-A with α=0.96 and fixed step-size γ,
which is manually tuned. The other methods use the standard
FISTA [22], also with manually tuned and fixed step-sizes.
Comparison on simulated data. The wavelength of the
incident wave in this experiment is 7.49 cm. Define the
contrast of an object with permittivity contrast distribution f as
max(|f |). We consider the Shepp-Logan phantom and change
its contrast to the desired value to obtain the ground-truth ftrue.
We then solve the Lippmann-Schwinger equation to generate
the scattered waves that are then used as measurements. The
center of the image is the origin and the physical size of the
image is set to 120 cm × 120 cm. Two linear detectors are
placed on two opposite sides of the image at a distance of
95.9 cm from the origin. Each detector has 169 sensors with
a spacing of 3.84 cm. The transmitters are placed on a line
48.0 cm to the left of the left detector, and they are spaced
uniformly in azimuth with respect to the origin within a range
of [−60◦,60◦] at every 5◦. The reconstructed SNR, which is
defined as 20log10(‖ftrue‖/‖fˆ− ftrue‖), is used as the compari-
son criterion. The size the reconstructed images fˆ is 128×128
pixels. For each contrast value and each algorithm, we run the
algorithm with five different regularization parameter values
and select the result that yields the highest reconstructed SNR.
Figure 4 shows that as the contrast increases, the recon-
structed SNR of FB and IL decreases, whereas that of CSI and
CISOR is more stable. While it is possible to further improve
the reconstructed SNR for CSI by running more iterations,
5λ 2.2
0
0.5
0
CISOR IL
0.5
0
FB
2.2
0
λ CSISEAGLE
Fig. 5. Reconstructed images obtained by different algorithms from 2D experimentally measured data. The first and second rows use the FoamDielExtTM
and the FoamDielIntTM objects, respectively. From left to right: ground truth, reconstructed images by CISOR, SEAGLE, IL, CSI, and FB. The color-map
for FB is different from the rest, because FB significantly underestimated the contrast value. The size of the reconstructed objects are 128×128 pixels.
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Fig. 6. Reconstructed images obtained by CISOR, IL, and CSI from 3D experimentally measured data for the TwoShperes object. From left to right: ground
truth, reconstructed image slices by CISOR, IL, and CSI, the reconstructed contrast distribution along the dashed lines showing in the image slices on the first
column. From top to bottom: image slices parallel to the x-y plane with z=0 mm, parallel to the x-z plane with y=0 mm, and parallel to the y-z plane
with x=−25 mm. The size of the reconstructed objects are 32×32×32 pixels for a 150×150×150 mm cube centered at (0,0,0).
CSI is known to be slow as the comparisons shown in [35].
A visual comparison between FB, IL, and CISOR at several
contrast levels has been presented in Figure 1 at the beginning
of the paper.
Comparison on experimental data. We test our method in
both 2D and 3D settings using the public dataset provided by
the Fresnel Institute [46], [51]. Two objects for the 2D setting,
FoamDielExtTM and FoamDielintTM, and two objects for the
3D setting, TwoSpheres and TwoCubes, are considered.
In the 2D setting, the objects are placed within a 150
mm × 150 mm square region centered at the origin of the
coordinate system. The number of transmitters is 8 and the
number of receivers is 360 for all objects. The transmitters
and the receivers are placed on a circle centered at the origin
with radius 1.67 m and are spaced uniformly in azimuth. Only
one transmitter is turned on at a time and only 241 receivers
are active for each transmitter. That is, the 119 receivers that
are closest to a transmitter are inactive for that transmitter.
While the dataset contains multiple frequency measurements,
we only use the ones corresponding to 3 GHz, hence the
wavelength of the incident wave is 99.9 mm. The pixel size
of the reconstructed images is 1.2 mm.
In the 3D setting, the transmitters are located on a sphere
with radius 1.769 m. The azimuthal angle θ ranges from 20◦
to 340◦ with a step of 40◦, and the polar angle φ ranges
from 30◦ to 150◦ with a step of 15◦. The receivers are only
placed on a circle with radius 1.769 m in the azimuthal
plane with azimuthal angle ranging from 0◦ to 350◦ with
a step of 10◦. Only the receivers that are more than 50◦
away from a transmitter are active for that transmitter. A
visual representation of this setup is shown in Figure 8 in the
Appendix. We use the data corresponding to 4 GHz for the
60
1.43𝜆
𝑦
𝑥 𝑧=33 mm
𝑧
𝑥 𝑦=-17 mm
𝑧
𝑦 𝑥=17 mm
ILCISOR CSI
Fig. 7. Reconstructed images obtained by CISOR, IL, and CSI from 3D experimentally measured data for the TwoCubes object. From left to right: ground
truth, reconstructed image slices by CISOR, IL, and CSI, the reconstructed contrast distribution along the dashed lines showing in the image slices on the
first column. From top to bottom: image slices parallel to the x-y plane with z=33 mm, parallel to the x-z plane with y=−17 mm, and parallel to the y-z
plane with x=17 mm. The size of the reconstructed objects are 32×32×32 pixels for a 100×100×100 mm cube centered at (0,0,50) mm.
TwoSpheres object and 6 GHz for the TwoCubes object, hence
the wavelength of the incident wave is 74.9 mm and 50.0 mm,
respectively. The pixel size is 4.7 mm for the TwoSpheres and
3.1 mm for TwoCubes.
Figure 5 provides a visual comparison of the reconstructed
images obtained by different algorithms for the 2D data. For
each object and each algorithm, we run the algorithm with
five different regularization parameter values and select the
result that has the best visual quality. Figure 5 shows that all
nonlinear methods CISOR, SEAGLE, IL, and CSI obtained
reasonable reconstruction results in terms of both the contrast
value and the shape of the object, whereas the linear method
FB significantly underestimated the contrast value and failed to
capture the shape. These results demonstrate that the proposed
method is competitive with several state-of-the-art methods.
Figures 6 and 7 present the results for the TwoSpheres and
the TwoCubes objects, respectively. Again, the results show
that CISOR is competitive with the state-of-the-art methods
for the 3D vectorial setting as well.
V. CONCLUSION
In this paper, we proposed a nonconvex formulation for
nonlinear diffractive imaging based on the scalar theory of
diffraction, and further extended our formulation to the 3D
vectorial field setting. The nonconvex optimization problem
was solved by our new variant of FISTA. We provided an
explicit formula for fast computation of the gradient at each
FISTA iteration and proved that the algorithm converges for
our nonconvex problem. Numerical results demonstrated that
the proposed method is competitive with several state-of-the-
art methods. The advantages of CISOR over other methods
are mainly in the following two aspects. First, CISOR is more
memory-efficient due to the explicit formula for the gradient
as provided in Proposition 1. The formula allows using the
conjugate gradient method to accurately compute the gradient
without the need of storing all the iterates, which was required
in SEAGLE [41]. Second, CISOR enjoys rigorous theoretical
convergence analysis as established in Proposition 3, while
other methods only have reported empirical convergence per-
formance.
VI. APPENDIX
A. 3D Diffractive Imaging
1) Problem Formulation: The measurement scenario for
the 3D case follows that in [51] and is illustrated in Fig-
ure 8. The fundamental object-wave relationship in case of
electromagnetic wave obeys Maxwell’s equations. For time-
harmonic electromagnetic field and under the Silver-Mu¨ller
radiation condition, it can be shown that the solution to
Maxwell’s equations is equivalent to that of the following
integral equation [52]:
~E(r)= ~Ein(r)+(k2I+∇∇·)
∫
Ω
g(r−r′)f(r′) ~E(r′)dr′,
(18)
which holds for all r∈R3. In (18), ~E(r)∈C3 is the electric
field at spatial location r, which is the sum of the incident
field ~Ein(r)∈C3 and the scattered field ~Esc(r)∈C3. The
scalar permittivity contrast distribution is defined as f(r)=
((r)−b), where (r) is the permittivity of the object, b
is the permittivity of the background, and k=2pi/λ is the
wavenumber in vacuum. We assume that f(r) is real. The
3D free-space scalar Green’s function g(r) is defined in (1).
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Fig. 8. The measurement scenario for the 3D case considered in this paper.
The object is placed within a bounded image domain Ω. The transmitter
antennas (Tx) are placed on a sphere and are linearly polarized. The arrows
in the figure define the polarization direction. The receiver antennas (Rx) are
placed in the sensor domain Γ within the x-y (azimuth) plane, and are linearly
polarized along the z direction.
As illustrated in Figure 8, the measurements in our problem
are the scattered field measured in the sensor region Γ,
~Esc(r)=(k2I+∇∇·)
∫
Ω
g(r−r′)f(r′) ~E(r′)dr′,∀r∈Γ,
(19)
where the total field ~E in (19) is obtained by evaluating (18)
at r∈Ω. In the experimental setup considered in this paper,
Γ∩Ω=∅, hence Green’s function is non-singular within the
integral region in (19). Therefore, we can conveniently move
the gradient-divergence operator ∇∇· inside the integral. Then
(19) becomes
~Esc(r)=
∫
Ω
G(r−r′)f(r′) ~E(r′)dr′,∀r∈Γ, (20)
where G(r−r′)=(k2I+∇∇)g(r−r′) is the dyadic Green’s
function in free-space, which has an explicit form:
G(r−r′)=k2
((
3
k2d2
− 3j
kd
−1
)(
r−r′
d
⊗ r−r
′
d
)
+
(
1+
j
kd
− 1
k2d2
)
I
)
g(r−r′), (21)
where ⊗ denotes the Kronecker product, d=‖r−r′‖, and I
is the unit dyadic.
2) Discretization: To obtain a discrete system for (18)
and (20), we define the image domain Ω as a cube and
uniformly sample Ω on a rectangular grid with sampling step
δ in all three dimensions. Let the center of Ω be the origin
and let rl,s,t :=((l−J/2−0.5)δ,(s−J/2−0.5)δ,(t−J/2−
0.5)δ) for r,s, t=1, . . . ,J . To simplify the notation, we use a
one-to-one mapping (l,s, t) 7→n and denote the samples by rn
for n=1, . . . ,N , where N=J3. Assume that M detectors are
placed at rm for m=1, . . . ,M . Note that the detectors do not
have to be placed on a regular grid, because the dyadic Green’s
function 21 can be evaluated at any spatial points, whereas
the rectangular grid on Ω is important in order for discrete
differentiation to be easily defined. Using these definitions, the
discrete system that corresponds to (20) and (18) with r∈Ω
can then be written as
~Esc(rm)=δ
3
N∑
n=1
G(rm−rn)f(rn) ~E(rn), (22)
~E(rn)= ~E
in(rn)+(k
2 +∇∇·) ~B(rn), (23)
where m=1, . . . ,M , n=1, . . . ,N , and
~B(rn)=δ
3
N∑
k=1
g(rn−rk)f(rk) ~E(rk), n=1, . . . ,N.
Let us organize ~En and ~Einn for n=1, . . . ,N into column
vectors as follows:
u˜=
E(1)E(2)
E(3)
 , u˜in =
Ein,(1)Ein,(2)
Ein,(3)
 , (24)
where E(i)∈CN is a column vector whose nth coordinate
is E(i)n ; similar notation applies to Ein,(i)∈CN . Then the
discretized inverse scattering problem is defined as follows:
y˜=H˜
(
I3⊗diag(f˜)
)
u˜+ e˜, (25)
u˜= u˜in +(k2I+D)
(
I3⊗(G˜diag(f˜))
)
u˜, (26)
where Ip is a p×p identity matrix and we drop the subscript
p if the dimension is clear from the context, f˜ ∈RN is the
vectorized permittivity contrast distribution, which is assumed
to be real in this work, D∈R3N×3N is the matrix representa-
tion of the gradient-divergence operator ∇∇·, y˜∈CM is the
scattered wave measurement vector with measurement noise
e˜∈CM , and G˜∈CN×N is the matrix representation of the
convolution operator induced by the 3D free-space Green’s
function (1). Note that according to the polarization of the
receiver antennas in the experimental setup we consider in this
paper, the ideal noise-free measurements y˜m− e˜m are Esc,(3)m ,
for m=1, ...,M , which are the scattered wave ~Esc along the
z-dimension measured at M different locations in the sensor
region Γ. Therefore, H˜∈CM×3N is the matrix representation
of the convolution operator induced by the third row of the
dyadic Green’s function (21). Define
A˜ :=I−(k2I+D)
(
I3⊗(G˜diag(f˜))
)
. (27)
Similar to the scalar field case, we can see that the mea-
surement vector y˜ is nonlinear in the unknown f˜ , because
u˜ depends on f˜ according to u˜=A˜−1u˜in, which follows from
(26).
Next, we define the discrete gradient-divergence operator
∇∇·, for which the matrix representation is D in (26). For a
scalar function f of the spatial location rl,s,t, denote f(rl,s,t)
by fl,s,t. Following the finite difference rule,
∂2
∂x2
fl,s,t :=
fl−1,s,t−2fl,s,t+fl+1,s,t
δ2
,
∂2
∂x∂y
fl,s,t :=
fl−1,s−1,t−fl−1,s+1,t
4δ2
+
fl+1,s+1,t−fl+1,s−1,t
4δ2
.
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2
∂x∂z and
∂2
∂y∂z are similar to that of
∂2
∂x∂y .
Moreover, for a vector ~Em,n,p∈C3, we use E(i)m,n,p to denote
its ith coordinate. Then we have that the first coordinate of
~Em,n,p is
E(1)m,n,p=E
in,(1)
m,n,p+k
2B(1)m,n,p
+
∂
∂x1
(
∂
∂x1
B(1)m,n,p+
∂
∂x2
B(2)m,n,p+
∂
∂x3
B(3)m,n,p
)
=Ein,(1)m,n,p+k
2B(1)m,n,p+
B
(1)
m+1,n,p−2B(1)m,n,p+B(1)m−1,n,p
δ2
+
B
(2)
m−1,n−1,p−B(2)m−1,n+1,p−B(2)m+1,n−1,p+B(2)m+1,n+1,p
4δ2
+
B
(3)
m−1,n,p−1−B(3)m−1,n,p+1−B(3)m+1,n,p−1 +B(3)m+1,n,p+1
4δ2
.
The second and third coordinates of ~Em,n,p can be obtained
in a similar way.
3) CISOR for 3D: The data-fidelity term D(·) in the
objective function (6) is now defined as D(f˜) := 12‖y˜−Z˜(f˜)‖2,
where Z˜(f˜) :=H˜
(
I3⊗diag(f˜)
)
u˜. Let w˜= Z˜(f˜)− y˜, and
g=diag(u˜)H
(
H˜Hw+(I3⊗G˜H)(k2I+DH)v˜
)
, (28)
where u˜ and v˜ are obtained from the linear systems
A˜u˜= u˜in, and A˜Hv˜=(I3⊗diag(f˜))H˜Hw˜, (29)
where A˜ is defined in (27). Then the gradient of D can be
written as
∇D(f)=Re
{
3∑
i=1
g(i)
}
(30)
with g(i) =(g(i−1)N+1, . . . ,giN )∈CN for i=1,2,3.
B. Proofs for Theoretical Results
1) Proof for Proposition 1: The gradient of D(·) defined
in (7) is Re
{
JHZw
}
, where JZ is the Jocobian matrix of Z(·)
5, which is defined as
JZ=

∂Z1
∂f1
. . . ∂Z1∂fN
...
. . .
...
∂ZM
∂f1
. . . ∂ZM∂fN
 .
Recall that A=(I−Gdiag(f)) and u=A−1uin, hence both A
and u are functions of f . We omit such dependencies in our
notation for brevity. Following the chain rule of differentiation,
∂Zm
∂fn
=
∂
∂fn
N∑
i=1
Hm,ifiui
=Hm,nun+
N∑
i=1
[
∂ui
∂fn
]
Hm,ifi.
Using the definition w=Z(f)−y and summing over m=
1, ...,M ,
[∇D(f)]n=
M∑
m=1
[
∂Zm
∂fn
]
wm
=un
M∑
m=1
Hm,nwm+
N∑
i=1
[
∂ui
∂fn
]
fi
M∑
m=1
Hm,iwm
=un
[
HHw
]
n
+
N∑
i=1
[
∂ui
∂fn
]
fi
[
HHw
]
i
, (31)
where a denotes the complex conjugate of a∈C. Label the
two terms in (31) as T1 and T2, then
T1 =
[
diag(u)HHHw
]
n
, (32)
and
T2
(a)
= (uin)H
[
∂A−1
∂fn
]H
diag(f)HHw
(b)
=−(uin)HA−H
[
∂A
∂fn
]H
A−Hdiag(f)HHw
(c)
=−uH(f)
[
∂A
∂fn
]H
v
(d)
= [diag(u)HGHv]n. (33)
In the above, step (a) holds by plugging in ui=
[
A−1uin
]
i
.
Step (b) uses the identity
∂A−1
∂fn
=−A−1 ∂A
∂fn
A−1, (34)
which follows by differentiating both sides of AA−1 =I,
∂A
∂fn
A−1 +A
∂A−1
∂fn
=0.
From step (b) to step (c), we used the fact that u=A−1uin and
defined v :=A−Hdiag(f)HHw, which matches (13). Finally,
step (d) follows by plugging in A=I−Gdiag(f). Combining
(31), (32), and (33), we have obtained the expression in (12).
Note that the extension to the 3D vectorial field case
(30) is straightforward. We highlight the differences from the
scalar field case in the following. Let H˜=[H˜(1)|H˜(2)|H˜(3)],
where H˜(i)∈CM×N for i=1,2,3. Following the chain rule
of differentiation, we have
∂Z˜m
∂f˜n
=
3∑
k=1
H˜(k)m,nu˜
(k)
n +
3∑
k=1
N∑
i=1
[
∂u˜
(k)
i
∂f˜n
]
H˜
(k)
m,if˜i.
Using the definition w˜ and summing over m=1, ...,M ,
[
∇D(f˜)
]
n
=
M∑
m=1
[
∂Z˜m
∂f˜n
]
w˜m=
3∑
k=1
u˜
(k)
n
[
(H˜(k))Hw˜
]
n
+
3∑
k=1
N∑
i=1
[
∂u˜
(k)
i
∂f˜n
]
f˜i
[
(H˜(k))Hw˜
]
i
. (35)
9Label the two terms in (35) as T1 and T2, then
T1 =
3∑
k=1
[
diag(u˜(k))H(H˜(k))Hw˜
]
n
, (36)
T2
(a)
=
3∑
k=1
([
∂A−1
∂fn
uin
](k))H
diag(f)(H(k))Hw
(b)
=
3∑
k=1
[−A˜−1 ∂A˜
∂f˜n
u˜
](k)H diag(f˜)(H˜(k))Hw˜
(c)
=
3∑
k=1
−u˜H[ ∂A˜
∂f˜n
]H
v˜
(k)
(d)
=
3∑
k=1
[
diag(u˜(k))HG˜H[(k2I+DH)v˜](k)
]
n
. (37)
In the above, step (a) follows from u˜(k)i =
[
A˜−1u˜in
](k)
i
. Step
(b) follows from (34). In step (c), we defined v˜ :=A˜−H(I3⊗
diag(f˜))H˜Hw˜, which matches (29). Finally, step (d) follows
by plugging in the definition of A˜ in (27). Combining (35),
(36), and (37), we have obtained the expression in (30).
2) Proof for Proposition 2: For a vector a that is a function
of s, ai denotes the value of a evaluated at si. Using this
notation, we have
‖∇D(s1)−∇D(s2)‖≤‖diag(u1)HHHw1−diag(u2)HHHw2‖
+‖diag(u1)HGHv1−diag(u2)HGHv2‖.
Label the two terms on the RHS as T1 and T2. We will prove
T1≤L1‖s1−s2‖ for some L1∈(0,∞), and T2≤L2‖s1−s2‖
can be proved in a similar way for some L2∈(0,∞). The
result (14) is then obtained by letting L=L1 +L2.
T1≤‖diag(u1)HHHw1−diag(u2)HHHw1‖
+‖diag(u2)HHHw1−diag(u2)HHHw2‖
≤‖u1−u2‖‖H‖op‖w1‖+‖A−12 ‖‖uin‖‖H‖op‖w1−w2‖,
where ‖·‖op denotes the operator norm and the last inequality
uses the fact that ‖diag(d)‖op =maxn∈[N ] |dn|≤‖d‖. We now
bound ‖u1−u2‖ and ‖w1−w2‖.
‖u1−u2‖=‖A−11 uin−A−12 uin‖≤‖A−11 −A−12 ‖op‖uin‖
=‖A−11 (A2−A1)A−12 ‖op‖uin‖
≤‖A−11 ‖op‖G‖op‖s1−s2‖‖A−12 ‖op‖uin‖,
‖w1−w2‖≤‖Hdiag(s1)u1−Hdiag(s1)u2‖
+‖Hdiag(s1)u2−Hdiag(s2)u2‖
≤‖H‖op‖s1‖‖u1−u2‖+‖H‖op‖s1−s2‖‖A−12 ‖op‖uin‖.
Then the result T1≤L1‖s1−s2‖ follows by noticing
that ‖s1‖, ‖uin‖, ‖G‖op, ‖H‖op, and ‖A−1i ‖op for
i=1,2 are bounded, and the fact that ‖w1‖≤‖y‖+
‖H‖op‖s1‖‖A−11 ‖op‖uin‖<∞.
The Lipschitz property of the gradient (30) in the 3D case
can be proved in a similar way.
3) Proof for Proposition 3: First, we show that the Lips-
chitz gradient condition (14) implies that for all x,y∈U ,
D(y)−D(x)−〈∇D(x),y−x〉≥−L
2
‖x−y‖2. (38)
Define a function h :R→R as h(λ) :=D(x+λ(y−x)),
then h′(λ)=〈∇D(x+λ(y−x)),y−x〉. Notice that h(1)=
D(y) and h(0)=D(x). Using the equality h(1)=h(0)+∫ 1
0
h′(λ)dλ, we have that
D(y)=D(x)+
∫ 1
0
〈∇D(x+λ(y−x)),y−x〉dλ
=D(x)+
∫ 1
0
〈∇D(x),y−x〉dλ
+
∫ 1
0
〈∇D(x+λ(y−x))−∇D(x),y−x〉dλ
(a)
≥ D(x)−
∫ 1
0
λL‖y−x‖2dλ+〈∇D(x),y−x〉
=D(x)− L
2
‖y−x‖2 +〈∇D(x),y−x〉,
where step (a) uses Cauchy-Schwarz inequality and the Lip-
schitz gradient condition (14).
Next, by (9), we have that for all x∈U , t≥0,
R(x)≥R(ft)+〈st− ft
γ
−∇D(st),x− ft〉. (39)
Let y= fk, x= fk+1 in (38) and x= fk, t=k+1 in (39).
Adding (38) and (39), we have
F(fk+1)−F(fk)≤〈∇D(fk+1)−∇D(sk+1), fk+1− fk〉
+
1
γ
〈sk+1− fk+1, fk+1− fk〉+ L
2
‖fk+1− fk‖2
(a)
≤ L
2
‖sk+1− fk+1‖2 + L
2
‖fk+1− fk‖2 + 1
2γ
‖sk+1− fk‖2
− 1
2γ
‖sk+1− fk+1‖2− 1
2γ
‖fk+1− fk‖2 + L
2
‖fk+1− fk‖2
(b)
≤
(
1
2γ
−L
)
‖fk− fk−1‖2−
(
1
2γ
−L
)
‖fk+1− fk‖2
−
(
1
2γ
− L
2
)
‖sk+1− fk+1‖2.
In the above, step (a) uses Cauchy-Schwarz, Proposition 2,
as well as the fact that 2ab≤a2 +b2 and 2〈a−b,b−c〉=
‖a−c‖2−‖a−b‖2−‖b−c‖2. Step (b) uses the condition
in the proposition statement that γ≤ 1−α22L and (11), which
implies ‖sk+1− fk‖≤α tk−1tk+1 ‖fk− fk−1‖, where we notice that
tk−1
tk+1
≤1 by (10), and α<1 by our assumption. Summing both
sides from k=0 to K:(
1
2γ
− L
2
)K−1∑
k=0
‖sk+1− fk+1‖2≤F(f0)−F(fK)
+
(
1
2γ
−L
)(‖f0− f−1‖2−‖fK− fK−1‖2)≤F(f0)−F∗,
where F∗ is the global minimum. The last step follows by
letting f−1 = f0, which satisfies (11) for the initialization s1 =
f0, and the fact that F∗≤F(fK).
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Recall the definition of the gradient mapping Gγ in (15), we
have Gγ(sk)= sk−fkγ . Therefore,
K∑
k=1
‖Gγ(sk)‖2≤ 2L(F(f0)−F
∗)
γL(1−γL) , (40)
which implies that limK→∞
∑K
k=1 ‖Gγ(sk)‖2<∞, hence
lim
k→∞
‖Gγ(sk)‖=0. (41)
Note that (41) establishes that the gradient mapping acting
on the sequence {sk}k≥0 generated from relaxed FISTA
converges to 0. In the following, we show that the gra-
dient mapping acting on {fk}k≥0 converges to 0 as well,
which is the desired result stated in (16). By (9) and (15),
we have Gγ(sk)= 1γ (sk− fk). Therefore, (41) implies that
limk→∞ ‖sk− fk‖=0. Moreover,
‖Gγ(fk)−Gγ(sk)‖
(a)
≤ 1
γ
‖sk− fk‖
+
1
γ
‖proxγR(fk−γ∇D(fk))−proxγR(sk−γ∇D(sk))‖
(b)
≤ 1
γ
‖sk− fk‖+ 1
γ
‖fk−γ∇D(fk)−(sk−γ∇D(sk))‖
(c)
≤ 1
γ
‖sk− fk‖+ 1
γ
‖sk− fk‖+L‖sk− fk‖, (42)
where step (a) follows by (15) and the triangle inequality,
step (b) follows by the well-known property that the proximal
operators for convex functions are Lipschitz-1, and step (c)
follows by the triangle inequality and the result that ∇D
is Lipschitz-L as we established in Proposition 2. Taking
the limit as k→∞, we have limk→∞ ‖Gγ(fk)−Gγ(sk)‖=0,
hence, limk→∞Gγ(fk)=limk→∞Gγ(sk)=0.
Moreover, by (42),
‖Gγ(fk)‖−‖Gγ(sk)‖≤‖Gγ(fk)−Gγ(sk)‖≤(2+γL)‖Gγ(sk)‖,
hence, ‖Gγ(fk)‖2≤(3+γL)2‖Gγ(sk)‖2 for all k≥0. Then by
(40),
K∑
k=1
‖Gγ(fk)‖2≤(3+γL)2 2L(F(f0)−F
∗)
γL(1−γL) ,
which implies
K min
k∈{1,...,K}
‖Gγ(fk)‖2≤(3+γL)2 2L(F(f0)−F
∗)
γL(1−γL) ,
hence
min
k∈{1,...,K}
‖Gγ(fk)‖2≤(3+γL)2 2L(F(f0)−F
∗)
KγL(1−γL) .
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