Abstract. A receding horizon framework for stabilization of a class of infinite-dimensional controlled systems is presented. No terminal costs and constraints are used to ensure asymptotic stability of the controlled system. The key assumption is a stabilizability assumption, which can be guaranteed, for example, for the Burgers' equations with periodic and with homogeneous Neumann boundary conditions. Numerical experiments validate the theoretical results. Comparisons to the case with terminal penalties acting as control Lyapunov functions are included.
1. Introduction. We consider the optimal control problem where f (0) = 0, (0, 0) = 0. The state y(t) and the control u(t) are elements of spatially dependent function spaces H and U , respectively. Furthermore, the incremental cost function (·, ·) is assumed to be uniformly positive definite in both the state and control variables.
One strategy to solve problem (1.1)-(1.2) numerically employs the receding horizon control (RHC) which is also known as model predictive control (MPC). This method consists in obtaining a suboptimal solution of the infinite horizon problem by solving a series of finite horizon problems on a family of intervals which are arranged in an temporally increasing manner and which cover [0, ∞). Since proceeding in this manner, the solution of (1.1)-(1.2) is not obtained, the question of justifying the RHC technique arises. This is typically addressed by analyzing whether the RHC control meets the control objective which is formulated within (1.1)-(1.2). Frequently this control objective is given by the stabilization problem. Due to replacing the infinite prediction horizon by a family of finite ones, the asymptotic stability of the receding horizon trajectory is not a-priori guaranteed. However, the succinct use of the structure of the dynamical system under consideration together with possible terminal costs and/or terminal constraints for the finite horizon problems can ensure asymptotic stability of RHC control under appropriate assumptions.
In the past three decades, numerous results have been published on receding horizon control for finite-dimensional systems [1, 2, 12, 16, 18, 22, 23, 27] and the many references therein. Only more recently the case of infinite-dimensional systems was considered as well [17, 20, 21] . In [20] a general framework to stabilize infinitedimensional dynamical system by receding horizon control is proposed. The stability of the receding horizon trajectory is ensured by adding control Lyapunov functions as terminal cost to the finite horizon problems. More recently several authors, see e.g [16, 17, 18, 22] managed to prove the asymptotic stability of the RHC even without use of control Lyapunov functions and terminal constraints. So far, this framework has been well studied for finite-dimensional dynamical systems [22, 29] and discrete time dynamical systems [16, 17, 18] . But as far as we know, for infinite-dimensional systems with continuous time dynamical systems there still does not exist a rigorous theory. In this paper we make a step in this direction. The present work is inspired by [29] , but it differs not only in the fact that we treat partial rather than ordinary differential equations, but also we consider systems which are only locally stabilizable.
To briefly recapture the receding horizon approach, we choose a sampling time δ > 0 and an appropriate prediction horizon T > δ. Then sampling instances t k := kδ for k = 0, 1, . . . are defined. At every sampling instance t k , an open-loop optimal control problem is solved over a finite prediction horizon [t k , t k + T ]. The optimal control thus obtained is applied to steer the system from time t k with the initial state y rh (t k ) until time t k+1 := t k + δ at which point, a new measurement of state is assumed to be available. The process is repeated starting from the new state: we obtain a new optimal control and a new predicted state trajectory by shifting the prediction horizon forward in time. Denoting the receding horizon state-and control variables by y rh (·) and u rh (·), respectively, we next summarize the resulting algorithm 1.
Algorithm 1 Receding Horizon Algorithm
Input: Let the prediction horizon T , the sampling time δ < T , and the initial state y 0 ∈ H be given. 1: Set k := 0, t 0 := 0 and y rh (t 0 ) := y 0 . 2: Find the optimal pair (y The importance of RHC rests not only on speed up of the solution process, but also on its use as a state feedback mechanism which can be activated at each instance time t k . In practice this requires to include a dynamic observer. We leave this aspect to future work.
The applicability of our theoretical work will be demonstrated for the Burgers' equation. This is a nonlinear partial differential equation (PDE) that combines both nonlinear propagation and diffusion effects. It shares some important features with the Navier-Stokes equation. The Burgers' equation has the origin as a steady state. It is asymptotically stable in the case of Dirichlet boundary conditions. For Neumann boundary conditions and periodic boundary conditions this is not the case. Control theory for the Burgers' equation was investigated, both theoretically and numerically, by many authors. From among them we only mention [3, 4, 5, 8, 9, 10, 11, 19, 24, 25, 26, 33] .
The remainder of the paper is structured as follows. In Section 2 we develop an abstract setting which estimates the value of the cost J ∞ evaluated along the receding horizon control and trajectory in terms of the minimal value functional associated to (1.1)-(1.2). This result is applied in Section 3 to stabilization of the Burgers' equation with different types of boundary conditions. Section 4 contains numerical experiments which highlight the effect to the ratio T δ on the stabilizing effect of the RHC strategy. Moreover comparisons are carried out comparing the effect of RHC control with and without terminal control penalty.
2. Stability of the receding horizon method. Let V ⊂ H = H * ⊂ V * be a Gelfand triple of real Hilbert spaces with V densely contained in H. Further let U denote the control space which is also assumed to be a real Hilbert space. For any T > 0 and y 0 ∈ H we consider the controlled dynamical system (2.1)
where f ∈ C(V, V * ), f (0) = 0, and B ∈ L(U, V * ). Throughout the paper, it is assumed that for any triple (T,
For sufficient conditions on f we refer to e.g. [31] , chapter II. 3. We recall that W (0, T ) is continuously embedded in C([0, T ]; H), see e.g. [31, 35] . To define the optimal control problems we introduce the continuous incremental function :
for a number α > 0 independent of y ∈ H and u ∈ U , and (0, 0) = 0. For every T > 0 and y 0 ∈ H consider the finite horizon optimal control problem min u∈L 2 (0,T ;U )
Throughout we fix a neighborhood N 0 of the origin in H. We assume that (P T ) admits an optimal pair (y * T (·; y 0 , 0), u * T (·; y 0 , 0)) for any y 0 ∈ N 0 and T > 0. (A1)
Conditions on and f which imply (A1) are well-known from e.g. [32] . The functional J ∞ is defined as J T in (P T ) with T replaced by ∞. With (A1) holding the following definition is well posed.
Definition 2.1. For any y 0 ∈ N 0 the infinite horizon value function V ∞ (·) is defined by
Similarly, the finite horizon value function V T (·) is defined by
The following notion of local stabilizability will be used. Definition 2.2 (Local stabilizability). The dynamical system (2.1) is called locally stabilizable if for every positive T and initial function y 0 ∈ N 0 there exists a controlû(·, y 0 ) ∈ L 2 (0, T ; U ) with
H , where γ : R + → R + is a continuous, non-decreasing and bounded function. If N 0 can be chosen to be all of H then we call (2.1) globally stabilizable. We shall require the following two assumptions: (A2) The dynamical system (2.1) is locally stabilizable for the neighborhood N 0 .
(A3)
For every T > 0 there exists a constant c T ≥ 0 such that for every y 0 ∈ N 0 , and u with u L 2 (0,T ;U ) ≤ γ(T )/α y 0 H we have 
and (2.4), we have
as desired. Lemma 2.4. Suppose that for some initial function y 0 ∈ H, properties (2.5) and (2.6) of Lemma 2.3 hold. Then for the choice of
we have the following estimates
and (2.10)
Proof. To verify the inequality (2.9) recall that y *
By (2.5) we have
Now by using (2.12) and (2.11), we have
Turning to (2.10) we definet = arg min
Then by (2.6) we have
Moreover, we have
By (2.13) and (2.14) we can estimate
Proposition 2.5. Suppose that for some initial function y 0 ∈ H, conditions (2.5) and (2.6) of Lemma 2.3 hold. Then for every δ > 0, there exist positive numbers T * > δ and α ∈ (0, 1) such that the following inequality is satisfied
where θ 1 and θ 2 are defined in Lemma 2.4. Since
Theorem 2.6 (Suboptimality). Suppose that (A1)-(A3) hold and let a sampling time δ > 0 be given. Then there exist numbers T * > δ, and α > 0, such that for every prediction horizon T ≥ T * , the receding horizon control u rh satisfies
for all y 0 ∈ B d2 (0) with some
Proof. The right and left inequalities are obvious, therefore we only need to verify the middle one. For fixed δ > 0 choose T * and α according to Proposition 2.5. Define 
Preceding by induction we assume that
and that
Since y rh (t k ) ∈ B d1 (0), by Lemma 2.3 and Proposition 2.5 we have
Combined with (2.19) this gives
Moreover, by repeated use of (A3) which is applicable by (2.18) and due to (2.21) we have
Hence y rh (t k +1 ) ∈ B d1 (0) which concludes the induction step. Taking the limit k → ∞ we find
which concludes the proof. Remark 2.1. If (2.1) is globally stabilizable, i.e. (2.4) holds with N 0 replaced by H and if also in (A1) is satisfied for all y 0 ∈ H, then Theorem 2.6 holds for all y 0 ∈ H, without the need of (A3). In fact (A3) was only used in the proof of Lemma 2.3 for the construction of B d1 (0) which is not needed any more if (A2) holds globally.
In the following Theorem, we will show that the value function V T −δ exponentially decays along the the receding horizon trajectory y rh .
Theorem 2.7 (Exponentially decay). Suppose that (A1)-(A3) hold and let a sampling time δ > 0 be given. Then there exist numbers T * > δ, α > 0 such that for every prediction horizon T ≥ T * , and every y 0 ∈ B d2 (0) with d 2 (T ) > 0, the receding horizon trajectory y rh (·) satisfies
where ζ is a positive number depending on α, δ and T but independent of y 0 . Moreover, for every positive t we have
with a positive constant c depending on α, δ and T , but independent of y 0 Proof. Let δ > 0 be arbitrary. Then according to Theorem 2.6 and (2.15), there exists a positive number T * such that for every T ≥ T * and y 0 ∈ B d2 (0) with d 2 > 0 we have
with a positive α < 1. Moreover, by using (2.9) and (2.10) we have
where θ 1 > 0 and θ 2 > 0 are defined in Lemma 2.4. Now by using (2.25) and (2.26) we obtain
Therefore, by defining η := (1 + α θ1θ2 ) −1 for every k ∈ N we can write
Now by defining ζ := |ln η| δ , we obtain the inequality (2.23). Turning to the inequality (2.24) with t > 0 arbitrary, then there exists an index k such that t ∈ [t k , t k+1 ]. Now since T − δ ≤ T + t k − t and by using Bellman's optimality principle we have
(2.28) By using (2.27) and (2.28) we obtain
Remark 2.2. The above result is similar to the result obtained in [20] (Theorem 2.4), if the value function V T −δ is considered as a control Lyapunov function G. At every iteration k of Algorithm 1 for every open-loop optimal control problem we have
This means that the terminal cost V T −δ is implicitly added to the objective function of every open-loop optimal control problem. Indeed V t−δ can be interpreted as an approximation of the infinite horizon value function V ∞ which is incorporated in the objective function of every open-loop problem.
Remark 2.3. Note that the inequality (2.24) does not imply the asymptotic stability of receding horizon trajectory y rh (·) in the space H, unless the finite horizon value function V t−δ is uniformly positive on the level-sets of V t−δ . That is, for every positive r > 0 we have
where C is a positive constant depending on the time horizon T − δ and Π r is defined by
In the case of finite-dimensional controlled systems, the above condition was investigated in [30] . However for infinite-dimensional controlled systems, this condition only holds in special cases [14] .
Stabilization of Burgers' Equation.
Here we apply results of the previous section to the stabilization of the viscous Burgers' equation with periodic and Neumann boundary conditions, respectively. For these boundary conditions the origin of the uncontrolled system is stable but not asymptotically stable. In the case of Dirichlet boundary conditions, on the other hand, the origin is asymptotically stable.
We shall investigate Assumptions (A1)-(A3) and show that in the case of periodic boundary conditions Algorithm 1 provides globally stabilizing controls, while for Neumann boundary conditions we obtain locally stabilizing controls.
Burgers' Equation with Periodic Boundary Conditions.
For an arbitrary finite horizon T > 0, we consider the controlled Burgers' equation with the periodic boundary conditions of the form
Throughout µ > 0 and y 0 ∈ L 2 (0, 1) are fixed, and the control operator B is the extension-by-zero operator given by
withΩ a nonempty open subset of (0, 1). For the function space setting of (3.1) we introduce the spaces
and
where V * is the adjoint space of V . The spaces H and V are endowed with the usual norms · H := · L 2 (0,1) and · V := · H 1 (0,1) . Further ·, · H and ·, · V * ,V denote the inner product in H and the duality pairing between V and V * . We recall that W (0, T ) is continuously embedded into C([0, T ]; H), see e.g. [31] . It will be convenient to define the continuous trilinear form b :
We shall frequently use the property that
It is well-known that for every control u ∈ L 2 (0, T ; L 2 (Ω)), equation (3.1) admits a unique weak solution y ∈ W (0, T ), i.e. y satisfies y(0) = y 0 in H, and for a.e. t ∈ (0, T ),
holds for all ϕ ∈ V . Using (3.2) and Gronwall's lemma it can easily be shown that there exists a constant C T such that
where y(·; y 0 , u) indicates the dependence of the solution on y 0 and u. The running cost will be taken of the form
, where β > 0.
We have now specified all items of the finite horizon problem (P T ). Using (3.4) it follows from standard subsequential limit arguments that (P T ) with the control system given by (3.1) admits a solution for each y 0 ∈ H. In particular (A1) holds with N 0 = H. In the following lemma we show that Assumption (A2) holds as well.
Lemma 3.1 (Global stabilizability). For each T > 0 and initial state y 0 ∈ H there exists a controlû(
for a continuous, non-decreasing and bounded function γ : R + → R + . Proof. Set u(t) := −y(t)|Ω and consider
By multiplying the first equation in (3.7) with y(t) from both sides and taking the L 2 -scalar product we have for a.e. t ∈ (0, T )
Taking into account the boundary conditions and (3.2) one can express (3.8) as
One can easily show that y
is a norm which is equivalent to the H 1 -norm [28] , Page 26. Thus there exist positive constants c 2 > c 1 > 0 such that
for all y ∈ V, and consequently
and therefore,
Multiplying both sides of the above equation by e 2µc1t and integrating from 0 to t we obtain y(t)
By the definition of the value function V T (·) and (3.9) we have
and (A2) follows with γ(T ) := 1+β 4µc1 (1 − e −2µc1T ), and N 0 = H. From Lemma 3.1 assumption (A2) holds globally. Thus by Remark 2.1 we can directly apply Theorem 2.6 without addressing (A3) and conclude that: for any arbitrary sampling time δ, there exists a positive T * such that for every T ≥ T * the receding horizon control u rh is globally suboptimal (within H) with suboptimality factor α > 0, and we have
for every y 0 ∈ H. Now it remains for us to show that the receding horizon control u rh computed by Algorithm 1 is globally stabilizing. This property will be verified by means of the following theorem. Theorem 3.2. Let y 0 ∈ H and a sampling time δ > 0 be given, and suppose that Algorithm 1 is applied for the stabilization of the Burgers' equation (3.1) with a prediction horizon T ≥ T * , where T * is introduced by Proposition 2.5. Then the receding horizon trajectory y rh is asymptotically stable.
Proof. First, we show that
for a constant ν > 0. Due to (3.5), (3.6) and (3.10), we have
Therefore by choosing σ 1 :=
2γ(T )
α min{1,β} , we obtain (3.12)
Moreover, the receding horizon state given by Algorithm 1 satisfies y rh ∈ C([0, ∞), H), for every k ∈ N we have (3.13)
and y rh is the solution of
on (t k , t k+1 ), y(t k , ·) = y rh (t k ) for k > 0, and y(0, ·) = y 0 for k = 0 in (0, 1).
By multiplying the above equation by y rh (·) and integrating over the interval (0, 1), we have
From Cauchy-Schwarz and Young's inequalities we infer that
a.e. t ∈ (t k , t k+1 ).
Integrating from t k to t for every t ∈ (t k , t k+1 ) we have
By the same estimate as above for the interval (t k−1 , t k ) we have (3.14)
Moreover by the above two estimates we have
By repeating the above argument for k − 2, k − 3, . . . , 0, one can show that
where in the last line (3.12) has been used. Choosing ν := √ 1 + σ 1 we obtain (3.11). Next we are in the position to prove For every t ≥ t we have
and thus
For the last inequality, (3.11) and (3.12) have been used. Moreover, from (3.5), (3.6) and (3.10) we have
This estimate implies that Then there exists an > 0 and a sequence {t n } ∞ n=1 with t n > 0 and lim n→∞ t n = ∞ for which (3.17) y rh (t n ) 2 H > for all n = 1, 2, . . . .
It follows from (3.15) and (3.17) that for every L > 0 and n = 1, 2, . . .
(3.18)
Setting ω := 
We can utilize the same notation as in Section 3.1, except for the energy space which is now chosen to be
The significant difference between (3.19) and (3.1) is given by the fact that in the case of periodic boundary conditions the nonlinearity is conservative, i.e. we have that b(φ, φ, φ) = 0 for all φ ∈ V , which is not the case for Neumann boundary conditions. As a consequence we have to rely on the local version of the results of Section 2.
Again we use the weak or variational solution concept of (3.3). Due to the fact that the nonlinearity is not conservative the verification of a global weak solution is not trivial. We have the following result.
Lemma 3.3. For every T > 0, and for every y 0 ∈ H, and u ∈ L 2 (0, T ; L 2 (Ω)) there exists a unique solution y(·; y 0 , u) ∈ W (0, T ) to (3.19) . Moreover there exists a constant C T such that
for all y 0 ∈ H, and u ∈ L 2 (0, T ; L 2 (Ω)). For the proof we refer to [34] . For the step that the local solution can be extended to a global one we prefer the argument given in [15] for which it is useful to recall that for a measurable function, which will be u in our case, the function E → E |u(t)| L 2 (Ω) dt, with E a measurable subset of (0, T ), is absolutely continuous.
The running cost will again be taken to be of the form (3.5). It is now standard to argue the existence of a solution to (P T ) with the control system given by (3.19) . In particular (A1) holds with N 0 = H. In the following lemmas we show that Assumptions (A2) and (A3) holds as well.
Lemma 3.4 (Local stabilizability). There exists a neighborhood B δ1 (0) ⊂ H such that for every T > 0 and every y 0 ∈ B δ1 (0) there exists a controlû(
where γ : R + → R + is a continuous, non-decreasing and bounded function. Proof. Settingû(t) := −y(t)|Ω in the first equation of (3.19), multiplying y(t) and taking the L 2 -scalar product we obtain
As in the case of periodic boundary conditions one can argue that y 
≤ c a y(t) 
Multiplying both sides of the above equation by e µc1t and integrating from 0 to t we obtain
Repeating the above argument implies that y(t) H ≤ µ 4ca will remain small for all t ∈ [0, T ] and moreover we have
By the definition of the value function V T (·) and (3.22) we have
) is a nondecreasing, continuous and bounded function, as desired, and δ 1 := µ 4ca . Lemma 3.5. Assumption (A3) holds for (3.19) with N 0 = B δ1 (0) defined in Lemma 3.4.
Proof. For every y 0 ∈ B δ1 (0) we have from (3.19) that
From Agmon's inequality we recall that there exists a constant c A such that
and consequently there exits a constant c I such that
Utilizing the above inequality and (3.23) we obtain
Upon integration we obtain
ds.
By Lemma 3.3 the family
is bounded, and hence the desired estimate follows. Now we are in the position that we can apply Theorem 2.6 and it remains for us to show that the receding horizon control u rh computed by Algorithm 1 is stabilizing. This will be accomplished in the following theorem. It uses the quantifier d 2 (T ) for the size of the neighborhood of the initial data. Recall that d 2 (T ) depends on γ(T ), which was given explicitly in the proof of Lemma 3.4 and on c T , the existence of which was provided in the proof of Lemma 3.5.
Theorem 3.6. Let a sampling time δ > 0 be given, and suppose that Algorithm 1 is applied for the stabilization of the Burgers' equation (3.19) with a perdition horizon T ≥ T * , where T * is introduced by Proposition 2.5. Then the receding horizon trajectory y rh is asymptotically stable provided that |y 0 | H ≤ d 2 (T ).
Proof. We recall that δ 1 = µ 4ca depends on embedding constants and was introduced in the proof of Lemma 3.4. Furthermore, we have
To verify the claim we can follow for the most part the proof of Theorem 3.2. Again we first show that there exists some ν > 0 such that
for each y 0 ∈ B d2 (0). By construction we have that y rh ∈ C([0, ∞), H), that (3.13) holds, and that
where
Furthermore, d 2 in Theorem 2.6 has been chosen in such way that for every t > 0, the receding horizon trajectory y rh (t) stays in the neighborhood B δ1 (0). In other word, we have
where c a defined in Lemma 3.4. Now by Cauchy-Schwarz and Young's inequalities, by (3.26) and the definition of · 1 , we infer that
for a.e. t ∈ (t k , t k+1 ).
Thus for every k ∈ N we have
for a.e. t ∈ (t k , t k+1 ), and therefore for t ∈ (t k , t k+1 )
By the same estimate as above for the interval (t k−1 , t k ) we have
By summing (3.27) and (3.28) we have
Repeating the above argument for k − 2, k − 3, . . . , 0, it follows that 
subject to Burger' equations (3.19) (or (3.1)) for the initial condition For G(y) = 0, Algorithm 2 essentially coincides with Algorithm 1, except for the fact that we need to terminate our computations at some T ∞ < ∞.
The numerical simulations were carried out on the MATLAB platform. Throughout, the spatial discretization was done by the standard Galerkin method based on piecewise linear basis functions with mesh-size h = 0.0125. The ordinary differential equations resulting after spatial discretization were solved by the implicit Euler method with step-size ∆t = 0.0125, where the nonlinear systems of equations within the implicit Euler method were solved by Newton's method. Every open-loop problem was solved by applying the Barzilai-Browein (BB) gradient steps [6] with a nonmonotone line search [13] on the reduced problem in the "first optimize, then discretize" manner. For every open-loop problem, the optimization algorithm was terminated when L 2 -norm of the gradient for the reduced objective function was less than the tolerance 10 −6 . Furthermore in all examples, we set δ = 0.25 and β = 10 −3 . For every example, we implemented the receding horizon strategy for different choices of the prediction horizon T , and the two terminal costs G in (4.1). Furthermore, in order to have a measure for the performance of the receding horizon strategy, we consider 1. The results of Algorithm 2 for different choices of T and G and the fixed sampling time δ = 0.25 are summarized in Table 1 . Figure 2 shows the results for the receding horizon pairs (y rh , u rh ) if G = 0 and T = 1. As expected, increasing the prediction horizon T results in a decrease of the stabilizing measures y rh L 2 (Q) and y rh (T ∞ ) L 2 (0,1) , both for quadratic and zero terminal penalties. The quadratic terminal penalty term results in smaller values of the stabilization measures, with the difference in the y rh L 2 (Q) -norm less pronounced than in the y rh (T ∞ ) L 2 (0,1) -norm. Using a non-trivial terminal penalty results in higher iteration numbers for the optimizer. In view of the fact that the choice of T has only little effect on the stabilizing measures, but significant effect on the number of iterations in the optimization algorithm, small T is preferable for this class of problems. It should also be of interest to search for methods which adaptively tune the prediction horizon. Furthermore, µ = 0.01. Note that for this small viscosity parameter and the above anti-symmetric initial function, the uncontrolled numerical solution of (3.19) approaches a non-constant, time independent steady state, see [7] . The uncontrolled solution y u is illustrated in Figure 3 and we have Table 2 reveals the numerical results of Algorithm 2 for different choices of the prediction horizon T and the terminal cost G. Figure 4 shows the results for the receding horizon pairs (y rh , u rh ) in the case that zero terminal cost and T = 1 were chosen. Concerning the effect of different choices of T and G, the same observations as in Example 4.1 apply.
Example 4.3. In this example, we dealt with the stabilization of a noisy Burgers' equation with homogeneous Neumann boundary conditions. We chose y 0 (x) = exp(−20(x − 0.5)
2 ) as the initial function, µ = 0.01 as a viscosity parameter, and T ∞ = 10. Furthermore, the noise was simulated by generating uniformly distributed random numbers within the range [−4, 4] . It was added to the right-hand side of the equation (3.19) at the spatial-temporal gird points. The results correspond to uncontrolled solutions are reported in Table 3 . In Figure 5 , we show the results for uncontrolled solution with noise and without noise. The control acts only on the set Ω = (0.1, 0.3) ∪ (0.7, 0.9) ⊂ (0, 1). In implementations of Algorithm 2 on every interval [t i , t i + T ], first an openloop optimal control u * T was computed for every subproblem without noise. Then the optimal control u * T is used to steer the noisy Burgers' equation. This process was repeated for every interval [t i , t i + T ] with i = 0, . . . , r − 1. Table 4 (rep. Table 5) represents the results of Algorithm 2 applied on the Burgers' equation (3.19) with noise (resp. without noise) for different choices of the prediction horizon T and the terminal cost G.
In Figures 6 and 7 , we show the results for the receding horizon pairs (y rh , u rh ) in the case that zero terminal cost and T = 1 were chosen. Consistently over all numerical results it can be observed that a longer prediction horizon leads to smaller values of J T∞ .
