In this paper we address ongoing confusion over the meaning of statistical significance and statistical power in energy efficiency and energy demand reduction intervention studies. We discuss the role of these concepts in designing studies, in deciding what can be inferred from the results and thus what course of subsequent action to take. We do this using a worked example of a study of Heat Pump demand response in New Zealand to show how to appropriately size experimental and observational studies, the consequences this has for subsequent data analysis and the decisions that can then be taken. The paper then provides two sets of recommendations. The first focuses on the uncontroversial but seemingly ignorable issue of statistical power analysis and sample design, something regularly omitted in the energy studies literature. The second focuses on how to report energy demand reduction study or trial results, make inferences and take commercial or policy-oriented decisions in a contextually appropriate way. The paper therefore offers guidance to researchers tasked with designing and assessing such studies; project managers who need to understand what can count as evidence, for what purpose and in what context and decision makers who need to make defensible commercial or policy decisions based on that evidence. The paper therefore helps all of these stakeholders to distinguish the search for statistical significance from the requirement for actionable evidence and so avoid throwing the substantive baby out with the p-value bathwater.
Introduction
The ongoing debate over the relative merits of p-value based significance testing and inference across a range of scientific fields [2, 15, 31] resonates with our experiences of designing and running empirical energy efficiency and energy demand studies. Whether experimental or observational, we have noted ongoing confusion amongst researchers involved in these studies over the meaning, value and use of two key statistical concepts: statistical significance and statistical power. This is compounded by confusion over how these concepts should be used both in designing studies and also in deciding what can be inferred from the results and thus what course of subsequent action to take.
Echoing recent commentary on the quality of energy related social science papers [25] , we have found this to be the case in academic research where the objective is to uncover 'the most likely explanation' under established academic conventions. However, and what prompted this paper, we have also found it to be the case in applied research where the objective is to 'make a robust and defensible decision' for commercial strategy or public policy purposes based on the balance of evidence and probability.
We have observed three consequences of this confusion: Firstly, as has been reported in other fields [20, 27] , a large number of energy studies have been implemented with no real idea of whether they will be able to robustly test their hypotheses under normal academic conventions [13, 25] . Secondly, these and other studies which have been more robustly designed risk being dismissed and/or themselves dismissing potentially useful results as not being statistically significant due to a very narrow application of p-value based statistical significance testing. Finally, a lack of consistency of reporting, particularly in applied research, makes comparing across studies and thus developing a synthesised and summative evidence base for strategic or public policy decision making extremely difficult.
In this brief paper we respond to these confusions using a worked example: the design of a hypothetical household electricity demand study in New Zealand which seeks to understand the patterns of Heat Pump use in different kinds of households in the evening winter peak demand period. We use this example to explain and demonstrate the role of statistical power and statistical significance in sample design, testing for differences (or intervention effects) and subsequent decision making whether in the commercial or public sector.
The paper is intended to offer guidance to energy sector professionals tasked with designing and assessing such trials; project managers who may not need to know the detail of our arguments but need to understand what can count as evidence, for what purpose and in what context, and decision makers who need to make defensible commercial or policy intervention decisions based on that evidence. The paper can therefore help all of these stakeholders to distinguish the search for statistical significance from the need for actionable evidence.
Error, power, significance and decision making
Two types of error are of concern in both academic and applied energy research -Type I (false positives) and Type II (false negatives) [8, 9] .
Type I: a false positive -an effect is inferred when in fact there is none. The significance level (p value) of the statistical test to be used to assess the efficacy of an intervention represents both the extent to which the observed data matches the null model to be tested [31] , and also the risk of a Type I error. In most trials the null model will be a measure of 'no difference' between control and intervention groups. By convention, the p value threshold for rejecting the null model (the risk of a Type I error) is generally set to 0.05 (5%) although this choice is entirely subjective and reflects human perceptions of what constitutes an unlikely event. In this instance, 5% (or 1 in 20) is considered to represent an unlikely event and generally derives from the medical sciences where the impact of a false positive may be both actively harmful and very costly. In commercial or policy terms an action taken on a result with a larger p value (e.g. setting the p value threshold to 10%) would increase the risk of making a Type I error and thus implementing a potentially costly intervention that is unlikely to have the effect desired. However, as we discuss in more detail below, this is not necessarily bad practice, where there is a low opportunity cost in terms of capital, equipment or customer contact and education, little risk of harm and some chance of benefit to the stakeholders involved;
Type II: a false negative -an effect is not inferred when in fact there is one. The pre-study risk of making a Type II error is known as statistical power [7, 15, 19] and is normally set to 0.8 (80%) by convention. Again, this generally derives from the medical sciences where a risk of a false negative has associated likelihood of direct harm through avoidable deaths and potential legal liabilities. From a commercial or policy perspective reducing power (e.g. to 0.7 or 70%) will therefore increase the risk of making a Type II error and so taking no action when in fact the intervention would probably have had the effect desired. As above, in the case of energy system interventions a balance of probabilities such as 60:40 may be a sufficient risk (rather than 80:20) where only a limited commercial benefit would flow from action, the costs of that action are high and the likelihood of disbenefit in the case of non-intervention is low.
Clearly in both cases one might expect to set the relevant threshold higher if specific vulnerable groups are to be targeted for whom the consequences of action (or inaction) may be more beneficial (or detrimental).
Statistical power calculations enable the investigator to estimate the sample size that would be needed to robustly detect an experimental effect with a given risk of a false positive (Type I error) or false negative (Type II error) result. This prevents a study from recruiting too few participants to be able to robustly detect the hypothesised intervention effect [10] or wasting resources by recruiting a larger sample than needed [19] .
Previous work has suggested that sample sizes in most energy efficiency studies may be too low to provide adequate power and so statistically robust conclusions cannot be drawn at conventional thresholds [13] . A more recent review focusing on demand response studies reached a similar conclusion [26] . It is therefore hardly surprising that a number of studies report effect sizes which are not statistically significant at conventional thresholds [26] , choose to use lower statistical significance thresholds [1, 5, 23, 24] or lower both statistical power values and statistical significance thresholds [24, 28, 29] . However it would be wrong to conclude that this is necessarily bad practice. Both historical [8] and more recent discussions of the role of p values in inference [15, 17, 31] and recent commentary on the replicability crisis in both energy studies and elsewhere [4, 16, 18, 21] , remind us that decisions should never be based solely on statistical significance thresholds set purely by convention. Rather, inference and thus decision making should be based on an assessment of all of the following:
• difference or effect size -is it 2% or 22% (i.e. is the result important or useful, "What is the estimated bang for buck?");
• statistical confidence intervals -(i.e. is there uncertainty or variation in response, "How uncertain is the estimated bang?");
• statistical p values -(i.e. what is the risk of a Type I error / false positive, "What is the risk the bang observed isn't real?") and;
• statistical power -(i.e. what is the risk of a Type II error / false negative, "What is the risk there is a bang when we concluded there wasn't?")
Only then can a contextually appropriate decision be taken as to whether the effect is large enough, certain enough and has a low enough risk of being a false positive or false negative to warrant action. In doing so one can avoid simply dismissing results on the basis of a failure to meet conventional statistical levels of significance.
In the following sections we apply these principles to the design of a hypothetical New Zealand household electricity demand study focused on winter evening heat pump demand. We then apply them to the use of a simple statistical test of difference between household types to demonstrate and clarify these points.
Sample design: statistical power
To return to the discussion of statistical power, we need to estimate the size of the groups we will require. This is crucial to resource budgeting ("How many households and thus $ do I need?") and ensuring good study design practice ("Will I be able to answer my research question?") [13, 25] . In both cases the answer is not absolute since it will depend on our tolerance of Type I and Type II error risks.
Calculation of the required sample group sizes requires the estimation of the probable size of the difference or intervention effect, agreement on the significance level of the statistical test to be used (p value threshold or Type I error risk) and agreement on the level of statistical power (Type II error risk). Given any three of these values the fourth can be calculated if we also have an estimate of the mean and standard deviation of a numeric outcome to be measured. However it is worth noting that Type I and Type II errors trade off against each other such that reducing one will automatically increase the other unless the sample size is increased.
In the case of demand response interventions, the effect size comprises a given % reduction in energy demand in a given time period. In the case of an analysis of difference, the effect size comprises the difference in energy demand between the groups under study. Estimates of the expected reduction (or difference) and thus the likely 'effect size', as well as the mean and variance can be derived from previous studies or data. In doing so, recent work recommends that analysis focuses on designing samples to robustly detect the smallest effect size that would make the intervention (cost) effective in its context [14] . Thus, if a business case demands a 10% effect, the samples should be designed with this in mind since any larger effect size detected will simply improve the business case but any smaller value would mean the business case falls.
As we have noted, the choice of significance level (p value threshold) and statistical power are subjective and normative. Most academic researchers will struggle to justify deviating from the conventional power = 0.8 and p = 0.01 (or the slightly less conservative p = 0.05) values generally expected by academic journal editors and their reviewers. After all, they will need to publish their results and, notwithstanding current debates, these are the 'normal' quality-of-evidence indicators for the publication of academic journal articles.
However, as we have discussed there may be good reasons in applied research to take action on results of studies that use less conservative thresholds. These might include small-n studies that show large mean effect sizes for a low cost intervention but with sufficient uncertainty (large p values) to increase the risk of Type I error. In this case the low cost of the intervention balanced against the potentially large effect might make implementation worth the risk.
Nevertheless there is a strong argument for designing such studies using the more conservative conventional levels [13, 25] . This enables them to satisfy 'academic norms' and also allows the application of a more relaxed approach to Type I or Type II error risks than is considered 'normal' in academic research if effect sizes or eventual sample sizes are smaller than expected.
To provide a worked example we have used winter 2015 weekday peak period (16:00-20:00) 'Heat Pump' electricity demand data extracted from the publicly available New Zealand Green Grid household electricity demand dataset [3] to conduct a set of statistical power analyses. The data comprises circuit level extracts from the 1 min level multi-circuit data for all 47 households. 1 The final dataset comprises data for 28 heat-pump owning households and the overall mean and standard deviation for power demand is shown in Table 1 . 2 These values are the starting point for our statistical power analysis. 3 The analysis was conducted using using knitr [34] in RStudio with R version 3.5.1 (2018-07-02) running on x86_64-apple-darwin15.6.0. Data manipulation, analysis and visualisation used data.table [11] , dplyr [33] and ggplot2 [32] . Data summaries and t tests were conducted using base statistics [22] while power analysis was conducted using power.t.test [22] and pwr::pwr.2p.test [6] .
Initially, we have used the values shown in Table 1 to calculate the intervention effect sizes (or magnitudes of difference) that could be robustly detected with power = 0.8, and the conventional and conservative p = 0.01.
The results are shown in Fig. 1 and we have included a reference line for a sample size of 1000 which would be able to detect an effect size of 9.08%. This means that if we expected there to be a difference in demand between household types of 9.29% and we wished to use a the conservative p = 0.01 threshold in analysis, we would need 1000 households in each of our household types. Similarly, if we were designing an intervention trial and we expected our intervention to achieve a 9% effect, if we wished to use the conventional p = 0.01 threshold in analysis we would need 1000 households in each of our trial groups.
We have also calculated the same effect size values for other p value thresholds (see Fig. 2 and Table 2 ). Were a study to be less risk averse in its inference and decision making but still wished to conform to academic norms then p = 0.05 may be acceptable. In this case, Fig. 2 and Table 2 show that only 600 households would be needed in each group.
On the other hand, we may decide that p = 0.1 is acceptable in which case only 425 households would be needed in each group.
However, in both cases the risk of a Type I error would increase from a 1 in 100 probability to a 1 in 20 and 1 in 10 probability respectively.
Further calculations could also be conducted with less conservative power values (e.g. 0.7). This will also decrease the number of households required but would increase the risk of a Type II error as noted above.
Not all studies are interested in testing the difference or change in a consumption variable. They may instead be interested in the prevalence of some attribute in a population and the extent to which this changes (or differs) between two groups. Calculating required sample sizes in this case follows a similar process but depends on the relative proportions of the attributes expected and the acceptable margin of error. A useful discussion of these calculations together with an applicable table of results can be found in Sovacool et al [25] (Table 5) .
Suppose, for illustrative purposes we were interested in the adoption of heat pumps in two equal sized samples. Previous data might suggest that in one sample (say, home owners) the rate might be 40% and in rental properties it might be 25% [30] . Table 3 shows the sample size required to conclude a significant difference with power = 0.8 and at various p values.
We can repeat this for other proportions. For example, suppose both were much smaller and the magnitude of the difference was also smaller (e.g. 10% and 15%). Clearly, as Table 4 shows, we need much larger samples.
The above used an arcsine transform as recommended in [7] and implemented in [6] and could be repeated for any estimated proportions.
Alternatively, we may be interested in establishing the likely margins of error around a proportion given a certain sample size. To do this we can use Eq. (1) below.
Where me is the margin of error, p is the sample proportion, n is the sample size, and z is the appropriate z score value for the Type II error risk (p value) to be tolerated.
As an example, to re-use the results of Table 3 , if we assume that the proportion we are interested in is 0.4 (40%) and our sample size is 151, then the above equation enables us to calculate the margin of error as +/-0.078 (7.8%) with p = 0.05 (z = 1.96). Thus we could quote the Heat Pump uptake for owner-occupiers as 40% (+/-7.8% [i.e. 32.2% -47.8%] with p = 0.05.
However, this may be far too wide an error margin for our purposes and because we calculated this before we conducted our full study, we may instead have decided to recruit 500 per sample. In this case the margin of error is +/-0.043 (4.3%) with p = 0.05 (z = 1.96) so we can now quote the Heat Pump uptake for owner-occupiers as 40% (+/-4.3% [i.e. 35.7% -44.3%] with p = 0.05. Increasing the sample size has increased the precision of our estimate and will also have increased the likelihood that we are comfortable concluding there are significant differences between home owners and renters (for example).
We now have enough information to recommend a sample size for our hypothetical trial or study. If we were to pursue a heat pump intervention trial then we would also require random allocation to a control and three intervention groups [13] as we want to test three different demand response interventions. On the other hand we may just be interested in the difference between different types of household. It really does not matter which is the casethe same principles apply. In the next section we imagine that a study has been designed and implemented and that we now wish to conduct an analysis of the difference in Heat Pump demand between different household types.
Statistical significance: 'effect' sizes, confidence intervals and p values

Getting it 'wrong'
Let us imagine that we have ignored the power calculations reported in the previous section (e.g. Table 2 ) and decided, perhaps for cost reasons to recruit ∼ 50 households in total. Now we wish to test for differences between households of different types. Table 5 shows the mean and standard deviation for the winter heat pump power demand of four household types defined by the number of occupants using the winter GREEN Grid Heat Pump power demand data [3] . To do this we have created a sample of 52 households based on the 27 described in Table 1 using random re-sampling with replacement.
As we would expect, there are substantial differences between the groups and also notable differences in their frequency in the data reflecting the original sampling approach. 4 Next, we plot the differences using the mean and 95% confidence intervals (Fig. 3 ). As we would expect single person households appear to have much lower Heat Pump demand than the 3 and 4+ person households but the error bars indicate the uncertainty (variation) around the mean for each group. Based on this, we suspect that we may see low p values when we use statistical tests of the differences as the error bars overlap in most cases.
A t-test of the difference between the '1 person' and '3 person' groups produces the result shown in Table 6 .
The results show that the mean difference in power demand between the groups was 168 W. This is a (very) large difference in the mean. The results of the t test show:
• difference (effect size) = 168 W or 43%; • 95% confidence interval for the test = -518.67 to 182.64 representing very substantial uncertainty/variation;
• p value of 0.230 representing a rather high risk of a false positive result which fails all conventional p value thresholds as well as p = 0.2.
Thus, whilst there appears to be a large difference in evening peak winter heat pump power demand between these two household types, we cannot conclude that the difference is statistically significant at any conventional p value threshold.
Had this been a trial of three different interventions compared to a control, what would we have concluded? We have a large effect size, substantial uncertainty and an elevated risk of a false positive or Type I error (large p value) when compared to conventional p value levels. From a narrow and conventional 'p value testing' perspective we would have concluded that there was no statistically significant difference between the Control and the Intervention Group. However this misses the crucial point that an organisation with a higher risk tolerance might conclude that the large effect size justifies implementing the intervention even though the risk of a false positive (p = 0.230) is much higher than the conventional thresholds.
But what about the difference between 1 person households and 4+ person households? In this case the t-test results are slightly different ( Table 7) . Now:
• difference (effect size) = 220 W or 50%;
• 95% confidence interval for the test = −562 0.71 to 121.44 representing substantial uncertainty/variation;
• p value of 0.140 representing a relatively low risk of a false positive result but which fails the conventional p < 0.05 threshold and also the p < 0.1 threshold.
As before, despite the large W difference, we cannot conclude that the difference is statistically significant at any conventional p value (footnote continued) problematic. However, whilst crucial to making valid generalisations to populations of interest [25] , a detailed discussion of sample bias is outside the scope of this paper.
threshold. Again, had this been an intervention trial then the subsequent action we would take would depend on our tolerance of Type I Error (false positive) risk. We have a substantial (and larger) effect size and we can be more certain about it as we have a lower risk of a Type I error (smaller p value). Implementing 'Intervention 2′ would therefore seems a safer bet (or at least a more defensible risk). It should be clear that in both cases our decision-making is somewhat hampered by the small sample size even though we have extremely large effect sizes. Perhaps we should have recruited rather more households.
Getting it 'right'
Suppose instead that we had designed and implemented our sample recruitment according to Table 2 so that we have a reasonable chance of detecting a difference of ∼ 30% between the household types with power = 0.8 and at a significance level (p) of 0.05. This means we should have a sample of at least 100 in each of the four household types. Table 8 shows the results for such a sample which has been derived by randomly re-sampling with replacement from the small sample of heat pump equipped households [3] reported in Table 1 with the aim of achieving at least ∼100 in each cell. Due to the rarity of 1 person households this resampling has the effect of inflating the frequency of larger households. As we would expect the means, standard deviations and magnitude of the differences between the groups are similar although there are random fluctuations.
However, in comparison to Fig. 3 we can now see that the 95% confidence intervals for the group means are much narrower (Fig. 4) . This is entirely due to the larger sample sizes which have the effect of reducing the standard error and thus the width of the confidence intervals.
Re-running our previous test for differences between the 1 person and 3 person household types now produces the results shown in Table 9 .
In this case:
• the difference (effect size) is = 352 W or 68%;
• the 95% confidence interval for the test is now = −396.47 to −307.10 representing much less uncertainty/variation;
• p value of < 0.000 representing a very low risk of a false positive result as it passes all conventional thresholds.
As a result we can conclude that the large difference (or intervention effect in a trial context) is statistically significant at any conventional p value threshold.
Re-running our previous test for differences between the 1 person and 4+ person households now produces the results shown in Table 10 .
• the difference (effect size) is = 258 W or 62%;
• the 95% confidence interval for the test is now = −297.89 to −218.38 representing much less uncertainty/variation;
• the p value of < 0.000 represents a very low risk of a false positive result as it passes all conventional thresholds.
As a result, if this had been a demand response trial, we would now conclude that 'Intervention 1' had a marginally larger effect than 'Intervention 2', the expected variation in the effect sizes is reasonably narrow (narrow confidence interval) and the risk of a Type I (false positive) error is extremely small in each case. Which option to take might then depend on other factors such as cost or ease of implementation but as we can see, sample size matters to the decisions we take...
Conclusion and policy implications
This paper has attempted to clarify the role of statistical significance and statistical power in the design, implementation and analysis of energy studies in general and demand response trials in particular. To do this we reported a worked example using data from the New Zealand Green Grid Household Power Demand study [3] . The results of the worked example lead us to provide the following guidance which echo arguments made elsewhere over the last 25 years [8, 15, 31] and in recent calls for improving the rigour of social science energy research [16, 25] .
Statistical power and study design
As we have shown, the choice between implementing a study from which we can conclude little with any certainty and one from which we may be able to conclude something with some certainty boils down to appropriate sample sizing via statistical power analysis. Unfortunately sample size cannot be fixed later onall we can do is patch the leaky boat by shifting the power or statistical significance goal posts. In the interests of transparency and good research practice we therefore need to get it right first time and conduct statistical power analysis before we start to make sure the study is even worth trying. If we don't have previous data to use, we must justify our choices through power analysis based on defensible assumptions and/or decisions on the minimum effect size we need to justify an intervention [14] . This is hardly news [7, 8] but it certainly seems to be news in energy studies [13, 25] . We have provided a worked example that can be used to guide study designs and readers with a need are encouraged to peruse the relevant chapters in Glennerster and Takavarasha's excellent introduction [14] .
Whether or not it is worth the increased cost of running a larger study depends on the precision required and the eventual decision makers' tolerance of Type I and Type II error risks. If our interventions really did result in a reduction of 40-60% then clearly a much smaller study could be used (c.f. Table 2 ). However effect sizes of this magnitude are virtually unknown in the energy efficiency and demand response literatures with few robust studies reporting effect sizes larger than 15% [10, 12, 26] . As a result the power analyses presented in Table 2 offer a realistic guide to the likely sample sizes that will be required under both conventional (p < 0.01 or p < 0.05) and more relaxed Type I error tolerances (p < 0.1 or p < 0.2) in the context of New Zealand heat pump demand at least. It remains for other studies to present results for other appliances or for whole-household demand and in other countries. We would be very surprised if the results turned out to be substantially different.
Reporting tests, making inferences and taking decisions
When making inference and subsequently taking decisions, we must therefore pay attention to all three of these elements always:
• average effect size: what is the average bang for buck? • effect size confidence intervals: how uncertain is the bang? • the p value: what is the risk of a false positive?
This means that we need to report all three elements, always. We should also report the statistical power assumption used so that we are clear on the risk of Type II errors. Taken together these elements enable the assessment of the substantive significance of the results. Again, we have provided worked examples that researchers and analysts can use to guide their reporting.
Best practice
Based on this guidance, professionals tasked with designing and analysing such studies should implement good sample design based on statistical power analysis. They should then provide a nuanced and fully reported analysis based on an understanding of what test statistic effect sizes, confidence intervals and p values can tell them.
Commercial or public policy decision makers can use this guidance to help them make evidence-based and defensible commercial strategy or policy intervention decisions based on the nuanced reporting provided by analysts. This will encourage decision-makers not to ignore practically useful results just because they do not meet normative thresholds inherited from the medical sciences and so help to avoid throwing the substantive baby out with the p-value bathwater.
Project managers, who are often caught between the analyst rock and the decision maker hard place can use this guidance to understand what can count as evidence, for what purpose and in what context. This knowledge can be used to effectively manage study resources and to develop a robust, contextually meaningful and defensible strategy for making decisions and for convincing others to make decisions. It will also help them to avoid focusing only on those results which are 'statistically significant' even if small in magnitude and of little practical use. Ideally this will enable all stakeholders to distinguish the inappropriate search for statistical significance from the need for actionable evidence.
Finally, and more importantly for the field, following this guidance will also enable future analysts to compare previous results with their own. This will ensure that all studies contribute to the development of a robust evidence base rather than adding yet another to the current scattering of isolated and incomparable results [13, 16, 25] . 
