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a b s t r a c t
We demonstrate that the Cutting Plane (CP) rank, also known as the Chvátal rank, of the
Pigeonhole Principle is Θ(log n). Our proof uses a novel technique which allows us to
demonstrate rank lower bounds for fractional points with fewer restrictions than previous
methods. We also demonstrate that the Pigeonhole Principle has a polynomially sized CP
proof.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Since the discovery of a polynomial-time algorithm for Linear Programming (LP) by Khachian in [10], there has been an
increasing interest in using Integer Linear Programming (ILP) algorithms as a means of solving SAT instances. Such systems
generally operate by taking the ILP instance and relaxing the constraint that the variables must take integer values, to form
a continuous LP. Further constraints are then iteratively derived until one reaches the point where the LP has a solution if
and only if the original ILP instance had a solution. This occurs when the LP specifies the integer hull of the solutions to the
original ILP. One of the oldest and most studied methods of deriving such constraints is the Cutting Planes (CP) procedure
(also known as Gomory or Chvátal–Gomory Cutting Planes), which was first introduced in [6] and first considered as a proof
system for unsatisfiability in [4]. An interesting and well studied measure of complexity for CP, conceived in [3] and put
forward for study in proof complexity in [2], is the rank of a bounded polyhedron (polytope), namely the minimum number
of rounds of cuts required to reach its integer hull.
The Pigeonhole Principle, which asserts that m pigeons cannot fit into n holes, where m > n, such that no hole has
more than one pigeon in it, is perhaps the most well studied combinatorial principle in proof complexity. In particular, it is
known to require exponential sized Depth-Bounded Frege proofs and its negation to require exponential sized Resolution
refutations (see [1,8] respectively). The negation of the Pigeonhole Principle, expressed as an LP instance, specifies the convex
polytope which we refer to as PHP. This polytope trivially has an empty integer hull. The principle contribution of this paper
is to show that the CP rank of PHP isΘ(log n).We also demonstrate that PHPhas a polynomially sizedCPproof (see Section 3).
1.1. Related work
It is already known that the CP rank of PHP is O(log n), as shown in [2] and which also follows from an earlier result;
Theorem 3.1.1 of [9]. The proofs these papers present were of size Ω(nlog n). We show that there exists a polynomially
sized CP proof of PHP. No non-trivial lower bound is known for the CP rank of PHP. Although Theorem 3.1.1 of [9] proves a
logarithmic lower bound on a polytope similar to PHP, its proof relies on the fact that the integer hull of the polytope is
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non-empty, something which does not hold for PHP. The rank of PHP for other systems based on manipulating linear
inequalities is well studied; in [7] it is shown that the rank of PHP in the standard lift and project system, devised by Lovász
and Schrijver in [11], is n − 2, whilst the same system enhanced with semi-definite cuts can refute PHP in rank 1. A linear
lower bound on the PHP rank for the system devised by Sherali and Adams in [14], is given in [13].
Prior to this result the only known CP rank lower bounds for polytopes derived from unsatisfiable CNF formulas, were
derived using the technique presented in [2]. This method is somewhat restrictive since it can only be used to show that
points whose coordinates are in {0, 1/2, 1} can survive a number of rounds of cuts. Our work demonstrates how one can
argue that points consisting of a wide range of fractions can survive a number of rounds.
2. Preliminaries
The CP proof system, can be considered as a refutation proof system operating on linear inequalities (i.e. it derives the
contradiction 1 ≤ 0) which has the axioms xi ≤ 1 and xi ≥ 0 for any variable xi and the following inference rule, which we
will call the cut rule:
a11x1 + · · · + a1nxn ≥ b1
. . .

















where m ≤ n, the λi’s are non-negative rational coefficients satisfying∑mi=1 λiaij ∈ Z for all 1 ≤ j ≤ n, every aij ∈ Z and
every bi ∈ R.
We translate the clauses of the original CNF formula into inequalities as follows: the clause
xi1 ∨ · · · ∨ xit ∨ ¬xj1 ∨ · · · ∨ ¬xjf
becomes the inequality
xi1 + · · · + xit + (1− xj1)+ · · · + (1− xjf ) ≥ 1.
The rank of a polytope is the minimum number of rounds of applications of the cut rule required to reach its integer hull.
If the converted CNF is contradictory as a linear program, then its CP rank is 0; if one round of the cut rule is enough to reach
the integer hull of the polytope then its CP rank is 1. In general if i rounds of cuts is sufficient to reach a contradiction but
i− 1 rounds is not, then the rank of the polytope is i. We refer to the polytope defined by the converted CNF as P0 and the
polytope containing only points that cannot be removed from P0 in using i rounds of cuts as P i. The integer hull of P0 we
call PI . As a proof system, CP is both sound, since integral points cannot be removed using the cut rule, and complete. The
completeness of CP follows from a result of [3], which states that for bounded polyhedra there exists a j, such that P j = PI ,
here j is the rank of the polytope P . It also follows from the fact that it can easily be shown that CP can simulate Resolution
[4].
Note that, as in [2], we can view the polytope resulting from a single round of applications of the cut rule, as follows:
P ′ = {x ∈ P : 〈a, x〉 ≥ dbewhenever a ∈ Z, b ∈ R, and 〈a, y〉 ≥ b for all y ∈ P}.
Herewe take 〈〉 tomean the standard inner-product.With this definitionwehave that P1 = (P0)′ and in general P i+1 = (P i)′.
We define PHP by a collection of two sets of linear inequalities, which we will call the holeset and the pigeonset . For
convenience we use variables numbered with ordered pairs; the variable P(i,j) represents the proposition ‘‘pigeon i goes into
hole j’’. The holeset ensures that no two pigeons are assigned to the same hole and consists of all inequalities of the form
P(i,j) + P(i′,j) ≤ 1, where i 6= i′, 1 ≤ i ≤ m, 1 ≤ i′ ≤ m and 1 ≤ j ≤ n for some given number of holes n and some
number of pigeons m where m > n. The pigeonset states that each pigeon must go to at least one hole; this set consists of
all inequalities of the form
∑n
j=1 P(i,j) ≥ 1, for every 1 ≤ i ≤ m. Throughout this paper we refer to the polytope defined by
the holeset and pigeonset inequalities as PHP0 or simply PHP and the polytope remaining after i rounds of applications of the
cut rule as PHPi. From now on the values ofm and n are implicit.
3. Results
We first present a short proof that PHP0 has a CP proof of rankO(log n) and of polynomial size (i.e. in the number of binary
symbols required to represent the proof). Although, as previouslymentioned, this rank upper bound has already been shown
in previous proofs, these proofs were all of sizeΩ(nlog n).
Theorem 1. PHP0 has a CP proof of rank O(log(n)) and of polynomial size.



















r∈R ar ≤ 1
in a single cut; by adding the three inequalities together, dividing the result by two and rounding down. Note that if the
resulting inequality has k variables then we can choose P , Q and R such that |P + Q |, |P + R|, |Q + R| ≤ d2k/3e.
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Since for a given hole j we are given all inequalities of the form Pi,j + Pi′,j ≤ 1, where 1 ≤ i, i′ ≤ m and i 6= i′, we
know that, by the above argument, we are able to generate the inequality
∑n+1
i=1 Pi,j ≤ 1. The rank of this inequality can be
described by the recurrence Γ (n) ≤ 1+ Γ (d2n/3e), which yields a rank bound of O(log3/2 n). The number of cuts required
to create it is described by the recurrence ∆(n) ≤ 1 + 3∆(d2n/3e). This recurrence yields an upper bound of O(3log3/2(n)),
which in turn can be rewritten as O(n1/(1−log3(2))).
To reach a contradiction, we generate the inequality
∑m
i=1 Pi,j ≤ 1 for all 1 ≤ j ≤ n then sum these inequalities together
with all the pigeonset inequalities which yields the contradiction n+ 1 ≤ n. It is clear that this proof is of rank O(log n) and
that the size of the proof is polynomial in n. 
In order to produce our rank lower bound, we first introduce a lemmawhich allows us to ensure certain points within the
polytope survive a single round of cuts, under the condition that other points are also present in the polytope. Such lemmas
are known as protection lemmas, since they demonstrate that a point is protected from being cut.
We begin with some notation. Let P be a polytope in the n dimensional 0-1 hypercube (i.e. P ⊆ [0, 1]n). We call a point
x a good point for P if it has the following properties:
(1) x ∈ P .
(2) Each non-integral coordinate xi of x has the value zi/kwhere zi ∈ Z for some fixed k ∈ R.
(3) Each coordinate xi of x is less than or equal to 1/2 unless xi = 1.
Let a be a vector of integers of length n (i.e. a ∈ Zn) and b be a real value such that 〈a, y〉 ≥ b for all points y ∈ P . We
call such a pair (a, b) a satisfying pair for P . Let x be a good point of P , with each such a and x we associate a set of indices
J = {j : aj 6= 0 and xj 6∈ Z}.
Note that if
∑
j∈J |ajxj| ≥ 1, then there exists a J∗ ⊆ J , such that
∑
j∈J∗ |ajxj| ≥ 1 and |J∗| ≤ k. This is significant because
the existence or non-existence of such a set J∗ determines how we generate the point which we use to show x survives a
given cut.
If such a set J∗ exists, which happens when
∑
j∈J |ajxj| ≥ 1, then we can associate with it a point t which is constructed
by setting its coordinates as follows:
• ti = xi for every 1 ≤ i ≤ nwhere i /∈ J∗.• ti = 0 for every 1 ≤ i ≤ nwhere i ∈ J∗ where ai > 0.• ti = 2xi for every 1 ≤ i ≤ nwhere i ∈ J∗ where ai < 0.
We call such a point a t-point of x and a. We also say that the t-point was created using the set J∗.
Proposition 2. Suppose there exists a set J∗ for a given good point x and a satisfying pair (a, b) for some polytope P ⊆ [0, 1]n. If
the t-point, t , created using J∗ is in P, then 〈a, x〉 ≥ dbe.
Proof. From the way in which t is constructed it must be that ajtj + |ajxj| = ajxj for each j ∈ J∗. Summing over all such
equalities allows us to derive that 〈a, t〉 + 1 ≤ 〈a, x〉. Since we also know 〈a, t〉 ≥ b, as t ∈ P , we can be sure that
〈a, x〉 ≥ 〈a, t〉 + 1 ≥ b+ 1 ≥ dbe. 
If no J∗ exists for a particular good point x and satisfying pair (a, b) for a polytope P , we construct another point s by
setting its coordinates as follows:
• si ∈ {0, xi} for every 1 ≤ i ≤ nwhere ai = 0.• si = 0 for every 1 ≤ i ≤ nwhere ai > 0.• Let G ⊆ J such that g ∈ G if and only if ag < 0. If |G| ≥ 1, then s has a single coordinate sf = 1 where f ∈ G and has
sf ′ = 0 for all f ′ ∈ Gwhere f ′ 6= f .
We call a point created in such a fashion an s-point of x and a.
Proposition 3. Suppose no such set J∗ exists for a given good point x and a satisfying pair (a, b) for some polytope P ⊆ [0, 1]n.
If there exists an s-point, s, of x and a such that s ∈ P, then 〈a, x〉 ≥ dbe.
Proof. Since si is integral for each non-zero ai ∈ a, we know that 〈a, s〉 ∈ Z. As s ∈ P , it must be that 〈a, s〉 ≥ b, and hence
it must also be that 〈a, s〉 ≥ dbe. To see that 〈a, s〉 ≤ 〈a, x〉, from which the result follows, note that aixi > aisi for each j ∈ J
where aj > 0 and that if |G| ≥ 1, then∑g∈G ag sg ≤ −1 ≤∑g∈G agxg . The first part of this inequality (i.e.∑g∈G ag sg ≤ −1)
holds because for a single g ∈ G, sg = 1 and ag is a negative integer smaller than 0, whilst for all other g ′ ∈ G , where g ′ 6= g
have sg ′ = 0. The second part of the inequality (−1 ≤∑g∈G agxg ) holds because no J∗ exists. 
Lemma 4 (Protection). Let x be a good point of a polytope P ⊆ [0, 1]n. If for all possible satisfying pairs (a, b) of P, a t-point or
an s-point of x and a is in P, then x ∈ P ′.
Proof. It is clear that under these conditions, by Propositions 2 and 3, xmust satisfy all the defining inequalities of P ′. 
To help us describe how we use Lemma 4 to produce the rank lower bound for PHP, it is convenient to introduce some
notation. For the rest of this work, we consider Ej to be the set of variables P(i,j) for all 1 ≤ i ≤ m and we say that Ej is
fixed on P(i,j) if every variable in Ej is set to 0, except P(i,j) which is set to 1; if this is not the case we say that Ej is unfixed.
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We defineWq to be the set of all pointsw on the variables of PHP that satisfies the following conditions:
(1) Every non-integral coordinate ofw is of the form (1/
√
n)× Z.
(2) At most q
√
n sets Ej where 1 ≤ j ≤ n contain a variable with the value 0.
(3) No coordinate ofw is greater than 2q/
√
n in any unfixed Ej.
Lemma 5. Every pointw ∈ Wq, where 1 ≤ q ≤ log(n)/4, is a good point of PHP0.
Proof. Eachw clearly satisfies conditions 2 and 3 of the definition of a good point of a polytope (where k = √n), so we will
focus on showing thatw ∈ PHP0, from which the result follows.
Each w ∈ Wq satisfies the pigeonset inequalities since each such inequality must have at least (m − q)√n variables set
to at least 1/
√
n and m − q ≥ 1. Each w can also be shown to satisfy the holeset inequalities. It trivially satisfies any such
inequality P(i,j) + P(i′,j) ≤ 1 for any jwhere Ej is fixed. If Ej is unfixed, then as q ≤ log(n)/4, we have that P(i,j), P(i′j) ≤ 1/2 in
w for sufficiently large n. This can be shown as follows:
P(i,j), P(i′,j) ≤ 2log(n)/4/√n = (2log(n))1/4/√n = n1/4/n1/2 = 1/n1/4 ≤ 1/2. 
Lemma 6. Let w ∈ Wq, where q ≤ log(n)/4− 1. We can find a set Q of s-points and t-points of w, satisfying Lemma 4 (where
x isw), with each such point being in Wq+1.
Proof. Consider a satisfying pair (a, b) for PHP. If there exists a set J∗ for this particularw and a, then the t-point, t , created
using this J∗ has no value greater than 2q+1/
√
n, and nomore than (q+1)√n sets Ej contain a variable set to zero; therefore,
t ∈ Wq+1.
If no such J∗ exists for w and a, then there can only be at most
√
n elements in the set J . We create a point s from w as
follows: if J contains at least one element (i, j)where a(i,j) < 0, then we fix Ej on P(i,j) in s, for all remaining (i′, j′) ∈ J where
1 ≤ i′ ≤ m, 1 ≤ j′ ≤ n and j′ 6= j, s(i′,j′) = 0. All remaining coordinates of s (i.e. those not in J) are set to the same value
as in w. Note that s is an s-point of w and a and that s has at most (q + 1)√n sets Ej that contains a variable set to zero.
Furthermore s does not contain any value greater than 2q+1/
√
n in any unfixed Ej and hence s ∈ Wq+1.
For each satisfying pair valid for PHP we have that either s or t is in Q . Since each such point is inWq+1, by Lemma 5, they
must also satisfy PHP, hence the conditions of Lemma 4 are met forw by Q . 
From now on we will refer to such a set Q , as in Lemma 6, as a protective set ofw.
Theorem 7. The Chvátal rank of PHP isΩ(log n).
Proof. It is enough to show that PHPlog(n)/4 is non-empty. We demonstrate that this is the case by showing it must contain
the point x = [1/√n]m×n (i.e. x is the m × n dimensional point with each coordinate being 1/√n). It is easy to see that
x ∈ W0 and by Lemma 6, we know that x has a protective set of points Q1, where every q ∈ Q1, is in W1 and hence by
Lemma 5, q ∈ PHP0. By Lemma 4, the existence of Q1 demonstrates that x ∈ PHP1. Now let q be a point in Q1, we know by
Lemma 6 that there is a protective set for q, consisting only of points inW2; again by Lemmas 4 and 5 this demonstrates that
q ∈ PHP1. Such a protective set exists for all q ∈ Q1; let Q2 denote the union of all such sets. The existence of Q2, means that,
again by Lemma 4, x ∈ PHP2. Similarly we can define the set Qp to be the union of the protective sets for every q ∈ Qp−1. For
convenience we define Q0 to be the point x.
We can now complete the proof by induction. Assume that for some p ≤ log(n)/4− 1 we have that every point in Qr is
also inWr for all 0 ≤ r ≤ p. We have already shown that this assumption holds for p = 2. Let q be a point in Qp, we know
from Lemma 6 that there exists a protective set for q, consisting of points inWq+1 and hence by Lemma 5, also in PHP0. Since
such a protective set can be found for all such q ∈ Qp, we know that all points in Qp are in PHP1. In general if all points in Qd
are in PHPp−(d−1) for some 1 ≤ d ≤ p then by Lemma 4 every point in Qd−1 is in PHPp−(d−2). Therefore it must be that x ∈
PHPlog(n)/4. 
Theorems 1 and 7 allow us to conclude the following corollary:
Corollary 8. The Chvátal rank of PHP isΘ(log n).
4. Further work
An interesting problem, following directly from this work, is to see whether the technique presented here can be used to
prove a rank complexity gap, similar to those given in [5], for CP. We conjecture that all polytopes derived from sentences
of first-order logic (as in [12]) possessing an infinite, but no finite model, require strictly non-constant CP rank, whilst all
polytopes derived from sentences with no finite nor infinite model require just constant CP rank.
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