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Recently invented and demonstrated optical lattice clocks hold great promise for improving the
precision of modern timekeeping. These clocks aim at the 10−18 fractional accuracy, which trans-
lates into a clock that would neither lose or gain a fraction of a second over an estimated age
of the Universe. In these clocks, millions of atoms are trapped and interrogated simultaneously,
dramatically improving clock stability. Here we discuss the principles of operation of these clocks
and, in particular, a novel concept of “magic” trapping of atoms in optical lattices. We also high-
light recently proposed microwave lattice clocks and several applications that employ the optical
lattice clocks as a platform for precision measurements and quantum information processing.
I. INTRODUCTION
Precision timepieces are marvels of human ingenuity.
The earliest surviving clocks, sundials and water clocks,
are traced to ancient Egypt (Usher, 1929). The first
mechanical clocks were built around the 14th century.
The 20th century, with the advent of quantum mechan-
ics, saw the invention of atomic clocks. Each qualita-
tive shift in clockwork technology was accompanied by a
dramatic improvement in timekeeping accuracy. For ex-
ample, the water clocks had an error exceeding 15 min-
utes a day (Usher, 1929), while inexpensive quartz crys-
tal clocks may drift a millisecond or so in several days.
The best atomic clock to date (Chou et al., 2010) may
be off by only a fraction of a picosecond a day. Here
we review a novel and rapidly developing class of atomic
clocks, optical lattice clocks, which hold a promise of im-
proving accuracy of modern timekeeping by an order of
magnitude. This translates into an astonishingly accu-
rate clock that would neither lose or gain a fraction of a
second over an estimated age of the Universe. In other
words, if somebody were to build such a clock at the
Big Bang and if such a timepiece were to survive the 14
billion years, the clock would be off by no more than a
mere second. Moreover, compared to other, competing,
atomic clocks, the optical lattice clocks promise to reach
this accuracy within seconds of integration time.
Over the past half-a-century, the precision time-
keeping has been carried out with atomic clocks. In par-
ticular, since 1967, the SI unit of time, the second, is de-
fined as a duration of a certain number of periods of radi-
ation corresponding to the transition between two hyper-
fine levels of the ground state of the 133Cs atom (Taylor,
2001). Atomic clocks are essential elements of the Global
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Positioning System (GPS) and are important for synchro-
nizing signals in digital networks. Fundamental research
ranges from testing the effects of special and general rela-
tivity (Turyshev, 2009) to probing time-variation of fun-
damental constants (Rosenband et al., 2008).
Atomic clocks operate by locking the frequency of an
external (e.g., microwave or laser) source in resonance
with an internal atomic transition. Counting the num-
ber of oscillations at the source tells time. In practice,
realizing this scheme requires that the natural frequency
of the atomic transition, ν0, is impervious to external
perturbations. Also, there is a certain width of the reso-
nance δν which limits the uncertainty with which ν0 may
be found. The width of the resonance is determined, for
example, by the inverse of the observation time or ulti-
mately by the natural radiative lifetime of the transition.
The relevant parameter characterizing the atomic oscil-
lator is the quality factor (Q-factor), Q = ν0/δν. Find-
ing the frequency ν0 precisely requires multiple measure-
ments on a quantum system. The relevant indicator of
the clock performance is the fractional instability given
by the Allan deviation (Allan, 1966)
σy ≈ 1
Q
1√
Natτ
, (1)
where Nat is the number of atoms interrogated per unit
time and τ is the total measurement time (Itano et al.,
1993). The stability tells how fast the average of multi-
ple measurements over time approaches the central value.
Good clocks are required to have both excellent accu-
racy and stability. Therefore, besides being insensitive
to external perturbations, having larger Q-factors, longer
measurement times, and larger atomic samples is benefi-
cial.
All other factors being equal, working with higher fre-
quencies improves the fractional accuracy and the sta-
bility of the clock. This leads to a broad division of
modern atomic clocks into microwave and optical clocks.
For example, the 133Cs standard operates at 9.2 × 109
2Hz, while the optical Sr lattice clock runs at 4.3 × 1014
Hz. The two frequencies differ by 4-5 orders of magni-
tude. While the unit of time is presently defined in terms
of the microwave Cs standard, the optical clocks have
already outperformed the Cs clocks (Chou et al., 2010;
Ludlow et al., 2008).
Historically, the higher frequency of optical clocks
posed a difficulty, as electronic cycle counters were not
able to cope with optical frequencies. This difficulty was
resolved with the invention of optical frequency combs,
which act as “optical gears” and link the optical clocks to
electronic counters (Jones et al., 2000; Th. Udem et al.,
1999). Considering this remarkable progress, it is antici-
pated that eventually the second will be redefined based
on the output of optical clocks.
Moving to higher frequencies is advantageous since
a number of systematic corrections do not scale with
frequency at all, so there is an immediate improve-
ment in the fractional accuracy. The Doppler shift,
δνD = −(v/c) ν0, however, is proportional to the clock
frequency; apparently, one needs to reduce atomic veloc-
ities v (c is the speed of light), or, ultimately, trap the
atoms. Reducing the velocities additionally increases in-
terrogation time thereby improving the Fourier-limited
spectral resolution.
Presently, we may distinguish between two types of
competing optical clocks working with trapped species:
ion clocks and optical lattice clocks. In ion clocks an ion
is cooled down to the zero-point energy of the trapping
potential. The disadvantage of these clocks is that only a
single ion (or only a few ions) can be used, since trapping
multiple ions simultaneously introduces large perturba-
tions of the clock frequency (due to the Coulomb ion-
ion interactions ions are pushed out of the trap center
where electric field is zero.) By contrast, the optical lat-
tice clocks (the subject of this Colloquium) employ neu-
tral atoms; the atoms are trapped in specially-engineered
standing-wave laser fields termed optical lattices. Since
the interactions between neutral atoms are fairly short-
ranged, millions of atoms can be trapped and interro-
gated simultaneously. This greatly improves the stability
of the clock. Qualitatively, lattice clockwork is equivalent
to millions of ion clocks working in parallel.
Trapping atoms with lasers, however, brings a seem-
ingly insurmountable challenge: Optical fields strongly
perturb atomic energy levels via the dynamic (or AC)
Stark effect - clock frequencies are shifted away from
their unperturbed values. For example, a typical dif-
ferential Stark shift induced by trapping a 10-µK-cold
Sr atom exceeds 100 kHz; this translates into a frac-
tional clock accuracy of 10−9 or so, which is many or-
ders of magnitude worse than that of the existing clocks.
In addition, the Stark shift is proportional to the lo-
cal intensity of the trapping lasers; the shift is non-
uniform across the atomic ensemble and it is also sen-
sitive to laser intensity fluctuations. So trapping seems
to be both advantageous and detrimental for precision
optical timekeeping. This dilemma was elegantly re-
FIG. 1 (Color online) Illustration of the essential elements
of optical lattice clocks. (a) A spatial interference of laser
beams creates an egg-carton-like optical potential that traps
clock atoms. The atoms are confined to regions much smaller
than the laser wavelength λL. (b) Atoms are probed on the
1S0 −
3P0 clock transition. The wavelength λL is tuned to its
“magic” value so that the clock 1S0 and
3P0 states are equally
energy-shifted by the lattice potential, leaving the transition
frequency unperturbed.
solved using so-called “magic” traps (Katori et al., 1999;
McKeever et al., 2003; Ye et al., 2008). At the “magic”
trapping conditions two levels of interest are shifted by
exactly same amount by the trapping fields; therefore
the differential effect of trapping fields simply vanishes
for the clock transition.
The optical lattice clocks using the 1S0 −3 P0 transi-
tion in alkaline-earth atoms were proposed in 2002 by
Katori (Katori, 2002). Figure 1 illustrates the concept
of the clock. This idea was followed by rapid progress
in developing the lattice clocks. A detailed theoreti-
cal proposal (Katori et al., 2003) for the Sr clock ap-
peared in 2003, the magic wavelength determined ex-
perimentally (Takamoto and Katori, 2003), and finally
the Sr clock was demonstrated just a couple of years
later in three different laboratories in Tokyo, Boulder,
and Paris (Le Targat et al., 2006; Ludlow et al., 2006;
Takamoto et al., 2006, 2005). Recognizing this success,
as early as 2006, the Sr optical lattice clock was adopted
by the International Committee for Weights and Mea-
sures (CIPM) as one of the secondary representations of
the second. This formalized the Sr clock as a promising
candidate for the future redefinition of the second.
The contender status of the lattice clocks was further
solidified in 2008 when the international frequency com-
3parison carried out in Boulder (Campbell et al., 2008),
Paris (Baillard et al., 2008), and Tokyo (Hong et al.,
2009), agreed with a fractional uncertainty of 6 × 10−16
that was only limited by the uncertainty of the Cs
primary frequency standard. Similar efforts were un-
dertaken for Yb and Hg lattice clocks. A theoretical
analysis of Yb clock performance was carried out in
2004 (Porsev et al., 2004); the Yb clock was demon-
strated in 2006 (Barber et al., 2006) and the clock fre-
quency was measured with the accuracy near that of the
Cs standard in 2009 (Kohno et al., 2009; Lemke et al.,
2009). Hg clock was proposed in 2008 (Hachisu et al.,
2008). The projected fractional accuracy of Hg clocks
is at the level of 10−18 and efforts on building the Hg
clock are underway in several laboratories around the
world (Petersen et al., 2008).
The fruitful ideas of the optical-frequency-domain lat-
tice clocks were extended to microwave frequencies (“mi-
croMagic” clocks). The original proposal (Beloy et al.,
2009) deals with microwave transition in Al and Ga
atoms. For metrologically important Cs and Rb atoms,
finding “magic” trapping conditions has proven to be
a challenge: an additional control of laser polariza-
tions, magnetic fields and trapping geometry is re-
quired (Derevianko, 2010a,b; Flambaum et al., 2008;
Lundblad et al., 2010). At the same time, there are com-
pelling benefits to exploring “microMagic” clocks. In
comparison with the state of the art microwave clocks,
the fountain clocks (Wynands and Weyers, 2005), one of
the benefits is a much smaller (micrometer-scale) size
of volume occupied by clock atoms. Also presently the
stability of the primary Cs frequency standard is lim-
ited (Santarelli et al., 1999) by the quantum projection
noise limit (Itano et al., 1993), described by Eq. (1). The
stability can be substantially improved by using highly-
entangled ensembles of clock atoms (Leibfried et al.,
2004); optical-lattice-based “microMagic” clocks are ex-
cellent candidates for realizing such ideas.
This colloquium is organized as follows. In Section II,
we review the interaction of atoms with off-resonant laser
light, describe determination of magic wavelengths and
spectroscopy in optical lattices. In Section III, we dis-
cuss operation of optical lattice clocks and their error
budget. In Section IV we discuss a recently proposed
class of atomic microwave clocks (“microMagic” clocks).
Finally, in Section V, we highlight several proposals for
using lattice clocks in precision measurements and quan-
tum information processing.
II. OPTICAL LATTICES AND MAGIC WAVELENGTH
In this section, we provide the introductory back-
ground required for understanding the basic physics of
optical lattice clocks: optical lattices, “magic” wave-
lengths, and the Lamb-Dicke spectroscopy.
A. Light shifts and polarizabilities
The key idea for realizing the lattice clock is the con-
cept of “magic” trapping. Generally, magic optical trap-
ping potentials for a specific clock transition may be de-
fined as specially tailored trapping fields in which differ-
ential shift of the clock transition vanishes exactly. No-
tice that the individual levels may be perturbed by the
trapping fields very strongly. Nevertheless, at the magic
conditions both clock levels are shifted identically.
The effect of optical (laser) trapping fields on a given
level is quantified using the AC Stark shift and dynamic
polarizability. The static Stark shift is a familiar con-
cept in quantum mechanics; it refers to a shift of energy
levels in the presence of externally-applied static electric
fields. For states of definite parity, the leading contribu-
tion arises in the second order of perturbation theory, and
it is quadratic in the E-field. The coefficient of propor-
tionality is called the static dipole polarizability. When
the electric field oscillates, like in lasers, the Stark shift of
energy levels remains time-independent. This is similar
to the Lamb shift, where time-dependent vacuum fluc-
tuations lead to a static shift. An interested reader is
referred to a review (Manakov et al., 1986) for details.
The theoretical analysis is similar to the static E-field
case; in particular the static polarizability is replaced by
the dynamic polarizability.
An order-by-order expansion of the AC Stark (light)
shift of the energy of level a reads
δEStarka = −αa(ωL)
(EL
2
)2
− α′a(ωL)
(EL
2
)4
+O(E6L) ,
(2)
where EL and ωL are the (real-valued) amplitude and
the frequency of the laser field. The frequency-dependent
quantities αa(ωL) and α
′
a(ωL) are the dynamic polariz-
ability and hyperpolarizability, respectively. The result-
ing differential Stark shift of the clock frequency is
h∆νStark = −∆α(ωL)
(EL
2
)2
−∆α′(ωL)
(EL
2
)4
+O(E6L) ,
(3)
where differential polarizabilities of the two ( the lower |g〉
and the upper |e〉) clock levels are defined as ∆α(ωL) =
αe(ωL)−αg(ωL). Notice that the hyperpolarizability cor-
rection, being of higher order in the electromagnetic cou-
pling, is relatively small (we will return to this discussion
later as the relevant correction has an effect on clock’s ac-
curacy). Therefore, the magic laser wavelength λm (or
frequency ωm = 2pic/λm) is determined by computing
dynamic polarizabilities for the two clock levels as a func-
tion of ωL. Intersections of the two curves determines the
values of ωm.
The polarizability depends on atomic electric-dipole D
matrix elements and energiesE and also on the (generally
complex-valued) polarization vector εˆ of the laser
αa(ω) =
∑
b
|〈a|D · εˆ|b〉|2
Eb − Ea − ω +
∑
b
|〈a|D · εˆ|b〉|2
Eb − Ea + ω . (4)
4The sums are over a complete atomic eigen-set.
We may decompose the polarizability for a state
|nFMF 〉 of the total angular momentum F and its pro-
jection MF (n encompasses all remaining quantum num-
bers) into the following contributions,
αnFMF (ω) = α
S
F (ω) + (kˆ · Bˆ)A
MF
2F
αVF (ω)+
1
2
(
3
∣∣∣εˆ · Bˆ∣∣∣2 − 1
)
3MF
2 − F (F + 1)
F (2F − 1) α
T
F (ω) . (5)
Here the superscripts S, V , and T distinguish the scalar,
vector, and tensor parts of the polarizability. kˆ and Bˆ are
the unit vectors along the lattice wavevector and quan-
tizing B-field, respectively. A is the degree of circular
polarization of the light: A = ±1 for σ± light. For a lin-
early polarized laser A = 0 and the vector contribution
drops out. εˆ is complex for non-zero degree of circular
polarization.
Arriving at the tensorial decomposition (5) of the
polarizability (4) requires techniques of quantum the-
ory of angular momentum (Varshalovich et al., 1988).
Qualitatively, the decomposition could be understood
from the following arguments. Eq.(4) contains four
vectors: two polarizations εˆ and two dipole mo-
ments D in a particular (rotationally-invariant) com-
bination of cartesian components of these vectors:∑
ij εiDiRε∗jDj =
∑
ij(εiε
∗
j )(DiRDj) ≡
∑
ij PijDij ,
where R =∑b |b〉〈b|(Eb −Ea ±ω)−1 is the resolvent op-
erator. Let’s focus on the combinations Dij = DiRDj .
These form components of a rank-2 cartesian polarizabil-
ity tensor Dij . In general, it may be decomposed into
three irreducible parts: a scalar D(0) = 1/3(D · RD), a
vector D(1) = 1/2D × RD, and a symmetric traceless
tensor D(2)ij = 1/2 (Dij +Dji) − δijD(0). Similar decom-
position may be carried out for the polarization tensor
Pij = εiε∗j . Combining irreducible components of the
polarizability and polarization tensors, we arrive at the
three (scalar, vector, and tensor) contributions to Eq. (5).
Further, evaluation of matrix elements of irreducible
polarizability tensors D(L) in atomic basis |nFMF 〉 is
aided by the Wigner-Eckart theorem, which states that
a matrix element may be factorized into two parts, de-
pendent and independent on magnetic quantum num-
bers MF of atomic states. The former gives rise to
MF -dependent prefactors in vector and tensor contri-
butions to Eq. (5) and the latter is encapsulated in
MF -independent (or “reduced”) polarizabilities α
S
F (ω),
αVF (ω), α
T
F (ω). The MF -dependent prefactors from the
Wigner-Eckar theorem fix angular selection rules for ma-
trix elements (these are suppressed in Eq.(5)): the to-
tal angular momentum F is to be greater or equal to
L/2 for non-vanishing diagonal matrix element of tensor
D(L). Finally, specifying MF fixes direction of quantiza-
tion axis and the angular factors in Eq. (5) arise when
evaluating irreducible polarization tensors in this fixed
reference frame.
B. Theoretical determination of magic wavelengths
Certainly, the values of magic wavelength depend on
specific atoms. The clockwork in optical lattice clocks
takes advantage of the electronic structure of atoms with
two valence electrons outside a closed-shell core. Such
systems include group II and IIb atoms, such as magne-
sium, calcium, and strontium, or more complex divalent
atoms such as ytterbium and mercury atoms. A typical
level structure of such atoms is shown in Fig. 2. The
clock transition is between the ground ns2 1S0 state and
the J = 0 component of the lowest-energy triplet state
fine-structure manifold, nsnp 3PJ . The scalar character
of the J = 0 clock states makes the clock transition in-
sensitive to magnetic fields and vector light shift pertur-
bations (see below).
FIG. 2 (Color online) A diagram of the low-lying energy
levels for Mg (n=3), Ca (n=4), Sr (n=5), and Yb (n=6).
The relative position of the levels above the 3PJ fine-structure
manifold depends on the atom. This diagram reflects energy
levels of Yb (core-excited states are not shown). The clock
transition is between the ground and the lowest-energy 3P0
state.
Evaluation of polarizabilities involves summing over
electric-dipole-allowed transitions: for example, in Fig. 2,
the sum for the ground state includes the 3P1,
1P1
and higher-energy J = 1 odd-parity states (not shown).
The upper clock level has the parity opposite to that
of the ground state and the intermediate states will in-
clude J = 1 even-parity state, such as the 3D1 state
in Fig. 2. In Fig. 3, we present results of such calcula-
tions (Dzuba and Derevianko, 2010) for Yb atom. The
two polarizabilities of the clock states spike at resonances.
The resonant transitions are marked on the plot. At the
lower-end frequency range, ω < 0.08 a.u., the polarizabil-
ity of the 3P0 state goes through two resonances, while
α1S0 remains relatively flat. This dissimilar behavior of
the two polarizabilities almost inevitably results in cross-
ings of the two curves: values of laser wavelengths at
these crossings are “magic”.
There are several magic wavelengths predicted from
crossings of polarizabilities in Fig. 3; the first five λm
are tabulated in (Dzuba and Derevianko, 2010). The ex-
perimentally realized Yb clock operates at the first and
5longest wavelength λm ≈ 759 nm. This wavelength was
theoretically predicted in (Porsev et al., 2004) and sub-
sequently measured in (Barber et al., 2006, 2008).
FIG. 3 (Color online) Dynamic polarizabilities α of the two
clock levels in Yb as a function of laser frequency ω. Blue
solid curve is the polarizability of the 6s2 3P0 lower clock state
and red dashed line is α(ω) of the 6s6p 3P0 upper clock state.
The a.u. stands for atomic units. Conversion factors are:
α/h[Hz/(V/m)2] = 2.48832×10−8α[a.u] for polarizability and
ω/(2pi)[Hz] = 4.1341×1016ω[a.u.] for frequency. “Magic” fre-
quencies of the laser field are marked by small circles on the
plot.
C. Optical lattices and Lamb-Dicke spectroscopy
Before discussing experimental determination of magic
wavelengths, we would like to introduce several basic
ideas of trapping and spectroscopy in optical lattices. Let
us consider two counter-propagating laser beams of linear
polarization and of the same wavelength λL and inten-
sity IL = c/(8pi)E2L. The resulting standing wave has the
intensity nodes separated by λL/2. This oscillatory in-
tensity pattern translates into spatially modulated Stark
shift of the energy levels via Eq. (2) or, equivalently, to
the optical potential experienced by the atom
U (r, z) = U0 exp
{
−2 (r/w(z))2
}
cos2 (2piz/λL) . (6)
Here the z-axis lies along the laser beam, r is the radial
coordinate in the transverse direction and w(z) is the
beam waist. This geometry is conventionally referred to
as the 1D lattice. The potential depth, U0, is expressed
as
U0 = −8pi
c
α (ωL) IL . (7)
We see that the polarizability α (ωL) governs the Stark
clock shift and also the atomic trapping potential (of
course, both the Stark shift and the optical potential de-
scribe the very same energy shift). Notice that since at
FIG. 4 (Color online) (a) A one-dimensional optical clock
is realized by a standing wave of light tuned to the magic
wavelength. Multiply trapped spin-polarized fermions in a
single pancake potential may be protected from collisions by
the Pauli blocking. (b) Electric and magnetic field amplitudes
in a standing wave.
the magic wavelength the polarizabilities of the two clock
states are equal, both states experience identical trapping
potentials.
From Fig. 3, we see that the polarizability may accept
both positive and negative values. For α > 0, U0 < 0 and
atoms are attracted to maxima of local intensity: trapped
atoms form layers of pancake-like clouds separated by
λL/2 in the axial direction (see Fig. 4). By contrast,
for the negative values of polarizabilities, the atoms are
pushed to the minima of intensity: they simply escape
the 1D lattice along the radial direction. In this case
the confinement can be provided by 3D optical lattices,
where three overlapping 1D lattices are oriented along
three spatially-orthogonal directions.
The potential (6) is periodic in the axial direction. Al-
though the solutions of the corresponding Schrodinger
equation for atomic motion can be found in terms of the
Wannier and Bloch functions familiar from solid-state
physics, a qualitative consideration will suffice for our
goals (see (Lemonde, 2009) for details). Near the bottom
of the wells, the potential is harmonic, with the spacing
between the levels given by
ωho =
2pi
λL
(
2|U0|
M
)1/2
, (8)
where M is the atomic mass. Notice that an atom ini-
tially trapped in one of the sites may tunnel out to the
neighboring wells. As we move up the vibrational energy
ladder, the tunneling rate (Bloch bandwidth) increases.
As we interrogate the clock transition of the trapped
atoms with a laser of frequency ωp, the absorbed photon
imparts a momentum kick p = ~ωp/c to the atom. As
long as the recoil energy Er = p
2/(2M) is much smaller
than the spacing ~ωho between the harmonic levels, the
atoms remain in the same motional state. Thus the
6FIG. 5 (Color online) Schematic diagram of the experi-
mental setup for Sr spectroscopy used in an early experi-
ment (Takamoto and Katori, 2003). Ultracold 87Sr atoms are
loaded into a 1D optical lattice produced by the standing
wave of a Ti-sapphire laser tuned to the magic wavelength.
The atoms interact with the clock laser propagating along
this axis and the Lamb-Dicke condition is satisfied. AOM,
acousto-optic modulator.
absorbed frequency is equal to the internal atomic fre-
quency within the width of the trapped level (we imply
trapping in a magic lattice to remove differential Stark
shifts). This is the Lamb-Dicke regime(Dicke, 1953),
which guaranties that the quantized atomic motion in
a trap does not alter the clock frequency.
Classically, a trapped atom oscillates in the optical
potential with a frequency ωho. As the atom moves,
the electric field of the probe laser experienced by the
atom becomes phase modulated: Ep = E0p cos(kp ·
x sinωhot − ωpt) with x being the amplitude of atomic
oscillation. When the modulation index m = kp ·
x ≪ 1, the atom observes an electric field Ep ≈
E0p
{
cosωpt+
m
2 [cos(ωp − Ω)t− cos(ωp +Ω)t]
}
; i.e., the
field is composed of a central carrier at ωp frequency and
two weak sidebands. Clearly, the Doppler shift becomes
discretized and is removed in the spectroscopic measure-
ment. The photon recoil shift is absorbed by the macro-
scopic objects (lattice) as in the Mo¨ssbauer effect.
D. Experimental determination of magic wavelength
Figure 5 shows an experimental
setup (Takamoto and Katori, 2003) used for clock
spectroscopy and determination of magic wavelength.
In this experiment, 87Sr atoms were laser-cooled and
trapped on the 1S0 − 3P1 transition with a Dynamic
Magneto-Optical Trapping technique (Mukaiyama et al.,
2003). Roughly 104 atoms with a temperature of about
2 µK were loaded into a 20-µK-deep 1D optical lattice
that was formed by the standing wave of a lattice laser.
The atoms were trapped in the Lamb-Dicke regime
along the axial direction. The magic wavelength was
first determined to be 813.5(9) nm by investigating
the narrowing of the clock spectra as a result of the
cancellation of the light shift (see Fig. 6(a)). At this
magic wavelength, the observed clock spectrum is shown
in Fig. 6(b). The spectrum consists of a central narrow
carrier of 700 Hz linewidth (see inset) and two sidebands
FIG. 6 (Color online) (a) The 87Sr magic wavelength was
determined by investigating the spectral line broadening of
the clock transition, as shown in the inset. This broadening
revealed the vibrational frequency differences in two states of
the clock transition, which is plotted as a function of lattice
laser wavelength to determine the degenerate wavelength to
be λL = 813.5 ± 0.9 nm. (b) The first spectrum of the clock
transition in the “magic lattice”. The spectrum consists of
the heating and cooling sidebands at ≈ ±64 kHz and the
recoilless spectrum (the carrier component) with a linewidth
of 700 Hz (FWHM) as shown in the inset.
at ≈ ±64 kHz. Presently, the magic wavelength for 87Sr
is measured with a 7-digit accuracy (Campbell et al.,
2008). It is worth noting that knowing λm with a mere
7-digit accuracy affects the clock frequency ν0 only at
the 16th significant digit (Katori et al., 2003). The
magic wavelength for 171Yb was determined with a
similar accuracy (Lemke et al., 2009).
E. Higher-order corrections to the Stark shift and
blue-detuned lattices
Our discussion of the magic wavelength trapping fo-
cused on the cancellation of the leading, second-order,
light shifts in Eq. (3). In general, however the fourth
and the higher order differential AC Stark shifts cannot
be canceled out at the magic wavelength. Their effect
on the clock accuracy is of a serious concern. The frac-
tional shifts of the clock frequency due to hyperpolariz-
ability are predicted to be in the range of 10−17 − 10−19
for Sr-, Yb-, and Hg-based optical lattice clocks oper-
7ating at their magic wavelengths(Hachisu et al., 2008;
Katori et al., 2003; Porsev et al., 2004). The effects
of hyperpolarizability have been experimentally investi-
gated in Sr (Brusch et al., 2006) and Yb (Barber et al.,
2008) confirming the fractional correction to be less than
10−17. While at the present level of uncertainty such
corrections are affordable, these become important when
targeting the 10−18 uncertainty level.
The detrimental effects of hyperpolarizability can be
suppressed by employing so-called “blue-detuned” lat-
tices. Near an atomic resonance, the polarizability,
Eq. (4), is dominated by a single contribution. As
seen from Fig. 3, below (on the red side of) the reso-
nance, the polarizability is positive and above (on the
blue side of) the resonance, α(ω) < 0. So far we fo-
cused on the red-detuned magic lattices. As discussed
in Sec. II.C, these trap atoms near the intensity max-
ima, i.e., at the anti-nodes of the standing wave. How-
ever, when αg(ωm) = αe(ωm) < 0, the atoms are con-
fined at the intensity minima of the electric field. Then,
for a strong confinement, the intensity averaged over the
atomic center-of-mass motion becomes a small fraction of
the maximum laser lattice intensity, thereby suppressing
the contributions of hyper- and higher-order polarizabil-
ities to the clock shift, Eq. (3).
Determination of the “blue-detuned” magic wave-
length for Sr is illustrated in Fig. 7. The desired magic
wavelength is located on the blue side of the 5s2 1S0 −
5s5p 1P1 461 nm transition. A very far-off-resonance con-
dition is generally difficult to satisfy because the magic
wavelength can only be found close to the transition orig-
inating from the 5s5p 3P0 state, as indicated in Fig. 7(a).
One such wavelength is found at λL ≈ 390 nm on the
blue side of the 5s5p 3P0 − 5s6d 3D1 transition at 394
nm. For this magic wavelength, the laser intensity of
IL = 10 kW/cm
2 yields a trap depth of about 200 kHz,
as indicated in Fig. 7(b). The effective light intensity
that atoms experience is about one-tenth of the maxi-
mum intensity, as the atoms are trapped near the node
of the standing wave. With a trap depth of 10 µK, the
4th-order light shift (the second term in Eq. (3)) is esti-
mated to be 0.1 mHz, corresponding to a fractional un-
certainty of 2 × 10−19. The blue magic wavelength for
87Sr was measured to be 389.889(9) nm (Takamoto et al.,
2009) by investigating the light shift in a 1D optical lat-
tice operated at the (red-detuned) magic wavelength of
λm = 813.4 nm.
F. Multipolar interactions of atoms with lattice field and
atomic-motion-insensitive wavelength
Our preceding discussion of the Stark shift included
only the dominant electric-dipole (E1) interaction with
the laser field. A multipolar expansion of the laser field
about the atomic nucleus results in a series of electric
(EJ) and magnetic (MJ) multipoles (here J is the ten-
sor rank of the relevant 2J -pole operator). The ex-
FIG. 7 (Color online) (a) Energy levels for alkaline-earth
atoms relevant to “blue-detuned” magic wavelengths for the
1S0 −
3P0 clock transition. By applying the lattice laser de-
tuned slightly above the nearby resonant state, nsnp 1P1 and
ns(n+ 1)d 3D1, atoms can be trapped near the nodes of the
standing wave. (b) The light shifts for the 1S0 (dashed blue)
and 3P0 (solid red) states of Sr as a function of the lattice laser
wavelength for a laser intensity of I = 10 kW/cm2. Intersec-
tions of the curves indicate blue magic wavelengths, which
include λb ≈ 360 and 390 nm.
pressions for multipolar polarizabilities are similar to
Eq. (4) but with E1 operators replaced by multipolar
operators. Although higher-order multipoles are sup-
pressed compared to the E1 contribution, they do af-
fect atomic trapping and magic wavelengths. Now let us
take into account higher multipoles. Consider, for ex-
ample, the linearly polarized (||ez) standing wave elec-
tric field E = ezE0 sinky cosωt with a wave number
k and a frequency ω, as shown in Fig. 4(b). Follow-
ing the Maxwell equation ∇ × E = − 1c ∂B∂t with c the
speed of light, the corresponding magnetic field is given
by B = −exE0 cos ky sinωt. This indicates that the elec-
tric and magnetic field amplitudes are one quarter of the
wavelength λ/4 = pic/(2ω) out of phase in space. Con-
sequently, the magnetic dipole (M1) interaction is max-
imum at the nodes of the electric field. Furthermore, as
the electric quadrupole (E2) interaction is proportional to
the gradient of the electric field, the E2 interaction is also
maximum at the node of the electric field. While optical
lattice clocks operated at the blue-detuned magic wave-
length do minimize the E1 interactions of atoms with the
lattice laser field, such lattices are not necessarily free of
multipolar light shift perturbations.
The energy shift of atoms in the optical lattices is ob-
tained in the second-order perturbation theory in the
E1, M1, and E2 interactions. These vary as VE1 sin
2 ky,
VM1 cos
2 ky, and VE2 cos
2 ky. As a result, it is no longer
possible to perfectly match the total light shift in two
clock states. For example, at the magic wavelength
for the E1 interaction as discussed previously, differen-
tial light shifts due to M1 and E2 interactions exist,
which introduce an atomic-motion-dependent light shift
because of their spatial mismatch with the E1 interaction
(Taichenachev et al., 2008).
Although the contributions of the M1 and E2 interac-
tions are 6-7 orders of magnitude smaller than that of
8the E1 interaction in optical lattice clocks (Katori et al.,
2003; Porsev et al., 2004), they have a non-negligible
contribution in pursuing the 1 × 10−18 level uncer-
tainty; therefore, a more precise definition of the magic
wavelength, including multipolar interactions, is neces-
sary. Assuming the differential polarizabilities of the
E1, M1, and E2 interactions in the clock transition to
be ∆αE1(λL), ∆αM1(λL), and ∆αE2(λL), and the corre-
sponding spatial distributions to be qE1(r), qM1(r), and
qE2(r), the transition frequency of atoms in the optical
lattices can be given by
ν(λL) = ν0 − 1
2h
[∆αE1(λL)qE1(r) + ∆αM1(λL)qM1(r)
+∆αE2(λL)qE2(r)]E2,(9)
which corresponds to Eq. (3), but with the 4th- and
higher-order terms omitted.
Atomic-motion-dependent light shift caused by mul-
tipolar interactions can be eliminated by choosing par-
ticular 3D optical lattice geometries that make the M1
and/or E2 interactions in phase or out of phase with
respect to the spatial dependence of E1 interaction
(Katori et al., 2009). For example, in the case of a
1D lattice with the E1 spatial dependence qE1(r) =
sin2 ky
(
= 1− cos2 ky), the corresponding M1 and E2
interactions may be expressed as qM1(r) = qE2(r) =
cos2 ky = ∆q − qE1(r) with ∆q = 1. Therefore, by
taking ∆αEM ≡ ∆αE1 − ∆αM1 − ∆αE2 and ∆α0 ≡
∆αM1 +∆αE2, Eq. (9) can be rewritten as
ν(λL) = ν0− 1
2h
∆αEM(λL)qE1(r)E2− 1
2h
∆α0(λL)∆qE2,
(10)
where the second term on the right-hand side varies in
phase with the E1 interaction. This equation suggests
that the precise definition of the magic wavelength is to
be an “atomic-motion insensitive” wavelength. The last
term provides a spatially constant offset typically at the
10 mHz level and is solely dependent on the total laser
intensity ∝ ∆qE20 used to form the lattice. This offset
frequency can be accurately determined by measuring
the atomic vibrational frequencies in the lattice.
III. OPTICAL LATTICE CLOCKS
Armed with the understanding of “magic-wavelength”
trapping and spectroscopy in the Lamb-Dicke regime, in
this Section we focus on operation of optical lattice clocks
and their error budget.
The first magic-lattice spectroscopy was demon-
strated on the 1S0 − 3P1 (M = 0) transition of 88Sr
(Ido and Katori, 2003). Figure 8(a) shows the laser in-
duced fluorescence of atoms trapped in the magic lat-
tice, indicating a slight saturation-broadened (≈ 11 kHz)
spectrum for its natural linewidth of 7.6 kHz. When the
lattice potential was turned off (dataset (b) in Fig. 8),
FIG. 8 Laser-induced fluorescence of atoms (a) confined in
a 1D optical lattice and (b) in free fall. The dashed line
shows a Gaussian fit to the data points (b). The confinement
suppressed the Doppler width of 83 kHz and gave a narrow
Lorentzian linewidth of 11 kHz, which was limited by the sat-
uration broadening. A slight blue shift of the center frequency
in (b) is caused by the photon recoil shift.
the Doppler width corresponding to the atomic temper-
ature of 6 µK and the photon recoil shift of 5 kHz ap-
pear. In the lattice the recoil was absorbed by the lat-
tice potential and there were no Doppler shifts. Despite
being appealing as a new type of a neutral-atom clock,
the serious drawback of this system was its sensitivity
to the light polarization of the lattice laser. Indeed, the
scalar, vector and tensor contributions to Eq. (5) are ex-
pectation values of irreducible tensor operators of ranks
0, 1, and 2 respectively. Due to the angular selection
rules, the ground J = 0 state has only the scalar po-
larizability, while the excited J = 1 state acquires addi-
tional vector and tensor contributions. The vector polar-
izability couples to a residual circular polarization of the
lattice and this substantially increases the clock uncer-
tainty (Ido and Katori, 2003). The solution was to move
to the 1S0 − 3P0 clock transition, where both states are
of a purely scalar nature (Katori, 2002).
The lifetime of the 3P0 state determines the natural
width of the clock transition between the ground and the
3P0 state. For all bosonic isotopes of divalent atoms, the
nuclear spin I vanishes and these isotopes lack hyperfine
structure. For bosonic isotopes the 3P0 state may decay
only via very weak multi-photon transitions. However,
for the fermionic isotopes, I 6= 0, a new radiative decay
channel becomes available due to the hyperfine interac-
tion (HFI). The HFI admixes J = 1 atomic states open-
ing a fast electric-dipole decay route. The resulting HFI-
induced decays determine the lifetimes of the 3P0 states
and set the natural width of the clock transition. The
HFI-induced rates for fermionic isotopes were computed
by (Porsev and Derevianko, 2004): a typical value of the
radiative width is about 10 mHz. In bosonic isotopes,
lacking the HFI, the transition rate is strongly suppressed
as the radiative decay requires two photons. In this case,
9the clock transition may be observed by applying a static
magnetic field (Taichenachev et al., 2006). The B-field
admixes the J = 1 state of the fine-structure manifold to
the 3P0 level, opening the electric-dipole decay channel.
In this technique, the magnitude of the clock transition
moment may be experimentally adjusted.
In designing atomic clocks with many atoms, the con-
trol and prevention of atomic interactions is of concern.
The collisional frequency shift of atomic clocks operated
with ultracold atoms is due to to the mean field energy
shift δEm.f. = 4pi~
2ang(2)(0)/M of the relevant electronic
state, with the s-wave scattering length a, atomic num-
ber density n, and atomic mass M . Here, g(2)(0) is the
two-particle correlation function at a zero distance; it
is zero for identical fermions and 1 ≤ g(2)(0) ≤ 2 for
distinguishable or bosonic atoms. Hence, the collisional
shifts are suppressed for ultracold fermions, while they
are intrinsically unavoidable in bosons. The quantum
statistical nature of atoms is determined by their total
spin; that is, bosons have integer spins and fermions have
half-integer spins. In particular, for atoms with an even
number of electrons in a J = 0 state suitable for opti-
cal lattice clocks, their nuclear spins I may be zero for
bosons and I ≥ 1/2 for fermions. Consequently, the total
angular momentum F = J + I of the clock states can be
zero for bosonic atoms, but not for fermions, where their
coupling to the light polarization of the lattice field is
problematic.
Let us consider two representative lattice geometries
for realizing optical lattice clocks. A one-dimensional
(1D) (see Fig. 4(a)) or 2D lattice composed of a single
electric field vector realizes spatially uniform light polar-
ization. In contrast, a 3D lattice requires at least two
electric field vectors; therefore, the synthesized field ex-
hibits a polarization gradient that varies in space depend-
ing on the intensity profile of the lattice lasers. We dis-
cuss that these characteristics of light polarization lead to
two optimal lattice clock configurations when combined
with the quantum statistical properties of atoms.
Since the first demonstration, optical lattice clocks
were mostly realized with 1D optical lattices employ-
ing fermionic (Brusch et al., 2006; Ludlow et al., 2006;
Takamoto and Katori, 2003) or bosonic (Baillard et al.,
2007; Barber et al., 2006) isotopes. Collision shifts
may exist in the 1D scheme with bosonic (Lisdat et al.,
2009) or unpolarized fermionic (Campbell et al., 2009)
atoms because of the relatively high atomic num-
ber densities of up to 1011 cm−3 at a single lat-
tice site, which would surely dominate the uncertainty
budget in the future. Application of spin-polarized
fermions (Gibble, 2009; Takamoto and Katori, 2009)
may minimize the collisional frequency shift due to their
quantum-statistical properties. Figure 4(a) shows the
schematic diagram for the “spin-polarized” 1D optical
lattice clock (Takamoto et al., 2006), where the upward
arrows correspond to spin-polarized fermionic atoms. An
advantage of the 1D optical lattice is that the light
field polarization is spatially uniform, which allows can-
FIG. 9 (Color online) Energy levels for 88Sr and 87Sr atoms.
Spin-polarized ultracold 87Sr atoms were prepared by optical
pumping on the 1S0(F = 9/2) −
3P1(F = 9/2) transition at
λ = 689 nm with circularly polarized light. The first-order
Zeeman shift and the vector light shift on the clock transition
at λ = 698 nm were eliminated by averaging the transition
frequencies f±.
celing out the vector light shift by alternately interro-
gating the transition frequencies f±, corresponding to
two outer Zeeman components 1S0(F = 9/2,±mF =
9/2) − 3P0(F = 9/2,±mF = 9/2) of the clock transi-
tion (see Fig. 9) (Takamoto et al., 2006), to obtain the
transition frequency f0 =
f++f−
2 . This vector light shift
cancellation technique also cancels out the Zeeman shift,
thereby realizing virtual spin-zero atoms.
To suppress atomic collisions, the application of 3D op-
tical lattices with less than a single atom in each lattice
site, as shown in Fig. 1(a), is a straightforward solution.
However, as mentioned earlier, light polarization inhomo-
geneity inevitable in 3D optical lattices makes a vector
light shift for atoms with its angular momentum F 6= 0
problematic, as the “vector light shift cancellation” tech-
nique is no longer applicable. From this viewpoint, the
3D lattice will be suitable for bosonic atoms with scalar
states (J = 0). Technically, it is more challenging to
realize stable 3D optical lattices, as regards their posi-
tion as well as local polarization, than 1D ones. One
of the simple solutions is to apply “folded optical lat-
tices” (Rauschenbeutel et al., 1998), where the 3D opti-
cal lattice consists of a single standing wave of light. In
this configuration, the local polarization of lattice sites
remains unchanged, as the two orthogonal electric field
vectors oscillate in phase at the local lattice site. The
three-dimensional optical lattice clock has been demon-
strated with bosonic 88Sr atoms (Akatsuka et al., 2008,
2010).
Performance of optical clocks can be evaluated by
comparing two optical clocks with similar performances
(Chou et al., 2010; Ludlow et al., 2008), as the state-of-
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FIG. 10 (Color online) Two optical lattice clocks with dif-
ferent isotopes and lattice configurations were operated to
investigate their beat note.
the-art optical clocks well surpass the primary-frequency
standard, Cs clocks, in accuracy as well as stability. Sys-
tematic uncertainties of optical lattice clocks were inves-
tigated by operating a spin-polarized 1D optical lattice
clock with fermionic 87Sr atoms and a 3D optical lattice
clock with bosonic 88Sr atoms (Akatsuka et al., 2008).
Figure 10 shows the experimental setup. The clock fre-
quencies of these two atoms differ by the isotope shift
of about 62 MHz. Optical lattice clocks with 87Sr and
88Sr atoms were alternately prepared and interrogated
by clock lasers detuned by the isotope shift. The clock
lasers were then servo-locked to the respective transition
frequencies of f87 and f88, and the frequency difference
f88 − f87 was recorded as a time series. The Allan devi-
ation evaluated by the beat note of these two “indepen-
dent” clocks reached 5 × 10−16 for an averaging time of
2,000 s. After a careful elimination of systematic uncer-
tainties, in particular, for the 88Sr optical lattice clock
that was strongly perturbed by mixing magnetic field,
the isotope shift on the clock transitions was determined
to be f88 − f87 = 62, 188, 138.4(1.3) Hz (Akatsuka et al.,
2008).
Currently, when the 1D and 3D clocks are compared,
the stability of optical lattice clock is typically 10−14/
√
τ
(here τ is expressed in seconds). The stability is severely
limited by the Dick effect which arises due to the short
interrogation time Ti = 60 ms compared to the long cycle
time Tcyc = 1 s (for a single clock operation) to 6 s (for
comparing two clocks sequentially), most of which was
spent on cooling and capturing atoms. This situation is
equivalent to measuring a laser frequency with a counter
having a gate time Ti every Tcyc(> Ti). Frequency fluctu-
ations higher than the Nyquist frequency fN = 1/(2Tcyc)
disturb the measurement by aliasing, as the frequency
noise at around the cycle frequency 1/Tcyc and its har-
monics higher than the Nyquist frequency fN are down-
converted into lower frequencies f ≪ 1/Tcyc. This alias-
ing noise, mixed in with the error signal in a feedback
loop, causes a long-term white frequency noise in the
stabilized laser (Santarelli et al., 1998). Time-consuming
lattice reloading process may be avoided if minimally
destructive or quantum non-demolition (QND) schemes
(Lodewyck et al., 2009) are applied to the state detec-
tion of the clock transition, as the schemes prevent atoms
from being heated out of the lattice trap and allow the
reuse of trapped atoms, as in the case of single-ion based
clocks. These improvements will allow us to explore the
fractional uncertainties of 10−17 in a reasonable averag-
ing time of a few 100 s.
At a few 10−17 fractional uncertainties, shifts due
to black-body radiation (BBR) (Porsev and Derevianko,
2006) will dominate the uncertainty budget of Sr-based
lattice clocks. As the BBR shift rapidly decreases as T 4
for a surrounding temperature T , a cryogenic environ-
ment, even at the liquid nitrogen temperature of T = 77
K, will reduce the BBR shifts to 10 mHz (Katori et al.,
2003). Therefore, the corresponding uncertainty will
have an effect only at the 10−18 level or below. Such a
cryogenic environment may be readily applicable to op-
tical lattice clocks, as a cryogenic region, a few cubic
millimeters in volume, is sufficient for their operation.
For transferring atoms into the tiny cryogenic volume,
a moving magic optical lattice (Kishimoto et al., 2006)
may be employed. Such an experiment is now in progress
in Tokyo.
Most of the discussed uncertainties such as the
collisional shifts, the BBR shifts, and hyperpolariz-
ability effects depend on atomic parameters; there-
fore, they can be improved by a proper choice of
specific atom. The optical lattice clock scheme is
generally applicable to atoms of groups II and IIb
(Ovsiannikov et al., 2006) such as Ca (Degenhardt et al.,
2004), Yb (Porsev et al., 2004), Zn, Cd (Ye and Wang,
2008), and Hg (Hachisu et al., 2008) that have hyperfine-
mixed J = 0 → J = 0 transition between long-lived
states. Alternatively, a multiphoton excitation of the
clock transition (Hong et al., 2005; Santra et al., 2005),
or the mixing of the 3P0 state with the
3P1 state using
a magnetic field (Taichenachev et al., 2006) or an ellipti-
cally polarized light (Ovsiannikov et al., 2007) may allow
the use of even isotopes that exhibit purely scalar nature
of the J = 0 state. The optical lattice clock with the best
performance needs to be experimentally explored among
possible candidates because of difficulties in predicting
some of the uncertainties associated with higher-order
light field perturbations, such as resonant contributions
to the 4th-order light shifts and multiphoton ionization
processes.
IV. MICROMAGIC CLOCKS
The optical lattice clocks described in the previous sec-
tion operate at optical frequencies, requiring frequency
combs to convert the optical frequencies to the microwave
domain suitable for counting time. Meanwhile, for the
past four decades, the second has been defined in terms of
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the microwave transition in 133Cs atom. Cs clocks serve
as primary frequency standards worldwide and there is
a substantial investment in the infrastructure supporting
these clocks. The most accurate Cs clocks are fridge-sized
fountain clocks (see, e.g., Ref. (Wynands and Weyers,
2005)). The length of a meter-long active chamber is de-
termined by requiring that the clock interrogation time
(i.e., the time it takes the atoms to fly up and down
the chamber in the gravitational field) does not limit
the spectroscopic resolution. By contrast, developing
microwave lattice clocks may be beneficial as the active
chamber of the clock will be reduced to a few microme-
ters across. This million-fold reduction in size is antici-
pated to lead to a better control over detrimental black
body radiation and stray magnetic fields. In addition, the
hyperfine manifolds are used to store quantum informa-
tion in a large fraction of quantum computing proposals
with ultracold alkalis. Finding magic conditions would
enable decoherence-free trapping for these important re-
alizations of qubits.
As discussed in the introduction, presently the stabil-
ity of the primary Cs frequency standard is limited by
the quantum projection noise (QPN) limit (Itano et al.,
1993), described by Eq. (1) (Santarelli et al., 1999). The
stability can be substantially improved by using tech-
niques from quantum information processing. It may be
shown (see e.g., (Leibfried et al., 2004)) that the stability
of highly-entangled ensemble ofNat atoms scales as 1/Nat
versus the QPN scaling (1) of 1/
√
Nat. For a sample of
a million atoms the measurement time would be reduced
by a factor of a thousand. Over the past decade, Cs and
Rb atoms were studied as candidates for quantum com-
puting in optical traps (see (Saffman et al., 2010) and
references therein) and the developed quantum logic is
applicable to entangling “MicroMagic” clocks. The lat-
tice clocks may harness the power of entanglement for
improving the stability of microwave clocks.
The idea of microwave lattice clocks was discussed by
Zhou et al. (2005) for 133Cs. However, these authors
have misidentified magic trapping conditions; a more
sophisticated theoretical analysis and an experimental
study (Rosenbusch et al., 2009) have rendered conclu-
sions of that paper invalid. Based on the detailed un-
derstanding of atomic AC polarizabilities, Beloy et al.
(2009) found that the magic trapping conditions, how-
ever, can be attained for aluminum or gallium atoms.
These authors have coined a term “microMagic” clock
to emphasize both the micrometer size of the trap and
the microwave frequency of such a clock. Further work
on Cs revealed that the magic conditions may be ulti-
mately attained by introducing additional “magic” mag-
netic fields and “magic” angles between magnetic fields
and the axis of a 1D optical lattice (Derevianko, 2010a,b;
Flambaum et al., 2008; Lundblad et al., 2010). Below we
review these developments.
The microwave clockwork involves two atomic levels
of the same hyperfine manifold attached to an electronic
state nJ . Hyperfine splittings primarily arise due to an
interaction of atomic electrons with the nuclear magnetic
moment. We consider atoms trapped in a 1D optical
lattice formed by either linearly of circularly-polarized
lasers. The quantizing magnetic fieldB in general may be
directed at some angle to the lattice. The clock states are
commonly labeled as |n (IJ)FMF 〉, where I is the nu-
clear spin, J is the electronic angular momentum, and F
is the total angular momentum, F = J + I, with MF
being its projection on the quantization axis. For sim-
plicity, below we will focus on the J = 1/2 electronic
states. Then for the I 6= 0 isotopes there are two hy-
perfine structure states F ′ = I + 1/2 and F = I − 1/2.
We will use the short-hand notation |F 〉 and |F ′〉 for the
lower and upper clock states. In particular, for the 133Cs
atom (I = 7/2) the clock transition is between the F = 4
and F = 3 hyperfine components of the 6s1/2 electronic
ground state.
We would like to find a magic wavelength for a hyper-
fine transition by requiring that α′F (ωm)− αF (ωm) = 0.
At this point one may evaluate the dynamic polarizabil-
ities and deduce the magic wavelength. However, such
calculations require additional care. Indeed, we are con-
sidering the Stark shift of hyperfine levels attached to the
same electronic state. To the leading order, the shift is
determined by the properties of the underlying electronic
state. However, because the electronic state for both hy-
perfine levels is the same, the scalar Stark shift of both
levels is the same. An apparent difference between the
two clock levels is caused by the hyperfine interaction
(HFI), and the rigorous analysis involves so-called HFI-
mediated polarizabilities (Rosenbusch et al., 2009).
Qualitatively, the importance of a consistent treatment
of the HFI-mediated polarizabilities may be understood
by considering the expression for the scalar polarizability,
αSnF (ω) =
1
3
∑
i
∑
p=x,y,z
〈nFMF |Dp|i〉〈i|Dp|nFMF 〉
EnFMF − Ei + ω
+ ...
where the omitted term differs by ω → −ω, and Dp is a
component of the dipole operator. All the involved states
are the hyperfine states. While this requires that the en-
ergies include hyperfine splittings, it also means that the
wave-functions incorporate HFI to all-orders of pertur-
bation theory. Including the experimentally-known hy-
perfine splittings in the summations is straightforward
and some practitioners (see, e.g., (Zhou et al., 2005))
may stop at that, completely neglecting the HFI correc-
tions to the wave-functions. This is hardly justified as
both contributions are of the same order. Lengthy third-
order (two dipole couplings to the laser field and one
HFI) expressions for these polarizabilities may be found
in Ref. (Rosenbusch et al., 2009). In the following, we
keep the symbol α for the traditional second-order po-
larizabilities and use β for the HFI-mediated polarizabil-
ities.
The clock transitions in divalent atoms are between
non-magnetic states; this removes sensitivity to magnetic
fields. For J 6= 0 atoms like Cs, however, there is an addi-
tional piece of the puzzle: the clock states are sensitive to
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both optical and magnetic fields. One needs to eliminate
the sensitivity of transition frequency ν to both perturba-
tions simultaneously. Below we consider two possibilities
to remove the sensitivity to the Zeeman effect: (i) work
with M ′F = MF = 0 magnetic substates in very weak B
fields, thereby eliminating the Zeeman shift and (ii) op-
erate on MF → −MF transitions; such transitions have
“magic” values of B fields, where the Zeeman sensitivity
is removed.
A. MF = 0→MF ′ = 0 clock transitions
For the MF = 0 hyperfine sublevels and linear po-
larization of the lattice laser, the vector contribution to
polarizability (5) vanishes. We find that the differential
polarizability may be parameterized as
∆α (ωL) = A (F
′, F )βSF (ωL) +B (F
′, F )βTF (ωL) , (11)
where pre-factors A and B depend on the F -numbers of
the clock states and on the orientation of the quantiz-
ing B field. The relation (11) arises due to the fact that
the respective scalar and tensor parts of the dynamic po-
larizability vary proportionally for the two clock states.
Clearly the scalar and tensor contributions to the differ-
ential shift must cancel each other at the magic wave-
length.
We start with discussing the results for the metro-
logically important 133Cs atom. Calculations and ex-
periment (Rosenbusch et al., 2009) find that there is no
magic wavelength for the Cs clock. A partial solution
to this problem was found (Lundblad et al., 2010) (see
(Derevianko, 2010b) for theory): one needs to apply a
relatively large (a few Gauss) bias magnetic field of a spe-
cific value making trapping “magic” for a given trapping
laser wavelength. As a result, however, the transitions
becomes Zeeman-sensitive through the second-order ef-
fects; numerical estimates show that, unfortunately, the
residual B-field sensitivity would preclude designing a
competitive clock.
Qualitatively, for Cs, the tensor contribution to the
clock shift is much smaller than the scalar contribution
and this leads to unfavorable conditions for reaching the
cancelation of the scalar and tensor shifts in Eq. (11).
To cancel the light shift we need to find atoms where
the scalar and tensor shifts are comparable. This hap-
pens for atoms having the valence electrons in the p1/2
state. For non-zero nuclear spin, the p1/2 state has two
hyperfine components that may serve as the clock states.
The advantage of the p1/2 state comes from the fact it
is part of a fine-structure manifold: there is a nearby
p3/2 state separated by a relatively small energy interval
determined by the relativistic corrections to the atomic
structure. This small interval amplifies the tensor part
of the polarizability and does not affect the scalar con-
tribution to Eq. (11).
Based on these qualitative considerations, Beloy et al.
(2009) found magic wavelengths for Al and Ga atoms.
These are group III atoms with the p1/2 ground state.
For example, in 27Al the clock transition is between the
hyperfine structure levels F = 3 and F = 2 in the ground
3p1/2 state. The clock frequency is about 1.5 GHz, plac-
ing it in the microwave region. Furthermore, cooling Al
has already been demonstrated (McGowan et al., 1995).
The cancelations between scalar and tensor contributions
FIG. 11 (Color online) Differential polarizability for Al
µMagic clock in the B ‖ kˆ geometry as a function of the
lattice laser frequency. Dotted line: contribution from the
scalar term; dashed line: contribution from the tensor term;
solid line: total polarizability. Total clock shift vanishes at
two “magic” values of the laser frequency.
to the clock shift in Eq. (11) is illustrated in Fig. 11.
There are two magic wavelength for the geometry B ‖ kˆ.
Beloy et al. (2009) have carried out estimates for vari-
ous factors affecting such a clock similar to discussion of
Sec. III. They concluded that the proposed microwave
lattice (microMagic) clock may compete with the state
of the art fountain clocks.
B. MF → −MF clock transitions
To reiterate, for weak B fields there are no magic
conditions on the MF = 0 → MF ′ = 0 clock tran-
sitions in 133Cs. As we move to magnetic substates,
we require that at the magic B-field dν/dB(Bm) = 0.
Such conditions occur, for example, for a two-photon
|F ′ = 2,M ′F = +1〉 → |F = 1,MF = −1〉 transi-
tion in 87Rb at the field of about 3 Gauss. The rele-
vant Breit-Rabi diagram is shown in Fig. 12. The two
clock levels are highlighted: the existence of the magic
B-field may be inferred visually. The existence of the
Stark-Zeeman “doubly-magic” conditions was found by
Derevianko (2010a); the discussion below is based on that
paper.
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FIG. 12 (Color online) Left panel: Zeeman effect (Breit-Rabi
diagram) for the hyperfine manifold in the ground state of I =
3/2 isotopes of alkalis. Two clock levels |F ′ = 2,M ′F = +1〉
and |F = 1,MF = −1〉 are shown in black. Clock transition
at the magic B-field is indicated by a vertical red doubly-
headed arrow. Right panel illustrates geometry of laser-atom
interaction: degree of circular polarization, angle θ, and laser
wavelength may be varied.
For the MF → −MF ′ transitions, the electronic g-
factors of the two states are the same (see Fig. 12). Then
the bulk of the Zeeman shift of the transition frequency
goes away and the linear Zeeman effect is determined
only by the nuclear g-factor gI = 1/I µnuc/µN , where
µN is the nuclear magneton. This residual linear shift
is comparable to the second-order (in electronic mag-
netic moment) Zeeman correction, quadratic in the B-
field. By evaluating the derivative of the total (linear +
quadratic) shift with respect to magnetic field we find
that the Zeeman shift goes through a minimum at the
following “magic” value of the B-field
Bm ≈ gIµN MF
′
2 |〈F,MF ′ |µez|F ′,MF ′〉|2
hν0 . (12)
Here µe is the electron magnetic moment operator. Val-
ues ofBm for Rb and Cs isotopes are tabulated in Table I.
These fields are relatively weak and can be well stabilized
using existing technologies (Lacroute et al., 2010).
TABLE I Values of “magic” B-fields and ranges of “magic”
wavelengths for metrologically important 133Cs and 87Rb.
Transition Bm, Gauss λm
87Rb, I = 3/2, ν0 = 6.83GHz
|2, 1〉 → |1,−1〉 3.25 806 nma
133Cs, I = 7/2, ν0 = 9.19GHz
|4, 1〉 → |3,−1〉 1.41 —
|4, 2〉 → |3,−2〉 3.51 906–1067; 560-677
|4, 3〉 → |3,−3〉 9.04 898–1591;863–880; 512–796
anearly doubly-magic
Fixing magnetic field at its magic value accomplishes
the Zeeman-insensitivity of the clock transitions. Now we
would like to additionally remove the Stark sensitivity to
intensity of trapping laser fields. We consider the follow-
ing setup shown in Fig. 12. An atom is illuminated by a
circularly-polarized laser light. At the same time, a bias
magnetic field is applied at an angle θ to the direction of
laser propagation. The B-field is fixed at its magic value.
This is a basic building block for optical trapping.
The differential polarizability in this case reads
∆α(ω) =
(
βSF ′ − βSF
)
+ (13)
A cos θ MF ′
[(
1
2F ′
βVF ′ +
1
2F
βVF
)
+ gI
µN
µB
αVnS1/2
]
.
The last contribution arises due to an interference be-
tween Stark and Zeeman interactions. Qualitatively, the
vector contribution to the Stark shift has the very same
rotational properties as the Zeeman coupling (both are
vector operators). These operators, in particular, cou-
ple the two hyperfine manifolds. Consider the shift of
the |F ′,MF 〉 level. The Zeeman operator couples it
to the |F,MF 〉 intermediate state, and then the vector
Stark shift operator brings it back to the |F ′,MF 〉 level
thereby resulting in the energy shift. This cross-term is
of the same order of magnitude as the other two terms
in Eq. (13) and has to be included in the consideration.
Since the magic condition corresponds to ∆α(ωm) = 0,
we may recast Eq. (13) into
MF ′A cos θ = − β
S
F ′ − βSF(
1
2F ′ β
V
F ′ +
1
2F β
V
F
)
+ gI
µN
µB
αVnS1/2
. (14)
The r.h.s. of this equation depends on the laser frequency,
while the l.h.s. does not. Moreover, |A cos θ| ≤ 1, there-
fore the magic conditions would exist only if for a given
ω the r.h.s. is within the range −|M ′F | and |M ′F |.
FIG. 13 (Color online) Magic conditions for 133Cs. A de-
pendence of the product MF ′A cos θ on trapping laser fre-
quency (in atomic units) is plotted. The shaded regions are
bound by −|MF ′ | and +|MF ′ | lines. Magic trapping for a
|F ′ = 4,M ′F 〉 → |F = 3,−M
′
F 〉 clock transition is only pos-
sible when the computed curve lies inside the corresponding
shaded region.
From Fig. 13 we see that the doubly-magic trap-
ping of 133Cs atoms is indeed possible for two transi-
tions: |4, 2〉 → |3,−2〉 and |4, 3〉 → |3,−3〉. The only
complication is that driving the former transition re-
quires 4 photons, while the latter transition requires
14
6 photons. This may be potentially accomplished ei-
ther with multi-step RF or MW or stimulated Raman
drives (Alexandrov and Pazgalev, 1997; Harber et al.,
2002). Similar analysis for 87Rb |F ′ = 2, 1〉 → |F =
1,−1〉 transition shows that the MF ′A cos θ curve nearly
touches its limiting value at λm ≈ 806 nm. Here the r.h.s.
of Eq. (14) reaches values of ≈ −1.05, i.e., it is just 5%
off the limiting value of -1. While not quite achieving the
“doubly-magic” status, this 806 nm wavelength gets us
to nearly-magic conditions. Recently this prediction was
verified experimentally (Chicireanu et al., 2010).
V. BEYOND TIME-KEEPING
In this concluding section, we will present several ex-
amples of how the exquisite accuracy and stability of the
lattice clocks may be used for precision measurements
and quantum information processing.
Usually the environmental effects (e.g., stray fields)
degrade the performance of the clocks. One may turn
this around and by measuring shifts of the clock fre-
quency, characterize an interaction with the environ-
ment. The most fundamental experiments of this kind
search for a potential variation of fundamental con-
stants (Blatt et al., 2008; Fortier et al., 2007), where
the “environmental agent” is the fabric of the Uni-
verse itself, affecting the rate of ticking of atomic
clocks. In other experiments one may probe ultracold
collision physics (Campbell et al., 2009; Ludlow et al.,
2008) or map out atom-wall interaction and search
for non-Newtonian gravity (Derevianko et al., 2009;
Sorrentino et al., 2009; Wolf et al., 2007) by monitoring
the clock frequency.
In addition, atomic clock states may serve as a per-
fect quantum memory (qubit). Good clock states make
also good qubit states, as they are well isolated from
detrimental environmental decoherences. There are sev-
eral recent proposals (Daley et al., 2008; Gorshkov et al.,
2009; Hayes et al., 2007) that use optical lattice clocks as
a platform for quantum computation and simulation. It
is worth noting that the initial developments in quan-
tum information processing (QIP) with atoms dealt with
qubit states stored in the hyperfine structure of alkalis.
Ideas on magic trapping conditions for microMagic clocks
are starting to make an impact (Dudin et al., 2010) in
QIP, as experimentalists start improving coherence times
using magic trapping techniques.
A. Time and space variation of fundamental constants
Some cosmological models and unification theories im-
ply that the fundamental physical constants (such as
the fine-structure constant, α = e2/(~c) ≈ 1/137) may
vary with time (Uzan, 2003). The values of the con-
stants may also depend on local hypothetical couplings
to ambient gravitational or other fields. These propo-
sitions may be probed with atomic clocks. Indeed,
atomic clocks can monitor frequencies of atomic tran-
sitions with unprecedented accuracy. The frequencies of
two distinct atomic transitions (e.g., microwave and op-
tical) depend differently on fundamental constants. By
comparing outputs of two clocks as a function of time
or position in space, one may deduce limits on space-
time variation of fundamental constants. Spatial de-
pendence, in particular, could be tested as the Earth’s
elliptic orbit takes the clocks through a varying solar
gravitational potential or in satellite-based mission. Al-
though still nascent, the optical lattice clocks have al-
ready made an important contribution to constraining
space-time variations. Blatt et al. (2008) have analyzed
a three-year record of the 1S0 − 3P0 clock transition fre-
quency in neutral 87Sr taken by three independent lab-
oratories in Boulder, Paris, and Tokyo. They combined
periodic variations in the clock frequency with 199Hg+
and H-maser data and obtained the strongest limits to
date on gravitational-coupling coefficients for the fine-
structure constant, electron-proton mass ratio, and light
quark mass. In addition, in combination with the previ-
ous atomic-clock data they have increased confidence in
the zero drift result for the modern epoch.
Optical clocks are particularly sensitive to variation
of the fine-structure constant. Thus far, the most
stringent test was carried out by comparing Al+ and
Hg+ clocks over two years with a fractional uncer-
tainty of 5 × 10−17 to verify the constancy of |α˙/α| at
the level of (−1.6 ± 2.3) × 10−17/yr (Rosenband et al.,
2008). Assuming ∆α/α = 10−16 per year, at which
level astrophysical determinations have given controver-
sial results(Uzan, 2003), the fractional change in the
clock frequency (Angstmann et al., 2004) δν/ν0 can be
6.2 × 10−18, 3.1 × 10−17, and 8.1 × 10−17 for Sr-, Yb-,
and Hg-based optical lattice clocks, respectively. Heav-
ier atoms such as Yb and Hg are more sensitive to α as
the underlying relativistic corrections scale as the nuclear
charge squared. One may envision taking a Sr lattice
clock as an anchor and detecting the fractional frequency
change of the Hg lattice clock at the δν/ν0 = 10
−17 level,
which can be accurately measured with an optical fre-
quency comb technique.
B. Atom-wall interaction
An idealized setup for measuring atom-wall interaction
with lattice clocks is shown in Fig. 14. A conducting sur-
face of interest acts as a mirror for the laser beam nor-
mally incident on the surface. The resulting interference
of the beams forms an optical lattice. Laser operates at
a “magic” wavelength λm. One could work with a 1D
optical lattice for which the atoms are attracted to the
laser intensity maxima. The first pancake-shaped atomic
cloud would form at a distance λm/4 from the mirror.
The subsequent adjacent clouds are separated by a dis-
tance λm/2. By monitoring the clock shift at individual
15
trapping sites, one measures a distance dependence of the
atom-wall interaction.
FIG. 14 (Color online) Fractional clock shifts for Sr as a func-
tion of separation from a gold surface at T = 300K. Individ-
ual points represent shifts in individual trapping sites of the
optical lattice. First well is placed at λm/4 ≈ 200 nm and
subsequent points are separated by λm/2 ≈ 400 nm. Inset:
Idealized setup for measuring atom-wall interaction with op-
tical lattice clocks.
As the separation z between an atom and a wall in-
creases, the atom-wall interaction evolves through sev-
eral distinct regimes: (i) chemical-bond region that ex-
tends a few nm from the surface, (ii) van der Walls re-
gion (V ∝ z−3), (iii) retardation (Casimir-Polder) re-
gion (V ∝ z−4), and (iv) Lifshitz (thermal bath fluctua-
tions) zone (V ∝ z−3). Due to the interaction with the
wall, the clock levels would shift. The computed frac-
tional clock shift for Sr clock (Derevianko et al., 2009)
is shown in Fig. 14. The spatially-separated zones of
the the three regimes of the long-range interaction are
shown. We immediately see that the atom-wall interac-
tion is a large effect, corresponding to 10−10 fractional
clock shifts at the first well. This is roughly a millon
time larger than the demonstrated accuracy of the Sr
clock (Ludlow et al., 2008). Moreover, lattice clocks can
be used to detect all three qualitatively-distinct mecha-
nisms of the atom-wall interaction. In this regard, the
lattice clocks offer a unique opportunity to map out both
van der Walls→Casimir-Polder and Casimir→Polder-
Lifshitz transition regions. This distinguishes the lattice
clock proposal from previous experiments: the former
transition was probed by Sukenik et al. (1993), while the
latter was detected by Obrecht et al. (2007). None of
the experiments so far has been able to map out both
transitions simultaneously.
C. Entangling the lattice clock
A number of proposals have noted the virtues of us-
ing alkaline-earth-like atoms in lattices for quantum in-
formation and quantum computing (Daley et al., 2008;
Derevianko and Cannon, 2004; Gorshkov et al., 2009;
Hayes et al., 2007; Shibata et al., 2009). Below we high-
light using quantum-information concepts such as en-
tanglement for improving the atomic clock. Quantum
entanglement is a crucial resource in quantum comput-
ing and has the potential to improve precision measure-
ments (Childs et al., 2000; Nielsen and Chuang, 2000).
Weinstein et al. (2010) proposed a scheme for entangling
an optical lattice clock, with the specific goal of demon-
strating the power of entanglement for measuring time.
Measuring time with atoms relies on the fact that the
quantum-mechanical probability of making a transition
between two clock levels depends on the detuning ∆ν of
the probe field ν from the atomic transition frequency ν0.
By measuring the probability as a function of ν, one can
infer if the two frequencies are equal and thereby “lock” a
local oscillator to the atomic transition. The precision of
measuring ∆ν is limited by the quantum projection noise
(Itano et al., 1993). For a measurement of Nat unentan-
gled atoms the resulting signal-to-noise of ∆ν scales as√
Nat: the standard quantum limit. The use of entangle-
ment holds the promise of improving clock precision to
the Heisenberg limit, with signal-to-noise scaling as Nat.
FIG. 15 (Color online) Schematic of the entanglement pro-
cess. The transport lattice is created by a superposition of
two displaced circularly polarized standing wave lattices: σ+
and σ− lattices. (a) A single head atom (orange circle) and
several clock atoms (blue circles) are trapped in the minima
of a 1-D optical lattice, with one or fewer atoms per site. Due
to an intensity differential of the underlying lattices, the clock
atoms couple strongly to the σ+ lattice (solid blue line). The
head atom is placed in a superposition of atomic states: one
which couples strongly to the σ+ lattice and one which couples
strongly to the σ− lattice (dashed orange line). (b) As the
displacement between the two circularly-polarized lattices in-
creases, the σ− state is spatially separated and is transported
along the lattice. (c) This portion of the head atom is then
brought into contact with a clock atom to entangle the two
atoms. (d) The head atom is transported further to obtain
entanglement with the remaining clock atoms in a similar
manner.
In the scheme of Weinstein et al. (2010) the divalent
clock atoms are held in a lattice at a “magic” wave-
length that does not perturb the clock frequency – to
maintain clock accuracy – while an open-shell J = 1/2
“head” atom is coherently transported between lattice
sites via the lattice polarization. This polarization-
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dependent “Archimedes’ screw” transport at magic wave-
length takes advantage of the vanishing vector polariz-
ability of the scalar, J = 0, clock states of bosonic iso-
topes of divalent atoms (see Fig. 15). The on-site in-
teractions between the clock atoms and the head atom
are used to engineer entanglement and for clock readout.
Estimates show that roughly a 1,000 clock atoms can be
entangled with this scheme.
Notice that many of the usual requirements for pro-
ducing highly-entangled states between atoms – such
as single-site addressability, single-site readout, and
unity site occupation – are absent in this scheme.
The proposed scheme occupies an interesting “middle-
ground” of experimental schemes for clock entangle-
ment. It holds promise for use with larger numbers
of atoms than has been demonstrated to date with ion
traps(Leibfried et al., 2004). And while it cannot entan-
gle as large-number samples as are used in spin-squeezing
experiments(Kuzmich et al., 1998; Meiser et al., 2008;
Schleier-Smith et al., 2009), it may be able to produce
greater levels of entanglement.
To conclude, over a time-span of just a few years since
their inception, optical lattice clocks became one of the
most accurate timekeeping devices ever built. Presently,
their accuracy and stability surpass the primary fre-
quency standard: optical lattice clocks are contenders
for a future redefinition of the second. While most of the
experimental work so far focused on Sr and Yb atoms,
we think that Hg is a promising candidate for a highly-
accurate optical lattice clock. The projected fractional
accuracy of the Hg clock is 3 × 10−19 (Hachisu et al.,
2008). This is a few orders of magnitude better than
the accuracy of the present clocks. We have highlighted
several applications, e.g., tracking time-space variations
of fundamental constants, which may benefit from such
accuracies. Still an open question remains what appli-
cations, both fundamental and practical, may take ad-
vantage of the superb precision and stability of optical
lattice clocks.
The fruitful ideas of optical lattice clocks may be ex-
tended to the microwave domain. The work on the mi-
croMagic lattice clocks so far has been of a conceptual
nature and the experimental feasibility of such clocks is
yet to be studied. Yet, it is anticipated that a variety
of applications could benefit from the magic (and nearly-
magic) conditions. For example, we anticipate that life-
times of quantum memory (Zhao et al., 2009) may be
improved. Another interesting opportunity is to co-trap
divalent and alkali-metal or group III atoms in the same
lattice. For microwave transitions there is usually a range
of “magic” trapping conditions and magic wavelengths
for divalent atoms may fall within this range. Then one
could design a dual-species microwave-optical clock shar-
ing the same lattice (Morrison et al., 2010).
Acknowledgments
We thank Muir Morrison for comments on the
manuscript. The work of A.D. was supported in
part by the U.S. NSF and by U.S. NASA under
Grant/Cooperative Agreement No. NNX07AT65A is-
sued by the Nevada NASA EPSCoR program. H.K. was
supported in part by the Photon Frontier Network Pro-
gram of MEXT, Japan, and by the JSPS through its
FIRST program.
References
Akatsuka, T., M. Takamoto, and H. Katori, 2008,
Nat. Phys. 4(12), 954, ISSN 1745-2473, URL
http://dx.doi.org/10.1038/nphys1108.
Akatsuka, T., M. Takamoto, and H. Katori, 2010, Phys. Rev.
A 81(2), 023402.
Alexandrov, E., and A. Pazgalev, 1997,
Phys. Scripta 1997(T70), 53, URL
http://stacks.iop.org/1402-4896/1997/i=T70/a=008.
Allan, D. W., 1966, Proc. Of the IEEE 54, 221.
Angstmann, E. J., V. A. Dzuba, and V. V. Flambaum, 2004,
Phys. Rev. A 70(1), 014102.
Baillard, X., M. Fouche, R. Le Targat, P. G. West-
ergaard, A. Lecallier, F. Chapelet, M. Abgrall,
G. D. Rovera, P. Laurent, P. Rosenbusch, S. Bize,
G. Santarelli, et al., 2008, Eur. Phys. J. D 48, 11,
ISSN 1434-6060, 10.1140/epjd/e2007-00330-3, URL
http://dx.doi.org/10.1140/epjd/e2007-00330-3.
Baillard, X., M. Fouche, R. Le Targat, P. G. Westergaard,
A. Lecallier, Y. Le Coq, G. D. Rovera, S. Bize, and
P. Lemonde, 2007, Opt. Lett. 32(13), 1812.
Barber, Z. W., C. W. Hoyt, C. W. Oates, L. Hollberg, A. V.
Taichenachev, and V. I. Yudin, 2006, Phys. Rev. Lett.
96(8), 083002.
Barber, Z. W., J. E. Stalnaker, N. D. Lemke, N. Poli,
C. W. Oates, T. M. Fortier, S. A. Diddams, L. Holl-
berg, C. W. Hoyt, A. V. Taichenachev, and V. I. Yudin,
2008, Phys. Rev. Lett. 100(10), 103002 (pages 4), URL
http://link.aps.org/abstract/PRL/v100/e103002.
Beloy, K., A. Derevianko, V. A. Dzuba, and V. V. Flambaum,
2009, Phys. Rev. Lett. 102(12), 120801 (pages 4), URL
http://link.aps.org/abstract/PRL/v102/e120801.
Blatt, S., A. D. Ludlow, G. K. Campbell, J. W. Thom-
sen, T. Zelevinsky, M. M. Boyd, J. Ye, X. Baillard,
M. Fouche´, R. L. Targat, A. Brusch, P. Lemonde, et al.,
2008, Phys. Rev. Lett. 100(14), 140801 (pages 4), URL
http://link.aps.org/abstract/PRL/v100/e140801.
Brusch, A., R. Le Targat, X. Baillard, M. Fouche, and
P. Lemonde, 2006, Phys. Rev. Lett. 96(10), ISSN 0031-
9007.
Campbell, G. K., M. M. Boyd, J. W. Thomsen, M. J.
Martin, S. Blatt, M. D. Swallows, T. L. Nicholson,
T. Fortier, C. W. Oates, S. A. Diddams, N. D. Lemke,
P. Naidon, et al., 2009, Science 324(5925), 360, URL
http://www.sciencemag.org/cgi/content/abstract/324/5925/360.
Campbell, G. K., A. D. Ludlow, S. Blatt, J. W. Thomsen,
M. J. Martin, M. H. G. d. Miranda, T. Zelevinsky, M. M.
Boyd, J. Ye, S. A. Diddams, T. P. Heavner, T. E. Parker,
et al., 2008, Metrologia 45(5), 539.
17
Chicireanu, R., K. D. Nelson, S. Olmschenk, N. Lundblad,
A. Derevianko, and J. V. Porto, 2010, ArXiv e-prints eprint
1010.1520.
Childs, A., J. Preskill, and J. Renes, 2000, Journal of Modern
Optics 47, 155.
Chou, C. W., D. B. Hume, J. C. J. Koelemeij, D. J. Wineland,
and T. Rosenband, 2010, Phys. Rev. Lett. 104(7), 070802.
Daley, A. J., M. M. Boyd, J. Ye, and P. Zoller, 2008,
Phys. Rev. Lett. 101(17), 170504 (pages 4), URL
http://link.aps.org/abstract/PRL/v101/e170504.
Degenhardt, C., H. Stoehr, U. Sterr, F. Riehle, and C. Lisdat,
2004, Phys. Rev. A 70(2), 23414.
Derevianko, A., 2010a, Phys. Rev. Lett. 105(3), 033002.
Derevianko, A., 2010b, Phys. Rev. A 81(5), 051606(R).
Derevianko, A., and C. C. Cannon, 2004, Phys. Rev. A 70(6),
062319.
Derevianko, A., B. Obreshkov, and V. A. Dzuba, 2009,
Phys. Rev. Lett. 103(13), 133201 (pages 4), URL
http://link.aps.org/abstract/PRL/v103/e133201.
Dicke, R. H., 1953, Physical Review 89(2), 472.
Dudin, Y. O., R. Zhao, T. A. B. Kennedy, and A. Kuzmich,
2010, Phys. Rev. A 81(4), 041805.
Dzuba, V. A., and A. Derevianko,
2010, J. Phys. B 43(7), 074011, URL
http://stacks.iop.org/0953-4075/43/i=7/a=074011.
Flambaum, V. V., V. A. Dzuba, and A. Derevianko, 2008,
Phys. Rev. Lett. 101(22), 220801.
Fortier, T. M., N. Ashby, J. C. Bergquist, M. J. Delaney, S. A.
Diddams, T. P. Heavner, L. Hollberg, W. M. Itano, S. R.
Jefferts, K. Kim, F. Levi, L. Lorini, et al., 2007, Phys. Rev.
Lett. 98(7), 070801 (pages 4).
Gibble, K., 2009, Phys. Rev. Lett. 103(11), 113202.
Gorshkov, A. V., A. M. Rey, A. J. Daley, M. M.
Boyd, J. Ye, P. Zoller, and M. D. Lukin, 2009,
Phys. Rev. Lett. 102(11), 110503 (pages 4), URL
http://link.aps.org/abstract/PRL/v102/e110503.
Hachisu, H., K. Miyagishi, S. G. Porsev, A. Derevianko, V. D.
Ovsiannikov, V. G. Pal’chikov, M. Takamoto, and H. Ka-
tori, 2008, Phys. Rev. Lett. 100(5), 053001.
Harber, D. M., H. J. Lewandowski, J. M. McGuirk, and E. A.
Cornell, 2002, Phys. Rev. A 66(5), 053616.
Hayes, D., P. S. Julienne, and I. H. Deutsch, 2007,
Phys. Rev. Lett. 98(7), 070501 (pages 4), URL
http://link.aps.org/abstract/PRL/v98/e070501.
Hong, F.-L., M. Musha, M. Takamoto, H. Inaba,
S. Yanagimachi, A. Takamizawa, K. Watabe,
T. Ikegami, M. Imae, Y. Fujii, M. Amemiya, K. Nak-
agawa, et al., 2009, Opt. Lett. 34(5), 692, URL
http://ol.osa.org/abstract.cfm?URI=ol-34-5-692.
Hong, T., C. Cramer, W. Nagourney, and E. N. Fortson, 2005,
Phys. Rev. Lett. 94(5), 50801.
Ido, T., and H. Katori, 2003, Phys. Rev. Lett. 91(5),
053001/1.
Itano, W. M., J. C. Bergquist, J. J. Bollinger, J. M. Gilli-
gan, D. J. Heinzen, F. L. Moore, M. G. Raizen, and D. J.
Wineland, 1993, Phys. Rev. A 47(5), 3554.
Jones, D. J., S. A. Diddams, J. K. Ranka,
A. Stentz, R. S. Windeler, J. L. Hall, and S. T.
Cundiff, 2000, Science 288(5466), 635, URL
http://www.sciencemag.org/cgi/content/abstract/288/5466/635.
Katori, H., 2002, in Proc. 6th Symposium Frequency Stan-
dards and Metrology, edited by P. Gill (World Scientific,
Singapore), pp. 323–330.
Katori, H., K. Hashiguchi, E. Y. Il’inova, and V. D. Ovsian-
nikov, 2009, Phys. Rev. Lett. 103(15), 153004.
Katori, H., T. Ido, and M. Kuwata-Gonokami, 1999, J. Phys.
Soc. Jpn. 68(8), 2479.
Katori, H., M. Takamoto, V. G. Pal’chikov, and V. D. Ovsian-
nikov, 2003, Phys. Rev. Lett. 91, 173005.
Kishimoto, T., H. Hachisu, J. Fujiki, K. Nagato, M. Yasuda,
and H. Katori, 2006, Phys. Rev. Lett. 96(12), 123001.
Kohno, T., M. Yasuda, K. Hosaka, H. Inaba, Y. Nakajima,
and F.-L. Hong, 2009, Appl. Phys. Express 2(7), 072501,
URL http://apex.ipap.jp/link?APEX/2/072501/.
Kuzmich, A., N. P. Bigelow, and L. Mandel, 1998, Euro-
physics Letters 42, 481.
Lacroute, C., F. Reinhard, F. Ramirez-Martinez,
C. Deutsch, T. Schneider, J. Reichel, and
P. Rosenbusch, 2010, IEEE Trans. Ultras. Fer-
roelectr. and Freq. Control 57(1), 106 , URL
http://search.ebscohost.com/login.aspx?direct=true&db=inh&AN=11024862&site=ehost-live.
Le Targat, R., X. Baillard, M. Fouche´, A. Brusch,
O. Tcherbakoff, G. D. Rovera, and P. Lemonde, 2006, Phys.
Rev. Lett. 97, 130801.
Leibfried, D., M. D. Barrett, T. Schaetz, J. Britton, J. Chi-
averini, W. Itano, J. Jost, C. Langer, and D. Wineland,
2004, Science 304, 1476.
Lemke, N. D., A. D. Ludlow, Z. W. Barber, T. M.
Fortier, S. A. Diddams, Y. Jiang, S. R. Jefferts,
T. P. Heavner, T. E. Parker, and C. W. Oates,
2009, Phys. Rev. Lett. 103(6), 063001 (pages 4), URL
http://link.aps.org/abstract/PRL/v103/e063001.
Lemonde, P., 2009, Europ. Phys. J.
- Spec. Topics 172(1), 81, URL
http://dx.doi.org/10.1140/epjst/e2009-01043-5.
Lisdat, C., J. S. R. V. Winfred, T. Middelmann, F. Riehle,
and U. Sterr, 2009, Phys. Rev. Lett. 103(9), 090801.
Lodewyck, J., P. G. Westergaard, and P. Lemonde, 2009,
Phys. Rev. A 79(6), 061401.
Ludlow, A. D., M. M. Boyd, T. Zelevinsky, S. M.
Foreman, S. Blatt, M. Notcutt, T. Ido, and J. Ye,
2006, Phys. Rev. Lett. 96(3), 033003 (pages 4), URL
http://link.aps.org/abstract/PRL/v96/e033003.
Ludlow, A. D., T. Zelevinsky, G. K. Campbell, S. Blatt, M. M.
Boyd, M. H. G. de Miranda, M. J. Martin, J. W. Thomsen,
S. M. Foreman, J. Ye, T. M. Fortier, J. E. Stalnaker, et al.,
2008, Science 319(5871), 1805.
Lundblad, N., M. Schlosser, and J. V. Porto, 2010, Phys. Rev.
A 81(3), 031611.
Manakov, N. L., V. D. Ovsiannikov, and L. P. Rapoport,
1986, Phys. Rep. 141(6), 319.
McGowan, R. W., D. M. Giltner, and S. A. Lee, 1995, Opt.
Lett. 20(24), 2535.
McKeever, J., J. R. Buck, A. D. Boozer, A. Kuzmich, H. C.
Ngerl, D. M. Stamper-Kurn, and H. J. Kimble, 2003, Phys.
Rev. Lett. 90(13), 133602.
Meiser, D., J. Ye, and M. J. Holland, 2008, New
Journal of Physics 10(7), 073014 (17pp), URL
http://stacks.iop.org/1367-2630/10/073014.
Morrison, M. J., V. Dzuba, and A. Derevianko, 2010, unpub-
lished.
Mukaiyama, T., H. Katori, T. Ido, Y. Li, and M. Kuwata-
Gonokami, 2003, Phys. Rev. Lett. 90(11), 113002.
Nielsen, M. A., and I. L. Chuang, 2000, Quantum Compu-
tation and Quantum Information (Cambridge University
Press).
Obrecht, J. M., R. J. Wild, M. Antezza, L. P.
Pitaevskii, S. Stringari, and E. A. Cornell, 2007,
18
Phys. Rev. Lett. 98(6), 063201 (pages 4), URL
http://link.aps.org/abstract/PRL/v98/e063201.
Ovsiannikov, V. D., V. G. Pal’chikov, H. Katori, and
M. Takamoto, 2006, Quantum Electronics 36(1), 3.
Ovsiannikov, V. D., V. G. Pal’chikov, A. V. Taichenachev,
V. I. Yudin, H. Katori, and M. Takamoto, 2007,
Phys. Rev. A 75(2), 020501 (pages 4), URL
http://link.aps.org/abstract/PRA/v75/e020501.
Petersen, M., R. Chicireanu, S. T. Dawkins, D. V. Magalha˜es,
C. Mandache, Y. Le Coq, A. Clairon, and S. Bize, 2008,
Phys. Rev. Lett. 101(18), 183004.
Porsev, S. G., and A. Derevianko, 2004, Phys. Rev. A 69(4),
042506.
Porsev, S. G., and A. Derevianko, 2006, Phys. Rev. A 74(2),
020502.
Porsev, S. G., A. Derevianko, and E. N. Fortson, 2004, Phys.
Rev. A 69, 021403(R).
Rauschenbeutel, A., H. Schadwinkel, V. Gomer, and
D. Meschede, 1998, Opt. Commun. 148, 45.
Rosenband, T., D. B. Hume, P. O. Schmidt, C. W. Chou,
A. Brusch, L. Lorini, W. H. Oskay, R. E. Drullinger,
T. M. Fortier, J. E. Stalnaker, S. A. Diddams, W. C.
Swann, et al., 2008, Science 319(5871), 1808, URL
http://www.sciencemag.org/cgi/content/abstract/319/5871/1808 .
Rosenbusch, P., S. Ghezali, V. A. Dzuba, V. V.
Flambaum, K. Beloy, and A. Derevianko, 2009,
Phys. Rev. A 79(1), 013404 (pages 8), URL
http://link.aps.org/abstract/PRA/v79/e013404.
Saffman, M., T. G. Walker, and K. Mølmer, 2010, Rev. Mod.
Phys. 82(3), 2313.
Santarelli, G., C. Audoin, A. Makdissi, P. Laurent, G. J. Dick,
and A. Clairon, 1998, IEEE Trans. Ultrason. Ferroelectr.
Freq. Control 45(4), 887.
Santarelli, G., P. Laurent, P. Lemonde, A. Clairon, A. G.
Mann, S. Chang, A. N. Luiten, and C. Salomon, 1999,
Phys. Rev. Lett. 82(23), 4619.
Santra, R., E. Arimondo, T. Ido, C. H. Greene, and J. Ye,
2005, Phys. Rev. Lett. 94(17), 173002.
Schleier-Smith, M. H., I. Leroux, and V. Vuletic, 2009,
arXiv:0810.2582v2.
Shibata, K., S. Kato, A. Yamaguchi, S. Uetake,
and Y. Takahashi, 2009, Appl. Phys. B URL
http://www.springerlink.com/content/2k4p677061t35347.
Sorrentino, F., A. Alberti, G. Ferrari, V. V. Ivanov,
N. Poli, M. Schioppo, and G. M. Tino, 2009,
Phys. Rev. A 79(1), 013409 (pages 8), URL
http://link.aps.org/abstract/PRA/v79/e013409.
Sukenik, C. I., M. G. Boshier, D. Cho, V. Sandoghdar, and
E. A. Hinds, 1993, Phys. Rev. Lett. 70(5), 560.
Taichenachev, A. V., V. I. Yudin, C. W. Oates, C. W. Hoyt,
Z. W. Barber, and L. Hollberg, 2006, Phys. Rev. Lett. 96,
083001.
Taichenachev, A. V., V. I. Yudin, V. D. Ovsian-
nikov, V. G. Pal’chikov, and C. W. Oates, 2008,
Phys. Rev. Lett. 101(19), 193601 (pages 4), URL
http://link.aps.org/abstract/PRL/v101/e193601.
Takamoto, M., F. L. Hong, R. Higashi, Y. Fujii, M. Imae, and
H. Katori, 2006, J. Phys. Soc. Jpn. 75(10), 104302.
Takamoto, M., F. L. Hong, R. Higashi, and H. Katori, 2005,
Nature (London) 435, 321.
Takamoto, M., and H. Katori, 2003, Phys.
Rev. Lett. 91(22), 223001 (pages 4), URL
http://link.aps.org/abstract/PRL/v91/e223001.
Takamoto, M., and H. Katori, 2009, J. Phys. Soc. Jpn. 78(1),
013301.
Takamoto, M., H. Katori, S. I. Marmo, V. D.
Ovsiannikov, and V. G. Pal’chikov, 2009, Phys.
Rev. Lett. 102(6), 063002 (pages 4), URL
http://link.aps.org/abstract/PRL/v102/e063002.
Taylor, B. N. (ed.), 2001, The International System of
Units (SI) (U.S. Government Printing Office, Gaithers-
burg, Maryland USA).
Th. Udem, J. Reichert, R. Holzwarth, and T. W. Ha¨nsch,
999, Phys. Rev. Lett. 82, 3568-71.
Turyshev, S. G. (ed.), 2009, From Quantum to Cosmos: Fun-
damental Physics Research in Space (World Scientific).
Usher, A. P., 1929, A history of mechanical inventions
(McGraw-Hill book company, Inc., New York), URL
http://openlibrary.org/books/OL6728071M/history_of_mechanical_inventions.
Uzan, J.-P., 2003, Rev. Mod. Phys. 75(2), 403.
Varshalovich, D. A., A. N. Moskalev, and V. K. Khersonskii,
1988, Quantum Theory of Angular Momentum (World Sci-
entific, Singapore).
Weinstein, J. D., K. Beloy, and A. Derevianko, 2010, Phys.
Rev. A 81(3), 030302.
Wolf, P., P. Lemonde, A. Lambrecht, S. Bize,
A. Landragin, and A. Clairon, 2007, Phys.
Rev. A 75(6), 063608 (pages 11), URL
http://link.aps.org/abstract/PRA/v75/e063608.
Wynands, R., and S. Weyers, 2005, Metrologia 42(3), S64,
URL http://stacks.iop.org/0026-1394/42/i=3/a=S08 .
Ye, A., and G. Wang, 2008, Phys. Rev. A 78(1), 014502.
Ye, J., H. J. Kimble, and H. Katori, 2008, Science 320(5884),
1734.
Zhao, R., Y. O. Dudin, S. D. Jenkins, C. J. Campbell,
D. N. Matsukevich, T. A. B. Kennedy, and A. Kuzmich,
2009, Nat. Phys 5(2), 100, ISSN 1745-2473, URL
http://dx.doi.org/10.1038/nphys1152.
Zhou, X., X. Chen, and J. Chen, 2005, eprint arXiv:0512244.
