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METRICAL THEOREMS ON SYSTEMS OF SMALL AFFINE FORMS
MUMTAZ HUSSAIN, SIMON KRISTENSEN, AND DAVID SIMMONS
Abstract. In this paper we discuss metric theory associated with the inhomogeneous linear forms in
the so called doubly metric settings within the classical and the absolute value settings. We prove the
Khintchine–Groshev and Jarn´ık type theorems for absolute value settings and Jarn´ık type theorem for
the classical setting. We also prove that the badly approximable affine linear forms in both settings are
hyperplane winning.
1. Introduction and background
Let ψ : N → R+ be a function tending to 0 at infinity, referred to as an approximation function. Let
W (m,n;ψ) denote the set of pairs (X,α) ∈ Rmn × Rn for which the system of inequalities
(1.1) |q1x1i + q2x2i + · · ·+ qmxmi − αi − pi| ≤ ψ(|q|) for 1 ≤ i ≤ n
is satisfied for infinitely many q ∈ Zm \ {0} and p ∈ Zn. On the right-hand side, |q| denotes the max norm
of q. In what follows, the system
{q1x1i + · · ·+ qmxmi : i = 1, . . . , n}
of n linear forms in the m variables q1, . . . , qm will be written more concisely as qX , where the matrix X
is regarded as a point in Rmn. If the vector α is fixed then the study of the measure and dimension of the
fiber
Wα
def
= {X ∈ Rmn : (X,α) ∈ W (m,n;ψ)}
is referred as the singly metric theory, while the study of the entire set W (m,n;ψ) is called the doubly
metric theory. Both the singly metric and the doubly metric theories are considered part of inhomogeneous
Diophantine approximation. Inhomogeneous Diophantine approximation is in some respects different from
homogeneous Diophantine approximation, which corresponds to the case α = 0. In particular, in the
doubly metric case, the results are sometimes sharper and easier to prove than singly metric case due to
the extra variable involved which offers an extra degree of freedom.
The most fundamental result in metric Diophantine approximation is the Khintchine–Groshev theorem
which gives an elegant answer to the question of the ‘size’ of the set in terms of Lebesgue or Hausdorff
measure. For the modernised version of the Khintchine–Groshev theorem for W0(m,n;ψ) we refer to [3]
and for Wα(m,n;ψ) we refer to [1]. The doubly metric version of the Khintchine–Groshev theorem not
only requires weaker assumptions than the homogeneous analogue but is also considerably easier to prove,
see [38, Theorem 15], or [10, Theorem VII.II] for the special case of simultaneous approximation.
An extension of the classical problems which has drawn some attention recently is the following: what
happens if one requires the pair (p,q) appearing in the definition of the set W (m,n;ψ) to belong to some
fixed set of integer vectors? An example of such a result is a theorem of Dani, Laurent, and Nogueira [11],
which is a doubly metric analogue of the Khintchine–Groshev theorem for the set W (m,n;ψ) under the
additional restriction that, with respect to the direct sum decomposition of Rn corresponding to a fixed
and sufficiently coarse partition pi of the set of coordinates {1, . . . ,m+ n}, the components of the integer
vector (p,q) are all primitive. In this paper we consider another natural restriction, namely that the vector
p must lie in some sublattice of Zn.
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More precisely, fix an integer 0 ≤ u ≤ n, and consider sublattice Zu × {0}n−u ⊆ Zn. Let W (m,n, u;ψ)
be the set of pairs (X,α) ∈ Rmn × Rn such that
(1.2) max{|q · x(1) − α1 − p1|, . . . , |q · x
(u) − αu − pu|,
|q · x(u+1) − αu+1|, . . . , |q · x
(n) − αn|} ≤ ψ(|q|)
is satisfied for infinitely many q ∈ Zm \ {0} and p ∈ Zu × {0}n−u. Here, x(1), . . . ,x(n) are the column
vectors of X . The metrical theory for these sets and these particular sublattices contains the results for
general sublattices, as the analogous set for a general sublattice is easily seen to be bi-Lipschitz equivalent
to a set which can be bounded from inside and outside by sets of the form W (m,n, u; ψ˜) for appropriate
functions ψ˜ (see e.g. [26]). Note that
W (m,n;ψ) =W (m,n, n;ψ).
Our new results on the metric properties of the sets W (m,n, u;ψ) and the fibers
Wα(m,n, u;ψ) = {X ∈ R
mn : (X,α) ∈ W (m,n, u;ψ)}
are proved using the methods developed in [27], including the appeal to the important tools of Beresnevich
and Velani, the mass transference principle [4] and its generalization to linear forms [1, 5]. The adaptation
of the methods to the present setup requires some work, so rather than stating just the differences with
the manuscript [27], we have chosen to present the present work in a more self-contained manner.
In the case u = 0, α = 0, the set
W0(m,n, 0;ψ) :=
{
X ∈ Rmn :
max{|q · x(1)|, . . . , |q · x(n)|} ≤ ψ(|q|)
for infinitely many q ∈ Zm \ {0}
}
is well studied by various authors in [14, 16, 24, 27, 29]. The set arose in the literature in part due to its
connections with Kolmogorov–Arnold–Moser theory [2, 19], linearization of germs of complex analytic dif-
feomorphisms of Cm near a fixed point [2, 20], operator theory [12, 13] and recently discovered applications
in signal processing [33, 35].
Note that W (1, n, 0;ψ) = {(0,0)}. Indeed, any (x1, . . . , xn, α1, . . . , αn) ∈ W (1, n, 0;ψ) must satisfy the
inequality
max
1≤i≤n
∣∣∣∣xi − αiq
∣∣∣∣ < ψ(q)q
for infinitely many q ∈ Z \ {0}. Since αi/q → 0 and ψ(q)/q → 0 as q → ∞, taking the limit as q → ∞
yields x1 = . . . = xn = 0, and since ψ(q)→ 0 as q →∞, multiplying by q and then taking the limit yields
α1 = . . . = αn = 0. So (x,α) ∈ W (1, n, 0;ψ) only when (x,α) = (0,0).
In a similar way, it can be readily verified that W (1, n, u;ψ) =W (1, u;ψ)× {(0,0)} for u < n and thus
dimW (1, n, u;ψ) = dimW (1, u;ψ).
Consequently, throughout this paper we assume that m > 1.
Notation. Before proceeding with the description of our main results, we introduce some notation.
The Vinogradov symbols ≪ and ≫ will be used to indicate an inequality with an unspecified positive
multiplicative constant depending only on m and n. If a≪ b and a≫ b we write a ≍ b, and say that the
quantities a and b are comparable. A dimension function is an increasing continuous function f : R+ → R+
such that f(r) → 0 as r → 0. Throughout the paper, Hf denotes the f–dimensional Hausdorff measure
which will be fully defined in section 2.1. Finally, for convenience, if ψ is a given approximation function,
then we write
Ψ(q) :=
ψ(q)
q
.
The Hausdorff dimension of a set E will be denoted by dimE.
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1.1. Results. The measure-theoretic results below for absolute value approximation crucially depend upon
whether m+ u > n or m+ u ≤ n. The reason for a dichotomy should be clear from Lemma 1.5 below.
Theorem 1.1. Let m+u > n and let ψ be an approximating function. Let f be a dimension function such
that the maps r 7→ r−(m+1)nf(r) and r 7→ r−(m+u+1−n)nf(r) are both monotonic. Then for every open set
U ⊆ Rmn × Rn we have
Hf
(
W (m,n, u;ψ) ∩ U
)
=

0 if
∞∑
q=1
f(Ψ(q))Ψ(q)−mnqm+u−1 <∞,
Hf (U) if
∞∑
q=1
f(Ψ(q))Ψ(q)−mnqm+u−1 =∞.
Note that we have not assumed the approximating function ψ to be monotonic for any m and n. This is
possible due to the extra degree of freedom offered by the variableα. This is a doubly metric inhomogeneous
version of the set considered in [27, 29], where an analogous result was obtained for the homogeneous fiber
obtained by fixing α = 0.
As in most of the statements the convergence part is reasonably straightforward to establish and is free
from any assumptions on m,u, n, the approximation function, and the dimension function f . It is the
divergence statement which constitutes the main substance and this is where conditions come into play.
The requirement that r 7→ r−(m+1)nf(r) and other functions must be monotonic is a natural and not
particularly restrictive condition. Essentially, the condition ensures that the Hausdorff measures cannot be
too degenerate compared with the Lebesgue measure of the ambient Euclidean space, which is of dimension
(m + 1)n. In the case where f(r) := r(m+1)n the Hausdorff measure Hf is proportional to the standard
(m+ 1)n–dimensional Lebesgue measure of Rmn × Rn and the resulting special case of Theorem 1.1 is the
natural analogue of the Khintchine–Groshev theorem for W (m,n, u;ψ):
Corollary 1.2. Let m + u > n and let ψ be an approximating function. Then for every open set U ⊆
R
mn × Rn,
∣∣W (m,n, u;ψ) ∩ U ∣∣
(m+1)n
=

0 if
∞∑
q=1
Ψ(q)nqm+u−1 <∞,
|U |(m+1)n if
∞∑
q=1
Ψ(q)nqm+u−1 =∞.
From this corollary, it can easily be seen that for τ > m+un − 1, the set W (m,n, u; τ)
def
= W (m,n, u; q 7→
q−τ ) is a null set.
The following corollary of Theorem 1.1 gives the Hausdorff dimension of the set W (m,n, u;ψ) as well
as its measure with respect to the dimension functions f(r) = rs, s > 0.
Corollary 1.3. Let m+ u > n, and let ψ be an approximating function. Then for all s ≥ 0 and for every
open set U ⊆ Rmn × Rn,
Hs
(
W (m,n, u;ψ) ∩ U
)
=

0 if
∞∑
q=1
Ψ(q)s−mnqm+u−1 <∞,
Hs(U) if
∞∑
q=1
Ψ(q)s−mnqm+u−1 =∞.
Consequently, if U is nonempty then
dim
(
W (m,n, u;ψ) ∩ U
)
= sup
{
mn ≤ s ≤ (m+ 1)n :
∞∑
q=1
Ψ(q)s−mnqm+u−1 =∞
}
.
Finally, for completeness, the dimension result for W (m,n, u; τ) is given for m + u > n. This follows
directly from the previous corollary.
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Corollary 1.4. For m+ u > n and U ⊆ Rmn × Rn nonempty open,
dim
(
W (m,n, u; τ) ∩ U
)
=

mn+ m+uτ+1 if τ ≥
m+u
n − 1,
(m+ 1)n if τ ≤ m+un − 1.
In fact, Corollary 1.3 gives more than simply the Hausdorff dimension. It also give the Hausdorff measure
at the critical exponent which is infinity in this case, except when W (m,n, u, τ) is of full dimension.
To state an analogue of Theorem 1.1 for the case m+ u ≤ n, we will need to modify the conditions on
the dimension function f . This change is due to the fact that if m+ u ≤ n, then the set W (m,n, u;ψ) is
contained in an algebraic variety of dimension strictly lower than (m+ 1)n.
To see this, first consider the case m = n, u = 0 and fix (X,α) ∈ W (m,m, 0;ψ) such that detX 6= 0.
Multiplying the defining inequalities (1.2) by X−1 shows that we must have
|q−αX−1| ≤ C(X)ψ(|q|)
for infinitely many q. As |q| tends to infinity, the left-hand side tends to infinity while the right-hand
side tends to zero, and we get a contradiction. Hence, any element (X,α) ∈ W (m,m, 0;ψ) must satisfy
detX = 0. In other words,W (m,m, 0;ψ) is contained in the hypersurface defined by the equation detX =
0.
This logic can be generalized to cover the more general case m+u ≤ n. For this we first introduce more
notation. For each m × n matrix X ∈ Rmn with column vectors x(1), . . . ,x(n), let X˜ be the m × (n − u)
matrix with column vectors x(u+1), . . . ,x(n), and let α˜ = (αu+1, . . . , αn). Then let Γ ⊆ R
mn × Rn be the
set of (X,α) ∈ Rmn × Rn such that the determinant of every m×m minor of X˜ ⊕ α˜ is 0. Here X˜ ⊕ α˜ is
the (m+ 1)× (n− u) matrix whose first m rows are the rows of X˜ and whose last row is α˜.
Lemma 1.5. For m+ u ≤ n, the set W (m,n, u;ψ) is contained in Γ. Moreover,
dimΓ = γ
def
= (m+ 1)n− 2(n−m− u+ 1).
Proof. For the first statement, fix (X,α) ∈ W (m,n, u;ψ) and let Y be an m ×m minor of X˜. Then if β
is the vector whose coordinates are the coordinates of α corresponding to the indices of the columns of Y ,
then it is easy to see that (Y,β) ∈ W (m,m, 0;ψ). We previously showed that this implies detY = 0. Since
Y was arbitrary, we have (X,α) ∈ Γ.
Since, Γ ⊆ Rmn × Rn is defined to be the set of (X,α) ∈ Rmn × Rn such that the determinant of every
m×m minor of (X˜, α˜) is 0. The second statement readily follows on subtracting the number of dependent
coordinates coming from the condition that the determinant of every m×m minor of (X˜, α˜) is 0, from the
full dimension i.e. (m+ 1)n. 
Remark. This Lemma is an analogue of [14, Lemma 1] but we should point out that the calculation in
[14] has a small error: if we consider the set of matrices X˜ such that the m− 1 certain prescribed columns
of X˜ are equal to certain prescribed values, then it is not true that the dimension of this set is always
equal to the number claimed. It may be higher, e.g. if we prescribe that all the columns must equal zero.
However, the claim is true in the generic case and this is why the computation still gives the correct answer.
Theorem 1.6. Let m+u ≤ n and let ψ be an approximating function. Let f be a dimension function such
that the maps r 7→ r−m(n−m−u+1)f(r) and r−mn−m−u+1f(r) are both monotonic. Let U be a nonempty
open set. Then
Hf
(
W (m,n, u;ψ) ∩ U
)
=

0 if
∞∑
q=1
f(Ψ(q))Ψ(q)−(m−1)n−m−u+1qm+u−1 <∞
Hf (Γ ∩ U) if
∞∑
q=1
f(Ψ(q))Ψ(q)−(m−1)n−m−u+1qm+u−1 =∞.
Analogues of Corollaries 1.2 and 1.3 may be stated in a similar way. For the sake of brevity we only
state the analogue of Corollary 1.4.
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Corollary 1.7. For m+ u ≤ n and τ > 0,
dim
(
W (m,n, u; τ) ∩ U
)
=

(m+ 1)n− 2
(
n− m+uτ+1
)
if τ ≥ 1m+u−1 ,
(m+ 1)n− 2(n−m− u+ 1) if τ ≤ 1m+u−1 .
Another set of interest is in a sense complementary to W (m,n;ψ), namely the set of inhomogeneous
badly approximable affine forms. First we define the classical set of badly approximable affine forms as
Bad(m,n) = {(X,α) ∈ Rmn × Rn : inf
q∈Zm\{0}
|q|m/n‖qX −α‖ > 0}
and for each α ∈ Rn we let
Badα(m,n) = {X ∈ R
mn : (X,α) ∈ Bad(m,n)}.
In his seminal paper [31], Kleinbock used ideas and techniques from the theory of dynamical systems
to prove a doubly metric result, namely that the set Bad(m,n) is of full Hausdorff dimension. Essentially,
his method is based on a deep connection between badly approximable systems of linear forms and orbits
of certain lattices in Euclidean space under an appropriate action. One possible strengthening of such
dimension results is to show that the sets in question are winning for what is called Schmidt’s game.
Schmidt’s game was introduced by Schmidt in [36] and later used by himself in [37] to prove that the set
Bad0(m,n) of homogeneous badly approximable matrices is of full dimension. It was proved by Einsiedler
and Tseng in [22] that each fiber Badα(m,n) is winning for Schmidt’s game, which is a considerable
strengthening of Kleinbock’s result.
There have been a lot of developments recently not only in the usage of Schmidt’s game but also
progress has been made in introducing variants of this game. The hyperplane game is a variant of a game
defined by McMullen [34] which in turn is a variant of Schmidt’s game [36]. It was originally defined by
Broderick, Fishman, Kleinbock, Reich, and Weiss [7]. Sets which are winning for the hyperplane game
are called hyperplane winning. In [8], Broderick, Fishman, and the third-named author proved that each
fiber Badα(m,n) is hyperplane winning, which is a strengthening of the result of Einsiedler and Tseng
mentioned above. The following result is analogous but not directly comparable to the result of [8]:
Theorem 1.8. The set Bad(m,n) is hyperplane winning.
Note that this theorem also implies that the set Bad(m,n) intersection with a large class of fractal sets
has full Hausdorff dimension, see [7] for details.
Next we consider the variant of the set Bad(m,n) complementary toW (m,n, u;ψ) obtained by replacing
distance to the nearest integer ‖ · ‖ for some of the linear forms by absolute value | · | in spirit of the well
approximable set discussed above. To be precise, for each 0 ≤ u ≤ n let Bad(m,n, u) denote the set of all
(X,α) ∈ Rmn × Rn for which there exists a constant C(X,α) such that
max{|q · x(1) − α1 − p1|, . . . , |q · x
(u) − αu − pu|,
|q · x(u+1) − αu+1|, . . . , |q · x
(n) − αn|} ≥ C(X,α) · |q|
−m+u
n
+1
for all integer vectors (p,q) ∈ Zu × Zm. It is an easy consequence of Theorem 1.1 that for m + u > n,
Bad(m,n, u) is a null-set, i.e. |Bad(m,n, u)|(m+1)n = 0. On the other hand, by Lemma 1.5, for m+ u ≤ n
we have R(m+1)n \Γ ⊆ Bad(m,n, u) and thus |Bad(m,n, u)|(m+1)n = 1. This raises the natural question of
the Hausdorff dimension of Bad(m,n, u) whenever m+u > n, and of Bad(m,n, u)∩Γ whenever m+u ≤ n,
as well as of the associated fibers
Badα(m,n, u) = {X ∈ R
mn : (X,α) ∈ Bad(m,n, u)}.
The set Bad0(m, 1, 0) was first studied in [28], wherein it was proved to have maximal dimension. Later
in [26], this result was extended to general linear forms Bad0(m,n, u) allowing u 6= 0. We strengthen this
result as follows:
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Theorem 1.9. The set Bad(m,n, u) is hyperplane winning, and in particular has full Hausdorff dimension.
If m+ u ≤ n, then the set Bad(m,n, u) ∩ Γ is hyperplane winning relative to Γ.
Our method of proof combines ideas of [26] with results in [25]. It is worth noting that the method of
proof of the present paper is immediately applicable to the situation when u = 0, and in that sense we are
also extending the result of [26].
2. Preliminaries and auxiliary results
To kick off this section we first define the basic concepts of Hausdorff measure and dimension.
2.1. Hausdorff Measure and Dimension. Below is a brief introduction to Hausdorff f–measure and
dimension. For further details see [6, 23]. Let F ⊆ Rn. For any ρ > 0, a countable collection {Bi} of
balls in Rn with diameters diam(Bi) ≤ ρ such that F ⊆
⋃
iBi is called a ρ–cover of F . Define for a right
continuous, monotonically increasing function f : R≥0 → R≥0 with f(t) > 0 for t > 0,
Hfρ(F ) = inf
∑
i
f(diam(Bi)),
where the infimum is taken over all possible ρ–covers of F . The function f is called a dimension function,
and the Hausdorff f–measure of F is
Hf (F ) = lim
ρ→0
Hfρ(F ).
In the particular case where f(r) = rs with s > 0, we write Hs for Hf and the measure is referred to as
s–dimensional Hausdorff measure. The Hausdorff dimension of F is denoted by dimF and is defined as
dimF := inf{s ∈ R+ : Hs(F ) = 0}.
2.2. Slicing. We now state a result due to Beresnevich and Velani [5], which is a key ingredient in the
proof of Theorem 1.1. We include the result mainly for completeness, as its application is identical to the
one in [27]. Before we state the result it is necessary to introduce a little notation.
Suppose that V is a linear subspace of Rk, V ⊥ will be used to denote the linear subspace of Rk orthogonal
to V . Further V + a := {v + a : v ∈ V } for a ∈ V ⊥.
Lemma 2.1 ([5, Lemma 4]). Let l, k ∈ N be such that l ≤ k and let f be a dimension function such that
g(r)
def
= r−lf(r) is also a dimension function. Let B ⊆ Rk be a Borel set and let V be a (k− l)–dimensional
linear subspace of Rk. If for a subset S of V ⊥ of positive Hl measure
Hg (B ∩ (V + b)) =∞ ∀ b ∈ S,
then Hf (B) =∞.
2.3. Mass Transference Principle. We describe the mass transference principle for linear forms tailored
for our use. The actual framework is broad ranging and deals with the limsup sets defined by a sequence of
neighborhoods of ‘approximating’ planes. The mass transference principle for linear forms naturally enables
us to generalize the Lebesgue measure statements of linear forms to the Hausdorff measure statements.
In its original form, it was derived by Beresnevich and Velani from the mass transference principle for
simultaneous approximation [4] using their ‘slicing’ technique introduced in [5] and described above.
Let x(j) denote the jth column vector of X . For q ∈ Zm \ {0}, and p ∈ Zn, the resonant set Rp,q is
defined by
Rp,q = {(X,α) ∈ R
mn × Rn : qX −α = p} = Rp1,q × · · · ×Rpn,q
and
Rpj ,q =
{
(x(j), αj) : q · x
(j) − αj = pj
}
.
It is then clear that the resonant sets are the affine subspaces of dimension mn, codimension n and are
contained in W (m,n;ψ) for all functions ψ.
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Let R = {Rp,q : q ∈ Z
m \ {0},p ∈ Zn}. Given an approximating function ψ and a resonant set Rp,q,
define the Ψ–neighbourhood of Rp,q as
∆ (Rp,q,Ψ(|q|)) =
{
(X,α) ∈ Rmn × Rn : dist ((X,α), Rp,q) ≤
ψ(|q|)
|q|
}
,
where dist(A,B) := inf{|a− b| : a ∈ A, b ∈ B}. Notice that if m = 1 then the resonant sets are points and
the sets ∆ (Rp,q,Ψ(|q|)) are balls centred at these points.
Let
Λ(m,n; Ψ) = {(X,α) ∈ Rmn × Rn : (X,α) ∈ ∆(Rp,q,Ψ(|q|)) for i.m. (p,q) ∈ Z
n × Zm \ {0}}
and define
∆q(Ψ) :=
⋃
|p|≤|q|
∆(Rp,q,Ψ(|q|)).
Then, Λ(m,n; Ψ) can be written as a limsup set so that
Λ(m,n; Ψ) =
∞⋂
N=1
∞⋃
|q|=N
∆q(Ψ).
Theorem 2.2 (Mass Transference Principle, [1]). Let R and Ψ as above be given. Let f be a dimension
function such that g(r) := r−mnf(r) is also a dimension function and such that the map r 7→ r−(m+1)nf(r)
is monotonic. Suppose for any ball B in R(m+1)n
H(m+1)n
(
B ∩ Λ(m,n; g(Ψ)
1
n )
)
= H(m+1)n(B).
Then for any ball B ∈ R(m+1)n
Hf (B ∩ Λ(m,n; Ψ)) = Hf(B).
This theorem was originally proved with an additional hypothesis on the system of subspaces R, see [5,
Theorem 3]. However, we need the stronger version in [1] in order to prove Theorems 1.1 and 2.3.
2.4. An interlude on classical Diophantine approximation. Below is the statement of a generalized
form of a Khintchine–Groshev-type theorem for W (m,n;ψ) which to our knowledge is a new result and
interesting in its own right. The reader will notice that it is a special case of Theorem 1.1, namely the
case u = n, which correspond to the nearest integers lying in a full lattice and so the classical Diophantine
approximation. We include it here, as it is a key ingredient in the proof of Theorem 1.1.
Theorem 2.3. Let ψ be an approximating function. Let f and r 7→ r−mnf(r) be dimension functions such
that r 7→ r−(m+1)nf(r) is monotonic. Then
Hf (W (m,n;ψ)) =

0 if
∞∑
q=1
f(Ψ(q))Ψ(q)−mnqm+n−1 <∞,
Hf (Rmn × Rn) if
∞∑
q=1
f(Ψ(q))Ψ(q)−mnqm+n−1 =∞.
Note that even in the one dimensional setting there is no condition of monotonicity imposed on the
approximating function, in contrast to the case of estimating the dimension of a fiber corresponding to a
fixed value of α (either zero or nonzero), where the monotonicity condition on the approximating function
cannot be removed due to the Duffin–Schaeffer counterexample, see [3, 21].
Note that if the dimension function f is such that r−(m+1)nf(r)→∞ as r → 0 then Hf (Rmn × Rn) =
∞ and Theorem 2.3 is the analogue of the classical result of Jarn´ık (see [15, 30]). In the case where
f(r) := r(m+1)n the Hausdorff measure Hf is proportional to the standard (m+1)n–dimensional Lebesgue
measure supported on R(m+1)n and the result is the natural analogue of the Khintchine–Groshev theorem
for W (m,n;ψ). A singly metric analogue of Theorem 2.3 can be found in Bugeaud’s paper [9].
We state the following special case of Theorem 2.3, which is a consequence of [38, Theorem 15].
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Theorem 2.4 ([38, Theorem 15]). Let ψ be an approximating function. Then
|W (m,n;ψ)|(m+1)n =

0 if
∞∑
q=1
ψ(q)nqm−1 <∞,
1 if
∞∑
q=1
ψ(q)nqm−1 =∞.
For the doubly metric case, the Hausdorff dimension for the set W (m,n;ψ) was established by Dodson
in [18] and, for the singly metric case, by Levesley in [32]. A slightly more general form of Dodson’s result
was established by Dickinson in [17].
Proof of Theorem 2.3.
2.4.1. The convergence case. The convergence case is straightforward to establish. First notice that the
set W (m,n;ψ) can be written in the following limsup form:
W (m,n;ψ) =
∞⋂
N=1
∞⋃
h=N
⋃
|q|=h
∆(Rp,q,Ψ(|q|)) .
For each resonant set Rp,q the set ∆(Rp,q,Ψ(|q|)) can be covered by a collection of (mn+ n)-dimensional
closed hypercubes with disjoint interior and sidelength comparable with Ψ(|q|). It can be readily verified
that the number C of such hypercubes satisfies
C ≪ Ψ(|q|)−mn|q|n.
Thus, W (m,n;ψ) can be written as the limsup of a sequence of hypercubes whose total “f -dimensional
cost” is
∞∑
h=1
∑
|q|=h
Cf(Ψ(|q|)) ≪
∞∑
h=1
∑
|q|=h
Ψ(|q|)−mn|q|nf(Ψ(|q|))
≪
∞∑
h=1
hm+n−1f(Ψ(h))Ψ(h)−mn <∞.
Thus by the Hausdorff–Cantelli lemma [6, Lemma 3.10], we have Hf (W (m,n;ψ)) = 0, as required.
2.4.2. The divergence case. The divergence case is an easy consequence of the mass transference principle
discussed in the section § 2.3. In view of this we shall use the divergence part of Theorem 2.4 (Cassels’
theorem) and the mass transference principle to prove the divergence part of Theorem 2.3. With reference
to the framework of §2.3 we note that
Λ(m,n;
1
m+ 1
Ψ) ⊆W (m,n;ψ) ⊆ Λ(m,n; Ψ)
Hence the divergence case follows. 
3. Proof of Theorem 1.1
3.1. The convergence case. The convergence case is almost identical to the convergence case of Theorem
2.3. We therefore skip the proof.
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3.2. The divergence case. As discussed earlier the statement of the Theorem essentially reduces to two
cases, the finite measure case where r−(m+1)nf(r) → C > 0 as r → 0 and the infinite measure case in
which r−(m+1)nf(r) → ∞ as r → 0. Therefore, we split the proof of the Theorem 1.1 into two parts, the
finite measure case and the infinite measure case.
Before proceeding, we will need the following key lemma, which will make our proofs work.
Lemma 3.1. Let S ⊆ Mat(m+u−n)×n(R)×R
n of full Lebesgue measure. Let A ⊆ GLn×n(R) be a subset of
a subspace of dimension (n− u)n such that A has positive (n− u)n–dimensional Lebesgue measure. Then,
the set
Λ =
{((
X
YX
)
,αX
)
∈Mat(m+u)×n(R)× R
n : X ∈ A, (Y,α) ∈ S
}
has full Lebesgue measure inside A × S, with the product structure being the one implicit in the affine
system.
Proof. By Fubini’s theorem, it suffices to show that for almost all X ∈ A, the fiber
ΛX = {(Y X,αX) : (Y,α) ∈ S}
has full measure. In fact, this is true for all X ∈ GLn×n(R); this follows from the invariance of Lebesgue
measure under right multiplication by the invertible matrix X . 
Remark 3.2. For a detailed proof for the analogous homogeneous situation we refer to Lemma 4.1 of [27].
3.3. Finite measure case. As in [27], in order to proceed, we will make some restrictions. Let ε > 0 and
N > 0 be fixed but arbitrary. Define
Aε,N =
{
(X,α) ∈Matm×n(R)× R
n : ε < det(X˜) < ε−1, max
1≤i,j≤n
|xij | ≤ N
}
where X˜ denotes the n×n-matrix formed by the first n rows of the matrix X . The set is of positive measure
for ε small enough and N large enough, and as ε decreases and N increases, the set fills up Mat(m+1)×n(R)
with the exception of the null-set of matrices X such that X˜ is singular.
We will prove that the divergence assumption implies that the set W (m,n, u;ψ) is full in Aε,N . We will
translate the statements aboutW (m,n, u;ψ) into ones about usual Diophantine approximation, specifically
regarding sets of the form Wα (m+ u− n, n; cψ), c > 0.
Consider the set of n affine forms in m+ u− n variables defined by the pair (Xˆ, αˆ) ∈ R(m+u−n)n × Rn.
Suppose furthermore that these linear forms satisfy the inequalities
(3.1)
∥∥∥rXˆ − αˆ∥∥∥
i
≤
ψ(|r|)
nN
, 1 ≤ i ≤ n,
for infinitely many r ∈ Zm+u−n \ {0}, where ‖x‖i denotes the distance from the ith coordinate of x to the
nearest integer. A special case of Theorem 2.4 states that the divergence condition of our theorem implies
that the set of such pairs (Xˆ, αˆ) is full in Mat(m+u−n)×n(R)×R
n, and hence in particular also in the image
of Aε,N under the map ((
X˜
XˆX˜
)
, αˆX˜
)
7→ (Xˆ, αˆ).
Now, suppose that (X,α) ∈ Aε,N is such that (Xˆ, αˆ) is in the set defined by (3.1), where (Xˆ, αˆ) is the
uniquely determined pair such that
(X,α) =
((
X˜
XˆX˜
)
, αˆX˜
)
.
We claim that (X,α) is in W (m,n, u;ψ). Indeed, let (rk)k be an infinite sequence of integer vector such
that the inequalities (3.1) are satisfied for each k, and let pk be the nearest integer vector to rkXˆ − α.
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Now define qk = (pk, rk). The inequalities defining W (m,n, u;ψ) will be satisfied for these values of qk,
since ∣∣∣∣qk ( Iu 0Xu X ′
)
−α
∣∣∣∣ ≍ ∣∣∣∣qk (InXˆ
)
X˜ −α
∣∣∣∣
≍ε
∣∣∣(± ∥∥∥rk · x(1) + αˆ1∥∥∥
1
, . . . ,±
∥∥∥rk · x(n) + αˆn∥∥∥
n
)X˜
∣∣∣ ,
where Xˆ splits into n column vectors (x(1), . . . ,x(n)), X = (Xu X
′). Where the implied constant may
depend upon m,n, ε but not on qk. The ith coordinate of the first vector is at most ψ(|q|)/nN , so carrying
out the matrix multiplication, using the triangle inequality and the fact that |xij | ≤ N for 1 ≤ i, j ≤ n
shows that ∣∣∣∣qk ( Iu 0Xu X ′
)
− α
∣∣∣∣
i
< ψ(|qk|).
Applying Lemma 3.1, the divergence part of Theorem 1.1 follows in the case of Lebesgue measure.
3.4. Infinite measure. The infinite measure case of the Theorem 1.1 can be easily deduced from the
following lemma.
Lemma 3.3. Let ψ be an approximating function and let f be a dimension function such that g(r)
def
= r−n(n−u)f(r)
and r 7→ r−(m+u−n)ng(r) are also dimension functions, r 7→ r−(m+u+1−n)ng(r) is monotonic, and r−(m+1)nf(r)→
∞ as r → 0. If
∞∑
q=1
f(Ψ(q))Ψ(q)−mnqm+u−1 =∞,
then
Hf (W (m,n, u;ψ)) =∞.
Proof. The proof relies on a bi-Lipschitz injective map which preserves measure, just like the proof of
Lemma 4.2 of [27]. As in the finite measure case, we fix ε > 0, N ≥ 1 and let
Aε,N =
{
(X,α) ∈ Matm×n(R) × R
n : ε < det(X˜) < ε−1, max
1≤i,j≤n
|xij | ≤ N
}
,
where X˜ denotes the n× n-matrix formed by the first n rows of X . We also define the set
A˜ε,N =
{
X˜ ∈ GLn(R) : ε < det(X˜) < ε
−1, max
1≤i,j≤n
|xij | ≤ N
}
.
Consider a subspace
A0 =
{
X ∈ A˜ε,N : X =
(
Iu 0
Xu X
′
)}
,
of A˜ε,N , which is of positive (n−u)n−dimensional Hausdorff measure. For an appropriately chosen constant
c > 0 depending only on m,n, ε and N , we find that the map
η :W (m+ u− n, n, cψ)× A0 → W (m,n, u;ψ),
((Y,α), X) 7→
((
X
YX
)
,αX
)
is a Lipschitz embedding. Indeed, it is evidently injective as X is invertible for all the domain. We have
Hf (W (m,n, u;ψ)) ≥ Hf (η (W (m+ u− n, n, cψ)×A0))
≍ Hf (W (m+ u− n, n, cψ)×A0) .
Now after taking into account the conditions on the dimension functions as stated in the lemma along with
the divergence part of Theorem 2.3 for W (m + u − n, n; cψ) and f = g, we apply the slicing lemma 2.1
across A0 to get the infinite measure under the appropriate assumption of divergence. 
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4. Proof of Theorem 1.6
As in the preceding results, the convergence case is a rather tedious affair, and boils down to constructing
an appropriate fine cover and applying the Hausdorff–Cantelli Lemma [6, Lemma 3.10]. We omit the details
and proceed with the divergence case.
Let p = m + u − 1. For clarity we only discuss the case m + u = n, or equivalently n − p = 1. Define
the map
η : Rmp × Rp × Rm−1 → Γ
via the formula
η
(
(x(1), . . . ,x(p)), (α1, . . . , αp), (b1, . . . , bm−1)
)
=
(x(1), . . . ,x(p),m−1∑
j=1
bjx
(u+j)
)
,
(
α1, . . . , αp,
m−1∑
j=1
bjαu+j
) .
For the more general case m + u ≤ n, we need a slightly more complicated expression for η with more
linearly dependent columns in the matrix. However, the ideas should be clear from the above simpler case.
Fix C ≥ 1,
(4.1)
(
(x(1), . . . ,x(p)), (α1, . . . , αp)
)
∈W (m,m+ u− 1, u;C−1ψ),
and (b1, . . . , bm−1) ∈ R
m−1 such that
∑m−1
j=1 |bj | ≤ C. Note that by the triangle inequality,∣∣∣∣∣∣q ·
m−1∑
j=1
bjx
(u+j) −
m−1∑
j=1
bjαu+j
∣∣∣∣∣∣ ≤
m−1∑
j=1
|bj | ·
∣∣q · x(u+j) − αu+j∣∣
≤
m−1∑
j=1
|bj |
C−1ψ(|q|) ≤ ψ(|q|),
for the infinitely many integer vectors q we obtain from condition (4.1). It follows that
η
(
W (m,m+ u− 1, u;C−1ψ)×
[
− Cm−1 ,
C
m−1
]m−1 )
⊆W (m,n, u;ψ).
In the more general case m+ u ≤ n, we have
(4.2) η
(
W (m,m+ u− 1, u;C−1ψ)×
[
− Cm−1 ,
C
m−1
](m−1)(n−p) )
⊆W (m,n, u;ψ).
To proceed further, we will use the fact that η is a locally bi-Lipschitz embedding when restricted to the
set Γ′ × R(m−1)(n−p), where
Γ′ = {(X,α) : rank(X˜ ⊕ α˜) = m− 1}.
Note that Γ′ is relatively open and dense in Γ.
We will need the following lemma, which follows directly from [23, Corollary 2.4].
Lemma 4.1. Let f be a dimension function, let L ⊆ Rl, and let η : L → Rk be a bi-Lipschitz embedding.
Then Hf (L) ≍ Hf (η(L)).
We are now in a position to prove the infinite measure case of Theorem 1.6.
Lemma 4.2. Let m+ u ≤ n. Let ψ be an approximating function and let f be a dimension function such
that g(r) = r−(m−1)(n−p)f(r) is also a dimension function, and such that
lim
r→0
r−γf(r) =∞.
Let U ⊆ Rmn × Rn be a nonempty open set. If
∞∑
q=1
f(Ψ(q))Ψ(q)−(m−1)n−pqp =∞,
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then
Hf (W (m,n, u;ψ) ∩ U) =∞ = Hf (U).
Proof. Let V ⊆ Rmp × Rp be a nonempty open set. Since
lim
r→0
r−(m+1)pg(r) =∞,
we have Hg(V ) =∞. On the other hand, since
∞∑
q=1
g(Ψ(q))Ψ(q)−mpqp =∞,
by Theorem 1.1, for every C ≥ 1 we have
Hg
(
W (m,m+ u− 1, u;C−1ψ) ∩ V
)
= Hg(V ) =∞.
Thus by [23, Corollary 7.12], for every nonempty open set V ′ ⊆ Rm−1 we have
Hf
(
(W (m,m+ u− 1, u;C−1ψ) ∩ V )× V ′
)
=∞.
Now choose V , V ′, and C such that
η(V × V ′) ⊆ U, V ′ ⊆
[
C
m−1 ,
C
m−1
](m−1)p
and such that η is bi-Lipschitz on V × V ′. Then by (4.2) and Lemma 4.1,
Hf
(
W (m,n, u;ψ)
)
=∞.
Now suppose that lim infr→0 r
−γf(r) <∞. Then either Hf (Γ) = 0, or Hf is proportional to Hγ on Γ.
Thus for the remainder of the proof, we assume that f(r) = rγ .
As before, let g(r) = r−(m−1)(n−p)f(r), and suppose that
∞∑
q=1
f(Ψ(q))Ψ(q)−(m−1)n−pqp =
∞∑
q=1
g(Ψ(q))Ψ(q)−mpqp =∞.
Again, by Theorem 1.1, for every C ≥ 1 and for every open set V ⊆ Rmp × Rp we have
Hg
(
W (m,m+ u− 1, u;C−1ψ) ∩ V
)
= Hg(V )
Since g(r) = r(m+1)p, this means that W (m,m+ u− 1, u;C−1ψ) is of full Lebesgue measure in Rmp × Rp.
Thus,
W (m,m+ u− 1, u;C−1ψ)× R(m−1)(n−p)
is of full measure in Rmp×Rp×R(m−1)(n−p). Since η is smooth, by (4.2) and Sard’s theorem [39, Theorem
II.3.1], the set W (m,n, u;ψ) is of full measure in the image of η, which is in turn of full measure in Γ. So
W (m,n, u;ψ) is of full measure in Γ. 
5. Proof of Theorems 1.8
We begin with a description of the hyperplane game.
5.1. Hyperplane Winning. Fix 0 < β < 1. The β-hyperplane game on Rk has two players, Alice and
Bob, and is played as follows:
(1) Bob chooses an initial closed ball B0 = B(x0, ρ0).
(2) After Bob’s nth move Bn, Alice ‘deletes a neigbourhood of a hyperplane An’, i.e. she picks an
affine hyperplane An ⊆ R
k, which must be avoided by Bob in his next move.
(3) Bob now chooses a ball Bn+1 = B(xn+1, ρn+1) satisfying
Bn+1 ⊆ Bn \A
(βρn)
n and ρn+1 ≥ βρn.
Here, A
(βρn)
n denotes a closed tubular neighbourhood of An of radius βρn. If this is not possible,
Alice wins the game.
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A set S is said to be β-hyperplane winning if Alice has a strategy ensuring that
∞⋂
n=1
Bn ∩ S 6= 
If S is β-hyperplane winning for all β > 0, it is said to be hyperplane winning.
5.2. Proof of Theorem 1.8. The idea is to modify the proof that Badα(m,n) is hyperplane winning
found in [8] (cf. [22]) to prove that the set Bad(m,n) is hyperplane winning instead. We claim that in
order for Alice to follow the strategy described there, she does not need to know precisely what value of α
is used in the definition of the target set Badα(m,n) on every turn; it suffices that on turn k, when she is
responding to Bob’s ball Bk = B(Xk, ρk), she must know the value of α to within an accuracy of
cρ
m
m+n
k ,
where c > 0 is a small constant. Using the claim, we complete the proof as follows. Suppose that in the
hyperplane game with target set Bad(m,n), Bob plays the ball Bk = B((Xk,αk), ρk). Then Alice can
interpret this move as corresponding to the move B′k = B(Xk, ρk) in the hyperplane game with target
set Badα(m,n), where α ∈ B(αk, ρk) is an unknown parameter. Since ρk < cρ
m
m+n
k for all sufficiently
large k, we see that α is known to within an accuracy of cρ
m
m+n
k which is sufficient for Alice to use
the strategy described in [8] to generate a hyperplane-neighborhood A′k = L
(βρk) with which to respond
to Bob’s move B′k. In the hyperplane game with target set Bad(m,n), Alice plays the corresponding
hyperplane-neighborhood
Ak = A
′
k × R
n = {(X,α) : X ∈ A′k, α ∈ R
n}.
The game continues with an eventual result of (X,α) in the game with target set Bad(m,n) and an
eventual result of X in the game with target set Badα(m,n). Since X ∈ Badα(m,n) if and only if
(X,α) ∈ Bad(m,n), this shows that Bad(m,n) is hyperplane winning.
To demonstrate the claim, we first observe that the strategy described in [8] showing that Bad0(m,n)
is hyperplane winning is independent of α. Thus, any dependence on α comes from the argument found
in [22] (cf. the sentence before [8, Corollary 1.4]). In what follows we use the notation of [22]. First, tℓ
must be chosen so that gtℓLD(0) = L(α0ρℓ)−1D(0)gtℓ for all D. This is done by setting
α0ρℓ = exp
(
−
(
1
m +
1
n
)
tℓ
)
.
Next, xℓ is defined according to the formula
xℓ = gtℓLA′ℓ(b)Z
k = L0(e
1
n
tℓb)gtℓLA′ℓ(0)Z
k.
Thus, if b is known to within an accuracy of cρ
m
m+n
ℓ , then xℓ is known to within an accuracy of
e
1
n
tℓcρ
m
m+n
ℓ ≍ cρ
− m
m+n
ℓ ρ
m
m+n
ℓ = c.
In other words, xℓ can be known to any arbitrary fixed precision as long as c is sufficiently small. It is easy
to check that the proof in [22] can proceed as usual under this assumption.
6. Proof of Theorem 1.9
We now proceed to deduce Theorem 1.9 from Theorem 1.8 by transporting a winning strategy from the
classical setup to the new one. This is accomplished by appealing to the following general result, which
may have other applications.
Proposition 6.1. Let M1,M2 be manifolds, let U ⊆M1 be an open set whose complement is an analytic
variety and let f : U →M2 be a differentially surjective map, locally C
1 conjugate to a projection pi on U .
The preimage under f of any hyperplane winning set in M2 is hyperplane winning.
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Proof. Our proof relies heavily on [25]. Alice begins by ensuring that we need not worry about the variety
M1 \ U . This is accomplished by [25, Lemma 3.9], which states that Alice can ensure in a finite number
of steps that the game is played at a positive distance from a fixed analytic variety. Hence, there is no loss
of generality in assuming that the first ball chosen by Bob is contained in U .
By Proposition 2.2 of [7], applying a C1 conjugation to a hyperplane winning set does not affect this
property. Hence, in order to prove the proposition, it suffices to show that the preimage under a projection
pi of a hyperplane winning set is itself hyperplane winning. This is however easy. Any ball B(x, ρ) chosen
by Bob in the preimage is sent to the ball B(pi(x), ρ) in the image. Here, Alice plays according to the
winning strategy for this move and picks a hyperplane A with neighbourhood A(βρ), which is mapped
to the hyperplane-neighbourhood pi−1(A)(βρ) in the preimage. Evidently, this is a hyperplane winning
strategy. 
In order to complete the proof of Theorem 1.9, we need only ensure that the conditions of Proposition
6.1 are satisfied. Before doing this we note that the defining inequalities take a particularly pleasing form.
Namely, (X,α) ∈ Bad(m,n, u) if and only if
(6.1)
∣∣∣∣(p,q)( Iu 0Xu X˜
)
−α
∣∣∣∣ ≥ C(X,α) |q|−m+un +1
for all (p,q) ∈ Zu × Zm \ {0}, where X is the matrix (Xu, X˜).
We now split the proof into two parts depending upon the choices of m, u, and n.
6.1. The case m + u ≤ n. First, by way of motivating our proof when m + u ≤ n, we discuss the case
where u = 0 and m = n. In this case, we consider the inequalities
|qX −α| ≥ C(X)
for all q ∈ Zm. It is readily verified that unless there is linear dependence among the columns of X , this
is trivially satisfied. Hence, in this simple subcase,(
R
m2 \ {X ∈ Rm
2
: x(1), . . . ,x(m) are linearly dependent}
)
× Rm ⊆ Bad(m,m, 0).
In other words, the set Bad(m,m, 0) contains the set of matrices of full rank, which is hyperplane winning
by [25, Lemma 3.9]. This proves our main theorem in the particular case m = n, u = 0.
Note that in fact we get the stronger inequality
(6.2) |qX −α| > C(X)|q| ∀q ∈ Zm \ {0}
in the set considered. This follows as an invertible matrix can only distort the unit ball by a specified
amount. This is much stronger than the defining inequality of the set Bad(m,m, 0) in this special case.
This feature also applies to the more general setting when m+u ≤ n and further underlines the qualitative
difference between the case m+ u ≤ n and the converse m+ u > n.
We now give a full proof in the case m + u ≤ n. We will argue much in the spirit of the above.
Fix X ∈ Rmn such that the matrix X˜ in (6.1) has full rank. By [25, Lemma 3.9], the set of such X is
hyperplane winning. Performing Gaussian elimination on the columns of a matrix of the form of (6.1)
implies the existence of an invertible (n× n)-matrix E(X) such that(
Iu 0
Xu X˜
)
=
(
Iu 0 0
Xˆ Im 0
)
E(X).
Applying this matrix from the right to a vector (p,q), we see that
(p,q)
(
Iu 0
Xu X˜
)
= (p,q)
(
Iu 0 0
Xˆ Im 0
)
E(X) =
p+ qXˆq
0
T E(X).
Multiplication by the matrix E on the right hand side only serves to distort the unit ball in the absolute
value to a different parallelipiped depending on X . This induces a different norm on the image, but by
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equivalence of norms on Euclidean spaces, this distortion can be absorbed in a positive constant. In other
words,
(6.3)
∣∣∣∣(p,q)( Iu 0Xu X˜
)
−α
∣∣∣∣ ≥ C(X)
∣∣∣∣∣∣∣
p+ qXˆq
0
T − α˜T
∣∣∣∣∣∣∣
for all (p,q) ∈ Zu × Zm \ {0}, where α˜ = αE(X)−1.
Finally, since the norm is the supremum norm, we get∣∣∣∣∣∣∣
p+ qXˆq
0
T − α˜T
∣∣∣∣∣∣∣ ≥ C(α˜) |q| ,
for sufficiently large q. By (6.3), almost every (X,α) is in Bad(m,n, u), and in fact with the stronger
requirement from (6.2). This completes the proof of Theorem 1.9 in the case where m+ u ≤ n.
6.2. The case m + u > n. In this case, the measure of the set Bad(m,n, u) is zero, and the proof is not
as elementary as above. Nevertheless, appealing to Proposition 6.1 and taking a cue from the elementary
proof, it is easily accomplished as follows.
For each (X,α) ∈ Rmn × Rn, we can write
X =
(
Xu X˜
)
=
(
X ′ X ′′
X ′′′ X ′′′′
)
where the columns are split into groups of size u and (n − u), and the rows are split into groups of size
(n− u) and (m+ u− n). Note that X ′′ is a square matrix. Now let U be the set of pairs (X,α) such that
detX ′′ 6= 0. Define the map f : U →M2
def
= R(m+u−n)n × Rn by letting
f(X,α) =
((
X ′′′ X ′′′′
)(Iu 0
X ′ X ′′
)−1
,α
(
Iu 0
X ′ X ′′
)−1)
.
Now it is easy to see that f is differentially surjective, and by Theorem 1.8, the set Bad(m+u−n, n) ⊆M2
is hyperplane winning. Hence, to conclude by Proposition 6.1, it suffices to prove that the preimage of this
set under f is contained in Bad(m,n, u).
However, this is easy. Fix (X,α) ∈ Rmn ×Rn, and suppose that (Y,β)
def
= f(X,α) ∈ Bad(m+ u− n, n).
Then there is a constant C(Y,β) > 0 such that for any r ∈ Zn and s ∈ Zm+u−n \ {0},
(6.4)
∣∣∣∣(r, s)(InY
)
− β
∣∣∣∣ ≥ C(Y,β) |s|−m+un +1 .
On the other hand, if we let
Z =
(
Iu 0
X ′ X ′′
)
∈ GLn(R)
then ((
Iu 0
Xu X˜
)
,α
)
=
((
In
Y
)
Z,βZ
)
and thus for p ∈ Zu and q ∈ Zm \ {0},∣∣∣∣(p,q)( Iu 0Xu X˜
)
−α
∣∣∣∣ = ∣∣∣∣((p,q)(InY
)
− β
)
Z
∣∣∣∣ ≥ C(X,α) |q|−m+un +1 ,
with the last inequality following by multiplying (6.4) by the invertible matrix Z, and then using the fact
that if (p,q) = (r, s), then |q| ≥ |s|. Thus (6.1) is satisfied and (X,α) ∈ Bad(m,n, u).
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