As compared to a large spectrum of performance optimizations, relatively less effort has been dedicated to optimize other aspects of embedded applications such as memory space requirements, power, real-time predictability, and reliability. In particular, many modern embedded systems operate under tight memory space constraints. One way of addressing this constraint is to compress executable code and data as much as possible. While researchers on code compression have studied efficient hardware and software based code compression strategies, many of these techniques do not take application behavior into account; that is, the same compression/decompression strategy is used irrespective of the application being optimized. This article presents an application-sensitive code compression strategy based on control flow graph (CFG) representation of the embedded program. The idea is to start with a memory image wherein all basic blocks of the application are compressed, and decompress only the blocks that are predicted to be needed in the near future. When the current access to a basic block is over, our approach also decides the point at which the block could be compressed. We propose and evaluate several compression and decompression strategies that try to reduce memory requirements without excessively increasing the original instruction cycle counts. Some of our strategies make use of profile data, whereas others are fully automatic. Our experimental evaluation using seven applications from the MediaBench suite and three large embedded applications reveals that the proposed code compression strategy is very
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INTRODUCTION
Most embedded systems have tight bounds on memory space. As a consequence, the application designer needs to be careful in limiting the memory space demands of code and data. However, this is not a trivial task, especially for largescale embedded applications with complex control structures and data access patterns. One potential solution to the memory space problem is to use data and code compression.
Prior research in code compression has studied both static and dynamic compression techniques, focusing in particular on efficient implementation strategies [Abali et al. 2001; Benini et al. 2002 Benini et al. , 1999 Lekatsas et al. 2000b Lekatsas et al. , 2000a Ernst et al. 1997; Cooper and McIntosh 1999; Lingappan et al. 2005; Lekatsas et al. 2004; Lekatsas et al. 2005; Shogan and Childers 2004; Cooper and Harvey 1998; Wolfe and Chanin 1992; Ros and Sutton 2004; Xie et al. 2003; Debray and Evans 2002; Tunstall 1967; Lin et al. 2004; Benveniste et al. 2001; Yang et al. 2000 ; Lee et al. 1999] . One potential problem with most of these techniques is that the compression and decompression decisions are taken in an applicationinsensitive manner; that is, the same compression/decompression strategy is employed for all applications independent of their specific instruction access patterns.
In this article, we propose a control flow graph (CFG) centric approach to reducing the memory space consumption of executable binaries. The main idea behind this approach is to keep basic blocks of the application in the compressed form as much as possible, without increasing the original execution cycle counts excessively. An important advantage of doing so is that the executable code occupies less memory space at a given time, and the saved space can be used by some other (concurrently executing) applications. 1 The proposed approach achieves this by tracking the basic block accesses (also called the instruction access pattern) at runtime, and invoking compressions/decompressions based on the order in which the basic blocks are visited. On the one hand, we try to save as much memory space as possible. On the other hand, we do not want to degrade the performance of the application significantly by performing frequent compressions and decompressions, which could potentially occur in the critical path during execution. This article makes the following major contributions:
-It proposes a basic block compression strategy called the k-edge algorithm that can be used for compressing basic blocks whose current executions are over. -It proposes a set of basic block pre-decompression strategies, wherein a basic block is decompressed before it is actually needed, in an attempt to reduce the potential performance penalty that could be imposed by the online decompression. -It extensively evaluates the proposed compression and decompression strategies using MediaBench [Lee et al. 1997] , three large embedded applications, and SimpleScalar [Austin et al. 2002] . It also compares our approach to a previously proposed compiler-directed compression/decompression method. -It demonstrates that an adaptive strategy which tunes compression/ decompression policies based on the behavior of each basic block generates further memory space savings. Such an adaptive strategy can be implemented either using profile data (if the input set is known) or through collecting access pattern statistics at runtime (if the input set is not known).
Our experimental analysis shows that the proposed approach reduces the overall memory requirements of seven MediaBench [Lee et al. 1997 ] executables and three other embedded applications significantly. We also present a sensitivity analysis where we investigate the impact of varying several simulation parameters. It should be noted that the proposed approach could work with any software-based compression/decompression algorithm. Our results also reveal that working at a basic block granularity (as opposed to a procedure/function granularity) is critical for maximizing memory space savings.
The rest of this article is organized as follows. Section 2 discusses the related work on code compression. Section 3 summarizes the basic concepts related to the control flow graph based code representation, and the assumptions we made about our execution environment. Section 4 and Section 5 discuss the basic block compression and decompression strategies, respectively, proposed in this paper. Section 6 gives the details of our implementation and presents our algorithms formally. Section 7 presents the results from our experimental evaluation. Section 8 discusses an adaptive scheme, and evaluates it experimentally. Section 9 concludes the paper by summarizing its major contributions.
RELATED WORK
Code compression has received a lot of attention in the last decade or so. The work in the area can be roughly divided into two categories: efficient compression/decompression strategies and efficient employment of compression/decompression. The scheme proposed here falls into the second category. Beszedes et al. [2003] present a good overview of broad range of methods used in code compression. This survey also provides an extensive assessment criteria for evaluating the methods and offer a basis for comparison.
Many embedded systems rely on special hardware to execute compressed code, such as Thumb for ARM processors (http://www.win.tue.nl/cs/ps/rikvdw/ papers/ARM95.pdf), CodePack [Kemp et al. 1998 ] for PowerPC processors, and MIPS16 [Kissel 1997 ] for MIPS processors. The advantage of this approach is that it does not incur any space overhead for storing decompressed code or extra time for decompressing. However, the requirement for special hardware limits its general applicability. Lefurgy et al. [2000] propose a hybrid approach that decompresses the compressed code at the granularity of individual cache lines. Decompression is mostly carried out by the software with the assistance of special hardware instructions to manipulate the instruction cache lines. Lefurgy et al. [1999] lso investigate the performance penalty of a hardware-managed code compression in IBM's PowerPC 405. They combine many previously proposed code compression techniques. Kirovski et al. [1997] present a procedurebased compression strategy that requires little or no hardware support. Their scheme compresses procedures individually and uses a directory structure to bind the procedures at runtime. They also employ a block of ordinary RAM as the cache to store the decompressed procedures. This cache is managed explicitly by the software. Alternatively Lucco et al. [Lucco 2000 ] discard the decompressed function when it is no longer on the call stack. This follows from the observation that at this point we can be certain that it will not be returned to. Ros and Sutton [2005] describe a post-compilation technique to the reassignment of general purpose scratch registers to improve Hamming distance based code compression. Specifically, registers are renumbered based on the frequency of use by isomorphic instructions. Das et al. [2005] employ code compression on variable length instruction set processors using a dictionary based algorithm. Bonny and Henkel [2006; use code compression to improve the code density. They implement this by compressing the necessary Look-up Tables that can become significant in size if the application is large. Mishra [2006, 2007] propose application-specific bitmask selection and bitmask-aware dictionary selection techniques for bitmask-based code compression.
There has been a significant amount of work that explores the compressibility of program representations [Hoogerbrugge et al. 1999] . The resulting compressed form either must be decompressed (or compiled) before execution [Ernst et al. 1997; Franz 1997; Franz and Kistler 1997] , or can be executed without decompression [Cooper and McIntosh 1999; Fraser et al. 1984] . The approaches in the first category usually result in smaller memory consumption for the compressed code than those in the second category at the cost of the time and space overheads of decompression before execution. A hybrid approach is to use an interpreter to execute the compressed code [Fraser and Proebsting 1995; Proebsting 1995] . Compared to the direct execution approach, the interpreter-based approach usually allows more complex coding schemes, and thus, achieves smaller memory consumption for the compressed code. However, the interpreter itself occupies extra memory space.
The approach presented in Larin and Conte [1999] tries to extract the pipeline decoder logic for an embedded VLIW processor in software. They employ Huffman compressing or tailor encoding the ISA of the original program. Drinie et al. [2003] present two preprocessing steps for code compression that explore the syntax and semantics to improve the compression ratio. They employ a heuristic to partition the program binary into streams with high correlation. They also use code optimization by instruction rescheduling. This way prediction probabilities can be improved. Debray et al. [1999] explore the use of compiler techniques to achieve higher code compression ratios. They show how equivalent code fragments can be detected and factored out without having to resort to purely linear treatments of code sequences. Araujo et al. [1998] explore a code compression technique called operand factorization where they try to separate program expression trees into sequences of tree-patterns and operand patterns. Liao et al. [1995] present a code size minimization technique for embedded DSP processors. In their framework compressed data is composed of a dictionary and a skeleton. They compress the dictionary using data compression techniques. Wolfe and Channin [1992] employ a Line Address Table ( LAT) to access all the compressed code without changing the processor or the program. However, using LAT causes an increase in the cache line refill time. Authors propose using a small cache called Cache Line Address Lookaside Buffer (CLB) to reduce the overhead by holding the most recently used entries from the LAT. Breternitz and Smith [1997] describe a technique for execution of compressed programs that eliminates the need for a LAT and CLB. Debray and Evans [2003] present a code compression strategy that operates at a function granularity; that is, functions constitute compressible units. Their work exploits the property that for most programs, a large fraction of the code is rarely touched. Our work is different from the previously proposed techniques in at least two aspects. First, our approaches operate on a finer granularity (basic block level). Therefore, we can potentially save more memory space (when, for example, a particular basic block chain within a large function is repeatedly executed, in which case our approach can keep the unused memory blocks-in the functionin the compressed form). Second, we also employ pre-decompression that helps us reduce the potential negative impact of compression on performance.
PROGRAM REPRESENTATION AND TARGET ARCHITECTURE
A control flow graph (CFG) is an abstract data structure used in compilers to represent a procedure/subprogram [Muchnick 1997] . Each node in the CFG represents a basic block, that is, a straight-line piece of code without any jumps or jump targets; jump targets start a block, and jumps end a block. In this graph, jumps in the control flow are represented by directed edges. There are two specially designated blocks: the entry block, through which control enters into the flow graph, and the exit block, through which all control flow leaves. The CFG is essential to several compiler optimizations based on global data flow analysis such as def-use chaining and use-def chaining [Muchnick 1997] .
It should be emphasized that a CFG is a static (and conservative) representation of an application program, and represents all the alternatives of control flow (i.e., all potential execution paths). As an example, both arms of an ifstatement are represented in the CFG, while in a specific execution (with a Fig. 1 . An example CFG fragment. Assuming that the execution takes the left branch following B 0 , the 2-edge algorithm (i.e., the k-edge algorithm with k = 2) starts compressing B 1 just before the execution enters basic block B 4 . particular input), only one of them could actually be taken. A cycle in the CFG may imply that there is a loop in the application code. Figure 1 depicts an example CFG fragment that contains two loops.
The approach proposed in this paper saves memory space by compressing basic blocks as much as possible without unduly degrading performance. We assume a software-controlled code memory either in the form of an external DRAM or in the form of an on-chip SRAM (e.g., a scratchpad memory [Panda et al. 1998; Kandemir et al. 2001; Avissar et al. 2002; Banakar et al. 2002; Francesco et al. 2004; Udayakumaran and Barua 2003] ). It must be emphasized that our main objective in this study is to reduce the memory space requirements of embedded applications. Note that, if there is another level of memory in front of the memory where our approach targets (i.e., a memory between the target memory and the CPU), the proposed approach also brings reductions in memory access latency (as we need to read less amount of data from the target memory) as well as in the energy consumed in bus/memory accesses. However, a detailed study of these issues is beyond the scope of this paper. Also note that, our work targets embedded systems but does not specifically target real-time constrained execution environments. However, we can use compiler analysis to predict the performance overheads incurred by our compression based approach and does not use our approach if the overheads are decided to exceed the allowed performance degradation bound. Another important issue is that, while in most of the experiments discussed in this paper we do not put a restriction on the total memory space that could be used by the application being optimized, our approach needs only a slight modification to address this issue. Specifically, all that needs to be done is to check before each basic block decompression whether this decompression could result in exceeding the maximum allowable memory space consumption, and if so, compress one of the decompressed basic blocks (i.e., one of the blocks that is currently in the uncompressed form). One could use LRU or a similar strategy to select the victim basic block when necessary. In our evaluation, we also perform experiments with scenarios when there exists a bound on instruction memory capacity.
BASIC BLOCK COMPRESSION
In this section, we discuss the proposed k-edge algorithm in detail. This algorithm compresses a basic block that has been visited by the execution thread when the k th edge following its visit is traversed. It is to be noted that the k parameter can be used to tune the aggressiveness of compression. Consequently, the k-edge algorithm actually specifies a family of algorithms (e.g., 1-edge, 2-edge, 10-edge, etc). For example, let us consider the CFG illustrated in Figure 1 . Assuming that we have visited basic block B 1 and, following this, the execution has traversed the edges marked as a and b, the 2-edge algorithm (i.e., the k-edge algorithm with k = 2) starts compressing B 1 just before the execution enters basic block B 4 .
Selecting a suitable value for the k parameter is important as it determines the tradeoff between memory space savings and performance overhead. Specifically, if we use a very small k value, we aggressively compress basic blocks but this may incur a large performance penalty for the blocks with high temporal reuse (though it is beneficial from a memory space viewpoint). In other words, if a basic block is revisited within a short period of time, a small k value could entail frequent compressions and decompressions (note that a basic block can be executed only when it is not in the compressed form). On the other hand, a very large k value delays the compression, which may be preferable from the performance angle (as it increases the chances of finding a basic block in the uncompressed form during execution when it is reached). But, it also increases the memory space consumption.
Another important issue is how one can perform compressions. Note that, in a single-threaded execution, the compression comes in the critical path of execution, and can slow down the overall execution dramatically. Therefore, we propose a multi-threaded approach, wherein there exists a separate compression thread (in addition to the main execution thread), whose sole job is to compress basic blocks at the background, thereby incurring minimal impact on performance. Specifically, the compression thread utilizes the idle cycles of the execution thread to perform compressions. Our current implementation slightly deviates from this scheme, as will be discussed in Section 6.
BASIC BLOCK DECOMPRESSION
We have at least two options for performing basic block decompressions. In the first option, called the on-demand decompression (also called the lazy decompression), a basic block is decompressed only when the execution thread reaches it. That is, basic block decompressions are performed on a need basis. An important advantage of this strategy is that it is easy to implement since we do not need an extra thread to implement it. All we need is a bit per basic block to keep track of whether the block accessed is currently in the compressed form or not. Its main drawback is that the decompressions can occur in the critical path, and degrade performance significantly. In the second option, referred to as the pre-decompression in this paper, a basic block is decompressed before it is actually accessed. The rationale behind this approach is to eliminate (or, at least reduce) the potential delay that would be incurred as a result of decompression. In other words, by pre-decompressing a basic block, we are increasing the chances that the execution thread finds the block in the uncompressed form, thereby not losing any extra execution cycles for decompressing it. This predecompression based scheme has, however, two main problems. First, we need a decompression thread to implement it. Second, pre-decompressing a basic block ahead of time can increase the memory space consumption.
It is easy to see that a pre-decompression based scheme can be implemented in different ways. In this paper, we study this issue along two dimensions. First, we have a choice in selecting the basic block(s) to pre-decompress. Second, we have a choice in selecting the time to pre-decompress them.
2 These two choices obviously bring the associated performance/memory space tradeoffs. For example, pre-decompressing more basic blocks increases the chances that the next block to be visited will be in the uncompressed form (which is preferable from the performance viewpoint provided that we are able to hide the decompression cost); but, it also increases the memory space consumption. Similarly, predecompressing basic blocks early (as compared to pre-decompressing them at the last moment) involves a similar tradeoff between performance and memory space consumption.
In this article, we explore this two-dimensional pre-decompression search space using two techniques. First, to determine the point at which we initiate decompression, we use an algorithm similar to k-edge. In this algorithm (also called k-edge), a basic block is decompressed (if it is not already in the uncompressed form) when there are at most k edges that need to be traversed before it could be reached. As before, k is a parameter whose value can be tuned for the desired memory space performance overhead tradeoff. An example is depicted in Figure 2 . Assuming k = 3, in this figure, basic block B 7 is decompressed at the end of basic block B 1 (i.e., when the execution thread exits basic block B 1 , the decompression thread starts decompressing B 7 ). This is because, from the end of B 1 to the beginning of B 7 , there are at most 3 edges that need to be traversed. Second, to determine the basic block(s) to decompress, we use a prediction-based strategy. The idea is to determine the basic block that could be accessed next and pre-decompress it ahead of the time. In this paper, we evaluate two different prediction-based strategies. In the first strategy, called pre-decompress-all, we pre-decompress all basic blocks that are at most k edges away from the exit of the currently processed block. In the second strategy, called pre-decompresssingle, we select only one basic block among all the blocks that are at most k edges ahead of the currently processed basic block. It is to be noted that while pre-decompress-all favors performance over memory space consumption, pre-decompress-single favors memory space consumption over performance. To demonstrate the difference between these two pre-decompression based strategies, we consider the CFG fragment in Figure 2 once more, assuming this time, for illustration purposes, that blocks B 4 , B 5 , B 8 , and B 9 are currently in the compressed form, all other blocks are in the uncompressed form, and the execution thread has just left basic block B 0 . Assuming further that k = 2, in the pre-decompress-all strategy, the decompression thread decompresses B 4 , B 5 , B 8 , and B 9 . In contrast, in the pre-decompress-single strategy, we predict the block (among these four) that is to be the most likely one to be reached than the others, and decompress only that block. Figure 3 summarizes the decompression design space explored in this paper.
Figure 4 summarizes our approach that employs code compression for reducing memory space consumption. It is assumed that the highlighted path is the one that is taken by the execution thread. In the ideal case, the decompression thread traverses the path before the execution thread and decompresses the basic blocks on it so that the execution thread finds them directly in the executable state. The compression thread, on the other hand, follows the execution thread and compresses back the basic blocks whose executions are over. The k parameters control the distance between the threads. Note that the value of the k parameter can be different for compression and decompression threads. For example, a specific implementation can have a 2-edge compression algorithm and 3-edge decompression algorithm.
IMPLEMENTATION DETAILS AND ALGORITHMS
In implementing the compression/decompression-based strategy described, there is an important challenge that needs to be addressed. Specifically, when a basic block is compressed or decompressed, the branch instructions that target that block must be updated. In addition, the saved memory space (as a result of compressions) should be made available to the use of other applications with minimum overhead. In particular, one may not want to create too much memory fragmentation. This is because an excessively fragmented free space either cannot be used for allocating large objects or requires memory compaction to do so. Therefore, our current implementation slightly deviates from the discussion so far, in particular when compressions are concerned. Specifically, we start with a memory image, wherein all basic blocks are stored in their compressed form. Note that this is the minimum memory that is required to store the application code. As the execution progresses, we decompress basic blocks (depending on the instruction access pattern and the decompression strategy adopted, as discussed earlier), and store the decompressed (versions of the) blocks in a separate location (and keep the compressed versions as they are). Later, when we want to compress the block, all we need to do is to delete the decompressed version. In this way, the compression process does not take too much time. In addition, the memory space is not fragmented too much as the locations of the compressed blocks do not change during execution.
We illustrate the idea using the example in Figure 5 with on-demand decompression. The figure shows an example CFG fragment and traces the sequence of events for a particular execution scenario. Initially, all the basic blocks are in the compressed form and stored in the compressed code area. The program counter (PC) points to the entry of the first basic block, which is B 0 in this case (1). Fetching an instruction from the compressed code area triggers a memory protection exception. The exception handler decompresses block B 0 into B 0 and sets PC to the entry of B 0 (2). Assuming that block B 1 is the one that follows B 0 , after the execution of block B 0 , the PC points to the entry of block B 1 (3). Since B 1 is in the compressed code area, the exception handler is invoked to decompress B 1 into B 1 and update the target address of the branch instruction in B 0 and set the PC to the entry of B 1 (4). Let us now assume that the execution thread next visits B 0 again. Consequently, after the execution of B 1 , we branch to the entry of B 0 (5). At this time, we do not need to decompress B 0 once again. The exception handler updates the target address of the last branch instruction of block B 1 to the entry of B 0 , and subsequently sets PC to the entry of B 0 (6). Following B 0 , the execution thread can branch to B 1 directly without generating any exception (7). Let us assume now that the execution next visits B 3 . Consequently, the PC points to the entry of this basic block (8). Assuming that our compression strategy uses k = 2, at this point, we delete the decompressed version of B 0 (which is B 0 ), and decompress B 3 into B 3 as illustrated in (9). It is to be noted that, when we discard a decompressed block, we also need to update the target addresses of the branch instructions (if any) that branch to the discarded block. For this purpose, for each decompressed block, we also maintain a remember set that records the addresses of the branch instructions that branch to this block.
Note that, in some cases, predicting the target address of a branch statically may not always be possible and needs to be computed at runtime. If we are unable to determine the target, we exclude the block that has the branch and the set of possible targets of this branch instruction. For clarity reasons, we do not go into the implementation details.
Another issue is how to keep track of the fact that k edges have been traversed so that we can delete the decompressed version. Our current implementation for all B j ∈ Succ(B i ) do 6:
end for 8: else if k = 0 then 9:
B-set = B-set + {B i } 10: end if 11: end if works as follows. For each basic block being executed, we identify (recursively) the set of basic blocks that are k edges before the currently processed block in the CFG. At each branch, the decompressed versions (if any) of the basic blocks in this set are deleted. The experimental results to be presented in the next section include all the memory space/performance overheads associated with our approach.
Algorithm 1 gives the sketch of our algorithm for compressing basic blocks. A call to Compress(B i , k) compresses all the decompressed basic blocks {B k } such that to reach B i from B k k edges need to be traversed. This is achieved by recursively calling Compress until all the target basic blocks are reached. In this algorithm, Pred (B i ) returns the basic block set that consists of the predecessors of B i . If none of the basic blocks satisfies conditions specified in the algorithm, Compress(B i , k) terminates. In this algorithm, for clarity, we do not address the possibility that there might more than one path between two basic blocks. However, in our implementation, we consider all possible cases.
Similarly, Algorithm 2 is used for decompressing a basic block, where the parameter B i is the starting basic block and the parameter type is the decompression strategy. As explained earlier, there are three different decompression strategies; on-demand, pre-single, and pre-all. The k parameter, on the other hand, indicates the number of edges to be used for pre-decompression strategy (not used for on-demand decompression). As in the case of compression, we use a recursive algorithm for decompression. B-set is the target basic block set which we would like to decompress. For on-demand decompression, B-set has only one basic block, whereas, for pre-decompression strategies, we possibly have multiple basic blocks to choose from. Succ(B i ) returns the successors of B i , until k is equal to 0. When k is equal to 0, the corresponding basic blocks are added to the B-set. Consequently, by using Decompress function recursively, B-set is formed.
Based on the Compress and Decompress functions, our BB-Compressor algorithm iterates starting from the source node (denoted by s) of the CFG. BB-Compressor takes the following parameters: s (the source node), k c (the k-value for compression), k d (the k-value for decompression), and the type (predecompression type). For each node that is being executed in the CFG, we run the decompression thread (Decomp-Thread), execution thread (ExecutionThread), and the compression thread (Comp-Thread).
The decompression thread first initializes the target basic block set to ∅. It then calls the Decompress function to generate the target basic block set, B-set. Depending on the decompression scheme selected, one or more basic blocks from the B-set are decompressed. Their corresponding compressed bits are updated accordingly. Note that, in the pre-single decompression, although there are more than one basic block in the set, the basic block with the highest probability is selected for decompression.
Execution thread, on the other hand, executes the current basic block and returns the next basic block based on the execution path. Depending on the decompression approach used, it is possible that a basic block may not be available in the decompressed form which would require us to first decompress the basic block. This is also captured in the execution thread. The execution thread returns the next basic block to be executed, which is assigned to temporary variable t within the BB − Compressor algorithm.
The compression thread simply calls the Compress function with the source basic block and the k c parameters. Algorithm 4 gives our approach that adapts the values of k based on the memory bound at hand. In this approach, for compression and decompression, we start with initial values of k = k 1 * and k = k 2 * , respectively. The algorithm operates with these values until one of the following conditions occurs: -We could not perform a decompression due to insufficient memory space. In this case, we first set k 2 = k 2 − 1 and check whether this solves the space problem. If not, we keep reducing k 2 until either the space problem is solved, or we reach a k 2 value of 1. Note that if we reach a value of 1 and we use pre-decompress-single, this means that the current memory bound does not allow us to use our approach. On the other hand, if the problem is solved when k 2 = k 2 * * , we use this value but also reduce the current value of k 1 to ease the memory space pressure further. -Available (unused) memory space becomes larger than a preset value ( ).
When this happens, we increment current values of k 1 and k 2 by one to take advantage of the available memory space and improve performance by doing so. In our default implementation, is set to 20% of the total memory space. Note that this simple approach adapts the behavior of our scheme to a given memory bound. Our current work includes using static analysis to determine the worst case memory space usage bound and use this information to develop better adaptation schemes.
EXPERIMENTAL EVALUATION

Platform, Benchmarks, and Versions
In order to collect experimental data, we used the SimpleScalar simulator [Austin et al. 2002] and simulated seven applications from the MediaBench suite [Lee et al. 1997] as well as three large embedded applications. Table I gives the details of the base configuration used in our experiments. Note that, Decompressor uses these offsets to access the compressed code and generate the uncompressed function. After decompression is finished, control is transferred to the uncompressed code to execute. Our compression/decompression strategy follows the same methodology at a finer granularity, that is we employ the same method at the basic block level. The important point to note is that our approach is not tied to any specific compression/decompression algorithm, and the compressor and decompresser can be implemented either in software or hardware. In our current implementation, however, we use an LZO compression/decompression algorithm (http://gnuwin32.sourceforge.net/packages/1zo.htm) to handle compressions and decompressions. LZO is a data compression library which is suitable for data decompression in real time. It is very fast in compression and extremely fast in decompression. The algorithm is both thread-safe and loseless. In addition, it supports overlapping compression and in-place decompression. It is to be emphasized that while, in this particular implementation, we chose a software-based compression/decompression, our approach can also accommodate a hardware-based compressor/decompressor (e.g., similar to that proposed in Benini et al. [2002] ). In such a case, we could even perform decompressions before the block is actually needed, thereby taking the decompression cost out of the critical path. Table II lists the important characteristics of the applications in our experimental suite. The first seven applications are from the MediaBench suite. In addition to these MediaBench benchmarks, we also used three large embedded applications: wave, splat, and 3D. Wave is a wavelet compression code that specifically targets medical applications; splat is a volume rendering application, which is used in multiresolution volume visualization through hierarchical wavelet splatting; and 3D is an image based modeling application that simplifies the task of building 3D models and scenes. The second column gives the number of basic blocks in each code, and the next one shows the number of dynamic basic block visits. The fourth column gives the execution cycle count for the default case where no compression/decompression is adopted. The performance results presented in the next subsection are given as the maximum percentage increases (overheads) over the values listed in this column of Table II . The fifth and sixth columns give the executable size (in bytes) for each application when all basic blocks are uncompressed and all basic blocks are compressed, respectively. As stated earlier, our objective is to reduce the memory space consumption as much as possible without hurting performance significantly. The memory space consumption graphs given in the next subsection show the percentage increase in the memory space occupied by the executable over the numbers given in the last column of this table.
In the experimental result presented below, we evaluate three different strategies that combine the compression and decompression techniques explained earlier (see Figure 3) : -K-edge compression and on-demand decompression (denoted on-demand).
-K-edge compression, and k-edge, pre-decompress-all decompression (denoted pre-all). -K-edge compression, and k-edge, pre-decompress-single decompression (denoted pre-single). The block to be pre-decompressed in this scheme is selected using profile data. In more detail, we profile the application, and for each basic block, identify the most likely basic block to which the execution will transfer next. After that, during execution we use this information to pre-decompress only a single basic block each time we want to perform decompression.
In addition to these three strategies, we also implemented and conducted experiments with two additional versions, which are inspired by the approach described in Debray and Evans [2003] . The first method, denoted as on-demandproc, is similar to our on-demand, except that it operates at a procedure/function granularity, as opposed to the basic block granularity. Similarly, the second one, named pre-single-proc, is similar to pre-single, except that it works on a procedure/function granularity. Apart from this granularity issue, these two additional strategies use similar reasonings as our methods, regarding the decisions for compression and decompression; the only difference is that, instead of a CFG, theirs operates on a procedure call graph [Choi et al. 1993; Hall and Kennedy 1992; Weihl 1980] representation of the program. For example, in ondemand-proc, when k call graph edges are visited from the current procedure, that procedure is compressed. Note that, we did not perform experiments with Table II. another possible strategy (pre-all-proc) as such a strategy would generate the same compression/decompression patterns as the pre-single-proc method. This is due to the fact that, in our applications, it is easy to predict the next procedure to be invoked by the execution thread and, in most of the cases, a procedure is followed only by a single procedure in the whole procedure call sequence, that is, there is a very good locality as far as procedure call sequences are concerned.
Results
Note that, the memory space consumption graphs given in this subsection show the percentage increase in the memory space occupied by the executable over the memory space consumption of the executable when all basic blocks are fully compressed.
Each bar in Figure 6 shows the maximum memory space consumption increase over the course of execution for a given benchmark when k = 2 for both compression and decompression (recall that the percentage increase is with respect to the last column of Table II) . We see from this graph that all our three schemes are very effective in reducing the instruction memory space (as compared to the fifth column of Table II ). We also see that the average memory space overheads (across all seven applications) due to on-demand, pre-all, and pre-single are 16.1%, 24.2%, and 20.4%, respectively. The results are better with on-demand since it tends to keep the basic blocks in the compressed form as much as possible (by delaying decompressions). We also observed during our experiments that the compressed basic blocks occupy the majority of the memory space, which indicates that all the strategies do a reasonably good job in keeping most of the basic blocks in the compressed form. The graphs in Figure 7 plot the memory space overhead for two of our benchmarks during the course of execution: djpeg and cjpeg. As before, all the values are normalized with respect to the last column of Table II . In these plots, each point on the x-axis corresponds to an epoch in execution timeline, and the y-axis gives the percentage increase in memory space consumption (at that particular point on the x-axis), with respect to the values given in the last column of Table II . We see from these curves that our approach saves memory during the course of execution. Returning to Figure 6 , we also observe that the on demand-proc and pre-single-proc methods incur memory space overheads of 27.4% and 34.3%, respectively. Comparing these values with those obtained through our strategies, we can conclude that operating at a basic block granularity is very important for maximizing memory space savings. This is because, by operating at a basic block granularity, we can better adapt to the fine grain access patterns exhibited by the application. In fact, during our experiments, we found that only about 37% of basic blocks of a procedure are exercised, on average, during a typical invocation. A procedure based compression/decompression method can easily Table II. incur extra overheads (both memory space and performance) by compressing (and later decompressing) unused basic blocks.
After having presented the memory space savings brought by our approach, to show how these three strategies affect the original execution cycle counts (i.e., execution cycles of the default case), we give in Figure 8 the percentage execution cycle overhead (increase) caused by each strategy. As against the memory space consumption results, one can observe from Figure 8 that pre-all generates the minimum performance overhead. Specifically, the average performance penalties due to on-demand, pre-all, and pre-single are 17.8%, 6.1%, and 8.5%, respectively. This is because pre-all tries to decompress the basic blocks aggressively (using the decompression thread), and in most cases, this helps the execution thread find the next block in the uncompressed form, thereby avoiding the potential performance penalty. We also note that the results with the on-demand strategy are not good at all. In contrast, pre-single performs much better (in fact, it comes close to pre-all) except in two benchmarks: rasta and g.271. It can also be seen from Figure 8 that the average performance overheads incurred by on-demand-proc and pre-single-proc are 27.8% and 24.0%, respectively. Again, this extra overhead of these two schemes (over our methods) is due to the time spent in compressing and decompressing unused basic blocks.
Sensitivity Analysis and Contribution of Overheads
In this subsection, we focus on two important variances that could potentially change the behavior of our approach. First, we study the impact of the value of k on our memory space consumption and performance results. Figure 9(a) shows the memory space overhead plots for two benchmarks (adpcm and mpeg2dec) running under pre-single with different k values for compression (the k value used for decompression is still fixed at 2). We note from these results that the value of the k parameter has a profound effect on memory space consumption behavior. In particular, increasing its value leads to an increase in the memory requirements as the compression thread delays basic block compressions. However, a large k value also improves performance (see Figure 9 (a)). More specifically, when we move from k = 2 to k = 4, we observe 38.7% and 62.2% reduction in performance overhead for the benchmarks adpcm and mpeg2dec, respectively.
The k parameter is also important in the decompression component of our scheme. Figure 9(b) shows the memory space consumption and percentage performance overhead for two benchmarks (adpcm and mpeg2dec) with different k values for decompression (the k value used in compression is fixed at 2). As in the previous graph, we report results only for pre-single. One can see from this graph that increasing the value of the k parameter increases the memory space consumption (as we start decompressing earlier), and improves execution cycle count.
The second issue that we studied is the impact of compiler optimizations on the behavior of our three strategies. To do this, we changed the optimization flag used in compiling our applications (the default flag was O2). Our experimental results revealed that while the absolute memory space/performance values change, the overall trends are the same across different optimization levels. Therefore, we do not present detailed results with different compilation flags.
We now present the results regarding the breakdown of our overheads. The graph in Figure 10 presents the contribution of the overhead cycles incurred by the different approaches to the overall execution times (the last two bars will be explained later). Each bar in this graph represents the average value when all ten benchmarks are taken into account. The overheads include the compression and decompression activities and other overheads such as spawning decompression/compression threads. In calculating these overheads, every cycle spent by our algorithms due to the compression and decompression activities and cannot be hidden during execution are accounted for (except for profiling as it is an off-line process). As expected, the overheads constitute a larger fraction with the on-demand and pre-single version. It needs to be emphasized however that all these overheads are already included in the performance graph presented earlier in Figure 8 . Figure 11 shows the breakdown of the memory overheads incurred by our approach into four categories (under the pre-single scheme). The first category captures the decompressed blocks. The second and third categories hold the compression and decompression threads, respectively, and the last one represents the other bookkeeping overheads incurred by our approach. We see from this bar chart that the majority of overheads are due to the decompressed blocks themselves, and the extra threads we employ occupy relatively much less memory space.
Results with Memory Bounds
So far we presented an approach that tries to reduce the instruction memory occupancy as much as possible. Recall that we mentioned earlier in Section 3 that our approach can also be used when we have a bound on memory capacity. This can have two impacts on our schemes. First, when the memory bound is not tight, we do not need to be aggressive in compressing basic blocks. Therefore, we can reduce the performance overheads associated with our schemes. The second impact is that, if the memory bound is very tight, we may need to compress more basic blocks than normally required by our schemes (with a specific k value). Note, however, that our schemes cannot work when the memory bound is below the total size of the basic blocks when all of them are compressed (if such a case occurs, one option would be to send some of the basic blocks to another level of storage). It is to be observed that satisfying the memory bound constraint can be achieved by playing with the value of the k parameter (during execution based on the memory bound). For example, suppose that we are using our k-edge algorithm (during compression) with a specific k value of k*. Because of the memory bound, during execution, we may occasionally need to work with a smaller k value than k*. In other words, if we have a tight memory bound, sometimes, we may need to compress basic blocks earlier than required by the specific k-edge algorithm used (note that this can have performance consequences as well). Similarly, during pre-decompression, if we are working with k = k*, occasionally, we may need to use a value smaller than k* to reduce memory consumption further. Therefore, when we have a tight memory bound, we choose a k value (at a given point in execution), which is as close to the k* value as possible (but smaller than k at some points in execution due to memory bound). On the other hand, if the memory bound is relaxed, we can be less aggressive in compressing the blocks and more aggressive in decompressing them. Figure 12 shows the selected k values during execution of the adpcm benchmark under the different memory bounds when k is set to 2 for both compression and decompression. The graph shows the selection of the k values for compression only. One can see from this graph that it is possible to modulate the value of the k parameter to adapt the memory bound at hand. Figure 13 gives the performance overheads for two of our benchmarks under the different memory bounds with the pre-single scheme. The results show that, while the performance degradation increases with lower memory bounds, even with the lowest bound tested, the performance degradation incurred is less than 17% and 20% for adpcm and mpeg2dec, respectively. And, in all these experiments, the application completed it execution successfully.
DISCUSSION
The discussion in the preceding subsection indicates that the memory consumption and performance behavior of our strategies are closely dependent on the value of k. In addition, the choice between pre-all and pre-single can have a great impact on the results. One potential disadvantage of the schemes discussed so far is that they are applied to each basic block in the code in a uniform fashion. For example, if k = 2 in the compression phase, it is applied to each basic block indiscriminately (except for the memory bound case considered in Section 7.4). However, it is conceivable, at least in the theoretical sense, that the best results could be obtained if each block uses a different k value. Consider, for example, the CFG fragment shown in Figure 14 . In this graph, once basic block B 2 has been processed, the execution thread needs to visit at least 4 basic blocks before returning to it. Therefore, it would be beneficial to set the value of the k parameter to 1. In comparison, block B 11 can be revisited soon after its current visit. Consequently, using a larger k value (e.g., at least 2) makes more sense for this basic block. This discussion shows that it might be beneficial to treat different basic blocks differently as far as setting the k parameter in compression is concerned.
One could make a similar observation when considering decompression phase as well. For example, again considering the CFG fragment in Figure 14 , if we know that the probability of going from B 0 to B 1 is much higher than that of going from B 0 to B 10 or B 11 , we can employ the pre-single strategy. If, on the other hand, the probabilities of going to B 1 , B 10 , and B 11 are more or less equal, then one might opt to use the pre-all scheme.
In the rest of this section, the strategy that adopts these two adaptive enhancements is referred to as adaptive. More specifically, the adaptive strategy sets the value of the k parameter by analyzing the situation of each block within the CFG; that is, it customizes the k value based on the block in question. There are two primary ways of implementing such an adaptive scheme. The first way is profile based. In this approach, the application code is profiled 3 such that, for each basic block, the most suitable k value is identified, depending on the frequencies of the different branches emanating from that basic block and the structure of the CFG. The second approach used in this study for implementing the adaptive method is history based. In this approach, the application code is instrumented in such a fashion that, from each basic block, the most recent edge taken is recorded at runtime. In this way, a history of the most recently taken CFG edges is maintained and this history is utilized in deciding the best k values (for compression and decompression) to be used the next time around the same set of basic blocks are visited. Figure 15(a) shows the memory space consumption behavior with these two implementations of the adaptive strategy (they are named in the graph as "profile based" and "data gathering"). We can see from this graph that these two new schemes bring similar memory savings to those obtained through the on-demand scheme. Also, from the normalized cycles count results presented in Figure 15 (b), we observe the performance overhead incurred by these schemes are in general lower than the on-demand scheme. Based on these results, we can conclude that the data gathering scheme (which does not need profiling) strikes a good balance between performance and memory space savings. The last two bars in the graph of Figure 10 captures the percentage contribution of the overheads to the overall execution cycles. While the data gathering scheme incurs the largest overheads, as mentioned earlier, all these overheads are included in the performance overhead results.
CONCLUDING REMARKS
Memory is one of the most precious resources in many embedded systems. Code compression can provide substantial savings in terms of memory space requirements. This article has proposed a novel code compression strategy that is guided by the control flow graph (CFG) representation of an embedded program. In this strategy, the unit of compression/decompression is a single basic block of code. Conceptually, our approach employs three threads: one for compressing basic blocks, one for decompressing them, and one for executing the application code. We have presented several pre-decompression techniques wherein a basic block is decompressed before it is actually needed, in an attempt to reduce the potential performance penalty caused by decompression. We have also demonstrated that one could explore memory space performance tradeoffs by customizing the decompression strategy for each basic block, and an adaptive strategy could bring additional benefits. Our experimental evaluation using all the applications in the MediaBench suite has shown that the proposed code compression strategy is very successful in practice. Our ongoing work includes integrating this approach with existing compiler-based memory space reduction techniques.
