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l . l 
C H A P T E R l 
THE METHODOLOGY OF ECONOMIC 
TIME SERIES MODELLING 
1.1 INTRODUCTION 
Economic data are analysed to obtain an understanding 
of the behaviour of an economic system and to pro~uce fore-
casts for certain variables. Two different approaches can be 
followed to reach the above goals. The economic approach 
lends itself more to the description of the behaviour of an 
economic system. Relationships between the variables are es-
tablished and are finally grouped into a model. These rela-
tionships can be solved individually or simultaneously. In 
econometric analysis the behaviour of a variable is usually 
only described by the influence of other explanatory variables. 
The theory of time series analysis is built around the charac-
teristics of the variable itself, for example the presence of 
a trend or a seasonal effect. The purpose of the analysis of 
a single time series is to produce forecasts which could be 
used for control or planning purposes. Forecasts are produced 
on the assumption that the structure of an economic system will 
not change in the near future. 
The ·analysis of time series has been extended to the bi-
variate case where the influence of an explanatory variable is 
1. 2 
taken into account. The approach can be extended to the multi-
variate case so that one has the complement of a simultaneous 
econometric model. A lack of the necessary programming faci-
1 ities has limited practical applications. 
As econometric modelling and time series modelling are 
based on different concepts, it is debatable to which method 
of analysis one should give preference. One should be 
cautious to compare results of these different philosophies 
and there can be more benefit if research done from these 
fields is used complementary. 
At the University of Cape Town a considerable amount of 
research has been done on econometric modelling. The author 
decided to follow the time series approach to economic model-
ling with the aim to employ useful results in future economic 
analysis together with those obtained with econometric model-
1 in g. 
l .2 APPROACHES IN TIME SERIES ANALYSIS 
A time series can be analysed in the frequency or the time 
domain. An analysis in the frequency domain is based on the 
power spectrum and is generally known as spectral analysis. 
A curve of the power spectrum shows how the variance of a sto-
chastic process is distributed with frequency. In the time 
domain the basic tool for analysis is the autocorrelation 
function which is interrelated with the power spectrum. The 
1 . 3 
power spectrum is the Fourier transform of the autocorrelation 
function. Each function explains different characteristics of 
the time series so that these functions are complementary. 
Although usable characteristics of a time series is identified 
through spectral analysis, the author's primary interest is in 
the time domain field which links up more directly with econo-
metric analysis. A large amount of techniques are available 
for analysis in the time domain such as exponential smoothing, 
adaptive filtering, Bayesian forecasting and ARIMA-modelling. 
The ARIMA models, also known as Box-Jenkins models, were of 
more interest as it allows the analyser to choose an appropiate 
model via specified strategies from a wide class of models. 
Thus it is possible that the model which actually generates a 
time series can be identified. Some of the above mentioned 
techniques can also be expressed as an ARIMA model. A further 
benefit is that the analyser knows the data and its character-
istics better using the Box-Jenkins method as he has to exer-
cise judgement at various stages in the model building proce-
dure. The modelling procedure is based on sound distribution 
theory and can be extended to the multivariate case. The 
method also has disadvantages. It is not fully automatic as 
the analyser has to intervene during the model building process, 
while other methods only require the input of the original data 
and the results are produced automatically by the necessary 
programs. It is possible that the techniques can be in-
correctly applied by the inexperienced user. A long series of 
data is always required which could eliminate the use of the 
Box-Jenkins method in certain practical cases when sufficient 
.. _. ... ......... -· ..... _ - ·-·- --··- . - - .... ·" 
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data is not available . 
l .3 TIME SERIES TERMINOLOGY 
In this section we explain the different concepts to be 
used in time series analysis. 
A time series implies a quantitative variable Xt that 
is ordered in time. Xt is a type of stochastic process as 
it is determined by probabilistic laws. A time series may be 
either continuous or discrete. If data can be recorded at 
every moment of time, then the data forms a continuous time 
series. A series is discrete if the data is given at specific 
instants of time. In nearly all economic time series the ob-
servations are recorded at equidistant points in time so that 
we only consider the discrete case. 
The model building theory is built around the concept of 
stationarity as certain characteri~tics of a series Xt can 
be derived if stationarity is assumed. A time series is 
strictly stationary if the set of random variables 
{Xt , ... ,Xt} has the same joint distribution as the set 
1 p 
Thus 
( 1. l ) 
where P means the probability. The joint distribution of 
1 . 5 
xt , ... ,xt depends only on the intervals between the time 
l p 
points t1, ... ,tp and not where the points are relative to 
the origi~ of the time axis. 
As a very large amount of data is required to test a 
time series for strict stationarity, we define weak station-
arity which will be adequate for practical purposes. For a 
time series to be weakly stationary, the E[Xt] should be 
constant and Cov[Xt, Xt-r] = ~r for all r independent of 
time. ~r is only a function of the time difference between 
Xt and x t-r· 
Xt is said to be a Gaussian process if the joint distri-
bution of Xt , ... ,Xt is multivariate normally distributed. 
l p 
For a Gaussian process the mean vector and the covariance matrix 
will be sufficient for a complete characterization of the dis-
tributional properties of the process. An alternative re-
quirement for strict stationarity is that the mean and covar-
iance of a Gaussian process must be independent of time. 
The properties of a weakly stationary time series Xt 
can be usefully described by the autocovariance and autocorre-
lation functions. The autocovariance at lag k is defined as 
the covariance between Xt and Xt-k' Thus 
1 • 6 
Ak = Cov[Xt, Xt- k] 
= E[XtXt-k] - E[Xt]E[Xt-k] 
If we assume that E[Xt] = 0 for all t, then 
( 1 . 2 ) 
The autocorrelation at lag k is defined as 
E[XtXt-k] Ak 
pk = ./var ( X t) v a r ( X t -kT = ~ ( 1 . 3) 
k = 0, ~ 1 ' ±2' ... 
As the autocovariance and autocorrelation functions are 
symmetrical we only consider positive lags in future. A 
useful tool to be used together with the autocorrelation 
function is the partial autocorrelation function. The kth 
partial autocorrelation is 
which is the correlation between X and t keeping the 
intermediate values fixed. 
In a time series one only has one observation at each 
time t of the process. Assume Xt is a stationary pro-
cess with E[Xt] = µ. 
1. 7 
Let 
1 t 2 
= t2-t1+1 lt=t1 xt 
and M(X) = lim Mt2-t1+1(X) 
ti-+- 00 
t 2-+ 00 
Birkhoff (1931) and Khintchin (1932) showed that 
( i ) M(X) exists with probability one. 
( ii) M(X) = µ if and only if 1 i m } l.~=1 n+oo pk = 0 
and ( i ) holds. 
The result justifies the mean of a process being estimated 
by taking the mean of successive values of a single realization. 
The process is called ergodic if M(X) = µ and E[Xt-µ] 2 
is finite. The above result of Birkhoff and Khintchin can be 
extended for an ergodic process implying that the autocorrela-
tions can be estimated from a single observation at each time t. 
Yule (1927) introduced the idea that a time series in 
which successive values are highly dependent can be regarded as 
generated from a series of independent random variables or 
"shocks" at. The shocks are random drawings from a fixed 
distribution with mean zero and constant variance 
for all t 
2 cra. Thus 
1.8 




The autocorrelation function is 
if k = 0 
if k > 0 
if k = 0 
if k > 0 
On the assumption that the fixed distribution is normally dis-
tributed, the sequence at, at_
1
, ••• is called a white noise 
process. 
From the autocorrelation function certain behavioural 
patterns of the stochastic process can be identified. We re-
quire some plausible models with a recognisable pattern for 
the autocorrelation function. The white noise series has a 
very specific and easily recognisable shape. In mathematical 
form Yule's idea implies the following model: 
( l . 4) 
for all t with µ the mean of the series Xt. This is 
known as a moving average model. The process Xt wi 11 be 
stationary if the sequence of e's is finite or converges 




Xt = xt µ = at - 81at_ 1 82at_ 2 83at_ 3 
Xt-1 = x - µ = a -· 81at - 82at t-1 t-1 -2 - 3 
Xt-2 = x - µ = at 81at t-2 -2 -3 
where Xt is the deviation of Xt from µ. 
Applying specific weights 1, ¢1, ¢2, ... to each equation 
so that the coefficients of all positive lags in at are zero, 
then we obtain 
-
Xt = ¢1Xt-1 + ¢2Xt-2 + ... + at ( l . 5) 
-Thus Xt is expressed as a linear function of previous values 
Xt-1' Xt_ 2, ... and the random variable or error term at. 
This representation is known as an autoregressive model. 
A further representation is obtained if we write Xt as 
a linear function of previous values Xt_ 1, Xt_ 2, ... and pre-
sent and previous error terms at, at_ 1, ... Thus 
- -
Xt = ¢1Xt-1 + ¢2Xt-2 + •.. +at - 81at-1 - ( 1 . 6) 
which is known as the autoregressive-moving average represent-
at ion. 
A more compact mathematical representation can be obtained 
by introducing the backward shift operator B. 
so that 
B Xt = X t-1 
B is defined 
l. l 0 
and thus 
Bk X = Bk- 1BX = Bk- 1X t t . t~1 
The forward shift operator F ; s defined 




. . . 
. . . 
where 
Fk X t = Xt+k 
the inverse of B. 
Equation (1.4) can be written as 
xt = µ + at 818 at - 828 2 at -
= µ + ( l 81B - 828 2 - ... ) at 
= µ + 8(B) at 
8(B) = l - 81B - 828 2 - ... 
Equation (1.5) becomes 
{ 1 
¢{B) = 1 - ¢18 - ¢28 2 - ... 
so 
Using the above notation, equation (1.6) is 
that 
( l . 7 ) 
{ 1 . 8) 
{ 1 . 9) 
2. 1 
C H A P T E R 2 
UNIVARIATE MODEL BUILDING 
We established in Chapter 1 the representation of a sto-
chastic process in autoregressive (AR), moving average (MA) 
and mixed (ARMA) form. We now study certain characteristics 
of the different forms for several orders. The necessary re-
strictions to be placed on each model are indicated. A des-
cription of the stages in the modelling procedure is then given. 
2.1 AUTOREGRESSIVE PROCESSES 
Equation (l .5) represented an autoregressive process with 
an infinite number of parameters. Assume that the process 
Xt has zero mean and is represented by 
Xt = ¢1Xt-1 + cJi2Xt-2 + ... + ¢pXt-p +at ( 2. l) 
which is an autoregressive process of order p [AR(p)]. The 
series {at} is a white noise series which is also uncorrelated 
with all previous Xt's. The set of parameters {¢1,¢2, ... ,¢p} 
is finite. Equation (2.1) can be written as 
( 2 . 2 ) 
is a polynomial of order p. If we factorize ¢(B) then 
2. 2 
( 2. 3) 
where - 1 - 1 G i, ••• , Gp are the different roots of ¢(8) = 0. 
Expressing in terms of a I S t only we have 
xt = ¢-1(B)at 
= rr~= 1 (1-GjB)-
1
at ( 2. 4) 
If equation (2.4) is expanded in partial fractions then 











E [ X t ] = l ~ = 1 k j l; =o G J E [ a t _ s ] 
= 0 
= \P \P k k \oo Gzs 
L.j=1lr=1 j r"s=o j o 2 a 
{ 2. 5) 
for all j 
( 2. 6) 
( 2. 7) 
The E[Xt] and var[Xt] are thus independent of time 
2.3 
which are the requirements for a series to be stationary. 
For the process to be stationary we required that I G ·I < 1 J 
for all j which implies that for all j . Thus 
the roots of ¢(8) = 0 all lie outside the unit circle. 
2. 1. l AUTOCORRELATION FUNCTION 
If we multiply equation {2.1) by Xt-k and take expected 
values, then 
But E[atXt-k] = 0 if k > 0 because at is uncorrelated with 
all previous Xt's. Thus 
and 
Further 




which gives an estimated value of the variance. 
Dividing equation (2.8) by Ao gives 
The general solution for equation (2.10) is 
. . . + 
( 2. 8) 




where - l G . ' J 
j=l, ... ,p are the roots of 
We required that jG.j < 1, j = 1 , ... ,p for the process to 
J 
be stationary. Two situations can occur in practice: 
( i) If G. 
J 
is real then k A.G. 
J J 
decays geometrically 
to zero as k increases which is a damped exponen-
ti al . 
(ii) If the pair Gi, Gj is complex they contribute a 
term dk sin(2nfk+F) to pk which follows a damped 
sine wave as k increases. d is the damping 
factor, f is the frequency and F is the phase. 
The following sets of equations are obtained by substi-
tuting k = 1 ,2, ... ,p into equation (2. 10): 








£. = P1 p = l • • . Pp- 1 
l 
l 
Then equation (2.12) can be written as 
£. = p 1 
so that 
- 1 
<I> = p £. (2.13) 
Values for 1 is obtained from equation (2.13) where the p's 
in .e_ are replaced by the estimated autocorrelations 
with 
and 
x = l \n xt n lt=1 
The value of 
k = 0,1, ... ,p 
in equation (2.13) equals the partial 
autocorrelation This can be proved by taking different 
values for p and solving the set of equations. This provides 
an easy way of calculating the partial autocorrelations. 
If an AR{p) is the true model then 
~kk = 0 for k > p 
so that the partial autocorrelation function cuts off after 
lag p. This is very helpful to find the order of the AR 
process when unknown as the order is just the lag at which the 
partial autocorrelation cuts off. When an AR model is 
fitted to a data series the order will be usually one or two. 
We now look at an AR(l) and AR(2) process individually 
using the results established for the general case. 
2. 1 . 2 AN AR(l) PROCESS 
For the process to be stationary we require that the root 
of l-¢1B = 0 lie outside the unit circle which restricts 
The autocorrelation function is 
p = ¢ 1 p k k-1 for k > 0 
= 1 for k = 0 
The autocorrelation function decays exponentially to zero. 
If ¢1 < 0 the decay alternates in sign. An initial estimate 
for ¢1 is r1, the estimate of p1. 
The partial autocorrelation function consists of a non-
zero value at lag l. 
The variance of xt is 
(J 2 a 2 
Ao = a = a l-p1¢1 1 - qi~ 




k = 1 
k > 1 
2. 7 
2. 1 . 3 AN AR(2) PROCESS 
For an AR(2) process to be stationary we require that 
the roots of 1-¢18 - ¢2B 2 = 0 lie outside the unit circle. 
Let ¢(8) = 1-¢iB - ¢2B 2 = (l-G1B)(l-G2B). Then the roots 
of ¢(B) = 0 are Gi 1 and G-1 2 • For stationarity we re-
quire that IG1 I < l and IG2I < 1. 
This restricts the parameters ¢1 and 
<I> l + ¢2 < 1 
-<In + ¢2 < 1 
-1 < ¢2 < l 
The autocorrelation function is 
pk= <f>1Pk + ¢2Pk - 1 - 2 for k > 1 
with initial values 
Po = 1 
¢1 
P1 = 1-<1>2 
The partial autocorrelation function is 
¢1 
4>11 = P1 = --l-¢2 
4>22 = ¢2 = 
for k > 2 
¢2 to the region 
The function thus cuts off after lag 2 for an AR(2) process. 
The variance is 






Initial estimates for ¢1 and ¢2 are 
2.2 MOVING AVERAGE PROCESSES 
Equation (1.4) is the representation of a moving average 
process with an infinite number of parameters. Assume the 
process Xt has zero mean. Then 
xt = a - 81a -t t-1 (2.14) 
is a moving average process of order q [MA(q)]. The se-
quence {at} is a white noise series. 
model as 









if k=O,l, ... ,q 
if k > q • 
The process is stationary as the mean and autocovariance are 
independent of time and the a I S t are normally distributed. 
Further, the variance of the process is 
2. 2. l AUTOCORRELATION FUNCTION 
The autocorrelation function is 
= [-eke1+e1ek+ 1+ ... +e 9_k8q] 
1+8~+ ... +8 2 
q 
= 0 
if k = 0,1, .. . ,q 
if k > q (2.16) 
Thus for a MA(q) process the autocorrelation cuts off after 
lag q, the order of the process. The value of pk is limited 
for all 
the kth 
k. Davies (1974) showed that the maximum value of 
autocorrelation of a MA(q) process is 
2. 1 0 
if k divides q + 1 
if k does not divide q+l 
2.2.2 INVERTIBILITY CONDITION 
We can write Xt = 8(B)at as 
(2.17) 
Thus at is expressed as an infinite linear function of 
current and previous Xt's. If we factorize 
then 
Substituting equation (2.18) in (2 . 17) gives 
a = rr~ (l-G.B)- 1 Xt t J = 1 J 
where k . 
J 
are constants 
= tq k.' 00 G~BrXt if IG · I < 1 for all J. (2.19) lJ=l Jlr=o J J 
Restricting I G ·I < 1 J for all j implies that the roots 
of e ( B) = 0 1 i e outside the unit cir c 1 e_. The constraints 
introduced when expressing a MA(q) process as an AR( 00 ) pro-
cess is called the invertibility condition. The restrictions 
are similar to those for stationarity when we express an 
AR(p) process as a MA( 00 ) process. 
2 .11 
2. 2. 3 PARTIAL AUTOCORRELATION FUNCTION 
The exact expression of the partial autocorrelation 
function for a MA(q) process is complicated. It is domi-
nated by damped exponentials if the roots are real, damped 
sine waves if the roots are complex and a mixture of damped 
exponentials and damped sine waves if the roots are real and 
complex. 
2.2.4 MA(l) PROCESS 
A MA(l) process is represented by 
xt = at - 81at_ 1 
= (l-81B)at 
For the process to be invertible we restrict e i to 
-1 < e i < 1 
The autocorrelation function i s 
pk = 1 if k = 0 
= 81 if k = 1 -
1+8 2 1 
= 0 if k > 1 
The partial autocorrelation function is calculated by writing 
it in terms of autocorrelations which gives the following 
general expression 
cl>kk k = 1 ' 2 , ... 
2. l 2 
Further j¢kkl < e~ so that it follows a damped exponential 
decay to zero. If P1 is positive, then 81 is negative 
and the partial autocorrelation alternates in sign. If P1 
is negative then 81 is positive so that all the partial 
autocorrelations will be negative. An initial estimate for 
81 is obtained by solving the quadratic equation 
= -81 P1 
1+8~ 
which is equal to 
82 - -1- 81 + l = o 
1 p 1 
The products of the roots are unity. If 81 is a root then 
8i 1 will be the other root. If 81 satisfies the condition 
for invertibility, then will lie outside the region. 
2.2.5 MA(2) PROCESS 
The MA(2) process is represented by 
xt = at - 81at_ 1 - 82at_ 2 
= (l-81B - 82B 2)at 
= 8(B)at 
The process will be invertible if the roots of the equation 
(2.20) 
lie outside the unit circle which restricts 81 and 82 to 
the region 
2. 13 
-1 < 82 < l (2.21) 
The autocorrelation function is 
pk = -e1(l-8z) 
1+8 2 +8 2 1 2 
if k = l 
= -8 2 if k = 2 
1+8 2 +8 2 
l 2 
= 0 if k > 0 (2.22) 
The restrictions on 81 and 82 imply restrictions on pi 
and P2. From equations (2.21) and (2.22) we find that pi 
and P2 are limited to the area bounded by 
PI + P2 = -~ 
-pi + P2 = l.l 
Pf = 4p 2 (l-p 2 ) (2.23) 
The partial autocorrelation function is dominated by damped 
exponential waves if the roots of equations (2.20) are real, 
but by damped sine waves if the roots are complex. 
2.3 AUTOREGRESSIVE-MOVING AVERAGE PROCESSES 
The Autoregressive-Moving Average process [ARMA (p,q)] 





We assume that the process has zero mean. If the mean is 
non-zero then Xt is replaced by Xt = Xt-µ for all t. 
The process will be stationary if the roots of ¢(B) = O lie 
outside the unit circle. If the process is stationary then 
we can write it as a MA( 00 ) process 
where 
c(B) = l.j=o cjBj = e(B)/¢(B) (2.25) 
The invertibility conditions hold if the roots of 8(B) = 0 








Then equation (2 , 27) becomes 
-81y (k-1) -xa 
2. 15 
(2.28) 
But Xt only depends on the random variables at, at_ 1 , ... 
Thus 
Yxa(k) = 0 if k > 0 
r 0 if k < 0 
From equation (2.28) 
>.k = ¢1>..k-1 + ¢ 2>..k-2 + (2.29) 
if k > q 
Dividing >..k by Ao gives 
pk= ¢1Pk-1 + ¢ 2Pk-2 + ... + ¢ppk-p (2.30) 
if k > q 
To find ¢1, ... ,<Pp from equation (2 .30) we require the 
starting values pq,Pq_ 1, .. . ,pq-p+i· The initial values 
p1, . . . ,pq will depend directly on ¢1, . .. ,<Pp and 81 , ... ,eq 
while Pq+l' Pq+ 2 , ... only depends directly on ¢1 , ... ,<j>p. 
If q > p then there are q-p+l autocorrelations 
p1, . .. ,pq-p+l which do not follow the pattern while all the 
other autocorrelations consist of damped exponentials and/or 
damped sine waves depending on whether the roots are real, 
complex or both . 
The variance using equation (2.28) is 
.. ' 
2. 16 
cj>PAP + Yxa(.O) .. 81yxa{_-l) 
- eqYxa(_.,.q) (2.31) 
The exact representation of the partial autocorrelation 
function is very complicated. It is an infinite decaying 
series and behaves after p-q lags like a moving average 
process. 
2. 3. l ARMA (l,l) PROCESS 
In practice an ARMA model will rarely have more than one 
autoregressive and one moving average parameter. 
thus an ARMA (l,l) process 
We consider 
(2.32) 
The process will be stationary if the root of l - cpB = 0 
lies outside the unit circle which implies that 
(2.33) 
The invertibility condition will be satisfied if the root of 
1 - 81B = 0 lies outside the unit circle, implying 
(2.34) 
Multiplying equation (2.32) by a t-1 and taking expected 
values gives 
= <P1E[Xt_1at-1] + E[atat-1] -
= (¢1-81)0 2 a 
2. 1 7 
From equation (2.28) we have 
Ao = ¢ 1>..1 + 02 a - 61Yxa(-l) 
>.. 1 = <I> 1 Ao 610~ 
so that 
02 
Ao = a [l+6i 261¢i] -
1 -<P 2 1 
and 
cr2 
A1 = a (<1>1-6i)(l-<P16i) 
1 -<P~ 
The autocorrelation function i s 
pk = 
(¢1-61) (l-¢161 l if k = 1 
l+6i-2<P161 
= <P 1- pk-1 if k > 1 (2.35) 
As the parameter values are unknown we can restrict p1 and 
P2 to a region that corresponds to I ¢1 I < 1 and I 61 I < 1 
so that the process will be stationary and invertible. Using 
equation (2.35) we find that p1 and P2 are bounded to the 
area which lies within the region 
IP2l < I Pi I 
P2 > pi{2p1+l) if Pl > 0 
P2 > pi(2p1-l} if p1 < 0 (2.36} 
2.4 NONSTATIONARY PROCESSES 
In the models previously discussed we restricted them to 
be stationary. Most economic time series have no fixed mean 
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and the conditions for weak stationarity will thus not hold. 
Most series are homogeneous because one part of a series be-
haves like any other part and only a shift in level has 
occurred. Another characteristic of economic time series is 
that the variation is roughly proportional to the level of 
the series. No exact techniques exist for testing whether a 
series has a linear trend in mean or in variance. A plot of 
the series can be very useful. Another form of nonstationary 
behaviour which is difficult to detect is displayed when para-
meters change with time. One should therefor only consider 
processes for which parameters are expected to be constant or 
change slowly throughout time. 
A nonstationary process is known as an Autoregressive 
Integrated Moving Average process. It is represented by 
(2.37) 
This is equivalent to an ARMA process where d of the para-
meters are equal to unity. d equals l if the process is 
nonstationary in level and is 2 when it is nonstationary in 
level and in slope. 
The autocorrelation function of a nonstationary series 
has a unique pattern. Consider the model 
(2.38) 
If 60 1 0 then we include a deterministic trend in the model. 
Assume the series starts at time zero with initial value A. 
Then 
2. l 9 
X1 = A + 80 + a1 
The expected value of Xt is 
which is a linear function of time. 
The variance of Xt is 
= E[[f aj]2 
= Ii 
= 1f 




The autocovariance function is 
Ak(t) = E[Xt-E(Xt)][Xt-k-E(Xt-k)J 
= E[[}=iajJ[I~:~ai] 
= (t-k)cr~ 
so that the autocorrelation function is 
(2.39) 
. . ,. 
2.20 
(t~k)a~ 
= ltaT m-:. kl(if · a a 
=H (2.40) 
If t is large in relation to k then 
for all k 
The series is nonstationary as its mean and variance are in-
creasing with time. In practice we would usually exclude a 
deterministic trend because it limits the model to follow 
exactly the same pattern as in the past. 
does not have the above limitation. 
2.5 THE MODEL BUILDING PROCEDURE 
A stochastic trend 
In the previous sections we discussed different kinds of 
models and the characteristics that they exhibit. In this 
section we explain how a data series is analysed. He first 
identify the appropriate model, calculate initial estimates 
for the par~meters included in the model, estimate the model 
by least squares and then check if the model is adequate. 
2 • 5 • 1 IDENTIFICATION 
The most general model to be fitted is an ARIMA (p,d,q) 
model. We first have to obtain the level of differencing d 
and then find the values of p and q. The analyser will 
first look at a plot of the series Xt against time t. From 
the plot one will be able to see if the series is stationary 
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in level and in slope. More accurate conclusions can be made 
from the sample autocorrelation and the sample partial auto-
correlation function. Nonstationarity is indicated if the 
autocorrelations fail to damp out. The autocorrelations do 
not have to be extremely large. To remove the nonstationary 
behaviour of the series we difference the series until it is 
stationary. We need only to identify the lowest level of 
differencing for which a stationary series will be apparent as 
the differences of a stationary series are again stationary and 
nothing is gained by further differencing. 
The necessary degree of differencing d is reached when 
the sample autocorrelation function of Vd Xt dies out quickly. 
Overdifferencing will introduce significant partial autocorre-
lations in the sample partial autocorrelation function. This 
will lead to the identification of a model of the form 
with e very close to one. This includes a redundant factor 
which cancels out. Thus the above model is equivalent to 
( l-B)d-1 Xt = at 
The value of d is usually 0,1 or 2. We usually inspect the 
first 25 estimated autocorrelations and partial autocorrelations 
of the original and differenced series. 
The sample autocorrelation and sample partial autocorre-
lation function of the differenced series vd Xt are far more 
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likely to provide useful information about the process as this 
information will be damped by the nonstationary behaviour of 
the series. 
We now have to find the values of p and q. As the 
sample autocorrelations can have large variances and also be 
highly correlated with each other, it is possible that the 
sample autocorrelation function will not exhibit the properties 
of the theoretical autocorrelation function. The sample 
autocorrelation function can include moderately large values 
after the theoretical autocorrelation function has damped out. 
The occurrence of ripples and trends which do not follow a 
theoretical pattern is also possible. 
We have to test the hypothesis that individual autocorre-
lations and partial autocorrelations are significantly differ-
ent from zero . Bartlett (1946) . showed that the standard error 
of the estimated autocorrelations is approximately 
(2.41) 
for k > q, if we want to test that the autocorrelations are 
zero after lag q, i.e. the series is described by a MA(q) 
process. Quenouille (1949) proved that assuming the process 
is AR(p), the standard error of the sample partial auto-
correlation is approximately 
for k > p ( 2. 42) 
R.L . Anderson (1942) showed that for moderate n (n > 50) 
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the distribution of the theoretical autocorrelations is appro-
ximately Normal. A similar result holds for the theoretical 
partial autocorrelations. 
Combining the above results we can test the hypothesis 
that pk is zero. The test statistic is 
which is distributed N(O,l) 
The hypothesis will be rejected· at 95% confidence level if 
> l '96 
To test the hypothesis ~kk = O we compare 
against an upper 95% confidence point 
of N(O,l) distribution. If lrri $kkl > 1,96 the hypothesis 
wi 11 be rejected. 
We now know which sample autocorrelations and sample par-
tial autocorrelations differ significantly from zero. We can 
decide whether an autoregressive, moving average or a mixed 
model should be fitted and what the values of p and q are 
respectively. We then investigate whether the significant 
sample autocorrelations do lie within the restricted area for 
the model identified so that it is stationary and invertible. 
In Sections 2.1 to 2.3 we mentioned the areas to which the 
autocorrelations are restricted for an AR model of order 1 and 
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2, a MA model of order 1 and 2 and an ARMA(l, 1) model. If 
the model is plausible we proceed to obtain initial estimates 
for the parameters included in the model. The initial esti-
mates are the solutions of the equations where we expressed 
the sample autocorrelations as a function of the parameters. 
An easier but less accurate method is to read off values for 
the parameter estimates from charts produced by Stralkowski 
(1968). See Box and Jenkins (1970) pages 517-520 for the 
appropriate charts. 
We test whether a deterministic component should be in-
eluded in the model. Let be the stationary 
series. Then for moderately large samples W - ~ l.~=iwt 
will be normally distributed with mean µw and variance a~. 
To test the hypothesis that µw is zero we compare IW/awl 
with an upper 95% confidence point of N(O,l) distribution. 
We reject the hypothesis if IW/awl > 1 ,96. 
The estimate of ow depends on the kind of model fitted 
to the data. Box and Jenkins (1970) pages 193-195 obtained 
the following approximate standard errors. 
AR ( 1 ) 
AR(2) 
MA(l) 
a- = w 






MA(2) 0- - /S
2 (H- 2~1+2r2) · 
w 
ARMA ( 1 , 1 ) o- = }n' (1 + 2ri \ (2.43) w r1-r2} 
where "2 0 is the estimate of variance of Wt and n is the 
number of observations in the differenced series. 
2. 5. 2 ESTIMATION 
We have to obtain maximum likelihood estimates of the 
parameters included in the identified model. Suppose we have 
N+d observations X-d+l, ... ,Xo, X1, ... ,Xn and differencing 
of order d is necessary to induce stationarity. Let 
wt = vd xt be the stationary series. We fit an ARMA(p,q) 
The ARMA{p,q) model can be written 
as 
( 2. 44) 
For simplicity we assume that the mean of Wt is zero. 
2.5.2.1 THE CONDITIONAL APPROACH 
Suppose we have p 
values 
values W0 , W_ 1 , ••• ,w_p+i and q 
prior to the starting point of the 
time series. Let W* and a* represent these values. 
also assume that the a I S t are normally distributed. 
a ~et of data W = [W 1 , ••• ,Wn] then the log likelihood 






( 2. 46) 
To find the starting values W* and a* cause problems. 
The unconditional expectations of at and Wt which are zero 
can be used. These values are not satisfactory if a root of 
¢(B) = 0 lies close to the unit circle or when a seasonal 
model is estimated. In these situations it is better to use 
the first p observations on at as the starting values. 
The estimation will be done using n-p values, but with long 
data series the slight loss of information is negligible. 
2.5.2.2 THE UNCONDITIONAL APPROACH 
The unconditional likelihood function is 
= f(¢,8) - n in cra - S(¢,e) 
·2 a 2 a 
where f{¢,8) is a function of ¢ and e . 
(2.47) 
(2.48) 
If the sample size is moderate or large then the Least Square 
estimates obtained by minimizing S(¢,8) is very close to the 
maximum likelihood estimate. 
The W 's t are generated by the model 
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It can also be generated by 
where F is the forward shift operator and et is a sequence 
of independent random variables with zero mean and variance 




The procedure to calculate the Sum of Squares is 
Let E[e_j I ¢,8, W] = 0 for j = 0,1,2, ... 
Take en-j = 0 for j = 0,1, ... ,p-l 
Compute E[ej], j = 1,2, ... ,p using 
E[et] = E[Wt]-¢1E[Wt+ 1]- ... -¢PE[Wt+p]+81E[et+i] 
+ ••• +8qE[et+q] 
4. Compute E[Wt] backwards until they die out from the 
equation 
5. 
E[Wt] = E[et]-81E[et+ 1]- ... -eqE[et+q]+ E[Wt+ 1] 
+ ... +¢PE[Wt+p] 
Assume E[Wt] dies out at t = 1-Q. Take 
6. The E[at] is then calculated using 
7. 
E[at] = E[Wt]-¢ 1E[Wt_ 1]- ... -¢pE[Wt-p]+81E[at_ 1] 
+ ..• +eqE[at-q] 
To cancel the effect caused by taking e - e = e = 0 n - n-1 p 
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we do a second iterative cycle. The iteration procedure 
stops when the values calculated for at converge. 
8. The unconditional Sum of Squares are given by 
{E[at]}2 
The maximum likelihood estimates is the parameter esti-
mates which minimizes equation (2.47). 
Let B = [¢1, ... ,¢p, 81, ... ,eq]. Assuming that S(S) 
is quadratic then it can be shown that a 95% confidence region 
for S (S) is given by 
" S(S) = S(S) [l + xk(0,95)/n] (2.49) 
where xk(0,95} is the upper 95% confidence point of xk 
distribution. k equals p+q the number of parameters 
estimated. 
2.5.2.3 NONLINEAR ESTIMATION OF THE PARAMETERS 
The maximum likelihood estimate can be approximated by 
the least squares estimate minimizing 
The lower limit of the summation can be taken as 1-Q for 
practical purposes. The minimization is much simplified if 
is a linear function of the parameters ¢ and 
8. This holds for all autoregressive models but not for 
moving average or ARMA models. 
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We can approximate E[atj¢,8,W] satisfactorily if we 
expand it as a Taylor series round the initial estimated 
Thus 
where 
t = 1-Q, ... ,0,l, ... ,n 
In matrix notation we write the n+Q equations as 
(2.50) 
8-80 can now be obtained by Ordinary Least Squares. We use 
the adjustments as a new guess for the parameter values and 
repeat the procedure until the estimates converge. 
2.5.2.4 PARAMETER REDUNDANCY 
The estimation procedure create serious difficulties if 
we fit a model which includes a redundant factor. That means 
that we include an AR and a MA factor that exactly cancels 
out or is very close to cancellation. The situation is 
avoided when the identified model is parsimonious, that is 
we use the minimum number of parameters in the model to 
generate the data series . 
2. 5. 3 DIAGNOSTIC CHECKS 
After the model is identified and estimated we apply 
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diagnostic checks t o inve ~ tigate if tl1e fitted model is ade-
quate, and i f not, the way in which it can be modified. 
2 . 5 . 3 . l OVERFITTING 
We fit a more elaborate model than the fitted model we 
believe to be correct by adding an AR or a MA parameter 
to the model . We do not add both an AR and a MA para-
meter as this will lead to parameter redundancy which will 
cause difficulties in the estimation. By overfitting we test 
the hypothesis that the added parameter is zero. If the 95% 
confidence interval for the parameter estimate does not in-
elude zero, then the added parameter is significant. The 
autocorrelation function of the stationary series will give an 
indication whether to add an AR or a MA parameter. 
2.5.3.2 AUTOCORRELATIONS IN THE RESIDUALS 
We have to test whether autocorrelation is present in the 
residuals obtained after fitting an ARMA model to the 
stationary series. R.L. Anderson (1942) has shown that on the 
assumption that the form of the fitted model is correct and 
that the true parameter values known, the autocorrelations 
rk(a) will be uncorrelated and approximately Normal with zero 
mean and variance - l n distributed. As the true parameter 
1 (n -~) va ues are usually unknown, the standard error will 
underestimate significant departures from zero at low lags but 
can be employed at moderate and high lags. 
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Box and Pierce (1970) showed that for any ARIMA model 
which i s appropriate the statistic Q = nI~=i ~k(a) i s dis-
tributed as 2 xh-p-q when h is sufficiently large. An 
inappropriate model is indicated by a high Q-value. The 
Q~statistic only indicates whether the autocorrelations are 
generally too high, but it is not a very powerful tool for 
detecting specific departures from white noise. 
2.5.3.3 STABLE PARAMETER ESTIMATES 
The analyser can also check if the parameter estimates 
are time invariant. The data series is divided into two 
parts and a model is fitted to each part separately. We 
then test if the difference between the parameter estimates is 
significant. "9(1) Let "e( 2) and be the estimated values 
of a parameter. The difference is significant at the 95% 
confidence level if 
> l '96 
9(2)(1_§(2)) 
nz 
where 1,96 is the 95% upper confidence point of a N(O,l) 
distribution. n1 and nz are the number of observations in 
each part respectively. If the difference is significant the 
series should be analysed in two separate parts. 
2.6 FORECASTING 
Suppose that the ARIMA(p,d,q) model explains the genera-
tion of the time series. Then 
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The ARIMA model can be written as a MA( 00 ) process 
where 
Xt = Ij=o l)lj at-j 
= l)l(B)at 





Let Xt(t) be a t-step ahead forecast from origin t of 
"' Xt(t) is a linear function of current and previous 
observations Xt, Xt_ 1, ... and current and previous shocks 
at, at-1'· .·· 
"' Suppose Xt(t) is the best forecast of Xt+t where 
" 
Xt(t} = l)IR:at +11Ji+1at-1 + l)li+2at-2 + •· · (2.54} 
The mean square forecast error is 
(2.55) 









Xt(t) = ~tat + ~£+1at-1+ 
(2.57) 
The minimum mean square forecast error for lead time £ from 




The forecast is unbiased. The variance of the forecast 
error is 
= \~-1 ~~ cr2 
l.J=O J a (2.59) 
The one-step ahead forecast error is 
A 
et(l) = Xt+i - Xt(l) 
{2.60) 
which is the residual series. Thus the one-step ahead fore-
casts must be uncorrelated . The forecasts for 1 periods 
ahead (1 > l) will be correlated as it follows a MA(t-1) 
process. 
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Let ~(B) = ¢(8)(1 - B)d in equation (2.51). Then we can 
write the model as 
Further 
" 
. Xt(£) = Et[Xt+iJ 
(2.61) 
where 
Et[Xt-j] = xt . -J j = 0,1,2, ... 
" 
Et[Xt+j] = Xt(j) j = l, 2, ... 
" 
Et[at-j] = at . = xt . - xt-j-1(1) -J -J j = 0,1,2, ... 
Et[at+j] = 0 j = l , 2, ... 
The forecasts can be generated from equation (2.61) 
2.6.l CONFIDENCE INTERVAL FOR FORECASTS 
The ~-weights can be obtained by equating coefficients 
in equation (2.53), it is 
~(B)¢(B){l-B)d = e(B) 
They are required in the calculation of var[et(t)] in 
equation (2.59). If we assume that the a I S t are normally 
distributed, then Xt+ilXt' xt-1, · .. is distributed Normal 




interval for xt+£ is 
(2.62) 
where Sa is the estimate of cra. 
2. 7 SEASONAL MODELS 
We excluded seasonal behavioural patterns from the models 
discussed in the previous sections. It is necessary to dis-
tinguish between an additive and a multiplicative seasonal 
pattern. The pattern is additive if the seasonal effect re-
mains .constant throughout time but it is multiplicative if 
it increases with time . 
The additive seasonal effect can be removed by differen-
cing the data series using the transformation vs = l-B 5 
where s is the period of the seasonal effect. Thus if the 
data displays a linear trend and a seasonal effect then vvs 
will reduce it to stationarity . 
The removal of a multiplicative seasonal effect can be 
done in two ways. If the series has a linear trend and a 
multiplicative seasonal pattern, then differencing the series 
by V2 = (l-Bs) 2 will reduce it to stationarity. \ s 
Another way of removing a multiplicative seasonal pattern 
is by transforming the data series so that the effect becomes 
additive . The exact transformation can be obtained by 
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applying the likelihood technique of Box and Cox (1964). An 
approximate method suggested by Chatfield and Prothero (1973) 
is to plot the transformed data values at time 
k, s+k, 2s + k, ... where k = l ,2, ... ,s. We obtain s 
different graphs. We accept the seasonal pattern as reason-
ably stable when the different trend lines are roughly linear 
and parallel. Ano~ her approximate method used by Box and 
Jenkins (1973) suggested the plot of the difference between 
the value of k in the last and in the first year against the 
average value of k over the whole period. [k = 1, .. .,12 
assuming monthly data and a yearly seasonal effect.] The 
transformation is satisfactory if the differences are indepen-
dent of the size of the data values. 
Chatfield and Prothero (1973) felt that the method of 
Box and Jenkins did not estimate the trend efficiently. In 
their analysis they found that the log10X transformation 
was applicable and not X~ using the last year and the second 
years data values while Box and Jenkins showed that x~ was 
the best transformation in comparison with X, X~ and log10X. 
X is the original data series. 
One should use the same seal~ sizes on both axes when 
the above mentioned points are plotted. However, Chatfield 
and Prothero used different scales for X~ but the same scale 
for log10X for their plots. Thus they chose the log10X 
transformation which was an incorrect conclusion. The 
different plots are given in Figure 2.1. 
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The use of transformations creates a large amount of 
additional analysis. 
the difference factor 
The author therefore preferred to use 
v2 
s instead. The stationary series 
obtained after differencing can be represented by an ARMA 
model which may include AR or MA parameters of order S. 
The approach is very similar to model identification and 
estimation excluding seasonality. 
3. l 
C H A P T E R 3 
TRANSFER FUNCTION MODEL BUILDING 
3.1 INTRODUCTION 
In Chapter 2 the theory of building a model on present and 
past data values was discussed. No other information was taken 
into account in the construction of the model. In economic 
theory the variation of a variable is usually explained by 
explanatory variables. In this chapter the response of a var-
iable Yt to changes in an explanatory variable Xt will be 
investigated. The response can be delayed and Yt may return 
to an equilibrium situation and is then known to be dynamic. 
The model describing the relationship between Yt and Xt is 
called a transfer function model. 
A high correlation between variables does not necessarily 
infer that the variables are causaly related as both may be 
linked to a common third factor. Correlation is only a 
measure of a linear relationship so that variables may be 
functionally related yet uncorrelated. 
3.2 CAUSALITY 
Granger (1969) gave the following definition of causality. 
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"A variable xt causes another variable yt with respect 
to a given information set including both xt and yt if 
present yt can be better predicted by using past values of 
xt than by not using them and a 11 other available information 
is used in either case. 11 The system is not required to be 
linear. 
Let At; t = 0, :t 1 ' "!:2' ... be an information set that 
includes at least {(Xt,Yt)}. Let A,.. = {As . s < t} and .. - -A - {As . s < t}. xt, xt, Vt and yt are the corresponding t - . 
definitions for xt and yt respectively. Let Pt(Y!B) 
denote the mean square error single step predictor of Yt 
given an information set B and o 2 (YIB) the mean square 
error. Variable Xt causes variables Yt if 
( 3 • 1 ) 
Variable Xt causes variable Yt instantaneously if 
( 3. 2) 
Feedback between Xt and Yt occurs if Xt causes Yt and 
Yt causes Xt. 
We do not require that Xt and Yt are covariance stat-
ionary. Assume there exists transformations so that the trans-
formed series xt = T xXt and Yt = TyYt are covariance 
stationary. TX and Ty are usually of the form Vd\70 s 
where d and D equal o, 1 or 2. A causality event will be 
true for {Xt,Yt) if and only if it i s true for (xt,yt). 
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Consider the general case where feedback exists between 
The model representing (xt,yt) is 
( 3. 3) 
at and bt are white noise series. 
(3.3) as 
We can write equation 
r1dB) Il12(B)J['J 
= [ ::] II21(B) II2z(B) Yt .. 
( 3. 4) 
xt causes Vt only if l/J1z{B) = 0 so that 
xt = 1J!11(B) at ( 3 . 5 ) 
Yt = l/J21 (B) at + l/J22(B) bt 
= V(B) xt + l/J22(B) bt ( 3. 6) 
with V(B) = tjl}:(B)l/J21(B) 
Equation (3.5) is the univariate model of xt in MA( 00 ) form 
while equation (3 . 6) is called the dynamic regression model. 
3.3 CROSSCOVARIANCE AND CROSSCORRELATION FUNCTIONS 
The crosscovariance between xt and Yt+k is 
k = 0,1, ... 
Further 
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8 . Unidirectional causality Pxy(k) ; 0 for some k > 0 
from x to y and Pxy(k) = 0 for a 11 k < 0 
or a 11 k < 0 
9. x and y are only related Pxy(k) = 0 for a 11 k ; 0 
instantaneously (if at a 11) 
l 0. x and y are related in- Pxy(k) = 0 for all k 1 0 
stantaneously and in no Pxy(O) ; 0 
other way 
11. x and y are independent Pxy(k) = 0 for all k 
In practice the crosscorrelation coefficients are unknown 
and each coefficient is estimated by 
k = 0, :1, ~2, ... (3.8) 
· where cxy(k) = 1 In-k( -l( -) n ·t=1 xt-x Yt+k-y if k = 0,1,2, ... 
= 1 l n+k -) ( -) n t=1(xt-x Yt-k-y if k = 0, - 1 ' -2' ... 
From the estimates of the cross~orrelation function we can 
identify the direction of causality when it exists or when a 
feedback situation occurs. 
3.4 IMPULSE RESPONSE AND STEP RESPONSE FUNCTIONS 
Consider equation (3.6) 
where 
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V(B) = Vo + V1B + V2 B2 + ... 
= ljJ2i(B)l/;"i~(B) 
( 3. 9) 
V(B) is called the impulse response function and Vo, V1, ... 
the impulse response weights. The impulse response function 
consists of an infinite number of impulse response weights 




The values SR. 
J 
are the step response weights and SR(B) 
is the step response function. 
Expressing equation (3.6) in a finite form gives 
o(B)yt = w(B)Bbxt + Nt (3.11) 
where 
Nt is the generated noise series. 
and o(B) = l - 018 - ... - o Br r 
w(B) Wo-w1B s = - ... - w5 B 
Further 
o(B)V(B) = w(B)Bb (3.12) 
Equation (3.11) is a transfer function model of order (r,s,b). 
The generated noise series can be represented by an ARMA(p,q) 
model 
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so that equation (3.11) becomes 
b e(B)at 
o(B)yt = w(B)B xt + ¢(B) (3.13) 
Equation (3.12) enables us to find parameter estimates for 
It equals 
(l-018 - ... - orBr)(V 0 +V1B +V2Bs + ... ) 
= (wo-w1B - - w Bs)Bb s 
Equating coefficients for the different powers of B gives 
v. 
J 
= 0 - for j < b 
v. = 01V· · + ... +o v. + Wo for j = b J J ~- 1 r J - r 
v . = o 1 Vj _ / . . . + o r v j _ r wr for j = b+l, ... ,b+s J 
v. = 61V· + ... +o v. for j > b+s (3.14) J J-1 r J-r 
The impulse response function consists of 
l. b zero values Vo, V1, ... ,Vb_ 1. 
2. s-r+l values Vb, Vb+ 1 , ... ,Vb+s-r which do not follow 
any fixed pattern. 
3 . v.•s for j > b+s-r+l 
J 
which follows the pattern dictated 
by the th r order difference equation. The starting 
values for the difference equation are vb+s' vb+s-1'· .. , 
vb+s-r+1 
In practice the values of r and s are usually 0, l or 
2 so that we have to consider 9 different functions. The 
shape of the impulse response and step response functions are 
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discussed in detail in Box and Jenkins (1970) pages 348-353. 
3.5 IDENTIFICATION 
The identification stage of the model building procedure 
can be done in two ways. The approach of Box and Jenkins 
(1970) consists of applying the same prewhitening transform-
ations to both data series. Prewhitening of the input series 
is necessary to reduce spurious crosscorrelations which is 
caused by the presence of autocorrelation in the leading series. 
The advantage of the above approach is that is is very easy to 
rewrite the transfer function model in terms of the original 
data series Xt and Yt which is useful for forecasting 
purposes. A disadvantage is that the univariate model for 
Vt can be totally different from the model for Xt and thus 
prewhitening Yt by the same transformation as Xt will 
leave significant autocorrelation in the transformed series. 
This will cause crosscorrelations to be significant which 
actually are insignificant. 
Let xt be a stationary series which was obtained by 
differencing Xt. xt can be represented by the model 
¢x(B)xt = ex(B)at 
where at is a white noise series. We can write at in 
terms of the xt's. Thus 
at = ¢x(B)8~ 1 (B)xt 
We now apply ¢x(B)8~ 1 (B) to the dependent series Yt which 
gives us 
3.9 
Substituting Bt and at for Yt and xt in equation (3.6) . 
respectively, we obtain 
(3.15) 
with 
If we multiply equation (3.15) by at-k and take expected 
values, then 
so that 




for k = 0,1,2, ... (3.16) 
The crosscorrelation coefficients are thus proportional to the 
impulse response weights. Replacing Pas(k) by its estimate 
ra 8(k) and a 8 and cra by s8 and Sa respectively we can 
calculate the impulse response weights from equation (3.16). 
3.10 
Haugh (1972) followed a slightly different approach to 
Box and Jenkins. To minimize the occurrence of spurious 
crosscorrelations each series is prewhitened individually. 
Spurious crosscorrelations can be visually traced if the pre-
sence of autocorrelation increases the crosscorrelation coeffi-
cient but are impossible to find when it reduces the cross-
correlation coefficient. A disadvantage of Haugh's method is 
that writing the dynamic model in terms of the original data 
series will usually lead to an overparametrized model unless 
the univariate models only have a few coefficients. 
Let the univariate models built for the stationary series 
be 
and 
~x(B)xt = ex(B)at 
~y(B)yt = ey(B)Bt 
where at and Bt are white noise series. 
If we crosscorrelate and and at causes 
obtain the dynamic model 
where 
£t is the generated noise series. 
( 3 . l 8 ) 
The further analysis of the model is exactly the same as for 
the method by Box and Jenkins. 
To test whether a crosscorrelation is significantly differ-
ent from zero we compare each individual value against its 
3. 11 
standard error. As we used a white noise series as a leading 
series the 
var[ra 8(k)] ~ (n-k)-
1 
(3.19) 
a n d p [ r a 
8 
( k ) , r a 8 (k+ £) ] ~ P cw ( £ ) 
We accept a crosscorrelation as zero if 
lii1=K ra 8(k)I < 1,96 
where 1,96 is the upper 95 % confidence point of the N(O,l) 
distribution. An impulse response weight will be significant 
if the corresponding crosscorrelation coefficient is signifi-
cant as it is proportional to it. 
The value b is the number of zero impulse response weights 
Vo, V1, ... ,vb . 
- l 
r ' and s are obtained by finding the theo-
retical model that agrees the closest with the impulse and step 
response functions of the data series. Having obtained 
b, r and s we solve the set of equations (3.14). 
We can test if there is an overall significant effect of 
causality. Under the null hypothesis of independence the 
statistic 
(3.20) 
is asymptotically distributed as distribution. We 
reject the null hypothesis in favour of the alternative that 
X causes Y if 
Q* > X~m+ 1 (0,95) 
3. 1 2 
where x :m+
1
(0,95) is an upper 95 % con f idence point of 
To identify the generated noise model, we require the 
autocorrelation function and the partial autocorrelation 
function. Consider equation (3.15) 
On the assul}lption that ut and ~t is independent we have 
YBB(k) = Yuu(k) + y££(k) 
and Yuu(k) = 2 rlO 0 a j=o v j v j +k 
= l ~J=o YaB(j)yaB(j+k) ()2 
a 
Thus y££(k) = Yss(k) Yuu(k) 
= YBB(k) l/a 2 Ij=o YaB(j)yaB(j+k) a 
and y££(0) = Yss(o) l/a 2 Ij=o y~B(j) a 
Then p££(k) = Pss(k) - IJ=o PaB(j)paB(j+k) (3.21) 
l - lJ=o p~B(j) 
The values for p££(k) are obtained by substituting rBB(j) 
and ra 6(j) for the crosscorrelations in equation (3.21) 
The partial autocorrelations are the solutions of the 
Yul~Walker equations using the estimated autocorrelations. 
To limit the possibility of identifying an unnecessarily .. 
3. 13 
complicated model, a simple model should be used first and one 
should try to simplify it if possible. A more elaborate 
model will be used if required. Factors in the coefficients 
of at, Bt and ~t that are nearly equal should be excluded 
as it will cause unstable least squares estimates of the 
parameters. 
3.6 ESTIMATION 
Assume that we have n observations over which the transfer 
function relationship 
b e(B)at 
= w(B)B at + ¢(B) 
is estimated. If the starting values Bo, ao and ao were 
available prior to the starting point of the data series, 
then given the data series we could calculate 
Assuming that the a IS t are Normally distributed the maximum 
likelihood estimate can be approximated by minimizing 
We first calculate the S 1 s then we f i n d t ~t's using equa-
tion (3.15) and then the at's are calculated from the ~t's. 
We require u = max[r,o+b] starting values for the calculation 
of Bt 
wards. 
t=u+l, ... ,n. 
If the unknown 
~t will be calculated from u+l on-
a 's t are set equal to their condi-
tional expectations which are zero then the a 's are caicu-t 




( b ,o, u.1,¢,e ) = l.~=u+p+ia~(b, o , w ,¢, e la o . , So,ao) (3.22) 
We can also use a nonlinear least squares algorithm for 
the estimation. The results will be satisfactory if the sum 
of squares is roughly quadratic but difficulties occur when 
parameters a r e highly correlated or if estimates are close to 
a boundary limit. 
The value b is taken fixed. Let B0 = (0 1 , 0 , ••• ,or,o; 
(.I) 0 , 0 ' w l ' 0 , • • • ' w s , 0 ; <P l , 0 , • • • , <P p , 0 ; e l, 0 , • • • , 8 q , 0 ) be t h e 




Let - l = ~ i , t 
1 Bo 
d ( w) - aat = aw. j,t 
J Bo 
d ( <P) - aat = g,t a <Pg Bo 
d(e) - aat = h,t aeh B 
0 
We then expand at about B
0 
in a Taylor series 
a t,o 
{3.23) 
If t takes the values 1, ... ,n then we can write it in 
3. 1 5 
matrix notation 
(3.24) 
where ao and a t are n xl vec.tors 
B and Bo are (r+s+p+q)xl vectors 
x i s nx(r+s+p+q) matrix. 
The equation can then be solved by Ordinary Least Squares. 
We add the solutions to B
0 
to give a second set of guesses 
and the estimation procedure is repeated until the parameter 
estimates converge. 
We assumed that b is fixed. If b has to be estimated 
then the estimation is done for various values of b. We 
choose the value of b that minimizes the Sum of squares. 
3.7 DIAGNOSTIC CHECKS 
We employ diagnostic checks to test the adequacy of the 
mode 1 . Extra coefficients can be added to the model and we 
test whether they are statistically significantly different 
from zero. 
A second check involves the examining of the autocorrela-
tions of the residuals obtained from the fitted model. Let 
St = V(B)at + ~(B)at be the model that was fitted to the data. 
Assume that the transfer function specification is correct 
but that the noise model is incorrect. Let ~o(B) be the 
correct form of the noise model. Then 
3. 16 
so that the residuals are 
The residuals are uncorrelated with Cl I S t but are autocorre-
lated with itself. Under the null hypothesis that at is a 
white noise series the autocorrelations will be distributed 
independently with zero mean and standard deviation n -~ 
When we employ estimates of the parameters the variance of an 
autocorrelation at a low lag can be less than n-~ and the 
autocorrelations can be highly correlated. We can thus under-
estimate the significance of an autocorrelation. Box and 
Jenkins (1970) suggested the following overall check which is 
not affected by the above distributional effects. If the 
functional form of a model is adequate then the statistic 
Q = n ,Mk_ r~A(k) I. -1 aa 
is approximately distributed as 2 xk-p-q 
(3.25) 
distribution where 
pfq is the number of parameters in the noise model. M 
must be sufficiently large so that the weights ~j' j > M are 
negligible. 
The third check is that the prewhitened at and the resi-
duals at are mutually stochastically uncorrelated. Inade-
quacy in the transfer function specification is indicated by a 
pattern of markedly nonzero cross correlations. If Vo(B) 
is the correct specification of the transfer function model 
then 
..... 
3. 1 7 
so that 
The crossco r relation analysis can indicate which modifications 
are necessary to the transfer function. A rough estimate of 
Sa
0 
r a (k) -s-
cx o ex 
Assume that the transfer function model is correct and that 
the "true" parameter estimates are substituted. Then the 
residual series at is a white noise series with approximate 
variance of l/n. The distributional properties of the auto-
correlations are affected if we substitute parameter estimates 
in the model and the significance of individual crosscorrela-
tions can be underestimated. 
Haugh showed that on the assumption that the transfer 
function model is adequate then 
Mi 
and 
Qi = n Ik=o r~~(k) is approximately distributed as 
M2 
Q2 = n Ik=-M2r~a(k) 
(3.26) 
is approximately distributed as 
x2 2M 2 -T (3.27) 
where T = r+s. Qi and Q2 are compared against the upper 
95 % confidence point of the appropriate x2 distribution. 
This tests the overall adequacy of the transfer function model. 
3. 18 
To check whether an unidirectional causality model rather 
than a feedback model is applicable we compare 
If Q 3 > xM
3
(0,95) then a feedback mechanism exists. 
3.8 FORECASTING 
The transfer function model estimated is 
To generate forecasts we can rewrite the model in terms of the 
original series Xt and Yt and then compute forecasts or 
Bt can be forecusted and these values can be used as the re-








The E[Bt+!-~t{1)] 2 is the Mean Square forecast error. It 
is minimized when V~+i = V!+i and~~+; = ~!+;· Thus the 
3. l 9 
mean square forecast §,_(9, ) 
l, 
is the cond~tional expectation 
of St+t at time t. 
To generate forecasts it is more convenient to write the 
model in the finite form 
Multiplying through by 6(B)¢(B) gives 
6(B)¢(B) St = w(B)¢(B)at + o(B)8(B)at 
or 
o*(B)St = w*(B)at + 8*(B)at (3.30) 
where 
o*(B) = 6(B)¢(B) 
w*(B) = w(B)¢(B) 
8*(B) = o(B)e(B) 
Then 
st(t) = Et[Bt+t] 
= 6tEt[St+1-1J+ ... +op+rEt[St+t-p-r] 
+ w~Et[at+t-b]- ... -wp+sEt[at+t-b-p-s] 
+ Et[at+tJ-etEt[at+t-1]- ... -e~+rEt[at+t-q-r] 
(3.31) 
where 
Et[St+j] = St+j if j < 0 -
A 
= Bt(j) if j > 0 
Et[at+j] = at+j if j < 0 
= ~t(j) if j > 0 
Et[at+j] = at+j if j < 0 
= 0 if j > 0 
3.20 
A 
Further at= St - Bt-1(1) 
The variance of the £-step ahead forecast error is 
= a2\~-bl v~ + a2 ,i-1 ,, , 2 
aLJ= J a !.j=o '1-'j (3.32) 
4 • l 
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THE APPLICATION OF THE 






A major problem area in econometric analysis is the identi-
fication of causal relationships between variables. Reg res-
sion analysis does not help the researcher to identify the 
direction of causality or the existence of feedback mechanisms. 
It is possible by means of transfer function model building to 
establish the direction of causality if it exists. It is 
preferable to carry out a causality analysis on variables of an 
econometric model based on sound economic theory. One has to 
keep in mind that one needs sufficient data (at least 50 obser-
vations) to be able to use the necessary programs for the 
analysis. Data observations on most monetary sector variables 
are available* from March 1965 on a monthly basis. The 
author used an econometric model established by Hurwitz (1977) 
in the analysis as it was based on economic theory and data was 
available for all the variables from November 1970. 
Before the relationship between variables can be analysed, 
it is necessary to build univariate models for the different 
variables so as to take care of the autocorrelation present 
within each particular variable. The prewhitened series 
* Reserve Bank Quarterly Bulletin 
4.2 
(the residuals obtained from the univariate models) are then 
crosscorrelated with each other and from the crosscorrelation 
function the causal relationship is established giving us our 
transfer function models. To utilize the knowledge obtained 
from the transfer function models, the author used these re-
lationships in a regression analysis to establish alternative 
equations to the behavioural equations of Hurwitz' model for 
the purpose of forecasting. 
different forecasts obtained. 
An analysis is then made of the 
4.2 THE ECONOMETRIC MODEL 
In his Ph.D. thesis (Chapters 2 and 3) Hurwitz explains 
the money supply process in South Africa and formulates the 
following model consisting of four behavioural equations and 
one identity. 
MBt = Rt + NDAt ( 4 . l ) 
Rt = f1(Rt-1' NCDLEDt_ 1) ( 4. 2) 
NDAt = fz(Rt, GDt-1' NCDLTBt) ( 4. 3) 
TB Rt = f3(Rt-1' NCDt- 1,NCDLTBt_ 1) ( 4. 4) 
MSt = fti(MBt, Et-1' NCDt-1) ( 4. 5) 
where 
Et = Electricity Generated at time t 
GDt = Government Deficit at time t 
MBt = Money Base at time t 
MSt = Money Supply at time t 
NCDt = 90 day NCO Rate at time t 
NCDLEDt = Difference between 90 day NCO Rate and the Euro 
Dollar Rate at time t 
4,3 
NCDLTB = Difference between 90 day N CD Rate and the t 
Treasury Bi 11 Rate at t i'me t 
NOAt = Net Dome s tic Assets at time t 
Rt = Gold and Foreign Reserves at time t 
TB Rt = Treasury Bill Rate at time t 
4.3 UNIVARIATE MODELS 
We build univariate models for the variables mentioned 
in Section 4.2. The procedure is explained in detail for 
Money Supply (MS). 
4.3.l GRAPHS 
The plot of MS, VMS and VV1 2MS are given in Figures 4.1, 
4.2 and 4.3 respectively. MS is nonstationary in level as it 
follows a linear trend pattern. To remove the nonstationarity 
it is necessary to difference MS once by order l giving VMS. 
VMS behaves seasonally as regular minima in January and maxima 
in September and December of each year occur. This pattern 
was not visible in MS as the linear trend damped the seasonal 
effect. Most values in VMS had the same sign as the value 
for the corresponding month in the previous year except 9 of 
which 4 occurred in August. The seasonal pattern behaved 
multiplicatively over the period 1971-1972 but became additive 
thereafter. To remove the seasonal pattern we difference VMS 
once by order 12 giving the series VV12MS which has neither a 
trend nor a seasonal pattern. 
obtained. 
Thus a stationary series is 
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4.3.2 TESTS FOR STATION ARITY 
An indication of when the necessary level of differencing 
is reached is given by the Q-statistic, with Q = nlk=irk(a) 2 
distributed as x2 p (see Chapter 2). A difference factor, 
say V, is necessary if it reduces the value of Q. The 
necessary level of differencing is reached when further differ-
encing is increasing the value of Q. An overdifferenced 
series will usually include a Moving Average term in the iden-
tified model with a root close to the unit circle. Differen-
cing has the same effect on the estimated variance of the 
series as it reduced the variance when necessary, but is in-








Further x~q(0,95) = 36,4. 
Variance 
3 158 084 
11 5 33 
8 497 
Thus VV12MS does not differ significantly from a white noise 
series. The greatest reduction in Q and in the variance 
occurred by applying the difference factor V. Prothero 
suggested the follow ang test for a seasonal time series. If 
VMS is a stationary series with variance 
also stationary with variance 
a 2 then v 
( 4. 6) 
i s 
where P12 is the autocorrelation at lag 12 in the autocorre-
lation function of VMS. 
4.5 
Now av= 11534,8 0vv
12 
= 8500,8 P12 = 0,51 
But 2 0V(l-P1 2) = 11304,1 > 8500,8 = 0;912 • 
Thus we can conclude that VMS is nonstationary as the two 
values differ considerably. 
4.3.3 AUTOCORRELATIONS AND PARTIAL AUTOCORRELATIONS 
The autocorrelation and partial autocorrelation of VV 12 MS 
are given in Table 4.1. The autocorrelation at lag 12 is 
significant while at lag 24 it is very small. Thus it cuts 
off afte r one lag of 12 indicating a moving average process. 
The partial autocorrelation function has a significant value at 
lag .12. Although the value at lag 24 is not significant it 
is much larger than the value in the autocorrelation function. 
4.3.4 INITIAL ESTIMATE 
Thus 
Thus 
An initial estimate for 812 is obtained from 
-812 
P12 = = 0,39 
1+8~2 
8~2 - 2,564 812 + 1 = 0 
812 = 0,48 or 2,08. 
( 4. 7) 
The root 2,08 lies outside the invertible region and is ignored. 
Using 812 = 0,48 the partial autocorrelation for a moving 
average process of order 12 at lag 24 is 
4. 5a 
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( 4 • 8 ) 
This value is larger than the value (-0,13) obtained in the 
partial autocorrelation function of VV 12MS but of the same 
sign. This supports the conclusion of Section 4.3.3 that we 
have to fit a moving average process of order 12 to VV12MS 
as it is possible that the initial estimate of 612 is too 
high. 
4.3.5 ESTIMATION 
The model obtained after estimation is 
(4.9) 
The 95 % confidence interval for 612 is [0,126; 0,675]. 
Thus the estimate of 612 differs significantly from zero and 




the quantity R2 ·1 "'2 "'2 = - 0 a1°MS 
residual variance and "'2 0 Ms 
then 
R2 = 1 - 6864/3 158 084 
= 0,9978 
where (12 a is an estimate 
an estimate of the variance 
so that the fitted model explains 99,78 per cent of the var-
iation in MS. Most of the explanation is given by VMS as 
of 
of 
R2 = 1 - 11 533/3 158 084 = 0,9963. The fitted model explains 
40,48 per cent of the variation in VMS as 
R2 = l - 6864/11 533 = 0,4048. 
4. 7 
4.3.6 DIAGNOSTIC CHECKS 
We no\\' check that the fitted model is adequate. This re-
quires that the residuals be uncorrelated, and normally dis-
tributed with mean zero. The individual residuals were ex-
amined and we find out of 59 residuals that 3 exceed twice the 
standard error and 18 exceed the standard error. This is very 
close to the spread of a normal distribution as the expected 
numbers are 2,65 and 18,73 respectively. 
The most important check is the examining of the autocorre-
lation and partial autocorrelation functions which are given 
in Table 4 . 2. No individual value is significant. If the 
24 "' 
Q = 59l:k= 1 rk(a) fitted model is appropriate, then w i 11 be 
approximately distributed as One degree of freedom is 
lost as we estimated 812. 
Now x= 3 (0,l) < Q = 15,68 < X~ 3 (0,25). 
Thus Q is not significant and we accept the model to be 
adequate. 
4.3.7 OTHER UNIVARIATE MODELS 
Univariate models for all the other variables were esti-
mated and the results given in Table 4.3. The 95% confidence 
intervals for the parameters estimated in the models for E 
and TBR included zero or one. The mddels were used as the 
diagnostic checks pointed out that the inclusion of a moving 
average factor of order l in the model for E and an auto-
regressive and moving average factor of order 1 for TBR was 
4.7a 
T A B L E 4.2 
~T 0 c 01<-~ F.LA1;-·ro-:\T-··~=r-1fJC_T_I ·o ·f:j- ---- -- - ---·- -·- --- - ·-·- - - -- · 
iJATA - TH t: lc;TI Hf\ TED RF.SintJ .1\ LS - MOnF.L 1 
-------- - --- ------ -- -
. orn G l I 1/\L SEJ-<T E~ 
- ME-.AN-VF- --T t iE -- c;E1' I F-· c; -:: ---- . ? l.L~ 1 i::.+02 ---- -- - ------
S T • n c: v • 0 F q: i Ii 1 · c; :: • n ? 1:i. 4 A + n 2 
N t J;..lifj Er-{ 0 F 0 G c:; E f-\ V /; T I 0 NS = '19 
__ \ - €1 • 0.?. ___ __:=-_ .. 0 F) ___ ._Q_S ______ '=' .._J .fl ___ .J1J1-_ __ ~. D.L .. 
~T. l • ~1~ .13 .13 •13 ·1~ .13 
7- 12 -olR .O? 020 •14 -.OR -.14 
- - -C.-T-.-£ ol-~- ~-1 -l~ - -- · o-l-4----- o-1-4- ------14 -11} ___ _ _ 
1 ?,- 18 - • 0 (; _ - o () 4 - o () 4 - • 1_ 11 - • 0 Li- o 2 4 
~T.E· .1~ .1s .1s .,~ .1s .15 
lQ- t-~4 .-lR -.1 o ;()3-----=-:rfr~----- :-~-04 • 01 
~T.~• olh olh ol6 o1h olh .16 
_ J,'tEt. N. DI v I Uf.u - n y -_c; T ._ EJrn ()j( _ _;: _____ -4 -.? .?. C\4 r++ n 1 - ·- - ------ -- ---- -------------· 
TO TF. ST w:·ifTH[i\ THIS SO<!FS IS .,1HITE ~IOTc;r~• THE VALUE: • l5h72+n?. 
SHOLIL ..: uE Cvi,;P/\1-H·Tl \\<ITH/\ CHI-S :~(Jl\f~ E VlrnIAi3LE ~OTH 23 nEGREES OF 
- ·FREEDOM -- ·- - ---- -- - --- ------- -- - - ------- --------
P f-i. 1~· T I /\ L :w Tu C 0 f'<f < Vi. J\ T-f:') 1\J S 
UAlA - TH[ [c;TIMATED f<F·.::srntJALS - MOnEL 1 
- ----------·-- ------
. o rnG11,J\L SEkTES 
-----""i l:'..-AN -- OF -- ThE- c; f ,{! f-- c:; __ :: _ ---• ;>L1-:-111r---+ 02 - - -- -- - - -
ST. r1c. v. uF C:.FI < l t' s = • i~?.A4~+02 
l~dfl. ·: HF.1-< OF Obc;fr<V/.\Tll> :JS = ~)9 
_ _ _ ,.__;.._ 6 _____ ___ .__o ? _ _ ~ ..... o fa ____ • o 5 __ --=--··~1~1~ _ _._us__~_._o_~ 
7- 12 -·17 • ll l • 1 s -·l.1 -.15 
~--1~·~_B _ ___ _:-:-. • _ _o ~- ----~ • .U 5 ____ :-- •. O 5 ·- - ~t!Jl S _ ____ _,_ QQ _ ___ __._1_2 
iq- 21+ .10 -.14 .06 .01 -.04 -.06 
-----
T A B L E 4.3 
Variable Estimated Model I 95% C.I. of the Estimated Resi du als parameters estimates MSE R2 Q d. f. X2p(0,95) p 
E Et= Et_ 1+at-0,1877 at_ 1 -0,05<81<0,42 4,59 0,9862 17,04 23 35,2 I 
GD Got = 0,303GDt-1+153,23+at 0,07 <¢ 1<0,53 31807,0 0,0881 17,55 22 . 33 ,9 92,45<80< 214,01 
, 
MB VMBt = 0,5931 VMBt_ 12+at 0,32<¢12<0,86 1231,0 0,9823 8,33 23 35,2 
MS VV12MSt = (l-0,40058 12 )at 0,13<812<0,68 7465,2 0,9978 15,68 23 35,2 
NCO NCDt = NCDt_ 1+at 1 ,34 0,8074 21 ,84 24 36,2 
NCDt = 0,905NCDt_ 1+8,693+at 0,80<¢1<1,01 1 '31 0,8166 20,21 22 33,9 6, 11 <8 0<11 ,84 
NCDLED VNCDLEDt=0,3585 VNCDLEDt_ 12+at 0,12<¢12<0,60 1 ,54 0,8323 13 '93 23 35,2 
NCDLTB NCDLTBt = NCDLTBt_ 1+at 1 '51 0,6304 21 ,09 2·~ 36,4 I 
(l-0,8194B)NCDLTBt = 3,1549+at 0,68<¢1<0,96 1 ,42 0,6634 16,88 22 33,9 1,59<8 0<4,72 
NOA NDAt = NDAt_ 1 + at 7413,6 0' 9101 12,84 24 36,4 
R Rt = Rt-1 + at 5431:6 0,8606 17' 10 24 36,4 
TBR (l-0,6925B)VTBRt=(l-0,4526B)at 0:18<¢1<1,20 0,09 0,9493 15,20 22 33,9 -0,17<81<1 ,08 
4.8 
necessary. A smaller mean square erro r was obtained with the 
above mentioned models. 
A high degree of explanation was obtained in most models 
except for GD and NCDLTB. These two series were stationary 
and most of the variation was due to random fluctuation. All 
the models were adequate as no Q-statistic of goodness-of-fit 
was significant. 
4.4 TRANSFER FUNCTION MODELS 
The interrelationship between two series can be described 
by the cross correlation function provided that they are jointly 
covariance stationary. Covariance stationarity requires that 
the covariance between two series for all lags must be indepen-
dent of time. The estimates of the cross correlations at all 
lags can be difficult to interpret if each of the series in-
volved is autocorrelated to itself as the autocorrelation can 
inflate the variance of the crosscorrelation estimates above 
that expected when crosscorrelating white noise. Therefore 
it is preferable to prewhiten both series before cross correla-
ting them. 
4.4.l RELATIONSHIP BETWEEN R AND NCDLED 
The univariate models for 
Table 4.3. Let PW(R) and 
R and NCDLED are listed in 
PW(NCDLED) be the prewhitened 
series of R and NCDLED respectively. We crosscorrelate 
the prewhitened series and analyse the crosscorrelation 
function which is given in Table 4.4. 
4.4.l.l CROSSCORRELAT I ON FUNCTION 
The analysis consists of comparing each lag of the cross-
correlation function with twice its approximate standard de-
viation (l/lil=l<) where n is the number of observations 
(n = 59 in this case) and k the lag (in months). The 
value at lag 12 is significant which means that PW(NCDLED) 
leads PW(R) by 12 months. From lag 12 the crosscorrelations 
followed a second order decay pattern. A plot of the impulse 
response (which is proportional to the crosscorrelation 
function) and the step response function is given in Figure 4.4. 
From these plots the pattern is much more easily identified. 
As the crosscorrelations at lags 13, 14 etc. were not signifi-




+ Nt (4.10) 
PW ( R) t = o lp W ( R) t _ 
1 
+ o 2P1~ ( R) t _ 
2 
+ w o P ~J ( NC D LED) t _ 
1 2 
+ N t 
(4.11) 
where w0 is an input lag parameter and 01 and 02 are 
output lag parameters. Nt is the generated noise. In the 
following sections models A and Bare equations (4.10) and 
(4.11) respectively. 
4.4.1.2 INITIAL ESTIMATES 
The initial estimate of w0 in model A is V12, the 
t1. 9a 
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4. 1 0 
impulse response weight at lag 12, with es timated value 18,646. 
Initi a l estim ates for wo, 81 and 62 in model B are obtained 
by solving the fo llo wi ng set of equations. 
V12 = uJo 
(4.12) 
According t-0 the theoretical function the estimate of v 11 
shou-id be zero. The estimate (-7,875) did not differ signi-
ficantly from zero. The initial estimates are 
" 
Wo = 18,646 
" 
61 = 0,64 
" 
62 = 0,06 
which will be used to start the iteration routine in the e s ti-
mation procedure. 
4. 4 . l . 3 GENERATED NOISE 
To identify a model for the generated noise, Nt, we 
used the autocorrelation and partial autocorrelation function 
of the generated noise series (see Table 4.5). The approach 
is exactly the same as for univariate model building. No 
individual autocorrelations or partial autocorrelations were 
significant. Further Q = 10,44 < 31 ,4 = x~ 0 (0,95) so 
that we can accept it as a white noise series. 
4.10<1 
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4.4.1.4 EST IM/\T I ON 
For model A the estim ated model is 
PW(R)t = 22,466 PW(NCDLED)t + at 
- 1 2 
(4.13) 
with Mean Square Error= 6487,4 and R2 = 0,8363. 
The 95 % confidence interval for wo is [3,823; 41 ,109] and 
therefore w0 differs significantly from zero ~t the 5% livel. 
The estimated model for model B is 







with Mean Square Error = 5904,7 and R2 = 0,8576. 
The 95 % confidence intervals are 
[0,776 < 61 < 1,268] 
[-1, 129 < 62 < -0,485] 
[l ,226 < Wo < 24,623] 
(4.14) 
. ' 
Thus all the parameters estimated differed significantly from 
zero at the 5% level. 
4.4.1.5 DIAGNOSTIC CHECKS 
Diagnostic checks are made to test the adequacy of the 
estimated model. We first check that the generated noise 
series is correctly specified using the autocorrelation and 
partial autocorrelation functions of the estimated residuals. 
For both model A and B no individual autocorrelation or 
4-' 1 2 
partial autoco r relation was signi f icant. An overal 1 check 
for adequacy of the functional form is to compare 
Q = n I~= 1 r~~(k) 2 with a n upper perc enta ge point of the 
x~-p-q distribution where p is the number of autoregressive 
and q the number of moving average parameters included in 
the gener at ed noise model. Now for model A 
Q = 8,09 < 31,4 = x~ 0 (0,95) and for model B 
Q = 13,14 < 31 ,4 = x~ 0 (0,95). Therefore the generated noise 
is correctly specified in both models. 
We check the ade qu acy of the transfer function specifica-
tion by ex am ining the cross correlation function between the 
estimated residuals and the prewhitened input series 
PW(NCDLED). A comparison of Q = n ~ks_ r aA(k) 2 with an l . - 0 x 
upper percentage point of the distribution 
provides an overall check for the adequacy of the model. 
The number of corsscorrelations is s+l and the number of 
parameters in the generated noise model is 1+1. For model A 
Q = 17,57 < 31 ,4 = x; 0 (0~95) 
and therefore the model is adequate. For model B 
Q = 11,11 < 28,9 = X~ 8 (0,95). 
adequate. 
This model is therefore also 
4.4.1.6 COMPARISON OF THE UNIVARIATE MODEL WITH THE 
TRANSFER FUNCTION MODELS FITTED 
Using the Mean Square Error (MSE) as the criterion of 
11 best fit 11 , model B was superior to model A as it exhibited a 
4. 13 
lower MSE. Comparing model B with th e univariate model, the 
latter model was superior. As all the parameters estimated 
in model B were significant a t the 5% level, we would expect 
a lower MSE with model B than with the univariate model. 
In the univariate model one observation was used initially to 
calculate the estimated value for the second observation. We 
calculated 71 residuals over the period December 1970 to Octo-
ber 1976. In model B we used 13 values to calculate an esti-
mate for the fourteenth observation so that 59 residuals 
were calculated over the period December l 971 to October 1976. 
If we break the calculation of the MSE for the univariate 
model into two parts, then the MSE's are as follows: 
RSS df MSE 
November 1970 to November l 971 l 3 354 l 2 1113 
November l 9 71 to October 1976 372 290 59 6310 
November 1970 to October l 97 6 385 644 71 5432 
[RSS = Residual Sum of Squares df = degrees of freedom] 
If the residuals for the univariate and transfer function 
models were calculated over exactly the same period (November 
1971 to October 1976), then the MSE of the transfer function 
model (5904,7) is lower than the MSE of the univariate model 
(6310} indicating an improvement on the univariate model fitted. 
/ 
In most ca ses where univariate and transfer function models 
will be fitted, the actual data used will cover the same period 
so that the residuals estimated will usually differ in the 
period covered. It is recommended that the period over which 
4~14 
the MSE is calculated in t he univariate model is adjusted to 
the period actually used in the transfer function model if 
the residu a l structure differs from one period to another. 
4.4.2 OTHER RELATIONSHIPS 
The relationship between the different dependent and in-
dependent variables were analysed. 
listed in Table 4.6. 
The models estimated are 
The model esti mated between PW(NDA) and PW(R) is 
PW(NDA)t = -1 ,0796 PW(R)t + at/(l-0,68218 12 ). 
prewhitened model for NOA is 
NDAt - NDAt_ 1 = at = PW(NDA)t 
and for R is 
Further~ the 
Replacing PW(NDA) and PW(R) in the transfer function 
model by the corresponding univariate models, we have 
NDAt - NDAt_
1 
= -1 ,0796 (Rt-Rt_
1
) + at/(1-0,68218 12 ). 
Thus 
(4.15) 
We conclude that the change in NOA is contemporaneously 
correlated with the change in R. As the relationship is 
negative an increase in R will lead to a decrease in NOA. 
T A B L E 4 .6 
Variables Estimated Model 95% C. I. of MSE R2 Est.Resi dual s Crosscorre-
Parameters Es timates Q d.f. lation 
function 
Q d.f. -
R;NCDLED [l-l,022B+0,8069B 2]PW(R)t = 0,776<01 <1 ,268 
12,925PW( NCDLED)t +at -l ,129<02 <-0 ,485 5904,7 0,8576 13 '14 20 11'11 18 -12 1 ,226<w0 <24 ,653 
PW(R)t=22,47PW(NCDLED)t_ 12+at 3,82<wo<41,ll 6487,8 0,8363 8,09 20 13,67 19 
NDA;R PW(NDA)t=-l,0796PW(R)t + -1 , l 9<wo< -O '1_ 97 1358 ,4 0,9840 9,39 19 25' 15 18 
I at 0 , 4 O< ¢ l 2 < 0 , 96 I ( 1 -0' 682 lB l 2} ' 
~OA;NCDLTB 
-
PW(NDA)t=(l2,144-14,ll 8B) -4,24<wo< l 4,1 2 7042 ,0 0,9169 11'29 20 13,22 18 PW(NC DLTB)t+at -2,32 <w 1 <3 0,56 
1NDA, GD No model 
1 TBR;R PW(TBR) t =[-0,001185-0,000858] -0,0021<wo<-0,0003 I 0,07893 0,9558 12 ,41 20 5,68 18 I 
PW(R)t +a ... -0,000057 <w1<0,0017 -1 L. 
T A B L E 4.6 (cont.) 
Variables Estimated Model 95% C. I. of MSE R2 Est.Residuals Crosscorre-
Parameters Estimates Q d.f. lat ion 
f unction 
Q d.f. 
TBR;NCDLTB PW(NCDLTB}t=[-1 ,3162-1,31678 3 -2,26 <w 0<-3,74 
+0~8322B 4 -0,8346B 5 -l,2168B 6 
0,39<w3< 2,24 
-0,8593B7]PW(TBR)t +at -l ,75 <w i+ <0,08 1,2368 0,7302 19 '16 20 12,03 20 -10 -1, lS<w s<l ,79 
0,2l <lus<2, 16 
-0 , 09<w7< l ,81 
TBR;NCD PW(NCD)t=[l ,257-1 ,489B 1o. 0,38<wo<2,13 
-l,005B 17]PW(TBR)t+at 0,63 <w10 <2,35 1 ,0867 0,8516 17,58 20 16 '73 16 O,ll <w 17 <l,90 
MS;NCD PW(MS)t=[l6,353+20,709B 12] -0,74<wo<33,45 6099,4 0,9981 16 ,77 20 22,48 17 
PW(NCD)t_
3 
+ at -39,34<w12<-2,08 
MS;E PW(MS)t=ll,76PW(E)t_ 4+at l ,96<wo<21,56 5713,5 0,9982 21 ,55 20 13,42 16 
MS;MB No model 
4.15 
The functi ona l rela t ion sh ip be twee n NOA and R,GD and 
NCDLTB is given in Section 4.2. 
in a differenc e form, th e n 
If we wr ite equa t ion (4.3) 
( 4 . 1 6 ) 
The Ordinary Least Squares estimate of equation (4.3) is 
NDAt = 535 , 66 - 0,6504 Rt + 0,5352 GDt_
1 
+ 60,004 NCDLTBt 
(see Section 4.5 for further details). 
If we rewrite this equation in terms of first differences we 
find that the sign for the coefficient of VR in the transfer 
function model is the same as in the regression model. 
The model estimated for PW(NDA) and PW(NCDLTB) is 
PW(NDA)t = (12,144 - 14,1188) PW(NCDLTB)t + at. 
The univariate model for NCDLTB is 
NCDLTBt - NCDLTBt-i = at = PW(NCDLTB)t 










) + at 
In both the transfer function model and the regression 
model the coefficient of VNCDLTB has the same sign. 
(4.17) 
4, 16 
No transfer function model could be estimated between 
NOA and GD as we find no significant crosscorrelations. 
The relationship be tween PW(T BR) and PW(R) is 
PW(TBR)t = -0,001185 PW(R)t_ 1 - 0,00085 PW(R)t_ 2 +at. 
The univariate model for TBR is 
(1-0,69258) VTBRt = at - 0,4526 at_
1
• 
In terms of the prewhitened series it is 
at= (l-0,6925B)(l-0,4526B)- 1 (1-B)TBRt = PW(TBR)t (4.18) 
If we replace PW(TBR) by equation (4.18) and PW(R) by VR 
in the transfer function model, then 
(1-0,6925B)(l-0,4526B)-
1












+ (l-0,4526B)(l-0,6925B)- 1 at (4.19) 
The regression equation estimated for TBR (see Section 
4.5) is 





If we rewrite the equation in terms of differences, we 
find that the sign of the coefficient of VRt_
1 
agrees with 
the sign of the coefficient in the transfer function model. 
4. ·17 
The transfer function model iden tifie d bet ween PW(TBR) 
and PW(NCDLTB) gave PW(T BR ) as a leading series for 
PW(NCDLT B). This contr ad icts the r eg ression relationship as 
NCDLTB le ads TBR by on e lag. No economic explanation can 
be given why a significant crosscorrelation occurred at lag 10. 
A similar result was obtain ed when crosscor re lating PW(TBR) 
with PW(NCD). There is also no econo mic ju s tification for 
lags 10 and 17 in this model. 
The prewhitened MS and MB series were independent. 
This differs from the regression equation in which they were 
contemporaneously correlated. The regression equation esti-
mated for MS (se e Section 4.5) is 
MSt = -4 375,6 + 3 ,763 6 MBt + 50,23Sl E -17,57 NCO . t-1 t-1· 
In the transfer function model the series PW(MS) lagged 
PW(E) by 4 periods. The estimated model is 





If PW(MS) and PW(E) are replaced in the transfer function 
model by equations (4.19) and (4.20) respectively then the 
model becomes 
- 1 ' 
11,76 (l-0,1877B) V'Et-1+ +at. 
Rewriting it in terms of VMSt only, gives us 
4. 18 
\7MSt = 11,76 (l-0,l 8 77B)- 1 (l - 0,4005B 1 2 )(1-B 1 2 )~ 1 
\7Et-i+ + (l-0 , 400 58 1 2 )(1-8 1 2 ) ~
1 
at 
= 11,76 [l+O,l877B +0,0 3528 2 +0,5 995 B1 2 + ... J \7Et 
- 4 
(4.22) 
The coefficients of all lags in VE are positive. The lags 
differ from lag l used in the regression equation but do have 
the same sign. 
The cross correlation analysis be twee n PW(MS) and 
PW(NCD) sho we d that th e latter series led the former by 3 
periods. I f we re write the model estimated 
PW(MS)t = [16,353 + 20,7098 1 2 ] PW(NCD)t_
3 
+at 
in terms of VMS and VNCD we obtain the following model 
VMSt = 16,353 VNCDt_
3 
+ 30,51 VNCDt-is + 22,22 \7 NCDt_ 27 
(4.23) 
In this case both the lags and the sign of the coefficients 
of the parameters estimated differed. The positive sign of 
the coefficients can be explained but not the different lag 
periods. If the interest rate increase s , the banks demand 
for reserves will decrease, banks will expand credit facili-
ties, the Brunner-Meltzer multiplier will increase and thus 
money supply will increase. 
4. l 9 
4.5 REGRESSION EQUATIONS 
The regression equations were estimated using Ordinary 
Least Squares. The results are represented below with the 
rel evant ordin ary least square su mmary statistics which are 
(i) t-statistics, which are given below each co effi cient. 
Each t-statistic has n-k degrees of freedom where 
k is the number of explanatory variables plus one, 
and n the number of observations. 
( i ; ) R2 the multiple coefficient of determination. 
( i i i ) D~J the Durbin - Wats on statistic. 
( i v ) SE the standard error of the estimate. 
( v) df degrees of freedom. 
MSt = -4375,6 + 3,7636 MBt + 50~2351 Et-1 - 17,57 NCOt_ 1 
[-15,05] [13,83] [12,04] [ - l ,57] (4,24) 
( R 2 = 0,9877 SE = 200,63 ow = 0,66 df = 67) 
NDAt = 535,66 - 0,6504 Rt + 0,53 52 GOt-1 + 60,004 NCOLTBt 
[4,47] [-5,13] [3,84] [4,75] (4.25) 
( R 2 = 0,4863 SE = 211 ,31 ow = 0,44 df = 67) 
Rt= 53,70 + 0,9323 Rt_ 1 + 0,008637 NCOLEOt 1 
[l ,31] [19,37] [0,003] - (4,26) 
(R 2 = 0,8670 SE = 74,04 ow = l '7 6 df = 68) 
TBRt = 0,7469 - 0,0006413 Rt_
1 
+ 0,9209 NCOt_
1 [l,88] [ - 2,23] [19,70] 
-0,8596 NCDLTBt 1 
[-14,47] -
(4,27) 
( R 2 = 0, 8 92 6 SE = 0,4456 DW = l , 7 6 df = 67) 
4.20 
The one-sided 95 % point of the t-statistic with 67 deg r ees 
of freedom is 1,6695 (or -1 ,6695 for a left sided test). 
The constant in equation (4.26) was non-significant . Non -
significant coeffic ie nts were obtained f or NCDt _
1 
in the 
money supply equat i on (4.24) and NCDLEDt_
1 
in the gold and 
foreign reserves equ at ion (4. 26). In the money supply equation 
(4.24) the non-significance of the coefficient of NCDt-l 
could be caused by multicollinearity as MBt and E t-1 were 
highly correlated. The correlation coefficient matrix is 
MB E NCO MS - l - l 
MB 1 '00 
E 
-1 
0,94 1 '00 
NCO - l 0,60 0,56 1 '0 0 
MS 0,98 0,98 0,57 l '00 
The econometric model of Section 4.2 was structured to 
explain the economic behaviour over the period 1970 to 1974. 
As this analysis covered the period until October 1976 it is 
possible that the above mentioned explanatory variables did not 
influence the dependent variables as specified. 
For the Durbin-Watson statistics the following 95 % signi-
ficance points for 70 observations apply: 
4 . 21 
k = 2 k ::: 3 k = 4 
dl d dl d dl d u u u 
l '5 5 l '6 7 l '5 2 ,. '7 0 l ) 4 9 l '7 4 
where k i s th e n um ber of explanatory variables 
dl i s the lower s i gnificanc e bou nd 
du i s the upper s ·ignificance bound 
For equations (4.24) the Durbin - Watson statistic takes the 
value 0,66 which is less than 1 ,52, the lo wer significance 
bound with 3 expl a natory variables for the statistic. Thus 
a significant positive correlation of the first order is pre-
sent. For equation (4.25) we have that 
OW = 0, 4 4 < l , 5 2 = d L 
Thus a significant positive correl a tion of the first order is 
present. 
The author did not correct for multicollinearity by means 
of Ridg e -regre s sion and for autocorrelation using the Cochran-
Orcutt or the Scanning technique as it was not the intention 
of this study to discuss regression analysis in detail . For 
for ecasting purposes we built univariate models for the resi-
duals of MS and NOA and included a forecasted residual value 
in the forecast produced. The univariate model for the re-
siduals of the r e gression on MS (4.24) is 






Xt is the residuals of the regression on MS and at the 
residuals obtained after fitting the above univariate model. 
The 95 % confidence intervals for the parameter estimates 
are 
0,42 < ¢1 < 0,84 
-0,52 < <t>s < 0,10 
Further MSE = 24108,0 and R2 = 0,3940. 
For the residuals of the regression on NDA (4.25) the 
univari at e model is 
(l + 0,3267B 7 - 0,60938 23 )(1-B) xt = (1 - 0,4918B)at (4.29) 
where Xt are the residuals of the regression on NDA and at 
the residu a ls obtained after fitting the above univariate 
model. The 95 % confidence intervals for the parameter esti-
mates are: 
-0,647 < ¢1 < -0,007 
0 ' 2 2 2 < ¢ 2 3 < 0 ' 9 9 6 
0,216 < 81 < 0,768 
Further MSE = 16878,0 and R2 = 0,64. 
4.6 SPECIFICATION OF EQUATIONS USING THE RESULTS OF 
TRANSFER FUNCTION MODEL BUILDING 
In Section 4.4 we established relationships between the 
different explanatory and dependent variables. Utilizing 






fG, f1, fa, fg are linear functions of the explanatory variables. 
The purpose of constructing the above equations is to com-
pare their forecas t ing performance with those of the univariate 
models (Section 4.3), transfer function models (Section 4.4) 
and the regression models of Section 4.5. As explained in 
Section 4.2.2 it is not possible to interpret all the above re-
sults from an economic viewpoint. If the forecasting perfor-
mance of the above mentioned equations and the transfer function 
models are not sup er ior to the other twc methods, then the 
established relationships should be treated as chance occur-
ences. The equations (4.30) to (4.33) are estimated by Ordi-
nary Least Sqaures. The results are: 
4,5457 + 18,1667 9NCDLEDt_ 12 
[0,46] [2,46] 
(R 2 = 0,0802 SE = 76,69 DW=l,80 df = 57) 
vTBRt = 0,035 - 0,0010 9Rt 
1 
+ 0,0925 9NCDt 
[0,90] [-2,03] - [2,78] 




VMSt = 41,8934 + 0, 5268 VMSt _
12 
+ 13,6 19 9 VNCDt_
3 
[2,9 5] . [4,55] [l ,45] ' 
{R 2 = 0,5052 
= 13 ,2127 
[ 2, 39] 
(R 2 = 0, 804 9 
SE = 78,15 D vJ = 2 , 1 5 df = 51) 
l ,0023 VR+ + 3,6 877 VNCD LTBt 
[- 14,38 ] v [0, 88] 
- 5,3719 VNCD LTBt 
[-1 , 28] -l 
SE = 4l,27 DVJ = 2,58 df = 52) 
(4.36) 
(4.37) 
The constants in equati ons (4.34) and (4.35) were non-
significant. The coeffici ent of 
a n d t h e c o e f f i ci e n t s o f V N C D L TB t 
VN CDt_
3 




equation (4.37) were non-significant. As no multicollinearity 
was pr esent in any of thes e two equations, which could influence 
the value of t he t-statistics, it means that the influence of 
the abov e mentioned explanatory variables on the dependent 
variables are too weak to be statistically significant an d will 
be ignor ed. The co rresp onding corr e lation co effi cient mat rices 
are given below: 
VMS 
-12 
VNCD VNCD 'VE VMS 
- 3 - 1 5 - I; 
VMS 
- 1 2 
1 '00 0,25 0,34 -0 '01 0,61 
VNCD 1 '00 0' l 7 0,35 0,40 
- 3 
VNCD 
- 1 5 1 '00 -0,03 0,48 
'VE 1 '00 0,25 
- I; 
VMS 1, 00 
4.25 
VR VNCDLTB VNCDLTB 
- l 
VNDA 
\7 R l '00 -0, 16 0' l 6 -0,90 
VNCDLTB l '00 -0,13 0,20 
VNCDLTB 
- 1 l '00 -0,23 
VN DA l '0 0 
We re-estimate equat ions (4.36) and (4.37) ignoring 
VNCDt_
3
, VNCDLTBt and VNCDLTBt-i as explanatory vari ab les. 
The results were: 
VMSt = 37,7 88 + 0,565 2 VMS t-1 z + 3 0 > 4 6 3 5 V N C D ,_ 
[2,6 9] [4, 96] [3,09] t.-i s 
+ 13,80 \7Et-i+ · (4. 38 ) 
[2,75] 
( R z = 0,49 49 SE = 78,96 D \~ = 2 'l 3 df = 52) 
VNDAt = 13 ,2649 - i ,0264 VRt (4.39) 
[2, 39 ] [-14,98] 
(R z = 0,80 25 SE = 4 l '5 2 ow = 2,58 df = 54) 
The equations gave a very low explanation of the variation 
in the variables VTBR and VR but sati sfactory explan ati on 
in VMS and VNDA. These results should be looked at in the 
con text that all these series were nonstationary and that the 
first differences explained a high percentage of the va ria tion 
in the origin a l series. The percent ag e expl anations given by 




TBR 0,94 51 
NDA 0,9101 
R 0, 8606 
(these figur e s were bas ed on 71 observations). 
The Durbin-Watson statistic for VNDA (4.37) showed sig-
nific a nt negat ive autocorrelation (OW = 2,58). The transfer 
func t ion model (T able 4.6) included autocorrelation of ord er 
12 which will be difficult, if not impossible, to remove by 
the available techniques which only correct first and second 
ord er autocorrelation. 
4.7 FORECASTING PERFORMANCE 
One step ahead forecasts were produc ed for the de pe ndent 
variables NOA, MS, TBR and R over the period November 
1976 to March 1978. The forecasts are listed in Tables 4.7 
to 4. l 0. In the regression equations and transfer function 
models the forecasts of independent variables were obtained 
from the corresponding univariate model. 
4. 7. l CO MPARI SONS OF FORECASTING METHODS 
To evalua te the forecasts produced by the various methods 
we analyse the errors that occurred. Various criteria could 
be used to compare the errors, but it is generally considered 
that the absolute error and quadratic error functions are 
preferable. 
4. 26 a · 
T t1 BL E 4.7 
MO NEY SUPPLY 
--- 1- s te p a hea d f orecas ts 
Actual Tr a nsfe r Func t ions* Reg r e ssi ons 
Ori in Dat a Univari at e E NCO E (4.24 
Nov 76 936 8 9492 9467 9470 8971 
Dec 76 911 5 9255 9296 9254 9175 
Jan 77 9174 9177 91 85 9199 9417 
Feb 77 9146 93 7 6 9352 9373 8904 
Mar 77 9427 9330 93 5 3 9322 8709 
Apr 77 9548 9452 9580 9410 8933 
May 77 9799 9745 9747 9726 9560 
June 77 9677 97 5 9 9693 9712 9124 
July 77 9613 9653 9571 9646 9551 
Aug 77 9853 9818 9877 9816 9084 
Sept 77 9703 9874 98 93 9840 9901 
Oct 77 9848 97 64 9812 9758 9875 
Nov 77 10012 10024 10030 10065 9727 
Dec 77 9726 9815 9824 9843 9957 
Jan 78 9719 9736 9941 9798 9414 
Feb 78 9873 97 83 9786 97 82 9527 
cl 88,25 88' 1 9 87,44 330,63 
C2 10971,63 12814,31 "10665,56 157372,88 
* The symbols below indicate the leading serie s in the transfer 
functio n mo de l 







































T A 8 L E 4 . 8 
NE T DO MES TIC AS SETS 
1-step ahead Fa.recasts 
Actual Transfer Func t ions* · - Regressions 
Data Univar i ate R NCDLTD Eq (4.2 5) · Eq(4.39 ) - -
766 792 826 795 724 
803 766 809 758 873 
880 803 762 807 750 
835 880 844 875 926 
751 835 833 843 477 
762 751 647 754 954 
743 762 721 767 982 
786 743 801 745 773 
776 786 846 789 713 
870 776 818 777 844 
836 870 862 865 792 
925 836 822 838 1100 
958 925 917 928 ** 
905 958 970 957 
899 905 875 901 
l 026 899 893 890 ----
49'13 58 ,81 49,63 113 ,25 
3588,88 5084 ,94 3744,50 19856,75 
*The symbols below indica te the l eading series us ed in the 
transfer function mode l. 




















TA B L E 4.9 
GOLD AND FOREIGN RESERVES 
1-step a he ad Fore casts ----
Actu a l Tra nsfer Funct i on Re gress ions 
Origin Data Univ ar iate Eq(4 . 13) Eq( 4 . 14 ) Eq(4.26) Eq(4 . ~l_ 
Nov 76 734 740 775 744 770 733 
Dec 76 719 734 755 738 769 724 
Jan 77 645 719 777 724 773 747 
Feb 77 649 645 655 655 666 688 
Mar 77 757 649 625 659 621 656 
Apr 77 743 757 730 759 753 715 
May 77 749 743 761 746 752 7 04 
June 77 755 749 740 752 738 739 
July 77 712 755 763 758 775 780 
Aug 77 7 00 712 681 717 696 728 
Sept 77 682 7 00 684 706 690 687 
Oct 77 660 682 683 690 67 9 656 
Nov 77 636 660 668 669 63 9 649 
Dec 77 623 636 614 647 634 633 
Jan 78 631 623 611 635 636 622 
Feb 78 634 631 611 642 625 621 
c 1 23,50 35,38 30,44 26,25 32,44 
C2 1331 ,50 2745,00 1949,06 1390,13 2750,56 
4.26d 
' T A B L E 4 . 1 0 
TREASURY BILL RATE 
1-step ahead Forecasts 
Actual Transfer Functions* Regressions 
Origin Data Univariate R Eq(4.27) Eg(4,35) 
Nov 76 7,74 7 '72 7,69 7,49 7,69 
Dec 76 7,82 I 1. 75 7,75 7,55 7,83 
Jan 77 7,87 7,84 7,88 7 ,61 7,85 
Feb 77 7,88 7,89 8' 01 7 ,77 8,02 
Mar 77 7, 86 7,89 7,97 7,70 7,86 
Apr 77 7, 82 7,86 7,75 7,60 7,76 
May 77 7, 85 7,81 7,76 7,55 7,83 
June 77 7,88 7,85 7,88 7,56 7,87 
July 77 7,88 7,89 7,90 7,57 7,89 
Aug 77 7,86 7,88 7,95 .7 ,59 7,95 
Sept 77 7,92 7,86 7,93 7 ,61 7,94 
Oct 77 7 ,92 7,93 7,98 7,66 7,93 
Nov 77 7,90 7,93 7,99 7,67 7 ,96 
Dec 77 7,93 7,90 7 '97 7 ,67 7,90 
Jan 78 7,95 7, 94 8,00 7,72 7,98 
Feb 78 7,98 7,96 7,98 7 '77 8,04 
C1 0,0288 0,0494 0,2369 0,0388 
C2 0;00111 0,00462 0,06023 0,00278 
;•, R is the leading series used for the transfer function model 
4.27 
With the absolute error f unction as our criterion, a set 
of foreca st s generated from a model ou tpe rforms other models 
used if it has a lo we r value for C1 where 
is the average absolute error over the forecasting period and 
N is the numb er of forecasts. The absolute error function 
applies a weight eq ual to the magnitude of an error, and it 
is therefore possible to specify which model forecasts the 
"closest " to the · da ta. If a quadratic e rror function i s used 
more weight is given to large than to small e rr or s as the 
weight equals the error squared. Thus the "closest" for e-
cast to the data will not necessarily minimize the function 
C2 where 
C _ 1 ,N 2 2 - N Lt==1 et 
is the average quadratic error. 
The quadratic error function is suitable as a criterium 
as it corresponds to the least square criterium, is mathemati-
cally mor e tractable than other criteria and is a reasonable 
assumption. The values obtained for C1 and C2 are listed 
in Tables 4.7 to 4.10. We find that the univariate models 
.for R, NOA and TBR and the transf e r function model for 
MS with NCO as leading series were superior to the other 
methods using both the above mentioned criteria. 
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4. 7. 2 QUALITY OF FORECASTS 
To asse ss the quality of the 11 best 11 forecasts we plot the 
actual change in a va r i ab le ag a inst the predicted ch a nge. 
This enable s the analyser to determine if his model is abl e to 
predict the direction of change correctly. The univari at e 
models for R and NOA are both random walk models and 
therefore the predicted change is zero at all times. Thus it 
is not possible to predict the variable ~ R and NOA accura-
tely. The plots for MS and TBR are given in Figure 4.5. 
The majority of plotted values for MS lie within the second 
or fourth qu adr ants which means that the changes in MS were 
predicted correctly. The direction of change for points 
lying in the first or third quadrants were predicted in-
co r rectly. The forecasts produced for MS are satisfactory 
as most of them lie very close to the line of perfect fore-
cast (it is when the actual change equals the predicted change). 
The quality of the forecasts produced for TBR are of a lower 
standard than those for MS as the plotted values are further 
away from the line of perfect forecast. 
4.8 CONCLUSIONS 
The different models discussed in this chapter provided 
good fits to the data, but in general the forecasts generated 
were poor. Necessarily the univariate models cannot incor-
porate information that might allow th em to predict any kind 
of structural change in the economy as they extrapolate the 
behaviour of the economy during the estimation period. 
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Univaria te forecast s sho uld be used ns a yard st ick against 
which the forecasts fro m oth er metho ds can be compared. To 
adopt our forecasts for structu ra l c hanges , we included ex -
planatory variables in the es timat ed models . We find that 
~ 
vario us transfer fu nc tion and regression mode ls did not pro-
duce supe ri or for ecast s as the influ ence of the explan at or y 
varia bles was usu al ly out of line with the ch ang es in the da ta. 
A re-estimat ion of the mod e ls using da ta which includes the 
forec ast pe riod may give non-significant coefficients so that 
these relationship s do not hold any more. 
Simil ar studie s we re don e by Pierc e (1977) and Cramer a nd 
Mi ller (1976). Th ey also found a lack of relatio ns hips be-
t wee n seve ra l economic time series after prewhitening, which 
were ca usa lly rel ate d in eco nomic theory. Cramer and Miller, 
howev er, had succe ss with some causal relationships which 
gave an im pr ove me nt on the univariate forecasts. More satis-
f actory results would be expected when systems, which do not 
ch ange in structure are analysed so th at the relationship s 
extablished is expected to hold in the future. 
The author plans to carry out further research on multiple 
time ser ies modelling. Very little practical work has been 
done with time series models which have mor~ than two inde-
pendent variables. 
A P P E N D I X A 
THE DATA 
The following month ly data series are taken from the South 
African Reserve Bank Quarterly Bull e tins and their supplements 
unless oth erwis e stated. 
in Rand millions. 
All monetary aggregates are expressed 
1. Money Base (MB) : Obtain ed by considering the Reserve Bank 
balance sheet Liabilities and excluding all Government and 
Provincial Admini st ration deposits, Capital and Reserve s , 
and "other Liabilities 11 , and 11 Foreign Loans 11 (as they will 
be refl ec ted in Reserve s ). 
2. Foreign Reserv e s (R) : Total gold and foreign reserves of 
the Reserve Bank. 
3. Net Do mest ic Assets (NOA) Calculated ~s a residual MB-R. 
4. Money Supply ( MS ) : Tota·1 Money and Near Money. 
5. Treasury Bill Rate (TBR). 
6. 90 day Negotiable Certificate of Deposits Rate (NCO). 
7. The Eu ro- Dollar Rate (ED) . 
(Source : Intern a tional Monetary Fund, "International 
Fine.nc ia.l Statist ·ics. 11 ) 
8. Electric Current Generated (E). 
(SARBQ B 1970 = 100 diseasonalised.) 
9. Governm ent Def·icit (gd) : We def ine "true government de-
ficit11 to equal the differ ence between government issu es 
and the sum of government borrowing and gover nm ent tax 
receipts . 
In ord er to estimate the si ze of current government borrow-
ing it was necess a ry to consider the change in the tot a l 
holdings of government debt by 
l. Permanent Building Societies, 
2. Insurers (Long and Short Term) 
3. Private Pension and Provident Funds 
4. Banks (Commercial, Merchant and Hire Purchase), as well 
as by the Public Debt Commissioners and the Loan Levy 
Account . 
For Permanent Building Societies we took (total) govern-
ment borrowing equal to "Total Prescribed investments 
less Coin, Banknotes and Money at Ca'11 11 ; 
For the Insurers, (we aggregate the Long and Short term 
Insurers), total government borrowing is taken as equal 
to 11 Government Stock + Local Authority Stock + Public 
Corporation Stock + (approximated) Loans to Local 
Authorities 11 (where the last-named amount is assum ed 
e q u a l to ~ of 11 0 the r Lo an s 11 ) • 
Pension Funds holdings are taken equal to "Government 
Stock + Local Authority Stock + Public Corporation 
Stock+ Loans to Local Authorities and to Public Co rp or-
Notes: 
ation s . 11 For Url"it trusts, t ake 11 (To t al) Approved 
Securities. 11 
In the Banking Se ctor , we take Commercial Bank holdin gs 
equal to ( 11 Total other Prescribed Investments, 11 less 
NCD's , plus "Other", plus 11 Treasury Bills, Bills and 
Advan ces to the La nd Bank, Short-Term govern me nt stock 
and Sho rt-Term de be ntur es of the Land Bank") (up to 
0 ct ob er 1 9 7 2 , th e reafter 11 Pre s c r i bed I n v es t men ts ex -
eluding Liquid Assets"). 
Merchant Bank holdings are assumed equal to 11 Reserve 
Bank Balances" plus "S.T. government s t ock" plus 
"Othe r " liquid assets plus "Other" liquid assets plus 
(after Oc t ober 1972) "Other 11 prescribed investments. 11 
Hire-Purc ha se, Savings and General Banks holdings 
assumed equal to 11 Reserve Bank Balances.: plus "S.T. 
Government stock 11 pl us 11 S . T . Land Bank debentures 11 
plus "Other government stock 11 plus "Local Authority and 
Public Corporation Stock. 11 
l. With respec t to monetary banking institutions, after October 
1972 11 Liquid Assets" were not included with "Prescribed 
Investments." 
2. We have excluded the Discount Houses in the above consider-
ation in view of their purely intermediary role between 
financial institutions. 
• • • - · .. ~ -< · • " • • • J ) 
DATA NOV EM BER 1970 TO MARC H 1978 
-... -·- - ------ ·- .. . - - ·-· -- ··- .. - . ····-- - · . . 
MP. R ND A MS TBH NCD D E GD 
. ---- - - . ·- ·- -
es n . n0 745. 00 1os . on 3931 . 0 0 4 • 4 6 7 . 6 5 7. 1 7 1 0 2. 20 - 6 . ()0 . 1 
GS6 . 00 6tl J.DO !7S . OO 39 8 3 . 00 'I • 5 3 7. 90 7.29 1 03 . 6 0 11 6- 00 
I 
' 
. --- ---- . - ---·- ···-- ·-- •.. i 
e ::, e . oa 649.00 2 0 9 . 00 3 8 7 4 . 0 0 4 . 6 4 8·60 5.9 3 1 04 .. 60 s.oo ~ 
R 4 L . (liJ 6 '11.80 2 U l. O D 3 9 23. DO 4 .. E £J 8 • '1 0 5 . 60 1 0 .3 .90 - 7 7.00 I 
SS9 ~G J 63 7 00 222 . uo - 39 0 ? . QO s • 0 'i 9. 05 --· --·-- - . 5 . J 0 - -- ----· .1 0 '1 .. 7 0 . .301. 00 
l· (j'iJ . 00 619. i.10 2 2•1 .oo 3963. 0 0 S • 5 I s . oo 5 . 95 104 . 70 l 1i2 . GO 838 . 0 0 61 1 .0 0 22 7. no 3 9 9 8 . 0 0 s . s 2 8 . DO 7 .. 0 8 106 . 0 0 -87 . 00 
f.''13. 0D 5 7 0 . 00 2 73. 00 '103'1.Q(J !:'\. s 1 7 .8~> 7. l 6 1 0 7. 00 77 . 00 I 
E:>S . U :J Sl9.0 0 33 9 . 00 '1 ll£J8 .00 5 .4 8 7 .90 ·•· - - 6. 4 6 - -· 110 .3 0 .. J4le00 l 
83 f\ • O:J •1 e 6 . o o J'..,2 .. 00 <t Oe2 . oo '=· • L\ 2 6 0 65 8 . 2 1 1 1 0 .7 0 87.00 i 
8 6 9.UO 477. 00 4 I 2. GO '1!Sl.[10 s .. s 4 a . 20 8 . 'i 6 i 10.30 109 . 00 I 8 7 6 . UO 4 60 . 0[J 4 16. 00 '1 2 0 7. . DO S . 60 a. no 6 " 6 0 112.!0 I13.00 &93.00 41S. OO 47 8.00 . ·---- 'i2 19. 00 5.77 - -· --- -- fJ .J :, · - - -- ·- ·· 6 . 28 1 l l • l 0 -- . - ---- i l 3 • 0 0 
8 1 8 .0 Q "1 6 '~ .oo 35'-l . OO '127 6 . 0 0 5 • . 96 8 .7 0 6 • l l 1 12 . 60 23 8 .0U I • I 
I 
~- ... ·-. .. ·- -- . -· - -··- - ·- - . -- ··· -- -· -
f. 7 96. 0 U ~)OS.OD 2 9 } . 00 '1 11 8 . 00 S.95 8 • 'i s 5.3 7 l 1 J • 8 0 12 9 . 0 0 
7 t:.~_, . u o s2r. . oo 2 6 s . [! Q 'i IS 7. . DO 5 ~ 9 '1 7. 7 S 5. ls l l 3. I 0 6 0. . 0 0 i 833 . 00 S67. . 00 21 1.0 0 4 1 B cJ . 0 0 S . 94 8 .30 5 • 7. B 112.7 0 !92. 0 0 ·- - - - 2 J s • 0 CJ - ·- -- 6 l 6 • 0 0 2 19. 00 . 'i2'i 3 . 0D s . 62 . 6 •'I 0 . -····- . ·- - 5.2 7 l 13 . ?U 396 . 00 
('.. J 8 . 0 0 £,73 .(;0 I 'E>. OG ., 2 7 (, • [) 0 s. s !:> 6 . 50 I~ • £1 !) I l~>. 2 0 3 2 7 .. 00 i 
f) 2 9. 0 0 732 . 00 9 7 . 0 0 '1 ' I 0 7 • 0 0 S . SJ 6. 6 :) s . 06 ! 14 . 9 0 l ob ·D O l 
839 . C J 8 J3. r:ll.J 0.ou · 4 '1'lD.C.10 5.3 2 6 . 20 5 . 58 1 15.90 18"' .. 0 0 I 
82J . OD ElJ9 . DO - J 6 . 00 '1SU 9 . fJ8 'i . s 0 s . oo 5 . 49 l 13.80 --·------- -- 2 02.00 
t 8 7U.OO esn . oo l ? . 00 4l OS.OO 11 • 9 6 s . 'I s S.42 1 l 7. 2 0 '10 . DO [) •11. 0 0 9 1 6 . CO - 1s . rrn 'I 5 8 C: • r10 4.92 S. 7 0 6 . 00 .1 1 7 .80 '{Li . OD • 
t: :, 9 . nn 9!6 . 0CJ - S7.0C 469 1. 0 0 'I • t" i 6 .30 5 . 7 7 l ! 8 . 9 0 39.00 I 








138 7. 00 
(j 8 s ~ 00 
'7.)j . Q (l 
'7JJ . OO 
9S-fJ . DO 
i no r,.oo 
98U . UiJ 
1 0 7 0 . 00 
l os e . oo 
102 7. CJ O 
1 G6 1. 00 
110 6.UO 
l 0 9 S .OO 
I CViC~oo 
112 2 .ou 
1 1} 9.0 0 
l l '.~ 2.00 
1 2 ! 8 . 00 
l 1 79 .00 
l 2 'l 2 . 0 0 
i 2 'i l. 00 
1222. 0 0 
i 2s::, . oo 
12 9 2 . 0J 
l.t 69 . 00 
l 7 9 '{ . 0 0 
1 297 . 00 
I 3 I'-!. OU 
l 3 ::. 8 • 0 0 
1 '166.00 
l 13 8 . 00 
1 195 . 0 0 
l l 'f6 . 0CJ 
126 (3 . 00 
1 176. 00 
l D f, C .CJC 
1 06 6.00 
92'~.o o 
79 6 .0D 
7 72 . 00 
SJS.Cu 
9 2 3 . 00 
828 . 0 0 
eoo.oo 
777 .0 0 
·7 ['. 'i . 00 
7 2 9. 00 
737. 00 
7S '1 . 00 
81 7. 0 0 
729 . 0 0 
7 '10. 0 0 
7'17.00 
7Sl . OO 
71 4.(1() 
7 '1 11. 0 0 
7 .20 . 0D 
7 6 3 . 00 
7 9'i. OO 
933 . 0D 
- 2 r, l • 0 0 
- 3u 7. !JO 
- 263 . 00 . 
- 33S . OO 
- 22 6 - 00 
- 75 . 00 
- 21-,.cn 
l'i6 . 00 
26 2 .0 0 
2 55 . 00 
226 . 00 
1 8 .1.00 
267 . UO 
2 9 0.00 
34S . OO 
3JC1 .CO 
. 23 . 00 
'i G l. C O 
'Lz:, . oo 
. · · '~ZS . OU 
s 12. co 
1H l 2 .[HJ 
soe.oo 
S 4!. 00 
5~~) . 00 
:;:)c . oo 
S 7 7 . QO 
SS ! .tJO 
s 6 'l . 00 
S33 . 0U 
5 2 72. 00 
536 11.0 0 
. -- 5 '1 4 6 • 0 0 
55Lj 2 . ()CJ 
S SSIJ . 00 
S7'i8 . 0 0 
· ·- 5 l 5 6 ~OD 
5 7 2c,. oo 
5 9(1 J. OU 
58 0 1. L-O 
60 3 0.00 
6 16 1 .CJ O 
6 l 9 1 . 00 
639 ! .0U 
6 ' ! 9 7. 0 0 
. 6SO ! .OO 
643e . oo 
665 7. 00 
6 b l 5. OD 
--- 7 0 4 '1.00 
7 3 1 7 . DO 
7258.00 
7 321. 00 
7 'ie2.co 
7 663~0~) 
7 6J H .D O 
77 7 8 . QO 
7 r~ 3 1. nu 
7 e '"! 9 . oo 
8 1 24 . 00 
J • 3 'l 
2 . P. 'l 
2. l:- 'l 
2. s8 
2 • Lj 8 
2 . 6 5 
2 .. 7 U 
2. so 
3.2 8 
'i • 6 8 
'1 . 7 6 
'l *Fl 2 
4. 8 2 
'i • f 2 
s. 1 2 
5. E 'i 
6 . 36 
6 • 1 fl 
6. 08 
6. O'i 
5. 9 2 
s. 9n 
5 . 92 
5 • 9 Lj 
s . 76 
s . 6 7 
5 . 50 
s . 5 "l 
6 . l 2 
t. '-le 




5 .. 30 
6. 75 
6 . 60 
7. 7 0 
s. oo 
9.00 
9. 2 s 
9.00 
to. no 
9. 7 '":> 
l I • 0 0 
l 2. s 0 
l 4 . 2 5 
1 7 . 2 s 
I ~ . 7 5 
.... 1 1 . 2s 
1 I • 0 0 
l l • ' I 0 
10 . s o 




6 • 9 () 
[l • 3 s 
e. 9 0 
8. I 6 
8. 4 3 ___ ____ e . e. 1 
10.37 
l l • 4 6 
I l • 13 








12 9~ 2 0 
. 12 9. 70 
l 3 1 .. 0 0 
130.70 
9.36 132.60 
s. so 132. 8 0 
9.23 . ·-·-·- -134.70 
J O .SJ 136.3 0 
11.67 1 36 ~0 0 
12.11 137.60 
.. I J • 4 9 . ·---- __ . I 3 8 .. 'i 0 . 
13 . 56 1 4 0 09 0 
1 2- 3 4 . 1 44 .7 0 
10.90 } qQ .30 
--- --- ·- ·--- I 0 .. 1 3 --- ·- -- 1 42 .l O 
J0.31 1 4 2. 3 0 
27 8 . 0 0 
2'1 8 . 0 0 
·---·-- - - l 7 1 • 0 0 -
31. 0 0 
~101. 0 0 
-1o s .oo 
..... --- ·· .. - . 5. 0 0 . 
21. 0 0 
-39.00 
. f; 
1 •• . ~ ., 
., I 
i . ) 
; I ~, ' 
: ; ~ 
-- - - ---·j 
~ - 1 
.. , . -r 
-135.00 ~-- j 
-2 03 . 0 0 . ~ 
· -· ·-- 5 9 6. 00 -~--- · - -·-· ~ f 
31 9 . 00 
- 8 . 00 
'l3.D D 
·- ·-- . - 8 5 • 0 0 - . 
-2J G. DU 
so.oo 
I '"l 9 • 0 0 
! 9 s • 0 0 . . - - -- . 
3 30 .00 
I I 
---- - - -· --- ··-·. - ----- - ----- -- .. 
B . S8 ! •12.6 0 -- --- -· 144- .--n a-·--------: : r 
1 .20 l'D~OD 
6 . fl 5 ! 4 'i 0 ~ 0 
. .. -· - --- . 7 . 0 'I l ' ! s . !3 0 
6. 2 S 1 '1 s 0 ' l 0 
{, . I 0 1 '16 .LIO 
7.13 1'i 7. 00 
65. 00 i·t 
50 1. 0 0 ; ! 
. 4 5 'l • 0 O __ --· ___ . __ ; ' I 
2s s . oo : · 
3 9Y. OO .' t1· 
33'1.0 0 ' 
. .. 7.23 - . -- ·- - l'l b .6 0 
7. 0 S 1 'i 7 • .I 0 
. - --- -· - 1 5 s • 0 0 - - - . l 
2 9 2.00 : . 
- ··-- - ---·- . 
I 'l 6 9 . 0 0 972.00 49 70 00 8!S O.OO 6. 8 0 8.70 7. 1 3 1LJ8.20 327.00 
l SJ0 . 00 972 . 0 0 s3r . c;o 8 338. 0 0 6. 8 9 7.90 6.79 lSQ.30 212.no 
J Lj9 9o00 91..{0.00 559.00 8S91 .0 0 6-82 9.00 . . .. . - --- .6 • 'i 7 - .. - -- .... 1 4 9 • 9 0 . -- -- ______ 2 6 7 • 0 0 . 
is01.oo 960 . 0 0 60 !. 00 8 L.f 5 6. DO 609 3 9.70 5. '{ 8 . . --· .. ·-. 152.70 ·- ·-- ·--···-·- 30. 0 0 
l S 6'>· .co L1S9 . DC 710. CW 8496 . no 7. 0 'I 12 .so 5.53 159.50 27S.OO 
l '~ (l 2 • 0 0 12 os . oo 277. 00 87 '10 . QO 7. l 7 13. SU S.60 15 3 .0 0 -1 6 7 .. 00 
!S UD. DO 1 0 l· 9 . c 0 L.f 3! . L. O 895'1 . 00 7. Zl 11. so 5 • 4 I 1•rn .1 0 363~00 
! S 00 . 8 8 94 ). 00 5'j 9 . 00 -- -- -- e,? 6 6 • 0 0 7 • l 9 12.00 .. -- -·· ··-- S.96 ·· ------- 152.SO .. ... '1 3 7 • 0 u 
1~'7 S.OO 8U9 . 00 559. 00 9 2 13. 0D 7 .3 l I 2 • 50 6.22 150.20 726.0U 
I S J9. 0 8 6 '7 4 • 0 [I 7 t_, 6. uo 9116.00 7 .• y 9 1 I • 2 0 5.79 154.!0 81 .. [J U 
I 4 6 h . DO 6 'l D. 0 D 826 - 00 9 0 76.C O 7.76 1 1 • 9 3 r:,. b 7 150.40 393 .. 00 
l 5tt8 . DG 6 b8 . 0l) 8 6 [1 . 00 9 256 . 0 0 7.7 6 . - 10-69 · --·-·- -- 5057 --- - -- -- 153.60 ·- · --- -- - 17 .. 00 . 
1 r.,23 .0 ~) 7 03 . 00 82(1 . QLJ 9 2 60. 00 7. 73 9.76 5 . 'J s 152.90 331.00 
i : , 32 . 00 7'!0.00 7 92 .0 0 9 2 'f 2. 0 0 7.72 9.so 5.30 150.'iO '-110.00 
i sou.no 7 3 '1. DO 766. 00 936 8 . 0 0 7 • 7 '-I 10.09 5. 0 1 1S2.00 537.00 
- ·---- ··· --·-- . - ·--- · - - - -- -~- - -- - - - ---·.-· -- -· ·- ··· ·--- ---- -
1 :, 72.00 71 9.QO R03 . 00 9 11 5 . 00 7. 2 2. Q.86 s.1s 161. 8 0 96 "00 
l S?. S. 00 64S. JU son.co 91 7'1. 00 . 7 • f-. 7 ... 10 .2s ... s. 0 8 __ ____ l SCi>.20 t 9 9.C'O 
I 'l i:i <l • 0 0 649 . 0() BJ~ ... . oo 9146.00 7 • 8 fl 9 • 7 1 s. l l 152.e.o - 12s . oo 
l '.:>08.00 7S 7. CO 7 5 l. OD 7 Y 2 7 • C• ~ ) 7 • 13 6 9. '{ s 5. l 3 l'H. . 20 566 . [)J 
1505 . 00 7'1 3.00 7 62 . 0 0 9':148 . 0 0 7. (\ 2 9.05 5.77 1SI.90 7 2 2.00 
1•j9 2 . c 0 7 'I 9. [) 0 - 7 'J 3 . () u 97 99 . DO · -· ·· -· 7. BS 8. 9 '-I 5. 7 8 __ -- - 1 5 1 • 9 0 ·- ' ! 9 1 • 0 0 . - .. - - ---
i S 'i I • l) 0 755. 00 7 Cb.C 0 9 6 77.00 -, • Pe (1 • 7 3 So77 iss.oo '1S3 . OD 
l 'i GP . OU 7 1 2. 0 ( i I 7 6. OD 9613000 7 • r. 8 D . t, 6 · 6. 3 0 lS'-1..! 0 2 8 LJ. 0 0 
l'1/0 . 0U 1:.rn.uo 870 . 00 78S3.:.JO 7 • e t> 9. 00 6 .S6 I S'-1. l 0 235.DO 
J C,J J .00 6 8 7.QC 83 6 . () [J __ 9 7 03.CJO 7. 92 8 . 90 ·- 7. J 3 -· 166.'-10 --- _ . __ ~ 5 '-t • G 0 - --. - -- . 
l SSS oOO 6 60 . 00 92S . OO 98'~8 .00 7. '12 8 .70 7.08 16'-t.O O .oo 
1 60'-l.Oll 6Jl.OO 9 ~) 0 • 0 0 10012.ou 7.90 B. 7 ll 7 0 1 2 165.30 ,. DO 
• ·-· •• + · - -- - -- -- -· --
i::,37~00 6L 3 .ilU CJO'~ . oo 'i}7 l_ 6 . 00 7. 93 9 . 06 7. 3 l 1 6S ol0 .oo 
' Cl 0 t . ]J.Q(.; 89 9 . C:D 97!9. DO 7. '? 5 9 . 7 0 7. 7 7 167.00 . DO ,, ~ .. ~u 634 . DO 1 026 . QO . oo 7. 9£) 9. :) 9 7.26 161.20 . • oo 
A P P E N D I X B 
COMPUTER PROGRAMS 
• 
The computer program COMET was used to solve the regression 
equations in Chapter 4. Comet is a UNIVAC Package that gives 
linear ·least-squares estimates of the regression equation 
coefficients. 
The Box-Jenkins package written by David J. Pack of the 
Ohio State University was used for the analysis of time series 
in Chapter 4. 
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