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Abstract
We present a logic that extends CTL (Computation Tree Logic) with
operators that express synchronization properties. A property is synchro-
nized in a system if it holds in all paths of a certain length. The new logic
is obtained by using the same path quantifiers and temporal operators as
in CTL, but allowing a different order of the quantifiers. This small syn-
tactic variation induces a logic that can express non-regular properties for
which known extensions of MSO with equality of path length are undecid-
able. We show that our variant of CTL is decidable and that the model-
checking problem is in ∆P3 = P
NPNP , and is hard for the class of problems
solvable in polynomial time using a parallel access to an NP oracle. We
analogously consider quantifier exchange in extensions of CTL, and we
present operators defined using basic operators of CTL* that express the
occurrence of infinitely many synchronization points. We show that the
model-checking problem remains in ∆P3 . The distinguishing power of CTL
and of our new logic coincide if the Next operator is allowed in the log-
ics, thus the classical bisimulation quotient can be used for state-space
reduction before model checking.
1 Introduction
In computer science, it is natural to view computations as a tree, where each
branch represents an execution trace, and all possible execution traces are ar-
ranged in a tree. To reason about computations, the logical frameworks that
express properties of trees have been widely studied [10, 20, 25], such as CTL,
CTL*, µ-calculus, MSO, etc. These logics can express ω-regular properties
about trees.
A key advantage of logics is to provide concise and formal semantics, and a
rigorous language to express properties of a system. For example, the logic CTL
is widely used in verification tools such as NuSMV [9], and hyperproperties, i.e.
∗This research was partially supported by Austrian Science Fund (FWF) NFN Grant No
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tree-based properties that cannot be defined over individual traces, are relevant
in security [11, 12].
One key property that has been studied in different contexts is the property
of synchronization, which intuitively requires that no matter how the system
behaves it synchronizes to a common good point. Note that the synchroniza-
tion property is inherently a tree-based property, and is not relevant for traces.
Synchronization has been studied for automata [26, 8], probabilistic models such
as Markov decision processes [15, 16], as well as partial-information, weighted,
and timed models [19, 17, 14], and has a rich collection of results as well as open
problems, e.g., Cˇerny´’s conjecture about the length of synchronizing words in
automata is one of the long-standing and well-studied problems in automata
theory [6, 26]. A natural question is how can synchronization be expressed in a
logical framework.
First, we show that synchronization is a property that is not ω-regular.
Hence it cannot be expressed in existing tree-based logics, such as MSO, CTL*,
etc. A natural candidate to express synchronization in a logical framework is to
consider MSO with quantification over path length. Unfortunately the quantifi-
cation over path length in MSO leads to a logic for which the model-checking
problem is undecidable [24, Theorem 11.6]. Thus an interesting question is how
to express synchronization in a logical framework where the model-checking
problem is decidable.
Contributions In this work we introduce an elegant logic, obtained by a
natural variation of CTL. The logic allows to exchange the temporal and path
quantifiers in classical CTL formulas. For example, consider the CTL formula
∀Fq expressing the property that in all paths there exists a position where q
holds (quantification pattern ∀paths · ∃position). In our logic, the formula F∀q
with quantifiers exchanged expresses that there exists a position k such that for
all paths, q holds at position k (quantification pattern ∃position · ∀paths), see
Figure 1a. Thus q eventually holds in all paths at the same position, expressing
that the paths are eventually synchronized.
We show that the model-checking problem is decidable for our logic, which
we show is in ∆P3 = P
NPNP (in the third level of the polynomial hierarchy) and is
hard for the class PNP‖ of problems solvable in polynomial time using a parallel
access to an NP oracle (Theorem 1). The problems in PNP
NP
can be solved by
a polynomial-time algorithm that uses an oracle for a problem in NPNP, and
the problems in NPNP can be solved by a non-deterministic polynomial-time
algorithm that uses an oracle for an NP-complete problem; the problems in
PNP‖ can be solved by a polynomial-time algorithm that works in two phases,
where in the first phase a list of queries is constructed, and in the second phase
the queries are answered by an NP oracle (giving a list of yes/no answers) and
the algorithm proceeds without further calling the oracle [27, 22].
We present an extension of our logic that can express the occurrence of
infinitely many synchronization points (instead of one as in eventually sychro-
nizing), and the absence of synchronization from some point on, with the same
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complexity status (Section 3). These properties are the analogue of the clas-
sical liveness and co-liveness properties in the setting of synchronization. We
show that such properties cannot be expressed in our basic logic (Section 4). In
Section 6, we consider the possibility to further extend our logic with synchro-
nization to CTL*, and show that the exchange of quantifiers in CTL* formulas
would lead to either a counter-intuitive semantics, or an artificial logic that
would be inelegant.
We study the distinguishing power of the logics in Section 5, that is the abil-
ity of the logics, given two models, to provide a formula that holds in one model,
and not in the other. The distinguishing power is different from the expressive
power of a logic, as two logics with the same expressive power have the same
distinguishing power but not vice versa. The distinguishing power can be used
for state-space reduction before running a model-checking algorithm, in order
to obtain a smaller equivalent model, that the logic cannot distinguish from the
original model, and thus for which the answer of the model-checking algorithm
is the same. We show that if the Next operator is allowed in the logic, then the
distinguishing power coincides with that of CTL (two models are indistinguish-
able if and only if they are bisimilar), and if the Next operator is not allowed,
then the distinguishing power lies between bisimulation and stuttering bisimu-
lation, and is NP-hard to decide. In particular, it follows that with or without
the Next operator the state-space reduction with respect to bisimulation, which
is computable in polynomial time, is sound for model-checking.
2 CTL + Synchronization
We introduce the logic CTL+Sync after presenting basic definitions related to
Kripke structures. A Kripke structure is a tuple K = 〈T,Π, pi,R〉 where T
is a finite set of states, Π is a finite set of atomic propositions, pi : T → 2Π
is a labeling function that maps each state t to the set pi(t) of propositions
that are true at t, and R ⊆ T × T is a transition relation. We denote by
R(t) = {t′ | (t, t′) ∈ R} the set of successors of a state t according to R,
and given a set s ⊆ T of states, let R(s) = ⋃t∈sR(t). A Kripke structure is
deterministic if R(t) is a singleton for all states t ∈ T . A path in K is an infinite
sequence ρ = t0t1 . . . such that (ti, ti+1) ∈ R for all i ≥ 0. For n ∈ N, we denote
by ρ+ n the suffix tntn+1 . . . .
2.1 Syntax and semantics
In the CTL operators, a path quantifier always precedes the temporal quantifiers
(e.g., ∃U or ∀U). We obtain the logic CTL+Sync from traditional CTL by
allowing to switch the order of the temporal and path quantifiers. For example,
the CTL formula p∀U q holds in a state t if for all paths (∀) from t, there is a
position where q holds, and such that p holds in all positions before (U). In the
CTL+Sync formula pU∀ q, the quantifiers are exchanged, and the formula holds
in t if there exists a position k, such that for all positions j < k before (U), in all
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paths (∀) from t, we have that q holds at position k and p holds at position j,
see Figure 1d. Thus the formula pU∀ q requires that q holds synchronously after
the same number of steps in all paths, while the formula p ∀U q does not require
such synchronicity across several paths.
The syntax of the formulas in CTL+Sync is as follows:
ϕ ::= p | ¬ϕ1 | ϕ1 ∨ ϕ2 | QX ϕ1 | ϕ1QU ϕ2 | ϕ1 UQϕ2
where p ∈ Π and Q ∈ {∃,∀}. We define true and additional Boolean connectives
as usual, and let
• ∃Fϕ ≡ true∃U ϕ, and F∃ϕ ≡ trueU∃ϕ, etc.
• ∃Gϕ ≡ ¬∀F¬ϕ, etc.
Note that the Next operators QX has only one quantifier, and thus there is
no point in switching quantifiers or defining an operator XQ.
Given a Kripke structure K = 〈T,Π, pi,R〉, and a state t ∈ T , we define the
satisfaction relation |= as follows. The first cases are standard and exist already
in CTL:
• K, t |= p if p ∈ pi(t).
• K, t |= ¬ϕ1 if K, t 6|= ϕ1.
• K, t |= ϕ1 ∨ ϕ2 if K, t |= ϕ1 or K, t |= ϕ2.
• K, t |= ∃X ϕ1 if K, t′ |= ϕ1 for some t′ ∈ R(t).
• K, t |= ∀X ϕ1 if K, t′ |= ϕ1 for all t′ ∈ R(t).
The interesting new cases are built using the until operator of CTL:
• K, t |= ϕ1 ∃U ϕ2 if there exists a path t0t1 . . . in K with t0 = t and there
exists k ≥ 0 such that: K, tk |= ϕ2, and K, tj |= ϕ1 for all 0 ≤ j < k.
• K, t |= ϕ1 U∃ϕ2 if there exists k ≥ 0 such that for all 0 ≤ j < k, there
exists a path t0t1 . . . inK with t0 = t such thatK, tj |= ϕ1 andK, tk |= ϕ2.
• K, t |= ϕ1 ∀U ϕ2 if for all paths t0t1 . . . in K with t0 = t, there exists k ≥ 0
such that: K, tk |= ϕ2, and K, tj |= ϕ1 for all 0 ≤ j < k.
• K, t |= ϕ1 U∀ϕ2 if there exists k ≥ 0 such that for all 0 ≤ j < k and for
all paths t0t1 . . . in K with t0 = t, we have K, tj |= ϕ1 and K, tk |= ϕ2.
We often write t |= ϕ (or K |= ϕ) when the Kripke structure K (or the initial
state t) is clear from the context. Examples of formulas are given in Figure 1.
The examples show the first steps of the unravelling of Kripke structures defined
over atomic propositions {p, q}. The formula F∀q expresses that q eventually
holds synchronously on all paths, after the same number of steps (Figure 1a).
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F∀q
(a) Eventually synchroniz-
ing.
G∃p
(b) Not eventually syn-
chronizing.
∀G(F∀q)
(c) Every subtree is even-
tually synchronizing.
pU∀ q
(d) Until universal.
pU∃ q
(e) Until existential.
p holds
q holds
neither p nor q holds
Figure 1: Formulas of CTL+Sync.
This is different from the CTL formula ∀Fq, which expresses that all paths
eventually visit a state where q holds, but not necessarily after the same number
of steps in all paths. The dual formula G∃p requires that at every depth (i.e.,
for all positions k), there exists a path where p holds at depth k (Figure 1b).
On the other hand note that F∃q ≡ ∃Fq and dually G∀p ≡ ∀Gp. Another
example is the formula ∀G(F∀q) expressing that every subtree is eventually
synchronizing (Figure 1c). The until universal formula pU∀ q holds if q holds
at a certain position in every path (like for the formula F∀q), and p holds in all
positions before (Figure 1d). The until existential formula pU∃ q says that it is
possible to find path(s) where q holds at the same position, and such that for
all smaller positions there is one of those paths where p holds at that position
(Figure 1e).
Remark 1. The definition of CTL+Sync, although very similar to the definition
of CTL, interestingly allows to define non-regular properties, thus not expressible
in CTL (or even in MSO over trees). It is easy to show using a pumping argu-
ment that the property F∀q of eventually sychronizing is not regular (Figure 1a).
This property of eventually sychronizing can be expressed in MSO extended with
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a length predicate, by a formula such as ∃ρ ∈ T ∗ ·∀ρ′ ∈ T ∗ : |ρ| = |ρ′| =⇒ q(ρ′)
where T = {0, 1} and q(·) is a monadic predicate for the proposition q over the
binary tree T ∗, where q(ρ) means that q holds in the last state of ρ. However,
model-checking for the logic MSO extended with the “equal-length” predicate p
defined by p(ρ, ρ′) ≡ |ρ| = |ρ′| is undecidable [24, Theorem 11.6]. In contrast,
we show in Theorem 1 that the logic CTL+Sync is decidable.
2.2 Model-checking
Given a CTL+Sync formula ϕ, a Kripke structure K, and a state t, the model-
checking problem for CTL+Sync is to decide whether K, t |= ϕ holds.
Model-checking of CTL+Sync can be decided by considering a powerset
construction for the Kripke structure, and evaluating a CTL formula on it. For
example, to evaluate a formula ϕ1 U∀ϕ2 from state tI in a Kripke structure K,
it suffices to consider the sequence s1s2 . . . defined by s1 = {tI} and si+1 =
R(si) for all i ≥ 1, where a set s is labeled by ϕ1 if K, t |= ϕ1 for all t ∈ s
(and analogously for ϕ2). The formula ϕ1 U∀ϕ2 holds in tI if and only if the
formula ϕ1 U ϕ2 holds in the sequence s1s2 . . . (note that on a single sequence
the operators ∀U and ∃U are equivalent, thus we simply write U).
For the formula ϕ1 U∃ϕ2, intuitively it holds in tI if there exists a set P of
finite paths ρ1, ρ2, . . . , ρn from tI in K, all of the same length k, such that ϕ2
holds in the last state of ρi for all 1 ≤ i ≤ n, and for every 1 ≤ j < k there is a
path ρij such that ϕ1 holds in the jth state of ρij . To evaluate ϕ1 U∃ϕ2 from tI ,
we construct the Kripke structure 2K = 〈2T , {ϕ1, ϕ2}, pi, Rˆ〉 where (s, s′) ∈ Rˆ
if for all t ∈ s there exists t′ ∈ s′ such that (t, t′) ∈ R, thus we have to choose
(nondeterministically) at least one successor from each state in s, that is for
every set P of paths ρ1, ρ2, . . . , ρn as above, there is a path s1, s2, . . . , sk (with
s1 = {tI}) in 2K where the sets si are obtained by following simultaneously
the finite paths ρ1, . . . , ρn, thus such that si is the set of states at position i of
the paths in P . The path s1, s2, . . . , sk in 2
K corresponds to a set P of finite
paths in K that show that ϕ1 U∃ϕ2 holds if (1) ϕ2 holds in all states of sk, and
(2) ϕ1 holds in some state of si (i = 1, . . . , k− 1). Hence we define the labeling
function pi in 2K as follows: for all s ∈ 2T let ϕ2 ∈ pi(s) if K, t |= ϕ2 for all
t ∈ s, and let ϕ1 ∈ pi(s) if K, t |= ϕ1 for some t ∈ s. Finally it suffices to check
whether the CTL formula ϕ1 ∃U ϕ2 holds in 2K from {tI}.
This approach gives an exponential algorithm, and even a PSPACE algo-
rithm by exploring the powerset construction on the fly. However, we show that
the complexity of the model-checking problem is much below PSPACE. For ex-
ample our model-checking algorithm for the formula F∀q relies on guessing a
position k ∈ N (in binary) and checking that q holds on all paths at position k.
To compute the states reachable after exactly k steps, we compute the kth power
of the transition matrix M ∈ {0, 1}T×T where M(t, t′) = 1 if there is a transi-
tion from state t to state t′. The power Mk can be computed in polynomial time
by successive squaring of M . For this formula, we obtain an NP algorithm. For
the whole logic, combining the guessing and squaring technique with a dynamic
programming algorithm that evaluates all subformlas, we obtain an algorithm
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in PNP
NP
for the model-checking problem. We present a hardness result for the
class PNP‖ of problems solvable in polynomial time using a parallel access to an
NP oracle [27, 22].
Theorem 1. The model-checking problem for CTL+Sync lies in PNP
NP
and is
PNP‖ -hard.
Proof. Upper bound PNP
NP
. The upper bound is obtained by a labelling
algorithm, similar to a standard algorithm for CTL model-checking, that com-
putes the set [[ϕ]]= {t | K, t |= ϕ} of states that satisfy a formula ϕ in a recursive
manner, following the structure of the formula: the algorithm is executed first
on the subformulas of ϕ, and then the result is used to compute the states sat-
isfying the formula ϕ. For the following formulas, the labelling algorithm for
CTL+Sync is the same as the algorithm for CTL, thus in polynomial time [21]:
• for ϕ = p, we use [[ϕ]]= {t | p ∈ Π(t)},
• for ϕ = ¬ϕ1, we have [[ϕ]] is the complement of [[ϕ1]],
• for ϕ = ϕ1 ∨ ϕ2, we have [[ϕ]] is the union of [[ϕ1]] and [[ϕ2]], and
• for ϕ = ∃X ϕ1, we have [[ϕ]]= {t | R(t)∩ [[ϕ1]] 6= ∅},
• for ϕ = ∀X ϕ1, we have [[ϕ]]= {t | R(t) ⊆[[ϕ1]]},
• for ϕ = ϕ1QU ϕ2, we obtain [[ϕ]] by a reachability analysis.
For ϕ = ϕ1 U∀ϕ2, we show that deciding, given the sets [[ϕ1]] and [[ϕ2]] and a
state t, whether the state t belongs to [[ϕ]] is a problem in NP as follows: guess
a position n ≤ 2|T | (represented in binary) and check that all paths of length n
from t end up in a state where ϕ2 holds. This can be done in polynomial
time by successive squaring of the transition matrix of the Kripke structure [23,
Theorem 6.1]. Then, we need to check that ϕ1 holds on all positions of all paths
from t of length smaller than n. For n > |T |, this condition is equivalent to ask
that all reachable states satisfy ϕ1 (because all reachable states are reachable in
at most |T | steps), thus can be checked in polynomial time. For n ≤ |T |, we can
compute in polynomial time all states reachable in at most n steps and check
that ϕ1 holds in all such states.
For ϕ = ϕ1 U∃ϕ2, we present an algorithm in NPNP to decide if a given
state t belongs to [[ϕ]]. First guess a position n ≤ 2|T | (represented in binary)
and then decide the following problem: given n, decide if for all k < n there
exists a path t0t1 . . . in K such that ϕ1 holds in tk, and ϕ2 holds in tn. This
problem can be solved in coNP as follows: guess k ≤ n (represented in binary)
and compute the set sk of states that can be reached from t in exactly k steps
(using matrix squaring as above). From the set sk∩ [[ϕ1]] of states that satisfy
ϕ1 in sk, compute the set of states reachable in exactly n− k steps, and check
that none satisfies ϕ2 to show that the instance of the problem is negative. Thus
we obtain an algorithm in NPcoNP = NPNP.
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It follows that the model-checking problem for CTL+Sync is in PNP
NP
.
Lower bound. The proof is based on the results of Lemma 2 that show NP-
hardness of the model-checking problem for the formula F∀p. Given a Boolean
propositional formulas x1 in CNF, we can construct a Kripke structures K1 such
that x1 is satisfiable if and only if the formula F∀p holds in K1.
By [27, Theorem 5.2], given k instances x1, . . . , xk of an NP-complete prob-
lem P (here 3SAT [13]), such that xi ∈ P implies xi+1 ∈ P for all 1 ≤ i < k, in
order to prove PNP‖ -hardness
1 of the model-checking problem it is sufficient to
construct a CTL+Sync formula ϕ and a Kripke structure K such that K |= ϕ
if and only if |{i | xi ∈ P}| is odd. For each single instance xi we can construct
a CTL+Sync formula F∀pi and Kripke structure Ki such that Ki |= F∀pi if
and only if xi ∈ P (i.e., the 3SAT formula xi is satisfiable). Since CTL+Sync
is closed under Boolean operations ∧, ∨, and ¬, it suffices to show that there
exists a polynomial-size Boolean formula ψodd over variables x1, . . . , xk that
holds if and only if an odd number of the variables x1, . . . , xk are true, which
is easy. Replacing in ψodd the variables xi by F∀pi, and taking the union of
the Kripke structures K1, . . . ,Kk (merging their initial states) and labeling all
states of Ki by {p1, . . . , pi−1, pi+1, . . . , pk}, we obtain a Kripke structure where
the CTL+Sync formula ψodd holds if and only if the number of yes-instances
among x1, . . . , xk is odd, thus showing P
NP
‖ -hardness of the model-checking
problem.
The complexity lower bounds for the model-checking problem in Theorem 1
are based on Lemma 2 where we establish complexity bounds for fixed formulas.
We recall that the problems in DP can be solved by a polynomial-time algorithm
that uses only two calls to an oracle for an NP-complete problem. A classical
DP-complete problem is to decide, given two Boolean formulas ψ1 and ψ2,
whether both ψ1 is satisfiable and ψ2 is valid.
Lemma 2. Let p, q ∈ Π be two atomic propositions. The model-checking prob-
lem is:
• NP-complete for the formulas pU∀ q and F∀q,
• DP-hard for the formula pU∃ q, and
• coNP-complete for the formula G∃q.
Proof. We prove the hardness results (complexity lower bounds), since the com-
plexity upper bounds follow from the proof of Theorem 1.
The proof technique is analogous to the NP-hardness proof of [23, Theorem
6.1], and based on the following. Given a Boolean propositional formula ψ
over variables x1, . . . , xn, consider the first n prime numbers p1, . . . , pn. For a
number z ∈ N, if z mod pi ∈ {0, 1} for all 1 ≤ i ≤ n, then the binary vector (z
mod p1, . . . , z mod pn) defines an assignment to the variables of the formula.
1The result of [27, Theorem 5.2] shows PNPbf -hardness, and P
NP
bf = P
NP
‖ [5, Theorem 1].
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p holds
at ith state
of ith path.
p holds
everywhere
in the cycles.
p tI
p . . .
p
p
...
...
...
...
. . . p
q q qq
q
q
q
q
ψ = c1 ∧ c2 ∧ · · · ∧ cm
c1 = x1 ∨ x2 ∨ ¬x3 : cycle of length r = p1 · p2 · p3 = 2 · 3 · 5 = 30
satisfying assigments for c1 : 0 (000), 1 (111), 10 (010), . . . , 25 (110).
Figure 2: Reduction to show NP-hardness of pU∃ q in Lemma 2.
Note that conversely, every such binary vector can be defined by some number
z ∈ N (by the Chinese remainder theorem).
NP-hardness of F∀q (and thus of pU∀ q). The proof is by a reduction
from the Boolean satisfiability problem 3SAT which is NP-complete [13]. Given
a Boolean propositional formula ψ in CNF, with set C of (disjunctive) clauses
over variables x1, . . . , xn (where each clause contains three variables), we con-
struct a Kripke structure Kψ as follows: for each clause c ∈ C, we construct a
cycle t0, t1, . . . , tr−1 of length r = pu · pv · pw where the three variables in the
clause are xu, xv, and xw. We call t0 the origin of the cycle, and we assign
to every state ti the label q if the number i defines an assignment that satis-
fies the clause c. The Kripke structure Kψ is the disjoint union of the cycles
corresponding to each clause, and an initial state tI with transitions from tI to
the origin of each cycle. Note that the Kripke structure Kψ can be constructed
in polynomial time, as the sum of the first n prime numbers is bounded by a
polynomial in n:
∑n
i=1 pi ∈ O(n2 log n) [2].
It follows that a number z defines an assignment that satisfies the formula ψ
(i.e., satisfies all clauses of ψ) if and only if every path of length z + 1 from tI
reaches a state labelled by q. Therefore the formula ψ is satisfiable if and only
if Kψ, tI |= F∀q, and it follows that the model-checking problem is NP-hard for
the formulas F∀q and for pU∀ q (let p hold in every state of Kψ).
NP-hardness of pU∃ q. The proof is by a reduction from 3SAT [13]. The
reduction is illustrated in Figure 2. Given a Boolean propositional formula ψ in
CNF, with set C of (disjunctive) clauses over variables x1, . . . , xn (where each
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clause contains three variables), we construct a Kripke structure K as follows:
let m = |C| be the number of clauses in ψ, and construct m disjoint simple
paths pii from tI of length m+1 (of the form tI , t1, . . . , tm), where the last state
of each path pii has a transition to the origin of a cycle corresponding to the ith
clause (the cycles and their labeling are as defined in the NP-hardness proof of
F∀q). The state tI and all states of the cycles are also labelled by p, and in the
ith path from tI , the ith state after tI is labelled by p. The construction can
be obtained in polynomial time.
We show that ψ is satisfiable if and only if the formula pU∃ q holds from tI
in K. Recall that pU∃ q holds if there exists k ≥ 0 such that for all 0 ≤ j < k,
there exists a path t0t1 . . . in K with t0 = tI and K, tj |= p and K, tk |= q.
For the first direction of the proof, if ψ is satisfiable, then let z ∈ N define a
satisfying assignment, and let k = m + 2 + z. Then all paths of length k from
tI in K end up in a state labelled by q. Now we consider an arbitrary j < k
and show that there exists a path of length k from tI that ends up in a state
labelled by q, and with the jth state labelled by p. For j = 0 and for j > m, the
conditions are satisfied by all paths, and for j ≤ m, the conditions are satisfied
by the jth path from tI .
For the second direction of the proof, let k be a position such that for all
0 ≤ j < k, there exists a path t0t1 . . . in K with t0 = tI and K, tj |= p and
K, tk |= q. Then k ≥ m + 2 since only the states in the cycles are labelled
by q. Consider the set P containing, for each j = 1, 2, . . . ,m, a path tIt1 . . .
in K with K, tj |= p and K, tk |= q. It is easy to see by the construction of K
that P contains all the paths of length k in K. Therefore, all paths of length
z = k − (m + 2) from the origin of each cycle end up in a state labelled by q.
It follows that z defines an assignment that satisfies all clauses in ψ, thus ψ is
satisfiable.
DP-hardness of pU∃ q. First we present a coNP-hardness proof for pU∃ q
that uses a reduction of the same flavor as in the NP-hardness of F∀q, by a
reduction from the Boolean validity problem (dual of 3SAT) which is coNP-
complete [13]. Given a Boolean propositional formula ψ in DNF, with set C of
(conjunctive) clauses over variables x1, . . . , xn (where each clause contains three
variables), we construct a Kripke structure K with the same structure as in the
NP-hardness of F∀q, only the labeling is different, and defined as follows: in
each cycle t0, t1, . . . , tr−1, we label by q the last state tr−1, and we label by p all
states ti such that either (a) the number i defines an assignment that satisfies
the clause corresponding to the cycle, or (b) the number i does not define a
binary assignment. Finally, we label by p the initial state tI .
It follows from this construction that the following are equivalent:
• there exists an assignment that falsifies the formula ψ (i.e., falsifies all
clauses in ψ);
• there is a length z such that every path of length z from tI in K ends up
in a state that is not labeled by p (in fact the number z − 1 corresponds
to a binary assignment by (b), that falsifies all clauses by (a)), that is the
formula pU∃ q does not hold from tI .
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We show that ψ is valid (is satisfied by all assignments) if and only if pU∃ q
holds from tI in K.
For the first direction of the proof, if ψ is valid, then let k = p1 · p2 · · · pn
and note that every path of length k from tI ends up in a state labeled by q.
Now for every 0 < j < k, either j− 1 defines a binary assignment and since ψ is
valid, the assignment satisfies some clause in ψ, or j−1 does not define a binary
assignment. In both cases (and also for j = 0), there exists a path of length j
from tI that ends up in a state labeled by p, that can be prolonged to a path of
length k, thus ending up in a state labeled by q. This shows that pU∃ q holds.
For the second direction of the proof, let k be such that for all 0 ≤ j < k,
there exists a path t0t1 . . . in K with t0 = tI and K, tj |= p and K, tk |= q.
Consider the set of all such paths corresponding to j = 0, 1, . . . , k − 1, and the
set of cycles visited by these paths (each path starts in tI and visits one cycle).
We claim that the subformula of ψ consisting of the clauses corresponding to
those cycles is valid, which entails the validity of ψ. To show this, we can assume
without loss of generality that every cycle is visited for some j (we can ignore
the cycles that are not visited, and remove from ψ the corresponding clauses).
It follows that k ≥ p1 · p2 · · · pn, and every assignment of the variables in ψ is
represented by some number j < k. For all such j, there is a path of length j−1
that ends up in a state labeled by p, hence the corresponding assignment satisfies
a clause in ψ, thus satisfies ψ. It follows that ψ is satisfied by all assignments,
and ψ is valid.
The DP-hardness follows by carefully combining the NP-hardness and coNP-
hardness proofs of pU∃ q.
coNP-hardness of G∃q. The result follows from the NP-hardness of F∀q
since G∃q is equivalent to ¬F∀¬q.
The complexity result of Theorem 1 is not tight, with a PNP
NP
upper bound
and a PNP‖ -hard lower bound. Even for the fixed formula pU∃ q, the gap between
our NPNP upper bound and the DP-hardness result provides an interesting open
question for future work.
3 Extension of CTL+Sync with Always and
Eventually
We consider an extension of CTL+Sync with formulas of the form T Qϕ where
T ∈ {F,G}+ is a sequence of unary temporal operators Eventually (F) and
Always (G). For example, the formula FG∀p expresses strong synchronization,
namely that from some point on, all positions on every path satisfy p; the
formula GF∀p expresses weak synchronization, namely that there are infinitely
many positions such that, on every path at those positions p holds. In fact only
the combination of operators FG and GF need to be considered, as the other
combinations of operators reduce to either FG or GF using the LTL identities
FGFϕ ≡ GFϕ and GFGϕ ≡ FGϕ.
Formally, define:
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• K, t |= GF∀ϕ1 if for all k ≥ 0, there exists j ≥ k such that for all paths
t0t1 . . . in K with t0 = t, we have K, tj |= ϕ1.
• K, t |= GF∃ϕ1 if for all k ≥ 0, there exists j ≥ k and there exists a path
t0t1 . . . in K with t0 = t such that K, tj |= ϕ1.
• K, t |= FG∀ϕ1 if K, t 6|= GF∃¬ϕ1.
• K, t |= FG∃ϕ1 if K, t 6|= GF∀¬ϕ1.
The model-checking problem for the formula GF∀ϕ1 is NP-complete: guess
positions n, k ≤ 2|T | (represented in binary) and check in polynomial time that
the states reachable by all paths of length n satisfy ϕ1, and that set of the states
reachable after n+k steps is the same as the set of states reachable after n steps,
where k > 0. This corresponds to finding a lasso in the subset construction for
the Kripke structure K. A matching NP lower bound follows from the reduction
in the NP-hardness proof of F∀q (Lemma 2).
The model-checking problem for the formula GF∃ϕ1 can be solved in poly-
nomial time, as this formula is equivalent to saying that there exists a state
labeled by ϕ1 that is reachable from a reachable non-trivial strongly connected
component (SCC) — an SCC is trivial if it consists of a single state without
self-loop. To prove this, note that if a state t∗ labeled by ϕ1 is reachable from a
reachable non-trivial SCC, then t∗ can be reached by an arbitrarily long path,
thus the formula GF∃ϕ1 holds. For the other direction, if no state labeled by ϕ1
is reachable from a reachable non-trivial SCC, then every path to a state la-
beled by ϕ1 is acyclic (otherwise, the path would contain a cycle, belonging to
an SCC). Since acyclic paths have length at most |T |, it follows that the formula
GF∃ϕ1 does not hold, which concludes the proof.
From the above arguments, it follows that the complexity status of the
model-checking problem for this extension of CTL+Sync is the same as the
complexity of CTL+Sync model-checking in Theorem 1.
Theorem 3. The model-checking problem for CTL+Sync extended with se-
quences of unary temporal operators lies in PNP
NP
and is PNP‖ -hard.
4 Expressive Power
The expressive power of CTL+Sync (even extended with Always and Eventu-
ally) is incomparable with the expressive power of MSO. By the remark at the
end of Section 2.1, CTL+Sync can express non-regular properties, and thus
is not subsumed by MSO, and standard argument based on counting proper-
ties [28] showing that CTL is less expressive than MSO apply straightforwardly
to show that formulas of MSO are not expressible in CTL+Sync [10].
We show that the formulas GF∀p and FG∀p for weak and strong synchro-
nization cannot be expressed in the logic CTL+Sync, thus CTL+Sync extended
with sequences of unary temporal operators is strictly more expressive than
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Figure 3: States t1 and u1 are indistinguishable by formulas of CTL+Sync.
CTL+Sync. The result holds if the Next operator is not allowed, and also if the
Next operator is allowed.
Theorem 4. The logic CTL+Sync (even without the Next operator) extended
with sequences of unary temporal operators is strictly more expressive than
CTL+Sync (even using the Next operator).
Proof. We show that the formula GF∀p cannot be expressed in CTL+Sync,
even using the Next operator. To prove this, given an arbitrary CTL+Sync
formula ϕ, we construct two Kripke structures such that ϕ holds in both Kripke
structures, but the formula GF∀p holds in one and not in the other. It follows
that ϕ is not equivalent to GF∀p.
Given the formula ϕ, we construct the two Kripke structures as follows.
First, consider two Kripke structures whose unravelling is shown in Figure 3
where the states reachable from t1 are satisfying alternately p and ¬p, and
the states reachable from u2 and u5 are satisfying alternately ¬p and p. Call
black states the states where p holds, and white states the states where ¬p
holds. If n is the maximum number of nested Next operators in ϕ, then we
construct the n-stuttering of the two Kripke structures in Figure 3, where the
n-stuttering of a Kripke structure K = 〈T,Π, pi,R〉 is the Kripke structure
Kn = 〈T × {1, . . . , n},Π, pin, Rn〉 where pin(t, i) = pin(t) for all 1 ≤ i ≤ n, and
the transition relation Rn contains all pairs ((t, i), (t, i + 1)) for all t ∈ T and
1 ≤ i < n, and all pairs ((t, n), (t′, 1)) for all (t, t′) ∈ R.
We claim that the formula ϕ holds either in both (t1, 1) and (u1, 1), or in
none of (t1, 1) and (u1, 1), while the formula GF∀p holds in (t1, 1) and not in
(u1, 1). We show by induction on the nesting depth of CTL+Sync formulas ϕ
(that have at most n nested Next operators) that (t1, i) and (u1, i) are equivalent
for ϕ (for all 1 ≤ i ≤ n), and that for all black states t, u, the copies (t, 1) and
(u, 1) are equivalent for ϕ, and analogously for all pairs of white states.
The result holds trivially for formulas of nesting depth 0, that is atomic
propositions. For the induction step, assume the claim holds for formulas of
nesting depth k, and consider a formula ϕ of nesting depth k+1. If the outermost
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operator of ϕ is a Boolean operator, or a CTL operator (QX or QU), then the
result follows from the induction hypothesis and the result of [18, Theorem 2]
showing two paths that differ only in the number of consecutive repetitions of
a state, as long as the number of repetitions is at least n, are equivalent for the
formulas with at most n nested Next operators. If the outermost operator of ϕ
is either U∃ or U∀, that is ϕ ≡ ϕ1 U∃ϕ2 or ϕ ≡ ϕ1 U∀ϕ2, then consider a state
where ϕ holds: either ϕ2 holds in that state, and by the induction hypothesis,
ϕ2 also holds in the corresponding state (that we claimed to be equivalent), or
ϕ2 holds in the states of the other color than the current state, and ϕ1 holds
on the path(s) at all positions before. By the induction hypothesis, at the same
distance from the claimed equivalent states, we can find a state where ϕ2 holds
in all paths, and ϕ1 holds on all positions before, which concludes the proof for
the induction step.
5 Distinguishing Power
Two states of a Kripke structure can be distinguished by a logic if there ex-
ists a formula in the logic that holds in one state but not in the other. Each
logic induces an indistinguishability relation (which is an equivalence) on Kripke
structures that characterizes the distinguishing power of the logic. Two states t
and t′ of a Kripke structure K are indistinguishable by a logic L if they satisfy
the same formulas of L, that is {ϕ ∈ L | K, t |= ϕ} = {ϕ ∈ L | K, t′ |= ϕ}.
For CTL (with the Next operator), the distinguishing power is standard
bisimulation, and for CTL without the Next operator, the distinguishing power
is stuttering bisimulation [4]. Stuttering bisimulation is a variant of bisim-
ulation where intuitively several transitions can be used to simulate a single
transition, as long as the intermediate states of the transitions are all equiva-
lent (for stuttering bisimulation). We omit the definition of bisimulation and
stuttering bisimulation [4], and in this paper we consider that they are defined
as the distinguishing power of respectively CTL and CTL without the Next
operator.
It is easy to show by induction on the nesting depth of formulas that the
distinguishing power of CTL+Sync is the same as for CTL, since (i) CTL+Sync
contains CTL, and (ii) if two states t and t′ are bisimilar, there is a correspon-
dence between the paths starting from t and the paths starting from t′ (for
every path from t, there is a path from t′ such that their states at position i
are bisimilar, for all i ∈ N, and analogously for every path of t′ [4, Lemma
3.1]), which implies the satisfaction of the same formulas in CTL+Sync. The
same argument holds for CTL+Sync extended with unary temporal operators
(Section 3).
Theorem 5. Two states t and t′ of a Kripke structure K are indistinguishable
by CTL+Sync formulas (even extended with unary temporal operators) if and
only if t and t′ are bisimilar.
Without the Next operator, the logic CTL+Sync has a distinguishing power
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(a) The states t1 and u1 are stutter-
ing bisimilar (they satisfy the same
CTL formulas without the Next opera-
tor), but they can be distinguished by
the CTL+Sync formula pU∀¬p which
holds in t1 but not in u1.
u1t1
(b) The states t1 and u1 are indistin-
guishable by CTL+Sync formulas, but
they are not bisimilar, i.e. they can
be distinguished by CTL formulas with
the Next operator, for example ∀X ∀X p
which holds in t1 but not in u1.
p
¬p
Figure 4: The distinguishing power of CTL+Sync lies strictly between bisimu-
lation and stuttering bisimulation.
that lies strictly between bisimulation and stuttering bisimulation, as shown by
the examples in Figure 4a and Figure 4b. Indistinguishability by CTL+Sync
formulas without the Next operator implies indistinguishability by standard
CTL without the Next operator, and thus stuttering bisimilarity. We obtain
the following result.
Theorem 6. The following implications hold for all states t, t′ of a Kripke
structure K:
• if t and t′ are bisimilar, then t and t′ are indistinguishable by CTL+Sync
formulas without the Next operator (even extended with unary temporal
operators);
• if t and t′ are indistinguishable by CTL+Sync formulas without the Next
operator (even extended with unary temporal operators), then t and t′ are
stuttering bisimilar.
It follows from the first part of Theorem 6 that the state-space reduction
techniques based on computing a bisimulation quotient before evaluating a CTL
formula will work for CTL+Sync. Although the exact indistinguishability re-
lation for CTL+Sync is coarser than bisimulation, we show that deciding this
relation is NP-hard, and thus it may not be relevant to compute it for quoti-
enting before model-checking, but rather use the polynomial-time computable
bisimulation.
Theorem 7. Deciding whether two states of a Kripke structure are indistin-
guishable by CTL+Sync formulas without the Next operator is NP-hard.
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Proof. The proof is by a reduction from the Boolean satisfiability problem 3SAT
which is NP-complete [13]. Given a Boolean propositional formula ψ in CNF,
we construct two Kripke structures K and Kψ that are indistinguishable (from
their initial state) if and only if ψ is satisfiable, where:
• K is the Kripke structure shown in Figure 5, and
• Kψ is the Kripke structure constructed in the NP-hardness proof of F∀q
(Lemma 2).
We assume that ψ contains at least one clause with both a positive and
a negative literal and one clause with only negative literals. This assumption
induces no loss of generality because we can always add two such clauses to
a formula without changing its satisfiability status (e.g., by introducing new
variables). This assumption ensures that at least one successor of tI satisfies q
and at least one successor of tI satisfies ¬q, exactly like from uI in K. This
ensures, for example, that tI and uI agree on the formula ¬q U∀ q (which does
not hold).
We know from the proof of Lemma 2 that Kψ, tI |= F∀q if and only if ψ is
satisfiable. Hence, it suffices to show that K and Kψ are indistinguishable if
and only if the formula F∀q holds in tI . Since the formula F∀q holds in uI , we
only need to show that if F∀q holds in tI , then K and Kψ are indistinguishable.
To do this, we assume that F∀q holds in tI , and we show that for all
CTL+Sync formulas ϕ without the Next operator, tI |= ϕ if and only if uI |= ϕ.
First note that from every state t of K or Kψ that is not an initial state
(t 6= tI and t 6= uI), the transitions are deterministic (i.e., there is only one path
starting from t), and it follows that the existential path quantifiers is equivalent
to the universal path quantifier and they can be freely switched with other
quantifiers and put in front of formulas without changing their truth value.
Hence the operators ∀U and U∀ are equivalent, as well as ∃U and U∃, and thus
CTL+Sync is the same as just CTL in those states. Moreover, the sequence of
states on those paths alternate (up to stuttering) between states that satisfy q
and states that satisfy ¬q (or vice versa). Therefore, all such states that satisfy q
are stuttering bisimilar and thus satisfy all the same CTL+Sync formulas, and
all such states that satisfy ¬q are stuttering bisimilar and thus also satisfy all
the same CTL+Sync formulas [4].
Now we prove by induction on the structure of the CTL+Sync formulas
ϕ that the states tI and uI satisfy the same formulas, and thus K and Kψ
are indistinguishable. The result holds when ϕ is an atomic proposition. We
assume that the result holds for all CTL+Sync formulas with at most k nested
operators, and we consider an arbitrary formula ϕ with at most k + 1 nested
operators, and show that the result hold for ϕ.
Note that by the induction hypothesis, we can partition the states into three
kinds such that all states of a kind satisfy the same formulas with at most k
nested operators: the states of the first kind are the initial states tI and uI , the
second kind is the states that are not initial and satisfy ¬q, and the third kind
is the states that satisfy q (which are also not initial). Hence the formulas with
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Figure 5: The Kripke structure K in the proof of Theorem 7.
at most k nested operators can be classified according to which kind of states
satisfy them, thus in 23 = 8 classes. Therefore, the proof for the induction
case boils down to a tedious but straightforward case analysis, summarized as
follows:
• If ϕ ≡ ¬ϕ1 or ϕ ≡ ϕ1 ∨ ϕ2, then the claim holds easily by the induction
hypothesis.
• If ϕ ≡ ϕ1QU ϕ2, then
– either ϕ2 holds in the states that satisfy q, and for example ϕ1 holds
in the states that satisfy ¬q. Then ϕ holds in all states, thus both in
tI and in uI ;
– or ϕ2 holds in the states that satisfy ¬q, and then ϕ2 (and also ϕ)
holds in all states that satisfy ¬q, by the induction hypothesis. Hence
ϕ holds both in tI and in uI .
• If ϕ ≡ ϕ1 U∀ϕ2, then the interesting case is when ϕ2 holds in the states
that satisfy q, and for example ϕ1 holds in the states that satisfy ¬q. By
our assumption on the Boolean CNF formula ψ, we have that ϕ does not
hold in tI nor in uI . Other cases are treated analogously, in particular for
ϕ1 ≡ true, we have ϕ ≡ F∀q, which holds in tI and in uI .
• If ϕ ≡ ϕ1 U∃ϕ2, the analysis is analogous to the previous case.
6 CTL* + Synchronization
CTL* is a branching-time extension of LTL (and of CTL) where several nested
temporal operators and Boolean connectives can be used under the scope of a
single path quantifier. For example the CTL* formula ∃(Gϕ → Gψ) says that
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there exists a path in which either ϕ does not hold in every position, or ψ holds
at every position. Note that ϕ and ψ may also contain path quantifiers.
Extending CTL+Sync with formula quantification analogous to CTL*
presents some difficulties. Even considering only Boolean connectives and
{F,G} operators leads to a logic that is hard to define. For example, one may
consider a formula like (Fp∨Fq)∀ which could be naturally interpreted as there
exist two positions m,n ≥ 0 such that on all paths ρ, either p holds at position
m in ρ, or q holds at position n in ρ. In this definition the ∨ operator would not
be idempotent, that is ψ1 = (Fp∨Fp)∀ is not equivalent to ψ2 = (Fp)∀, where
ψ1 means that the set of all paths can be partitioned into two sets of paths where
p holds synchronously at some position, but not necessarily the same position in
both sets, while ψ2 expresses the property that p holds synchronously at some
position in all paths.
Another difficulty with binary operators is the semantics induced by the
order of the operands. For instance, the formula (Fp∨Gq)∀ can be interpreted
as (i) there exists a position m ≥ 0 such that for all positions n ≥ 0, on all paths
ρ, either ρ+m |= p or ρ+ n |= q; or it can be interpreted as (ii) for all n ≥ 0,
there exists m ≥ 0 such that on all paths ρ, either ρ + m |= p or ρ + n |= q.
These two interpretations differ on the Kripke structure that produces exactly
two paths ρ1 and ρ2 such that p and q hold at the following positions (p holds
nowhere except at position 1 in ρ1 and position 3 in ρ2, and q holds everywhere
except position 2 in ρ1 and position 4 in ρ2):
in ρ1: {p¯, q} {p, q} {p¯, q¯} {p¯, q} {p¯, q} {p¯, q} . . .
in ρ2: {p¯, q} {p¯, q} {p¯, q} {p, q} {p¯, q¯} {p¯, q} . . .
0 1 2 3 4 5
Note that the two paths agree on their initial position, and we can construct
a Kripke structure that produces exactly those two paths. It is easy to see
that the formula (Fp∨Gq)∀ does not hold according to the first interpretation
(indeed, for m = 1 we can take n = 4 and consider the path ρ2 where p does
not hold at position 1 and q does not hold at position 4, and for all other values
of m, take n = 2 and consider the path ρ1 where p does not hold at position
m and q does not hold at position 2), but it does hold according to the second
interpretation (for n = 2 take m = 1, for n = 4 take m = 3, and for all other
values of n take arbitrary value of m, for example m = n). The trouble is that
the order of the existential quantifier (associated to the left operand Fp) and
the universal quantifier (associated to the right operand Gq) actually matters in
the semantics of the formula, leading to an annoying situation that (Fp∨Gq)∀
is not equivalent to (Gq∨Fp)∀ in any of the interpretations. One way could be
to use the branching Henkin quantifiers, like
(∃m
∀n
)
where the existential choice
of m does not depend on the universal choice of m. This interpretation suffers
from lack of symmetry, as the negation of such a branching Henkin quantifier
is in general not expressible as a branching Henkin quantifier [3].
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7 Conclusion
The logic CTL+Sync and its extensions presented in this paper provide an
elegant framework to express non-regular properties of synchronization. It is
intriguing that the exact optimal complexity of the model-checking problem
remains open, specially even for the fixed formula pU∃ q (which we show is in
NPNP, and DP-hard). Extending CTL+Sync to an elegant logic a` la CTL*
seems challenging. One may want to express natural properties with the flavor
of synchronization, such as the existence of a fixed number of synchronization
points, or the property that all paths synchronize in either of a finite set of
positions, etc. (see also Section 6). Another direction is to consider alternating-
time temporal logics (ATL [1]) with synchronization. ATL is a game-based
extension of CTL for which the model-checking problem remains in polynomial
time. For instance, ATL can express the existence of a winning strategy in
a two-player reachability game. For the synchronized version of reachability
games (where the objective for a player is to reach a target state after a number
of steps that can be fixed by this player, independently of the strategy of the
other player), it is known that deciding the winner is PSPACE-complete [15].
Studying general game-based logics such as ATL or strategy logic [7] combined
with quantifier exchange is an interesting direction for future work.
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