Abstract--In this paper, the authors combine two algorithms for application to the recognition of unconstrained isolated handwritten numerals. The first algorithm employs a modified quadratic discriminant function utilizing direction sensitive spatial features of the numeral image. The second algorithm utilizes features derived from the profile of the character in a structural configuration to recognize the numerals. While both algorithms yield very low error rates, the authors combine the two algorithms in different ways to study the best polling strategy and realize very low error rates (0.2% or less) and rejection rates below 4%.
I. INTRODUCTION
In the last decade, significant advances have been made in machine recognition of shapes, patterns and characters. Of particular interest to many investigators is the recognition of handwritten characters, both isolated and cursive. In this paper, the authors focus their attention on the recognition of isolated handwritten numerals, such as those encountered in Zip codes, bank checks, etc. It suffices to mention that such systems are also capable of recognizing machine printed numerals.
Typical requirements of a commercial numeral recognition system (for example Zip code reading in an address block) can be summarized as follows:
(a) the recognition system is writer-independent, (b) the recognition system can handle numerals of arbitrary size, (c) the recognition system is robust in the presence of noise or varying background, (d) the recognition system will have very low error rates and low rejection rates, (e) the system can operate at high speeds for commercial application.
It is generally agreed that such stringent requirements on the recognition system would require the use of multiple recognition algorithms and a polling strategy to determine the identity of the unknown sample. Further, it would be desirable to control the error rates for a specific application, by simply adjusting the rejection thresholds.
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Several high accuracy algorithms have recently been proposed for recognition of handwritten numerals.O-12) Among the many techniques that have been proposed the authors would like to mention the works of Shridhar et al. , (5, 6) Kimura et al. , (7, 8) Lam and Suen, (9) Suen et al. 0°) and Srihari et al. ~u '12) In an interesting paper, O) Lam and Suen describe a recognition system that consists of a sequential combination of a fast structural classifier and a robust relaxation algorithm. The classification is based on the configuration of a set of primitives derived from the image of the numeral. Although very low error rates are realized, the method is relatively slow, owing to an extensive preprocessing of the numeral image prior to feature extraction and the complexity of the relaxation algorithm.
Srihari et al. proposed a recognition system cu) that utilizes three algorithms: (1) a template matching algorithm, (2) a mixed statistical and structural classifier utilizing features derived from the contours, and (3) a structural classifier utilizing features such as size and stroke placement, etc. The results derived from the three algorithms are combined in a logical manner to arrive at the final decision on the identity of the test numeral. The final accuracies were reported to be significantly higher than those achieved with the individual algorithms.
Kimura and his co-workers had developed a statistical classification technique 17'8) that utilized the histogram of the direction vector derived from the contours of the character. Although the technique was developed for recognition of Chinese characters, the method could easily have been adapted for numeral recognition.
Shridhar et ai. had reported a high speed accuracy structural recognition algorithm that utilized features 970 F. K1MURA and M. SHRIDHAR derived primarily from the left and right profiles of the numeral images. (5.6) High speed and good accuracies were reported; however, this algorithm as well as the statistical classifier did not provide for the rejection of bad samples.
In this paper the authors further develop the statistical classification technique of Kimura et al. and the profile analysis technique of Shridhar and Badreldin to realize a fast, very low error rate recognition algorithm. This algorithm allows the user to adjust the error rate by simply adjusting the rejection threshold.
At the time of writing this paper, the authors had achieved the following error and rejection rates:
(1) error 0.07%, rejection 10.38% (2) error 0.13%, rejection 4.79% (3) error 0.25%, rejection 3.52%.
The above results were based on a study with 20,394 samples (including 3000 design samples) of handwritten numerals supplied to the authors by CGA-Alcatel, France. Three thousand samples were used to train the classifier and the remaining 17,394 samples were used to test the classifier. The classifier implemented on a 25 MHz 80386 IBM compatible computer operated at three numerals per second.
The paper is laid out as follows: Section 2 describes the data collection, processing and feature extraction; Section 3 describes the recognition algorithms; Section 4 describes the test results with the two algorithms; Section 5 describes the improvement in performance when the two algorithms were combined in different ways; Section 6 outlines the conclusions of this study.
DATA COLLECTION AND PROCESSING
The numeral samples used in this study were supplied to the authors by a French company. The numeral samples were specifically collected for this test study. Each participant was asked to enter a random sequence of digits in a specially designed form. All of the digits used in this study were disconnected. A sample is shown in Fig. l(a) . A total of 225 participants contributed 50-80 samples each over a period of eight months. The form was processed by a scanner at 300 dpi, that yielded a binary image which was subsequently stored in a compressed format on a computer. Each numeral occupied a field that measured 64 W x 80 H pixel units. The actual height of the character varied from a low of 25 pixels to a high of 80 pixels. The width varied from 6 pixels (for the numeral "1") to 64 pixels. 
Data processing for feature extraction
Since two classifiers were developed for this study, the data processing consisted of contour extraction and normalization for extracting a set of features as well as profile extraction directly from the unpacked image of the numeral. It is interesting to observe that the profile features could also have been derived from the normalized contours of the image. An eight-neighbor boundary extraction algorithm was applied to the binary image of the numeral to extract all the closed contours. As an example, the image of the numeral 8 yielded generally three sets of border elements--the outer boundary and the two inner boundaries. A scale normalization was applied to the extracted boundaries so that the rectangular frame enclosing the scaled contours measured 64 W x 80 H in pixel units. It is worth observing that gaps between pixels in this scaling process were filled according to a minimum error criterion. A further operation that would have been needed for the structural classifier would be the filling operation to yield a new normalized binary image of the numeral for profile extraction and the derivation of other features.
Feature extraction
In this subsection, the authors will describe the two sets of features that were used in the two recognition well as the binarization technique used on the digit images. Although broken components affected the histogram of the direction vectors, their statistical properties were quite robust: the recognition accuracies for broken numerals were not noticeably worse than those of the unbroken numerals.
Profile features.
In a structural classifier all of the features associated with the numerals are derived from profiles of their external contours. These are character widths, ratio, location of extrema, and discontinuities in character profiles. Each numeral and its subclasses are described in terms of these features. The left and right profiles of the numerals 3 and 5 are shown in Fig. 3 . The left and right profiles are used as global features. In addition, another set of global features is defined as the set of first differences of the left and right profiles:
A fifth global feature that pertains to the width is defined as: In addition to the features described above, the locations of the peaks of the first differences are used to resolve conflicts. The bottom and top profiles are also used as local features to resolve conflicts between similarly shaped numerals. An example involving the numerals 4, 9 and 0, 1 is shown in Fig.  4 .
The profile features can be affected by the presence of noise pixels and other spurious line segments. In this work, a preprocessing algorithm was used to eliminate many spurious features caused by noise pixels or breaks in the digit image. In the preprocessing stage, the profiles that exhibit transient discontinuities were subjected to a verification test that would confirm the validity of the profile features. This is illustrated in Fig. 5 for the digits 7, 6, 5 and 4. However, the preprocessing stage did not eliminate all the errors in the profile evaluator. The "reject" option of the recognition algorithm eliminated many of these problem digits. 
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RECOGNITION ALGORITHMS
In this section, detailed descriptions of the statistical and structural classifiers are provided.
Statistical classifier (K-algorithm)
The K-algorithm implements a statistical classifier employing the direction vector defined in 2.2.1. The discriminant function is a modified quadratic discriminant function (MQDF) which is less sensitive to the estimation error of the covariance matrix and requires less computation time and storage than the ordinary quadratic discriminant function (QDF). (7.8) It is given as follows.
where X denotes the feature vector for an input numeral, 1~1 denotes the maximum likelihood estimate of the mean vector for each numeral class, and ;t~ and @i denote the eigenvalues and eigenvectors of the maximum likelihood estimate of the covariance matrix.
Values of constants h e and k are selected experimentally to achieve the best performance. In the following experiments, k and h 2 are set to 12 and 0.2, respectively.
Given a test sample, g(X) is calculated for all numeral classes and the class achieving the minimum value is selected as the identity of the test sample.
The MQDF is derived from the Bayes decision rule for unknown Gaussian distribution under some assumption for simplification. The rest of this subsection briefly describes the derivation.
(1) The Bayes discriminant function for known Gaussian distribution. The Bayes decision rule for a multi-category case is represented as follows.
Select class i such that
where X denotes the feature vector of a given sample, to i (i = 1,2 .... ) denotes ith class, and P(toilX)
denotes the a posteriori probability of wi given X.
The Bayes decision rule is optimal in the sense that minimum error is achieved. The decision rule of (2) leads to several equivalent discriminant functions in different forms:
where p(XI to,-) denotes the conditional density function of X given to,, and P(coi) denotes the a priori probability of o9i. The discriminant function (4) is derived from (3) using Bayes theorem and neglecting the denominator p(X), which is not dependent on class i. Given a feature vector X, the value of gi(X) of either (3) or (4) is calculated for all classes and the class achieving the maximum value is selected as the identity of X. The discriminant function (5) is derived from (4) by taking the negative logarithm ofg/(X). Because of the negative logarithm, the class achieving the minimum value is selected as the identity.
When the conditional distribution of X given wi is assumed to be Gaussian with known mean vector Mi and covariance matrix El, the conditional density function P(XI oO is given by:
where Mi denotes the mean vector for class i, Zi denotes the covariance matrix for class i, and n denotes the dimensionality of the feature vector.
Substituting (6) into (5), and neglecting the constant common to all classes, a discriminant function for known Gaussian distribution is obtained:
+ lnlXi I -2In P(wi).
The discriminant function (7) is Bayes (optimal) discriminant function for known Gaussian distribution.
(2) The Bayes discriminant function for unknown Gaussian distribution. If the mean vector Mi and the covariance matrix Zi are not known a priori, they have to be estimated by using a set of training samples Zi. The role of training samples can be explicitly denoted by the density function P(XIw i, Zi). Since each class can be treated independently, the class distinction i and w i will be omitted in subsequent expressions. The density function is then given by (8) where O denotes the parameter vector of the distribution. (13) The condition Z in the conditional density p(XlO,Z) can be eliminated because the distribution of X is known completely once we know the value of the parameter vector O. The discriminant function can be re-evaluated from (8) when Mi and Zi are unknown. However, for the sake of simplicity, only the case where Zi is unknown but Mi is known will be considered. Under these conditions, the density function is given by
where K denotes the inverse of the covariance matrix, N denotes the number of training samples, 57o denotes the initial guess of the true covariance matrix, No denotes the confidence constant about the initial guess Y0, and F denotes the Gamma function. The conditional density of the inverse covariance matrix p(KIZ ) is known as the Wishart distribution. 04) By performing the integral of (9), the conditional density p (XlZ) leads to the multivariate t-distribution with N N-1 degrees of freedom.
Taking a negative logarithm and neglecting the constant common to all classes, a discriminant function for unknown covariance case is obtained:
The discriminant function (11) is Bayes (optimal) discriminant function for the Gaussian distribution with unknown covariance matrix.
(3) Modified quadratic discriminant function. When NN is much larger than n, (11) reduces to
which has the same form as the quadratic discriminant function in (7) except for the covariance matrix. This result is due to the fact that the tdistribution approaches the normal distribution when the degree of freedom of the t-distribution approaches infinity. The covariance matrix 57N given in (9) 
Usually we have very little knowledge about the initial guess of the covariance matrix. We can assume Y0 = o21 (14) without much loss of significance. With the assumption (14) and No ~ N, we get a pseudo Bayes estimate
where
From (12) and (15), the discriminant function given in (1) . The modified discriminant function has the following advantages when compared with the quadratic discriminant function given by (7): (1) the MQDF is less sensitive to the estimation error in the covariance matrix than the QDF employing the maximum likelihood estimate and can achieve better performance;
(2) the computation time and storage required by the MQDF are considerably smaller than those of the QDF (about k/n = 12/64 times); (3) it is reasonably used in the case that a sufficient number of samples is not available (even in the case where the number of the training samples is smaller than the dimensionality); and (4) the MQDF is suitable for implementation by hardware.
Structural classifier (S-algorithm)
In this section, we provide a brief description of the structural classifier. This classifier utilizes a group made up of Boolean expressions involving the primitives, for each numeral subclass. Groups are then combined to form a chain for each numeral. In the recognition procedure a tree structure is utilized to determine the specific group to which a given test numeral belongs. The algorithm also has provision for rejecting a test numeral or yielding multiple membership to the test numeral (example 1 or 7). The structural classifier is an extension of the procedure developed in an earlier phase by Shridhar. Thus, the group in this case consists of the above descriptors as its elements.
A group table is constructed for each subclass and stored for use in recognition tests. The Appendix lists the Boolean expressions for all the groups in terms of the logical predicates. 
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A/~4 A a9 A gl. A verbal description of the group G~, as an example, is as follows:
(1) the left and right profiles are relatively smooth, i.e. LPEAK and RPEAK are less than 10 in the range 2 ~< R2 ~< 50;
(2) the ratio of height to maximum width is less than 2.5; (3) the widths at the upper and lower halves are larger than in the middle; (4) the left profile attains its minimum value before it attains its maximum value in the range 10 to 30, i.e. LMX > LMIN for 10 ~< R~ ~< 30.
The recognition algorithm utilizes a tree structure to identify the unknown numeral specimens. A feature is evaluated and compared with the feature description of numerals to determine the appropriate subgroups to which the unknown numeral belongs. Other features are then evaluated and the algorithm proceeds down the tree until an identity is established. The flow chart for identifying the numerals 0, 6 and 8 is shown in Fig. 6 . '0' b2 '6' '6' 
TEST RESULTS

K-algorithm
The K-algorithm has two thresholds RJ1 and RJ2 to control error-rejection rate. If the minimum value of (1) achieved by a numeral class is greater than the RJ1, the sample is rejected. Also, if the difference between the minimum value and the second minimum value of (1) is less than RJ2, the sample is rejected with a pair of numeral classes (multiple membership) achieving these two minimum values.
The performance of K-algorithm was evaluated for various combinations of the RJ1 and ILl2. To calculate the mean vector and the eigen properties necessary for discriminant function calculation, 300 samples were used as design samples for each numeral class. A total of 17,394 test samples were used to evaluate the performance of the recognition algorithms. The results are given in Table 1 . This table shows, for example, the minimum error rate 0.0% with minimum reject rate 34.16% achieved for RJ1 = 0 and RJ2 = 50. The maximum correct recognition rate 97.58% is achieved for RJ1 = 100 and RJ2 = 0 with 2.05% error and 0.37% rejection (not in Table 1 ).
The total processing time of the K-algorithm was 300 ms/numeral on a 25 MHz 80386 IBM compatible computer. The processing time for the feature extraction (including preprocessing) and the classification were 200 ms/numeral and 100 ms/numeral, respectively.
S-algorithm
The tests samples were applied to the structural classifier in a two-pass procedure with the peak thresholds adjusted for each pass. The results obtained in each pass were combined logically as follows, to determine the final decision:
(1) accept identity if both passes yield the same result;
(2) reject sample if both passes reject the sample; (3) determine a subclass (multiple membership) if the two passes yield different results (e.g. 1 or 7); (4) determine a fuzzy class if one pass yields a recognition while the other pass rejects the sample (e.g. "may be 1").
The results obtained with the structural classifier are shown in Table 2 . The error rate was 0.17% with 3.22% rejection and 19.21% multiple membership (e.g. 7 or 2). The total processing time of the Salgorithm was 125 ms/numeral.
IMPROVEMENT IN PERFORMANCE
We consider two parallel and four sequential combinations of the two recognition algorithms. In the parallel combinations, both recognition algorithms are applied to the input numeral and the results are combined in the following way to decide the numeral class of the input numeral. If the input numeral is rejected by both algorithms, the numeral is rejected. If both algorithms accept the input numeral with the same result, or if only one algorithm yields a rejection, the numeral class is accepted. If both algorithms accept the input numeral with different results, the numeral is rejected. The method of Parallel-1 combination is represented in a matrix form as shown in Table 3 . In this table, E and C correspond to the acceptance.
(2) Parallel-2 When one algorithm yields multiple membership, it is exploited in the following way. If the other algorithm accepts the input numeral with an identity, the identity is accepted if it is included in the multiple membership, and rejected otherwise. If the other algorithm yields multiple membership or rejects the input numeral, the numeral is rejected. In all other cases irrelevant to the multiple membership, the results are combined in the same way as in the Parallel-1. Table 4 shows the combination matrix for the Parallel-2 combination. In sequential combinations, the second recognition algorithm is applied only when the first algorithm rejects an input numeral. There are four sequential combinations.
The S-algorithm is applied first. The K-algorithm is applied only to those numerals rejected by the S-algorithm. The multiple membership yielded by either algorithm is not exploited. The combination matrix for Sequential-1 combination is given in Table  5 .
The S-algorithm is applied first. The K-algorithm is applied only to those numerals rejected by the Salgorithm. The multiple membership yielded by the S-algorithm is exploited in the same way as in the Parallel-2 combination. The combination matrix for the Sequential-2 combination is given in the Table  6 .
The K-algorithm is applied first. The S-algorithm is applied only to those numerals rejected by the K-algorithm. The multiple membership yielded by either algorithm is not exploited. The combination matrix for the Sequential-3 combination is easily obtained from the matrix for Sequential-1 combination by changing the role of the rows and columns.
(6) Sequential-4
The K-algorithm is applied first. The S-algorithm is applied only to those numerals rejected by the Kalgorithm. The multiple membership yielded by the K-algorithm is exploited in the same way as in the Parallel-2 combination. The combination matrix for the Sequential-4 combination is easily obtained from the matrix for the Sequential-2 combination by changing the role of the rows and columns.
The performance of combined algorithms was evaluated for various rejection thresholds RJ1 and RJ2. The results are given in Tables 7-12. Figure 7 shows the error-rejection relationships obtained by changing the rejection thresholds for the Parallel-1 combination. Each curve corresponds to each row 14 of Table 7 . The overall error-rejection relation for the Parallel-1 combination is obtained from these curves as the envelope connecting the lower convex points. These convex points are underscored in Table  7 . Figure 8 shows the error-rejection relationship thus obtained for each combined algorithm and the K-algorithm. In order to reduce the error rate the Parallel-2 combination is the best because it always gives the least error rate in the low error region, which is defined to be the region with the error rate less than 0.3%. Typical error and rejection rates of this combination are 0.07% error with 10.38% rejection, 0.13% error with 4.79% rejection, and 0.25% error with 3.52% rejection. In the region with the higher error rate (greater than 0.3%), the Sequential-1 or the Parallel-1 combination achieve less error rate than the Parallel-2 combination; however, the following considerations are limited to the low error region since our main concern is in the low error region. The exploitation of the multiple membership is effective in reducing the error rate in the low error region except for the Sequential-2 combination. The Parallel-2 and the Sequential-4 combinations exploiting the multiple membership give better results than corresponding Parallel-1 and Sequential-3 combinations, respectively, which do not exploit the multiple membership. The error rate of the Sequential-1 combination is not improved noticeably by the exploitation of the multiple membership because of the 0.17% fixed error rate of the first algorithm (S-algorithm), which cannot be reduced by the multiple membership exploitation.
For the sequential combinations, applying the recognition algorithm with lower error rate first and the higher one later is better than applying them in the reverse order. In the low error region, the Sequential-3 and the Sequential-4 combinations applying the recognition algorithm with lower error rate first achieve lower error rates than the Sequential-1 and the Sequential-2 combinations. In the higher error region, the Sequential-1 combination, for example, achieves lower error rate than the Sequential-3 and the Sequential-4 combinations because in this region the first algorithm (K-algorithm) yields more error than the second algorithm.
The performance of the sequential combinations approaches the performance of the parallel combinations when (and only when) the error rate of the first algorithm approaches zero. The performance of the Sequential-3 and the Sequential-4 combinations approaches the performance of the Parallel-1 and the Parallel-2 combinations, respectively, when the rejection thresholds of the K-algorithm are set so that the error rate of the first algorithm is nearly equal to zero (0.02% or less). In this case, there is no need to rely on the second algorithm to verify the result once the samples are accepted by the first algorithm. This fact suggests the effectiveness of the sequential combination of multiple (more than two) recognition algorithms each of which except the final one is tuned to achieve almost no error. The total error-rejection relationship for this sequential combination is controlled by adjusting the final algorithm.
The Parallel-2 and Sequential-4 combinations give less error than K-algorithm for any rejection rate (their error-rejection curves are always under the curve for the K-algorithm). This result shows the effectiveness of the exploitation of the multiple membership, parallel combination strategy, and the importance of the first recognition algorithm with lower error rate in the sequential combination strategy.
The best performance (minimum error) for each combination is achieved when the rejection parameters of the K-algorithm are selected so that the classifier achieves a very low error rate. This result shows that the flexible error-rejection adjustability is very important in deriving an effective combined recognition algorithm. The primary requirement for each classifier is not a reduction in both error and rejection rates but a reduction in the error rate by adjusting the rejection rate.
DISCUSSION AND CONCLUSION
In this paper, the authors developed two algorithms for application to recognition of unconstrained isolated handwritten numerals. While both algorithms yielded very low error rates, the authors combined the two algorithms in different ways to study the best polling strategy and realized significant improvement in performance. The results of the experiments are summarized as follows.
(1) The best performance was achieved by the Parallel-2 combination, which realized very low error rates (0.2% or less) and rejection rates below 4%.
(2) The parallel combinations usually achieve less error than the corresponding sequential combination.
(3) The exploitation of the multiple membership is effective in reducing the error rate.
(4) For the sequential combinations, applying the recognition algorithm with lower error rate first and the higher one later is better than applying them in the reverse order.
(5) The performance of the sequential combinations approaches the performance of the parallel combinations when the error rate of the first algorithm approaches zero.
Although the recognition rates of handwritten numeral recognition are highly dependent on the test data, and it is difficult to compare the results with other works, the authors believe that the result obtained in this paper is one of the best results reported so far. The authors used a fairly large test database to obtain a statistically meaningful performance evaluation. For example, one of the authors also developed a numeral recognition technique based on multiple recognition algorithms including the relaxation matching technique (9) instead of the K-algorithm. The result for the same test data was 0.6% error with 3.1% rejection, which is worse than the result for any combination strategy discussed in this paper. Also, the authors have applied their algorithm to recognition of digit samples obtained from USPS Zip codes. The Zip codes contained both isolated and connected digits. The accuracies obtained with isolated Zip code digits were comparable to those reported here. Segmentation and recognition of connected numerals is currently under investigation. The results of this study will be reported at a future time.
From the standpoint of computation time, the Sequential-1 and the Sequential-2 combinations are better than other sequential and parallel algorithms. However, the increased error rate that results is not acceptable for many practical applications. By a proper choice of hardware and a careful design of the software for implementing the recognition algorithms, an accepted speed can be realized.
Further improvements on the performance can be achieved by reducing the error rate of the Salgorithm. The authors are currently studying the improvement of the S-algorithm, including the readjustment of the error-rejection rate of the algorithm. Combinations of more than two algorithms also appear to be effective. Combinations of the statistical classifiers utilizing different features are also easily implemented and are promising due to the error-rejection adjustability. All these are topics of further study. 
