Abstract. Estimates for the decay of Fourier transforms of measures have extensive applications in numerous problems in harmonic analysis and convexity including the distribution of lattice points in convex domains, irregularities of distribution, generalized Radon transforms and others. Here we prove that the spherical L 2 -average decay rate of the Fourier transform of the Lebesgue measure on an arbitrary bounded convex set in R d is (*)
Introduction
Let B be a bounded open set in R d . If ∂B is sufficiently smooth and has everywhere non-vanishing Gaussian curvature, then
with constants independent of ω, wherê
denotes the Fourier transform, and A B means that there exists a positive constant C such that |A| ≤ C|B|. The estimate (0.1) is optimal in a very strong sense. One can check that a better rate of decay at infinity is not possible. One can also check that if the Gaussian curvature vanishes at even a single point, then (0.1) does not hold.
In fact, the point-wise estimate may be much worse. For example, if B is convex, one has
and the case of a cube [0, 1] d shows that one cannot, in general, do any better. See, for example, [St93] , for a nice description of these classical results.
In spite of the fact that the estimate (0.1) does not hold in general, a basic question is whether this estimate holds on average for a large class of domains, for example, bounded open sets with a rectifiable boundary. More precisely, one should like to know for which domains one has the following estimate:
In some cases, it is equally useful to know whether (0.3)
where σ is the Lebesgue measure on the boundary of B. Under a variety of assumptions, for example, if ∂B is Lipschitz, (0.2) and (0.3) are linked via the divergence theorem. We use this fact in the proof of our main result below. An example due to Sjölin ( [Sj93] ) shows that (0.3) is not purely dimensional. He showed that if σ is an arbitrary (d − 1)-dimensional compactly supported measure, then the best exponent one can expect on the right hand side of (0.3) is
2 . This means that in order to prove an estimate like (0.2) we must use the fact that ∂B is in some sense a hyper-surface.
Several results of this type have been proved over the years. In [Pod91] , Podkorytov proved (0.2) for convex domains in two dimensions using a beautiful geometric argument that relied on the fact that in two dimensions, the Fourier transform of a characteristic function of a convex set in a given direction is bounded by a measure of a certain geometric cap. See, for example, [BrNaWa88] or [BRT98] for more details. Unfortunately, in higher dimensions one cannot bound the Fourier transform of a characteristic function of a convex set by such a geometric quantity. See, for example, [BMVW88] . For the case of average decay on manifolds of co-dimension greater than one, see e.g. [Christ85] , [Marshall88] , and [IoSa97] .
The analytic case has been known for a long time. See, for example, [R66] . In [Var83] , Varchenko proved (0.2) under the assumption that ∂B is sufficiently smooth. Smoothness allows one to use the method of stationary phase in a very direct and strong way. In the general case, one must come to grips with the underlying geometry of the problem. In the main result of this paper, we drop the smoothness assumption and prove that (0.2) holds for all bounded open convex sets B in R d . In addition, we prove the same estimate under an assumption that the boundary is C 3 2 . The main geometric feature of our approach is a quantitative exploitation of the following simple idea: if ω ∈ S d−1 is normal to ∂B at x, and y is sufficiently close to x, then x − y cannot be parallel to ω. This allows us to deal with the so-called "stationary" points of the oscillatory integral resulting from (0.3). Unlike the smooth case, where "non-stationary" points are very easy to handle using integration by parts, in the general case one is forced to exploit the smoothness of the sphere along with an appropriate integration by parts argument that exploits either convexity or the C 3 2 assumption on the boundary. The estimates (0.2) and (0.3) have numerous applications in various problems of harmonic analysis, analytic number theory and geometric measure theory. Moreover, (0.2) and (0.3) imply immediate generalizations of a number of results in analysis and analytic number theory to higher dimensions. See, for example, [Sk98] , and [Var83] . We give two simple examples to illustrate the point.
Distribution of lattice points in convex domains. A classical result due to Landau says that if B is convex, and ∂B is smooth and has non-vanishing Gaussian curvature, then
The proof is based on (0.1). Using (0.2) instead, one can prove the following version of (0.4): (0.5)
where ρB denotes the rotation of B by ρ ∈ S d−1 viewed as an element of SO(d). See, for example, [Ios2001] , [BCIPT02] , and [BIT01] for a detailed discussion of applications of average decay of the Fourier transform to lattice point problems. Also note that Theorem 1.2 below shows that convexity may be replaced by a C Falconer Distance Problem. A result due to Falconer ([Falc86] ) says that if the Hausdorff dimension of a set
2 , then the distance set ∆(E) = {|x − y| : x, y ∈ E} has positive Lebesgue measure.
Let ∆ B (E) = {||x − y|| B : x, y ∈ E}, where || · || B denotes the distance induced by a bounded convex set B. Using (0.2) one can prove that if the Hausdorff dimension of a set 
Theorem 1.2. Let B be an bounded open set in R d satisfying the following assumption. The boundary of B can be decomposed into finitely many neighborhoods such that given any pair of points P, Q in the neighborhood,
where n(Q) denotes the unit normal to ∂B at Q. Then (1.1) holds.
Proof of Theorem 1.1 and Theorem 1.2
We shall give simultaneous proofs of Theorem 1.1 and Theorem 1.2. The argument is based on the fact that both convex surfaces and C 3 2 surfaces satisfy the following geometric condition:
The boundary of B can be decomposed into finitely many neighborhoods B j such that on each neighborhood the surface is given as a graph of a Lipschitz function with the Lipschitz constant < 1.
The geometric meaning of this condition is that for x and y belonging to the same neighborhood B j , the secant vector x − y lies strictly within π 4 of our local coordinate system's horizon. We shall henceforth refer to this as the "secant property". This geometric condition is clearly satisfied by C 1 (and hence C 3 2 ) surfaces, by taking the neighborhoods to be sufficiently small. For convex domains, we make the following construction. We cover S d−1 by a smooth partition of unity η j , such that j η j ≡ 1 and such that support of each η j is contained in the intersection of the sphere and a cone of aperture strictly smaller than π 2 . Then if n(x) denotes the Gauss map taking x ∈ ∂B to the unit normal at x, then j η j (n(x)) induces the desired decomposition on the boundary of B. We note that in the convex case the number of such neighborhoods depends only on dimension.
By the divergence theorem,
where n(x) denotes the unit normal to ∂B at x, and dσ denotes the surface measure on the boundary. This reduces the problem to the boundary of B.
Decomposition of the boundary. Let φ j denote a smooth partition of unity on ∂B subordinate to the decomposition ∂B = ∪ N j=1 B j . Moreover, φ j s are chosen such that on the support of each φ j , the aforementioned secant property still holds. It follows that the corresponding Lipschitz constant K j is less than 1. This is the basic building block of our proof.
Let ψ j be a smooth cutoff function identically equal to 1 on the spherical cap of solid angle > π 2 and which is supported in a slightly bigger spherical cap which lies at a strict positive distance from all the vectors x−y |x−y| , x, y ∈ supp(φ j ) ⊂ ∂B. Notice that our hypothesis make such a decomposition possible and that all the vectors normal to ∂B on the support of φ j lie strictly inside the support of ψ j .
Singular directions. This part of the proof is identical in the convex and the C 3 2 cases. In fact, it depends only on the secant property. Let
where
In view of (1.3) and the triangle inequality, it suffices to show that
We shall refer to the support of ψ j as "singular" directions, and the other vectors on the sphere as "non-singular" directions. The origin of this notation is the fact that in the smooth case, the singular, or stationary directions are the ones that are normal to the relevant piece of the hyper-surface in question.
We have
Using the definition of ψ j , we integrate by parts N times and obtain
since dµ j is d − 1-dimensional and compactly supported.
Non-singular directions. We shall take the following perspective on the spherical coordinates. Let ω = ω(τ 1 , . . . , τ d−2 , θ), where (τ 1 , . . . , τ d−2 ) denotes the "azimuthal" angles, and θ denotes the remaining angle, i.e θ = tan −1 (x d /x 1 ). Note that for each fixed θ, (τ 1 , . . . , τ d−2 ) give a coordinate system on the "great circle" tilted at the angle θ from the horizontal.
For each fixed θ, we set up a coordinate system such that
and J is the (smooth) Jacobian corresponding to the spherical coordinates. Here we are viewing this portion of the boundary of B as the graph, of the function A θ , above the hyperplane determined by the (d − 2)-dimensional "great circle" obtained by fixing θ. Observe that Φ θ (u, ω) is linear in ω. This fact and the Minkowski inequality allows to assume in the following Φ θ (u, ω) independent of ω. By a further partition of unity, a rotation, and the triangle inequality, we may assume that we are in an arbitrarily small neighborhood of ω = (1, 0, . . . , 0).
The key object in the remaining part of the proof is the difference operator
We observe that the transpose of this operator
We also note that
Then by discrete integration by parts, the square root of the portion of (2.1) in the neighborhood of (1, 0, . . . , 0) equals
where Ψ j is an appropriate cut-off function supported in the neighborhood of (1, 0, . . . , 0), and u = (u 2 , . . . , u d−1 ). Applying the Minkowski integral inequality, we see that (2.2) is bounded by
where ω = (ω 2 , . . . , ω d−1 ). For a fixed θ, the integration in τ is over the d − 2-dimensional "great circle". We may parameterize the sphere so that this "great circle" is given by ω 1 = ω 1 (ω ). Expanding (2.3) and rewriting, we get
where J (ω , θ) is smooth in ω .
Integrating by parts in ω we see that (2.4) is bounded by (2.5)
where M is the Hardy-Littlewood maximal function in the u variable, and q is a smooth cutoff function. The last inequality uses the standard fact that convolution with a radial, integrable and decreasing kernel is dominated by the maximal function. See, for example, [St70] , Chapter 3. Since our integrand is compactly supported in the u 1 variable, we may apply Cauchy-Schwarz to obtain that (2.5) is bounded by
since the Hardy-Littlewood maximal function is bounded on L 2 . The conclusion of the theorem now follows from the estimate (2.6)
Clearly (2.6) holds if ∂B ∈ C 3 2 , for in that case Φ θ ∈ C 1 2 with compact support. In the convex case we interpolate between the estimates (2.7)
≤ C, and (2.8)
where (2.7) holds because convex surfaces are Lipschitz (hence Φ θ is bounded), and (2.8) holds by the mean-value theorem, Fubini theorem, and Gauss-Bonnet theorem (for crosssections) in the u 1 variable.
