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Abstract 
Electroactive microorganisms (EAMs) are known to function in a variety of systems, 
and receive strong focus in scientific investigation; microbial fuel cells (MFCs) and 
microbial electrolysis cells (MECs) are two key fields utilising these microorganisms 
to date. Microbially influenced corrosion (MIC) and the conduction of filamentous 
bacteria in ocean sediments also make use of external electrical currents to enable 
growth in what otherwise may be an abiotic environment. With the discovery of more 
of these systems and a growing understanding of their relevance over the past 
couple of decades, research into them has been steadily increasing. Electrochemical 
techniques such as cyclic voltammetry and impedance analysis have been used to 
gain a greater understanding of the system. However, mechanistic model-based 
analysis has lagged behind, with the fundamentals and consequences of electron 
transfer still not fully understood. Mechanistic investigation is vital for the progression 
and furthering of related research, and for highlighting the interactions occurring 
within EAMs, as many processes occur at a level that cannot be resolved by 
experimental systems. While a number of models have described extracellular 
electron transfer, in particular, for MFCs, none have analysed short-range electron-
transfer mechanisms on a comparative basis. This thesis uses common finite-
element and electrochemical diffusive-reactive modelling techniques to investigate 
electroactive organisms in highly diverse environments. One such system is a 
filamentous sulfide-oxidising system in ocean sediment. Filamentous bacteria grow 
between sulfide-rich and oxygen-rich regions, transferring electrons between self-
determined anodic and cathodic zones. Splitting of the metabolic pathway between 
partners allows growth to be determined thermodynamically rather than empirically, 
with bacteria releasing or consuming electrons depending upon the available 
substrate. This modelling approach determined that the bacteria, while electroactive, 
cannot grow with the rates seen experimentally, and highlighted that the current 
conceptual picture is incomplete. A similar approach is used to investigate 
microbially influenced corrosion, showing that direct electrical uptake greatly 
exacerbates corrosion when compared to a purely chemical system, due to the 
shifting of the electrical potential of the metal and the subsequent increase in 
electrochemical rates. This model of corrosion rates in carbon steel showed the 
variability with changing environmental conditions and bacterial activity, ranging from 
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as little as 0.05 mm/yr to a very significant 1.5 mm/yr with highly aggressive biofilms. 
Finally, these methods are combined and expanded to provide a model of a 
bioanode inclusive of all currently known mechanisms, providing realistic, 
experimentally comparable results of cyclic voltammetry and trumpet plots. From 
this, insight into the conductive mechanistic regime provides evidence that our 
current understanding of nanowire-electrode interactions may need examining, as 
the resistance provided by electrode-nanowire contact produces results that are out-
of-line with experimental observations. Ultimately, this demonstrates the applicability 
of the modelling platforms described and lays the foundation for advanced modelling 
in parallel with industrial or lab-scale systems. 
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Chapter 1 Introduction 
1.1 Motivation 
Microorganisms are pervasive in both natural and engineered environments, whether 
desirable or not, and perform a staggering number of processes. Our understanding 
of microbial behaviour has been changing recently, as the interdependence between 
species and their interactions with the environment has repeatedly been shown to be 
significantly diverse and complicated. An interesting phenomenon, which has been 
historically known but is now the topic of increased research, is the electrical 
capability displayed by microorganisms: that is, the ability to accept electrons from, 
or donate electrons to, an external electrical circuit, from their internal metabolic 
processes. Splitting the metabolism enables a biofilm to act at longer ranges and in 
ways that would otherwise be physically impossible, working to both the advantage 
and disadvantage of several industries. However, it also provides scalability and 
understandability challenges to the application of classic microbiology and microbial 
physiology, due to the complexity the system. 
Mechanistic modelling allows numerical analysis of the central mechanisms 
governing a complex process by representing them as fundamental processes. This 
allows analysis of the effect of distinct processes: in this case, to identify the 
limitations of an electroactive biofilm or microbial system, and the way these systems 
function in reality. By using mathematical models based on our current conceptual 
understanding, we can determine the controlling mechanisms that govern the system 
and allow interpretation of experimental results. Based on a literature review into 
mathematical analysis of electroactive systems, this thesis aims to identify the key 
areas currently lacking in the field of electroactive microorganisms (EAMs) across a 
broad range of systems.  
  
2 
1.2 Background 
1.2.1 Electroactive microorganisms and applications 
Electroactive organisms commonly exist where a competitive advantage is gained 
over other organisms through the ability to metabolise substrates otherwise 
inaccessible or in unfavourable competition, for example, where one system of 
sulfide-oxidisers uses micro-cables to ‘monopolise major energy sources’ (Pfeffer et 
al., 2012).  
It has been over a century since the relationship between the two fields of study was 
discovered, when Saccharomyces cerevisiae and various bacteria were grown in a 
nutrient solution and ‘the chemical action of their vital processes was utilised to 
develop electrical energy’ (Potter 1911), producing up to 0.5 V in a designed cell. 
The first working set of microbial-electrical half-cells came decades later; while over 
35 volts were generated by running multiple half-cells in parallel, they produced 
almost no current (Cohen 1931). Interest waned until the mid-20th century, when a 
need for efficient waste removal in space flight led to interest in microbial fuel cells 
(MFCs) for both the treatment of waste and the generation of electricity over long 
periods of space flight (Shukla et al. 2004). Due to technical setbacks and a rising 
interest in solar energy, it was not until the oil crisis of the 70s and 80s that further 
interest was sparked in MFCs (Shukla et al. 2004). Since then, many applications 
and environments where electroactive microorganisms are present have been 
discovered (Lovley 2012).  
Multiple bacterial genera have been demonstrated to act in an electrical capacity, 
with the production and utilisation of conductive nanowires seen for systems of both 
Shewanella oneidensis and Geobacter sulfurreducens. S. oneidensis has been 
found to produce outer-membrane extensions of cytochromes, as cytochrome 
lacking variants failed to produce nanowires (El-Naggar et al. 2010), whereas G. 
sulfurreducens seems to produce distinct conductive pili (Reguera et al. 2006). 
Shewanella putrefaciens and S. oneidensis are capable of reducing Mn(IV) and 
Fe(III) oxides (Dichristina, Moore, and Haller 2002), and of passing electrons to an 
MFC (Bretschger et al. 2007) by utilising a wide range of membrane-bound proteins. 
To date, EAM-utilising fields have been created, such as bioelectronics to sense 
chemicals and environmental conditions, with potential for medical applications 
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(Owens et al. 2013). By pushing electrons into a cell, bioremediation can be 
instigated or enhanced (Strycharz et al. 2008; Lovley 2011) or biosynthesis can be 
used to produce more valuable chemicals (Steinbusch et al. 2010). Finally, by pulling 
electrons out of the system, fuel cells can generate electricity from low-value influent 
(Lovley 2006). 
1.2.2 Environmental occurrence 
There are many environmental situations in which cells achieve a complete 
metabolic cycle by way of external electron sourcing or sinking. Microbial aggregates 
can cooperate to perform metabolic processes that a single species alone cannot.  
These communities of microorganisms are now believed to be performing 
interspecies electron transfer (IET) directly (Cheng and Call 2016); for example, they 
can directly convert ethanol into methane (Rotaru et al. 2014).  
Electron transfer from iron surfaces, resulting in reactive corrosion of the surface 
(generally in an oxidation reaction), has long been a problem in the industry, 
particularly on steel surfaces (Enning and Garrelfs 2014; Kato 2016) due to the 
widespread use of steel in infrastructure (Gerhardus H. Koch and Brongers 2002).  
Biofilms can influence the corrosive reaction either positively, by protecting the 
metal, or negatively, by increasing the overall rate of corrosion by the generation of 
catalysts (Enning and Garrelfs 2014) or by acting as final electron acceptor mediator 
to alter the corrosion potential (Enning et al. 2012). Metal corrosion has also shown 
enhanced rates of carbon steel loss even without available substrate, indicating an 
active biofilm of EAMs (Chen et al. 2015; Venzlaff et al. 2013). 
Long-range electron transfer in ocean sediments has been seen in filamentous 
chains of cells which may transfer electrons, allowing activity across a varying zone 
of redox potentials, from highly reducing to highly oxidising environments, oxidising 
sulfide in the reducing environment and oxygen in the oxidising environment 
(Reguera 2012). This phenomenon has seen Desulfobulbacae forming natural power 
conduits in order to better utilise the environment (Pfeffer et al. 2012; Nielsen et al. 
2010).   
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Figure 1.1: An electroactive microorganism with the locations where systems of them have been found: corrosion 
processes, microbial fuel cells, microbial electrolysis cells, and extracellular transfer cells performing different 
metabolic processes. 
1.2.3 Engineered systems 
Over the last decade, there has been strong development in applications of 
combined electrical devices and microorganisms (Lovley 2012). Most of these 
applications occur through engagement of a biofilm or planktonic organisms with an 
electrode. 
Biofilms can both generate and consume electricity: they either produce higher-
valued substrates, by acting as a microbial electrolysis cell (MEC) (Nevin et al. 
2010), or break down organic waste to generate electricity, by acting as a microbial 
fuel cell. Both of these capabilities have driven substantial commercial interest 
(Virdis et al. 2011).  
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Microbial fuel cells were once hailed for their potential savings in energy production 
and efficiency, with some claiming that they would eventually run cars (Shukla et al. 
2004). However, starting in the late 00s, enthusiasm slowed due to scalability issues 
(Rozendal, Hamelers, et al. 2008), and the emphasis has turned to the production or 
upgrading of biological components in a microbial electrolysis cell (Rabaey and 
Rozendal 2010). The remaining use for a microbial fuel cell seems to be either to 
assist in electrochemical processes without the primary goal of electricity generation, 
or to act as sensors or transmitters (Borole et al. 2011).  
By using microbes to assist in electrochemical reactions, hydrogen peroxide was 
obtained efficiently (Rozendal et al. 2009) and scaled to litre-sized processes 
(Rabaey et al. 2010), providing a potentially cheap way to make an industrial 
product. Further, anaerobic digestion has been enhanced by the addition of external 
electrons (Zhao et al. 2014), indicating the natural capacity of these microorganisms 
to use external electron supplies, and allowing the improvement of these processes 
to drive down area and cost requirements (Aguirre-Sierra et al. 2016). 
Assistance in fermentation processes is one potential way to enhance product 
formation in reactors (Hoelzle, Virdis, and Batstone 2014). A wide variety of results 
have been reported, from bioanodic increases in consumption rate of glycerol to 
biocathodic increases in butanol, butyrate, or 1,3-propanediol production (Moscoviz 
et al. 2016). Hydrogen can be catalysed and biologically converted into methane 
(Clauwaert et al. 2008) to assist with anaerobic digestion, potentially providing an 
alternative to natural gas (Modin and Gustavsson 2014). 
1.2.4 Characteristics and phylogeny of electroactive organisms  
While eukaryotes are a source of interest in engineered fermentation, they can only 
use a relatively limited number of carbon compounds; prokaryotes, however, can use 
a large number of metabolic pathways and scavenge electrons in a wide range of 
environments (Pirbadian et al. 2014). Acetate-fed systems tend toward Geobacter 
phylotypes (H. Zhang et al. 2014) and high current densities (Leang et al. 2013), 
while Shewanella oneidensis is found to operate in a  wide range of environments 
due to versatile metabolic pathways (Bretschger et al. 2007). 
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1.2.5 Mechanisms of electron transfer 
There are several systems working simultaneously within the systems of interest: 
electrochemistry, convective transport, and cell metabolism. Electrochemistry varies 
by electrode material, transport of chemicals is a function of the solution (e.g., sea 
water to deionised water), and cell metabolism and processes vary depending upon 
available substrate and microorganism specie. The one common theme between all 
of these systems, natural or engineered, is their need for a transition of chemical to 
electrical energy or vice-versa, either cell-cell, cell-electrode, or cell-metal.  
There is also the sub-topic of long-range ‘electrical’ transport of electrons in 
biological domains.  This refers to the ability of non-metallic, biological, or aquatic 
media, including biofilms and sediments, to simulate conductive electron transfer, 
enabling electroactivity in the absence of metallic electrodes (e.g., in sulfur ocean 
sediments and anaerobic biofilms). There are four possible avenues for transporting 
electrons: elemental mediation, molecular mediation, conduction, and hopping, with 
various levels of evidence for each mechanism (Lovley 2012).  Direct transport is 
also possible, utilising one of the above mechanisms, but with cells directly in contact 
with the electrode (Figure 1.2A). 
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Figure 1.2: Electron transfer mechanisms on a model biocathode (reverse flow for bioanode): (A) direct electron 
transfer, (B) indirect electron transfer, (C) mediated electron transfer, (D) conduction, (E) electron hopping 
Mediated electron transport via simple molecules 
Hydrogen can also act as a consumable mediator when produced on an electrode 
(Figure 1.2B); it can provide enough metabolic energy to maintain an active biofilm 
A C B D E 
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(Jourdin et al. 2015), although hydrogen evolution is slow and requires large 
quantities of electricity with expensive platinum electrodes (Rozendal, Jeremiasse, et 
al. 2008). Recent studies have shown a biofilm that can activate an electrode to 
produce hydrogen and lower potentials (Pozo et al. 2016), suggesting that there is 
further potential for a hydrogen biocathode. 
Mediated electron transport through organic chemicals 
Mediation is the use of a chemically diffusive substrate, which can act as a long-
range catalyst (Figure 1.2C), where electrons are transported between cells, or 
between an electrode and a cell, by using a mediator compound. In a laboratory 
bioanode, Shewanella oneidensis (Li et al. 2012) can accelerate the 
microbiologically influenced corrosion (MIC) from both riboflavin and flavin adenine 
dinucleotide (P. Zhang et al. 2015). For a biocathode, chemicals such as phenazine, 
neutral red, and methyl viologen are often used, with the deciding factor often the 
reduction potential (Hoelzle, Virdis, and Batstone 2014); e.g., the potentials of -
0.145, -0.325, and -0.44 V respectively are expected to shift the favourability of 
different thermodynamic pathways (Hoelzle, Virdis, and Batstone 2014). There are 
ultimately a large number of electron shuttles, as the main requirements are simply 
the possibility of a redox reaction and the ability to diffuse in a bacterial environment 
(Rabaey et al. 2007). However, there are drawbacks to the cell being reliant on such 
a method. Biologically, a mediator needs to have a redox potential in the range of the 
internal metabolic pool to which it will contribute. It must be diffusive enough to both 
penetrate and escape a cell membrane, and be soluble and mobile in the existing 
redox states. Finally, this mediator needs to have fast electrochemical kinetics to 
provide enough energy for a biofilm to survive. If all of these conditions can be met, 
then the mediator must be inexpensive enough to either allow for frequent dosing in 
a system or be easily recoverable, both of which strongly affect the commercial 
viability of a project. While some microbial communities showed the ability to self-
mediate by internal production of chemicals (Rabaey et al. 2004), kinetic analysis 
has shown that mediation limits electron transfer, making direct methods far more 
favourable (Torres et al. 2010). 
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Electrical conduction 
Once biofilms that could produce current without any soluble intermediate between 
electrodes were isolated (Bond and Lovley 2003), this opened new areas for 
scientific research and enabled more efficient bioelectrochemical systems (since no 
mediator would be needed). Eventually, presumptively identified ‘nanowires’ were 
observed using scanning tunnelling microscopy, with a conductive biofilm seen to 
have nanowires, thought to enable electrical conduction between cell and electrode 
(Gorby et al. 2006; Reguera et al. 2005). 
This mechanism of electron transport is thought to be correlated to metallic-like 
conductivity, caused by the overlapping of the π-orbitals of amino acids (Malvankar 
et al. 2015; Malvankar, King, and Lovley 2015; Malvankar et al. 2014). A microbial 
cell then contacts a member of this conductive element via the outer membrane, 
generally through an electrical-chemical transformation unit such as a cytochrome. 
Thin monolayer biofilms (Figure 1.2A), or biofilms which can produce conduits or 
nanowires (Figure 1.2D) to transfer electrons longer distances, are known to use this 
method of electron transport (Patil, Hägerhäll, and Gorton 2012). This method has 
been clearly demonstrated, with the charge propagation along pili proteins visualised 
by injecting a charge into a Geobacter sulfurreducens-produced nanowire and using 
electrostatic force microscopy to witness the resulting charge movement (Malvankar 
et al. 2014). 
Electron tunnelling 
While the existence and function of electron conduction on nanowires has been 
demonstrated, the exact mechanism is in dispute. Analysis of the nanowires 
produced by Geobacter sulfurreducens has provided a counter-argument. PilA type 
proteins, of which the main structure of a nanowire is composed, have been 
analysed by nuclear magnetic resonance spectroscopy (Reardon and Mueller 2013) 
and a pilin model produced (Yan et al. 2015). These studies postulate that the 
distance between the amino acids is greater than that of π-orbital overlap, and is 
sufficient to allow for metallic-like conduction (Yan et al. 2015).  
These studies prompted the theory of electron hopping, whereby these fixed PilA 
proteins (e.g., proteins embedded as part of the extracellular polymeric substance of 
the film), with a changeable redox state, allow electrons to be transferred by a 
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sequential modification of their state (‘jump’). Rather than allowing π-orbital 
conduction, electrons move by a series of redox reactions that are similar to basic 
electrochemical reactions, whereby the driving force is the difference in electric 
potential of the redox centres (Figure 1.2E). Specifically, this phenomenon has been 
demonstrated in Geobacter sulfurreducens biofilms, where changes in the redox 
gradients in the biofilm follow a diffusive profile (Snider et al. 2012; Bond et al. 2012); 
this is consistent with the electrochemical theory of electron superexchange.  
This final mechanism has been dubbed electron hopping, tunnelling, or 
superexchange, and has caused much debate about how electrons are transferred 
in a biofilm, as discussed in Chapter 4. As these processes occur at a high rate 
(electrons transfer quickly to or from an electrode) and at a small scale (nanometres 
within a dense biofilm), experiments to determine their validity become challenging 
(Shi et al. 2016).  
1.2.6 Mathematical modelling of EAM 
Models of electrochemical and biological systems are powerful tools for determining 
the fundamental mechanisms, controlling factors, and techniques for optimisation. 
Biological models have been well-established in industry as a mature field, for 
example, in allowing the improvement of wastewater treatment (Batstone et al. 
2015). Electrochemistry has been studied from fundamentals since the inception of 
the galvanic cell, with both the thermodynamic equilibrium and kinetics described, 
allowing the optimisation of batteries and fuel cells (Bard and Faulkner 2001). 
Biological modelling follows several approaches: lumped-parameter analysis, 
whereby a system has internal biological activity (Batstone et al. 2002); volume-,  
surface-, or line-averaged descriptions where an aggregate or biofilm is considered 
(Wanner and Gujer 1986) in a defined space; or a cellular-level approach (Storck et 
al. 2014) whereby each cell is treated as an individual entity. All approaches are 
useful and have their purposes, with industry often using lumped-parameter analysis 
(Batstone 2006), while microbe-interactions are analysed by using an individual-
based approach (Alpkvist et al. 2006).  
In contrast to biological modelling, lumped-parameter approaches are less viable, as 
electrochemical rates are dependent upon substrate concentrations. With the driving 
force of thermodynamics being deviation from equilibrium, the surface 
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concentrations at the electrochemical site determine the reaction rates. Assuming an 
activation energy requirement, the Arrhenius equation derives to the Butler-Volmer 
and, in cases, it derives further to the Tafel equation, both of which are used in 
subsequent chapters. 
The simplest description for an electrolyte is the use of a resistive model, where the 
current can be determined by the ionic strength of the solution (Friedman 1965). 
This, however, prevents analysis of individual chemical concentrations, thus 
excluding the calculation of pH and other biologically important parameters. To 
model species movement, solution charges can be calculated using a Poisson 
equation to balance electrical charge, and Fick’s law for diffusive movement; 
however, solving this system is taxing even at the Debye-length scale (MacGillivray 
1968). As such, the standard model for electrolytic solution chemistry is the Nernst-
Planck equation with the electroneutrality condition (MacGillivray 1968); this will be 
explained in the following chapters. 
EAM 
The distinctive ability of EAMs is that bacteria can split their metabolic processes 
through electron transfer to an external acceptor, or from an external donor, from 
either other organisms or an electric current (Figure 1.1). There are many forms of 
this, for example: electrode-to-microbe interactions in an MFC, corrosion products 
utilised in microbiologically influenced corrosion (MIC), or microbial communities 
working together to further metabolise a substrate. These system requirements 
determine the numerical approach taken; a biofilm model must be paired with an 
electrochemical system at the same spatial and time scales. 
Modelling has been approached on a per-application basis, with frameworks 
presented exclusively for specific processes, rather than by the development of a 
unified framework. The frameworks were chosen to use exclusively either a 
compound, electrode, or another biological cell as the electron source or sink, with 
electrons transferred by a fixed, chosen method (e.g., conduction or mediation). As 
these chemical systems rely on influent substrate, the most commonly defined 
system has a continuous inflow or bulk solution of constant concentration. Batch 
systems have been described to show biological response to abundance-starvation 
cycling, or to model industrial batch reactors (Roosta et al. 2011; X. Zhang and 
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Halme 1995; Picioreanu et al. 2010), however continuous processes are easier to 
solve numerically and can offer a similar depth of analysis. 
Early work included mostly the use of mediators in MFCs to look at limitations and 
controlling factors (X. Zhang and Halme 1995; Picioreanu et al. 2007), while the 
most recent work has switched to conduction (Korth et al. 2015). Empirical 
modelling, whereby processes are divided into key measureable elements, are 
common for industry, however they are limited in use for mechanistic analysis. 
Microbial fuel cells 
In an MFC, it is common for the anode to be biological and paired with a chemical 
cathode. A solution of wastewater or organic compounds is oxidised on the anode, 
with oxygen acting as the electron acceptor on the cathode, with the overall goal to 
either generate a usable current or merely degrade the feed efficiently (Rabaey and 
Verstraete 2005). 
Early mathematical modelling reflected experimental apparatus at the time: 
electrolyte solutions were composed of suspended microbial cells with an added 
artificial mediator  (X. Zhang and Halme 1995). General assumptions were made 
that the rate-limiting steps were not mass transfer of ions (internal resistance 
between chambers) or kinetics of oxygen at the cathode (which only concerns the 
anodic half-cell), but rather that both the metabolic rate of cells and the availability of 
mediator in the anode control the overall cell current (X. Zhang and Halme 1995). 
Further modelling did not advance until more than a decade later, when multiple 
groups explored the system using differing underlying mechanisms: the conduction 
of electrons through the biofilm or the mediation of electrons through soluble 
components, moving to the use of a biofilm-covered anode as opposed to 
suspended cells (Picioreanu et al. 2007; Kato Marcus, Torres, and Rittmann 2007). 
A complex multidimensional model using mediators was developed for a bioanode in 
2007, looking at a 2-D cross section of a bioanode. It was able to show features such 
as the rate-determining steps of the system and the competition between suspended 
cells and biofilms (Picioreanu et al. 2007). This model was then expanded in various 
ways, showing competition between different species of bacteria, with competition 
between methanogenic and electroactive bacteria anaerobically digesting organic 
compounds (Picioreanu et al. 2008), and showing the changes over time using a 
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batch fed system (Picioreanu et al. 2009). The dynamics of the system were shown 
to be very well-modelled using this technique, as a biofilm which would grow in 
response to substrate utilisation was demonstrated with results such as pH and 
depletion of the substrate (Picioreanu et al. 2010). However, the spatial modelling 
technique used did not present cyclic voltammetry or chronoamperometry figures as 
a method of electrochemical analysis, and there was no validation of the mediator 
itself as a viable additive; the biological processes, therefore, were highly empirical. 
Thus, while providing substantive insight into how a system may grow on a substrate 
paired with an anode, the utility for experimental results is limited to qualitative trends 
and proof-of-concept. 
An empirical model using the mechanism of biofilm conduction was developed at a 
similar time, dynamically describing a continuously-fed bioanode in one dimension 
(Kato Marcus, Torres, and Rittmann 2007). Electrical resistance in the biofilm was 
assumed to be constant based on external measurements. Primary details from this 
model demonstrated that the consumption of the substrate and the current produced 
were both heavily dependent upon this constant of biofilm conductivity. This model 
was then expanded into a dubbed ‘PCBIOFILM’ model, presented as a framework 
for a biofilm anode system (Marcus, Torres, and Rittmann 2011; Marcus, Torres, and 
Rittmann 2010) by the addition of spatial gradients for pH and chemical migration. As 
previous models already contained such elements (Picioreanu et al. 2007), the 
differing factor here was the change in mechanism to a conductive scheme with a 
linear resistance in the biofilm. 
Simpler, empirical models of entire two-chamber bioelectrochemical systems (BESs) 
have been reported, using a 0-D, lumped parameter approach (Zeng et al. 2010). 
From experimental data, validation of this model showed that it could reflect the 
performance of an observed system. However, this type of model development is, by 
necessity, tailored to an experimental system, and thus provides limited insight into 
the mechanisms present. 
A wastewater-treatment MFC was modelled for a bioanode, using direct electron 
transfer to create methane in a dynamic biofilm (Pinto et al. 2010). This was then 
developed further to look at an entire BES, with the bioanode modified to use a 
constantly supplied mediator (Pinto et al. 2011). Due to the production of hydrogen 
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at the cathode, a biofilm was assumed present, consisting purely of 
hydrogenotrophic methanogens. Both models were validated with experimental data, 
however very little analysis was conducted in the second paper on the effect of the 
biocathode (Pinto et al. 2011). Further, internal resistance was assumed and the 
electrolyte was not modelled. Because this internal resistance varies according to 
the concentration of the electrolyte, continual parameter adjustment would be 
necessary to use the BES as an on-line control system, in spite of the group’s claims 
of its suitability.  
Modern bioanode models now focus on electron transfer by conduction, and allow 
analysis comparable to electrochemical studies of experimental systems. While one 
example produces such a model (Korth et al. 2015), there is still a lumping of 
parameters, specifically relating to the heterogeneous kinetics, which will be 
explained further in Chapter 4. There are no models yet that combine alternative 
conductive methods comparatively. 
Microbial electrolysis cells 
By supplying a charge to a BES, simple organic compounds can be selectively 
oxidised or reduced to produce more valuable compounds; this is known as a 
microbial electrolysis cell (MEC) (Rabaey and Rozendal 2010). 
Modelling of this system is analogous to an MFC but with a different anode or 
cathode biofilm reaction; while some work has specifically targeted the analysis of 
cathodic over-potentials (Ter Heijne et al. 2011), much more effort has been spent 
on MFCs (see above). One multi-population MEC model has been developed 
containing ‘fermentative, electricigenic, methanogenic acetoclastic, and 
methanogenic hydrogenophilic microorganisms’ (Pinto et al. 2011). This approach 
functions by combining already complex anaerobic models with electrolysis; MFCs, 
on the other hand, contain simple biological reactions, allowing more for the 
investigation of electrochemistry. While validated against a data set, this model is 
calibrated to an inoculant anaerobic sludge and synthetic wastewater. A similar 
approach has been recently taken (Yuan et al. 2015), with an empirical biological 
model paired to an input of hydrogen. Upgrading of chemicals is very microbe- and 
substrate-specific, whereas degrading organic compounds in MFCs can be taken as 
straightforward. Thus, while these models are developed from fundamental rate 
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equations, they were developed simultaneously with experiments and likely are 
highly targeted to that community of microorganisms. 
The upgrading of chemicals in a mixed community features far more complex 
internal metabolic processes, often with different species each playing a role 
(Rabaey and Rozendal 2010). These models have to focus more thoroughly on 
internal metabolism, leading to greater complexity in a field that is already relatively 
novel. As such, while there is a potential research gap identified here, for the 
purpose of studying electrical-microbial interactions, an MFC or an alternate system 
of EAMs is a better area with which to study the bioelectrochemistry.  
Corrosion 
Increasing evidence has shown that a colony of microorganisms on a metal surface 
can alter the corrosion potential (Enning et al. 2012). This indicates that a new 
mechanism of corrosion is the direct uptake of electrons by a community of 
microorganisms; previously, many other mechanisms (e.g., chemical by-products) 
were assumed to be the leading cause (Hamilton and Lee 1995). 
To date, work has been done on pairing electrochemical degradation with a 
functional biofilm (Smith et al. 2011), but direct electron uptake has not been 
analysed mathematically. In this model, qualitative matches were found between 
experiment and model (Smith et al. 2011), but without the inclusion of a carbon 
source to shift the metabolic electron donor, this model is limited in applicability to a 
laboratory system. Further, their use of a 1D system in corrosion prevents the ability 
to analyse pitting, or to show the downstream effects of an active biofilm.  
MIC has been modelled for copper (Pizarro et al. 2014), however the only well-
known environment for electroactive MIC to date is for iron (Kato 2016); as such, 
alternative metallic surfaces are not considered in this thesis. 
Natural Systems 
Novel systems of electrically active bacteria have been demonstrated in ocean 
sediment (Pfeffer et al. 2012; Nielsen et al. 2010), indicating that there may be many 
such systems that use the previously described electron transfer mechanisms to 
gain an evolutionary advantage. This system has been described mathematically 
(Fischer et al. 2015), but it highlights the need for a generic framework transposable 
to any system of EAM.  
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Interspecies electron transfer (IET), as mentioned previously, has been modelled on 
a cellular basis (Storck, Virdis, and Batstone 2015); the outcome was that 
thermodynamic limitations for mediated IET (MIET) were higher than that of direct 
IET (DIET). This is an analogous approach to that taken within this thesis, with the 
alternative goals of small-scale analysis of cellular systems. DIET has been shown to 
be induced in microbial communities for the improvement of treatment and energy 
recovery in engineered systems such as anaerobic digesters and microbial 
electrochemical technologies (Cheng and Call 2016).  
The thesis by T. Storck (Storck 2015) demonstrates the ability of modelling as a tool 
to investigate microbial interactions, with cell-cell kinetics, thermodynamics, and 
morphologies studied. In this thesis, larger, biofilm-scale processes are instead the 
focus, with the goal of investigating the processes of microbial electrochemical cells 
and the corrosion of iron by microbes.  
Approaches to Modelling EAM: Common elements and limitations 
Mathematical modelling has been used in investigating systems of EAMs on a case-
by-case basis. By breaking down the problem to one of electrochemistry and 
microbiology, as separate but cooperating mechanisms, these systems can be better 
understood, not as individual occurrences but in a holistic approach to how 
microorganisms can use electrons from physical, static sources or sinks. This thesis 
aims to further the understanding of these microorganisms by using reproducible 
mathematical modelling techniques that can be applied in the future to any similar 
environment. 
Modelling, while essential to a mechanistic understanding of EAM, has yet to catch 
up with experimental research, particularly with recent advances in the electron 
hopping/conduction debate described in Chapter 4. These systems all share the 
common elements of electrochemistry, biology, and ion transport, which, if paired 
correctly, can offer novel insight. Progress has been made in continuum-based 
bioelectrochemical models as described above, but there is substantial room to 
expand this into alternative areas, and to comparatively describe the mechanisms 
believed to be responsible for electron transport. 
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1.3 Research objectives and approach 
1.3.1 Aim 
The aim of this research is to develop new ways to model the fundamentals of EAM. 
Specific attention will be paid to new areas or previously poorly modelled areas such 
as corrosion and ocean sediments. Detailed analyses of the mechanisms will be 
produced from a qualitative approach through parameter estimation with the aid of 
existing, published results. Results will be sourced from both within the University of 
Queensland’s Advanced Water Management Centre (AWMC) and research groups 
abroad. Favourability of the transfer mechanisms from the approach of 
thermodynamic rates and limits will be determined. Overall, the project will aim at 
developing a complete platform capable of modelling all known EAM mechanisms in 
any biological system, focusing on enabling rapid analysis and comprehension. 
1.3.2 Approach 
The approach to EAM modelling to date has been largely application focused, 
empirical, heavily orientated towards artificial bioelectrochemical systems, and 
lacking in commonality. Tools to model individual systems exist, but there is no 
consensus on how they should do this or what assumptions are reasonable to make. 
Modelling has been focused almost exclusively upon industry-relevant problems; 
while reasonable, the diversity of the systems exhibiting EAMs leaves a gap as to 
whether the same understanding of the mechanism applies to environmental 
systems. Finally, one of the key proposed mechanisms of electron transport, 
cytochrome-based electron hopping, has yet to be applied to any biological system. 
The key questions that the PhD project attempts to address are: 
 Are the hypothesised mechanisms of electron transfer in microbial 
communities feasible?  
 What electron transfer mechanisms can feasibly occur within EAMs, and what 
controls the thermodynamic favourability of these mechanisms?  
1.3.3 Objectives 
The overall objective is to analyse a variety of systems involving microbes with 
electron transfer mechanisms present, with a focus on a common approach to very 
different systems. The end result should be a comprehensive mathematical 
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framework that can be applied to any spatial system of EAMs with any currently 
identified electron transfer mechanism. Based upon the knowledge gaps, a common 
basic approach has been applied to three very different systems of approach, 
requiring sequential build-up of natural electron transfer, electron transfer to a 
metallic surface, and a bio-electrode system respectively. An overall aim is to 
remove as many assumptions as feasible in the modelling of EAMs. Toolsets such 
as COMSOL Multiphysics and MATLAB allow for the development of 
multidimensional and complex geometries, without having to overly focus on the 
programming of low-level processes such as ion transfer. The basis for this 
modelling is to use the Nernst-Planck equations, or derived variants of them such as 
the Savéant equation, to study the mechanics of EAMs. 
1.3.4 Research objective 1: Develop new methods to model electron transfer in 
EAMs 
Microbial cells have highly complex internal metabolic processes; including an 
external element to supplement or replace a portion of metabolism that is likewise 
complicated. A comprehensive and fundamental model of all mechanisms 
conceptualised for EAMs has been found lacking in literature. 
The first objective is to improve the current methods of modelling electron transfer in 
biological systems. This will look at all facets of the mathematical techniques, from 
ion movement at the nanoscale level to metabolic pathways in cells and the means 
to model biofilms at a small, electrode-level scale. A comprehensive modelling 
platform is described in Chapter 4, whereby a bioanode is freshly analysed and a 
mathematical framework developed from the fundamentals. 
1.3.5 Research objective 2: Distinguish between mechanisms in observed 
systems using developed models 
Mathematical modelling is a tool to enable greater analysis of real world 
environments and phenomena. The utility of the tool developed in the first research 
objective is to be validated through a high-level approach to the results using 
electrochemical tools.  From this, in Chapter 4, a comparison is made between the 
electron transfer mechanisms to find one that applies to the real-world systems. 
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1.3.6 Research objective 3: Apply methods to systems of extracellular electron 
transport (bio-corrosion, ocean sediment, microbial fuel cells) to give insight 
into known systems 
Finally, research will be directed into extracellular electron transport (EET) systems 
that are relatively new, unknown, or otherwise misunderstood, using the ideas and 
methods from the previous research objectives. This includes corrosion, where 
research has been primarily empirical, and a recently discovered novel system. 
These are presented as Chapter 2 and Chapter 3. 
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Chapter 2 A mathematical model for electrochemically 
active filamentous sulfide-oxidising bacteria 
Abstract 
Oxygen and sulfide in ocean sediments can be consumed biologically over long 
spatial distances by way of filamentous bacteria in electron-conducting sheaths. To 
analyse this system against observed results, a mathematical model of these 
filamentous sulfur-oxidising bacteria was developed, including electrical conduction 
between reactive zones. Mechanisms include Nernst-Planck diffusion and migration 
of ions coupled with Ohm’s law for conduction along filaments, and metabolic activity 
throughout the filaments.  Simulations predict outward biomass growth toward the 
boundaries of the sediment floor and top surface, resulting in two distinct zones with 
anode (sulfide consumption) and cathode (oxygen consumption) reactions enabled 
by electron conduction. Results show inward fluxes of 4.6 mmol O2/m2/d and 2.5 
mmol S/m2/d, with consumption increasing with growth towards final fluxes of 8.2 
mmol O2/m2/d and 4.34 mmol S/m2/d. The effect of varying cell conductivity and 
substrate affinity is evaluated, indicating that conductivity has little effect compared 
to substrate availability. Controlling mechanisms are identified to shift from biomass 
limitation, to substrate limitation, and then to conductivity limitations as the lengths of 
the filaments increase. While the simulation results are consistent with most 
observed results, a key discrepancy is lower than expected growth rates (12 weeks 
predicted vs 4 weeks in reality).  Growth speed is largely fixed by thermodynamics, 
indicating that microbes may utilise secondary substrates or an alternative 
metabolism. 
2.1 Introduction 
Bioelectrochemical systems (BESs) are systems whereby biological activity is 
coupled with external electron transfer, allowing physical separation of electron 
acceptor and donor compounds. In essence, the electrode functions as a local 
electron acceptor or donor. This mode allows the spatial decoupling of oxidation and 
reduction reactions in artificial systems such as the microbial fuel cell (Logan et al., 
2006) or the microbial electrolysis cell (Rabaey and Rozendal, 2010). However, 
these cases form only a subset of what can be described as electroactive 
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microorganisms (EAMs), as there is increasing evidence of such systems actually 
occurring in natural environments (Reguera, 2012). 
A key form of electrically active microorganism is the sulfur-oxidising filamentous 
bacterium recently identified in ocean sediments (Pfeffer et al., 2012). In this system, 
in comparison with man-made bioelectrochemical systems, microbes need to enable 
long-range centimetre-length conduction of electrons, rather than just short-range 
micrometre-length transfer to an artificial electrode. Filamentous bacteria, specifically 
Desulfobulbaceae, grown in ocean sediment, seemingly can conduct electrons over 
a long range between oxygen-reducing and sulfur-oxidising regions using a 
surrounding sheath, with the same species mediating both reactions. This is 
hypothesised to be enabled by conductive elements found in the sheath of the 
filament  (Nielsen et al., 2010; Pfeffer et al., 2012). Electrochemically, this can be 
described as the microorganisms forming distinct anodic and cathodic zones at 
filament extremes, which develop as a result of the substrate and product gradients, 
in conjunction with growth of the bacteria. 
Microbes capable of direct electron transfer can have an advantage over organisms 
dependent upon substrate- or otherwise-mediated electron transfer. The key benefit 
is the separation of oxidative and reductive zones into regions of substrate 
availability, enabling growth in otherwise unfavourable areas. The presence of 
microorganisms in other electrochemical systems, such as microbially influenced 
corrosion or bioleaching of minerals, suggests that EAMs are more widespread than 
in the already-known BESs or filamentous bacteria in ocean sediment.  However, the 
mechanistic principles behind EAMs are still poorly described. A model of the 
kinetics and cell metabolism of a single bioanode reaction has been previously 
proposed (Hamelers et al., 2011), albeit in a steady-state system. Time-dependent 
BES models have likewise been developed, but with the metabolic pathway of the 
EAM either combined empirically with the potential of an anode (Torres et al., 2008), 
or formulated in such a way that the electrochemical and biological equations are 
entirely independent (Picioreanu et al., 2007). There has not been an attempt to 
model BES where anode and cathode regions form a continuum, which represents 
probably the majority of natural EAM systems, with the sulfide oxidising bacteria 
(SOB) Desulfobulbaceae being the best-characterised example. Desulfobulbus is 
particularly interesting in this context, as it is a single genus which operates 
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conductively over large distances. This gives it the potential to be well characterised 
in terms of electrical and growth properties, provides a case where the separation of 
anode and cathode is continuous (e.g. along the microbial filaments), and forms an 
observable dynamic system (Pfeffer et al., 2012).  
This study evaluates the Desulfobulbaceae system to develop a numerical model 
and to then assess the dynamics of electrochemically active microorganisms in both 
time and space. We propose in this model that biological anodic and cathodic zones 
develop through microbial growth and form a continuum and that the resultant 
distance between substrates, combined with an electrically active domain, allow for 
distinct separation of contrasting electrochemical regions. The goal of this theoretical 
study is to propose a set of governing mechanisms to further our understanding of 
this novel bioelectrochemical system, while being flexible enough to adapt to a wide 
range of EAMs. 
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Scheme 2.1.  Sulfide oxidising bacteria (SOB) with a proposed metabolic coupling of separated aerobic and 
anaerobic environments in electrochemically active Desulfobulbaceae. Local metabolism (1) of the separated 
redox processes involves an assumed intracellular intermediate M in two redox states, exchanging electrons (2) 
with a conductive sheath, and electron conduction (3) between the two zones (bottom: anodic, top: cathodic). 
There is one biomass sub-domain, bioΩ , containing the SOB filaments and two adjacent diffusion boundary layers 
without biomass: aerobic top bl,O2Ω  and sulfidic bottom bl,HSΩ . (a) Fixed filament scenario (standard): the outer 
boundaries bl,O2Γ  and bl,H2SΓ  are fixed, while the biomass boundaries bio,O2Γ  and bio,HSΓ  are moving. (b) Free-
floating scenario (moving boundary): the outer boundaries move at the same speed with the filament tips, 
resulting in a constant-thickness diffusion layer. 
2.2 Model Description 
The model is based on transport and reaction of several key solutes, with cells able 
to either oxidise or reduce depending on the availability of substrate, electron sinking 
or sourcing, and electron conduction.  This allows for dynamic development of 
oxidative and reductive zones along the microbial filaments (Scheme 2.1). Electron 
sourcing/sinking ability is determined by a fixed intracellular mediator M (Scheme 
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2.1), which interacts with both the metabolic pathway and the conductive filament 
according to the local thermodynamics of the system. 
2.2.1 Microbial reactions 
Catabolism 
Catabolism generates the energy needed for a cell by redox reactions between an 
electron donor and an electron acceptor. Sulfide-oxidising bacteria (SOB) can use 
sulfide as electron donor and oxygen as electron acceptor when both are available, 
according to the reaction (2.1):  
2 +
2 4HS + 2 O SO + H        (2.1) 
The experimental data (Nielsen et al., 2010; Pfeffer et al., 2012) suggest that in the 
filamentous SOB present in marine sediments this catabolism can be separated into 
half-cell reactions, each performed by different cells along the filament: 
2 +
2 4HS +4H O SO +9H +8e sulfide oxidation   (2.2) 
2 22O +8H +8e 4H O oxygen reduction   (2.3) 
The electrons generated from oxidation of sulfide by cells in the sediment depth are 
transported via a conductive sheath to the cells near the sediment surface which 
perform oxygen reduction (Scheme 2.1). 
Interaction between the two half-cell catabolic reactions can be enabled by an 
immobile redox mediator (redox centre, possibly a cytochrome) with two oxidation 
states, oxM  and redM  (Hamelers et al., 2011), which transfers electrons to and from 
the conductive sheath joining the chain of cells. It can be assumed that the reduced 
substrate ( HS ) and oxidised substrate ( 2O ) are being consumed in the reactions 
(2.4) and (2.5): 
2 +
2 ox red 4HS + 4H O + 8 M 8 M + SO + 9 H   cat,HSr   (2.4) 
+
2 red ox 22 O + 8 H + 8 M 8 M + 4 H O   cat,O2r   (2.5) 
Michaelis-Menten equations are proposed for both catabolic reactions (2.4) and (2.5)
, with the addition of rate dependency to available redox mediator in one of the two 
forms:  
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  max Mox HScat,HS HS
Mox Mred HS HS
C Cr v
C C C K
        (2.6) 
  max Mred O2cat,O2 O2
Mred O2x O2Mo
C Cr v
C CC K
         (2.7) 
where HSK  and O2K  are the half-rate coefficients, and maxHSv  and maxO 2v  the specific 
substrate uptake rates. HSC  and 2OC  are soluble concentrations of sulfide and 
oxygen, while MoxC  and MredC  are the concentrations of the redox centre in the two 
oxidation states. 
As these reactions happen independently using the same mediator, the presence of 
both substrates effectively removes the intermediate from the reaction, and is 
equivalent to a dual Monod equation including oxygen and sulfide.  
Growth 
Biomass growth can be represented by an anabolic reaction in which the cell 
material is synthesised based on the energy produced by catabolism. Biomass 
growth rates can then be derived using the thermodynamic principles, as described 
in (Heijnen and Kleerebezem, 2010). The energy released by the catabolic reactions 
(2.4) and (2.5) ( 01cat,HSG  and 01cat,O2G ) is utilised by the anabolic reaction (2.8) 
quantified by the change in Gibbs energy 01anG : 
+
3 4 red
1.8 0.5 0.2 2 ox
HCO + 0.2 NH + 5 H + 4.2 M
CH O N + 2.5 H O + 4.2 M
 
   (2.8) 
As sulfide-oxidising bacteria are chemolithoautotrophs, reducing power is required to 
fix inorganic carbon in the anabolic process. The reducer may come in the form of 
electron donor HS- or Mred, however, as the redox intermediate already participates 
in the sulfide oxidation, only one anabolic equation is required to describe the overall 
catabolic/anabolic process.  
The Gibbs energies at pH 7 and 298°K were calculated with values of 01fG  from 
(Heijnen and Kleerebezem, 2010), while 01 01f,Mred f,MoxG G   was estimated from the 
standard redox potential of cytochrome c, 01ME = 0.254 V, as 01 01 0f,Mred f,Mox MG G E F    . 
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The resulting values are 01cat,HS 363.08G    kJ/reaction, 01cat,O2 433.52G    kJ/reaction 
and 01an 245.2G   kJ/C-mol biomass. The Gibbs energies must be corrected for the 
local reaction conditions (i.e. temperature, concentrations) by applying the general 
equation  01 l n np nrp rp rG G RT C C       to reactions (2.4), (2.5) and (2.8). 
Here, Cp and Cr are product and reactant concentrations, np and nr are their 
stoichiometric coefficients respectively, and T is the temperature, in each of the 
reactions. To calculate the yield of biomass produced from each substrate, an overall 
expression of reduced cytochrome or sulfide as the anabolic electron donor needs to 
be stoichiometrically found. By assuming that a fixed amount of Gibbs energy must 
be dissipated by a cell in order to produce biomass, a multiplication factor f  of 
catabolic to anabolic reactions can be calculated (i.e. the ratio needed to generate 
sufficient energy to drive anabolism, see (Heijnen and Kleerebezem, 2010)). For an 
autotrophic sulfur-oxidising system, microorganisms use reversed electron transport 
(RET), for which the energy dissipation can be taken as maxdiss 3500G   kJ/C-mol 
biomass. The multiplication factor is therefore calculated for each metabolic 
pathway: 
max max
diss an diss an
HS O2
cat,HS cat,O2
,G G G Gf f
G G
           (2.9) 
The microbial growth rate can then be approximated by summing the two catabolic 
rates weighted by the catabolic multiplication factors: 
  X cat,HS cat,O2
HS O2
1 1r r r
f f
        (2.10) 
Finally, if all chemical species’ contributions to the anabolic reaction are neglected 
(i.e., HS O2, 1f f  ), the net rates follow directly from the stoichiometry of catabolic 
reactions (on a molar basis): 
  Mox cat,HS cat,O2 e,M8 8r r r r    ,      (2.11) 
  O2 cat,O22r r  , HS cat,HSr r  , SO4 cat,HSr r , H cat,HS cat,O29 8r r r   
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2.2.2 Electrochemical reactions 
The fixed mediator used earlier in catabolism can also change redox states by 
electron transfer with the conductive sheath: 
-
ox redM + e M      ,e Mr   (2.12) 
The Butler-Volmer rate equation is assumed to govern the electron transfer to the 
mediator, with the equation developed similarly to (Hamelers et al., 2011) and 
derived as a single electron transfer between two redox states of the mediator: 
0 Mox Mred
1 2
Mox Mred Mox Mred
( )C Ci k k k
C C C C
       (2.13) 
This defines the current density ( i ) as a function of mediator concentrations, where  
0k  is the exchange current density, and further kinetic coefficients 1k  and 2k  are 
described as: 
  
 
   
01
1
01
2
exp
exp 1
S L M
S L M
Fk E
RT
Fk E
RT
  
  
      
      
     (2.14) 
where   is the transfer coefficient,   is the electrical potential in the conductive 
structure of the microbial filament ( S ) and electrolyte ( L ), 01ME  is the standard redox 
potential of the mediator, and F is Faraday’s constant. Finally, the reaction rate of the 
electron transfer mediator/conductive sheath is: 
,
v
e M
i Ar
nF
         (2.15) 
An active surface area Av (m2-cell/m3-domain) allowing an electrochemical reaction 
(2.12) needs thus to be calculated (see section 2.2.5). While noting that n is 1 in the 
above equation, stoichiometry is balanced throughout and any of the processes can 
be potentially rate limiting. 
Cytochrome c, recognised as a vital component in the metabolic chain and a 
necessity for the transport of protons (Belevich, Verkhovsky and Wikström, 2006), 
and known to boost conductivity in biological nanowires (Gorby et al., 2006), is 
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assumed to be the electroactive intermediate in this model. The redox centres are 
assumed here to cover all surface area of the cell, and to be in full contact with the 
conductive sheath. The same type of redox centre (Mox/Mred) was here assumed to 
mediate the electron transfer of both sulfide oxidation and oxygen reduction. 
2.2.3 Chemical reactions 
As buffer concentrations in ocean sediment are unknown or largely variable, acid-
base equilibria are solved with the aim of qualitative analysis. Included in the acid-
base equilibria are water ( 2H O OH H  ), carbon-dioxide (
2 2 3CO H O HCO H   ), and hydrogen sulfide ( 2H S HS H  ), with equilibrium 
constants H2OK , HCO3K  and HSK . The equilibrium equations are solved using fast-
kinetic differential equations as for (Batstone et al., 2002), allowing calculation of 
local pH distribution within the system (Picioreanu et al., 2010). Correction for ion 
activity and ion pairing are not included; this is justified by the lack of divalent 
species in the model, the limited pH variation modelled, and the limited ion pairs 
available.  
2.2.4 Balance equations 
Geometry, domains, phases 
The model assumes only one-dimensional gradients along the depth of marine 
sediment. Conductive filamentous bacteria are also assumed to run along the 
domain length, effectively acting as porous electrodes with the anodic ends towards 
the ocean floor and the cathodic ends nearer the air/liquid interface at the top of the 
sediment.  
Two types of sub-domains are defined in the one-dimensional model: the biomass 
and the boundary layer.There is one biomass sub-domain, Ωbio , and two adjacent 
boundary layers: top (aerobic) bl,O2Ω  and bottom (sulfidic) bl,HSΩ (Scheme 2.1). The 
mass transfer boundary layers involve only diffusional transport of chemical species 
and separate the biomass from the two substrate reservoirs. 
One can imagine two distinct situations for the boundary layers: fixed or changing 
thickness, which correspond conversely to moving and fixed domains respectively. In 
a fixed thickness situation, the boundary layers are assumed to span a certain 
distance from the biomass and to move as the biomass grows (Scheme 2.1). In the 
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second situation, the total domain length is fixed and the boundary layers begin far 
apart from the initial biomass, which will grow towards the reactant pools (thus 
decreasing the boundary layer thickness, Scheme 2.1).  
Solid (biomass) and liquid (pore water) phases exist in the system and overlap in the 
biomass domain. 
Biomass growth 
Filaments in the system grow outward with a velocity u  due to biomass generation 
with the rate Xr . The change in filament boundary locations is governed by advection 
and growth equations (Wanner and Gujer, 1986) in a total biomass balance: 
 XX
X
C uC r
t x
            (2.16) 
The assumption has been made that biomass only grows, with biomass decay 
currently not considered for the purposes of this model (though this is a simple 
extension which results in a negative component in the ∑rx term). Further, the 
density of biomass in the sediment XC  was assumed to be constant. 
To allow growth towards both oxygen and sulfide, two options were considered:      
(i) a seed point (biomass inoculum) which is spatially fixed, and (ii) a free-floating 
filament. The ability of the filament to grow freely in either direction enables 
preferential asymmetric growth. The net growth velocity is split into velocities toward 
the substrate boundaries, H2S ( H2Su ) and O2 ( O2u ) (Scheme 2.1). A linear profile is 
applied to the growth reactions in equation (2.16) so that: 
   H2S X
X
(1 x*)u r
x C
     , 
O2 X
X
x*u r
x C
      (2.17) 
where bio,HS
bio,O2 bio,HS
x-x(Γ )x*= x(Γ )-x(Γ )  is the normalised position to allow for moving 
boundaries. 
The boundary conditions used to solve equation (2.17) are H2S 0u   at bio,O2Γ   and 
O2 0u   at bio,HSΓ .  
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Velocities are then set so that the filaments grow with rates H2Su  at bio,HSΓ   and O2u  at 
bio,O2Γ , allowing expansion of the domain Ωbio  and leading to a problem with moving 
boundaries:   
  bio,HS H2S(Γ )x ut
  ,               
bio,O2
O2
(Γ )x
u
t
     (2.18) 
Chemical species in liquid phase 
Dissolved chemical components iS  (neutral 2 2 2CO , O , H Si   and 
ions 23 4HS , HCO , SO ,i    Na , Cl ,  H , OH  ) exist in the liquid phase, each with a 
concentration Ci. The Nernst-Planck equation, coupled with the electroneutrality 
condition, governs the transport and reaction of molecules in aqueous solution, 
covering the whole computational domain: 
  i i Li i i iiDC CD z F C rt x x RT x
              , i i 0z C   (2.19) 
where iz  is the charge of the ion, iD  is the diffusion coefficient, and L is a variable 
liquid potential. Net component rates ir  include microbial and chemical reactions in 
the biomass and only the chemical reactions in the boundary layers.  
In the standard case, boundary conditions are of fixed reactant concentrations, 
assuming infinite sulfidic and oxic reservoirs (bulk liquid). In the aerobic bulk liquid    
( bl,O2Γ ) the dissolved oxygen concentration corresponds to a partial pressure of one 
atmosphere of air. The anaerobic bulk liquid ( bl,HSΓ ) has a fixed total concentration of 
HS-/H2S. All other concentrations are in chemical equilibrium with a fixed pH of 7.  
Flux and concentration continuity is assumed for internal boundaries bio,HSΓ  and 
bio,O2Γ  (Scheme 2.1). A reference electrical potential was assumed on the bulk liquid 
boundaries, 0   at bl,O2Γ  and bl,HSΓ . Initial conditions for sulfide and oxygen are 
zero, while remaining species have the same concentration as the anaerobic bulk 
liquid. 
Chemical species in solid phase 
The redox mediator (redox centre) is immobile as it is assumed to be fixed to the 
outside of the cell, in contact with the sheath. In the biomass sub-domain, the 
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mediator is described by the summation of all relevant reaction rates (equation (2.11)
), as well as the movement of the sheath described by equation (2.17): 
  Mox Mox2 2 Mox( )H S OdC dCu u rdt dx         (2.20) 
The mediator concentration is initially defined as existing in equal parts oxidised and 
reduced forms, from a total concentration CM,T calculated as a fraction M of biomass 
concentration XC : 
M,T M XC C ,         Mred M,T MoxC C C   
Electron conduction in solid phase  
Electrons are transferred in the biomass domain according to electrical conduction.  
Stationary one-dimensional Ohm’s law defines the current density si  using the 
biomass domain conductivity   and the gradient of electrical potential  s along the 
sheath: 
s
s
d i
dx
   
Generation and consumption of electrons gives the change in current over the 
biomass length. The current source is defined using the Butler-Volmer equation 
(2.13) leading to the electron balance: 
2
s
e,M2 = 0d r Fdx
         (2.21) 
Both ends of the filaments are considered to be electrically insulated (i.e., 
s / = 0d dx ). 
 
Table 2.1. Model parameters for SOB simulations 
Parameter Description Value Units Source 
Soluble components 
CCl,0 Initial 
concentration Cl- 
56210-3 mol/L Seawater, (Lide, 2013) 
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Parameter Description Value Units Source 
CH,0 Initial 
concentration H+ 
110-7 mol/L Chosen 
CO2,0 Initial 
concentration 
dissolved oxygen 
110-9 mol/L Chosen 
C∑H2S,0 Initial 
concentration 
total sulfide 
110-9 mol/L Chosen 
CSO4,0 Initial 
concentration 
SOସଶି 
110-6 mol/L Chosen 
C∑CO2,0 Initial 
concentration 
total carbonates 
410-3 mol/L Chosen 
bl,H S
O 2C   HS boundary 
concentration of 
O2 
110-9 mol/L Chosen 
bl,H S
ΣH 2SC   HS boundary 
concentration of 
total sulfide 
15010-6 mol/L (Nielsen et al., 2010; Pfeffer 
et al., 2012) 
bl,O 2
O 2C   O2 boundary 
concentration of 
O2 
25010-6 mol/L Saturation at 25°C 
bl,O 2
ΣH 2SC  O2 boundary 
concentration of 
total sulfide 
0 mol/L Chosen 
Biomass components 
CX Biomass 
concentration 
3.8 C-mol/ 
m3 
Estimated from (Pfeffer et 
al., 2012) 
cell-domain Fraction of 
domain occupied 
by bacterial cells 
9.4210-
5 
3
cellm /m3	 Calculated 
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Parameter Description Value Units Source 
CM,T Concentration of 
mediator 
3.810-3 mol/L Calculated 
System dimensions 
LX Size of 
computational 
domain 
20 mm Chosen 
Electrical parameters 
01
XE  Standard 
potential of 
cytochrome c 
0.254 V (SHE) (Lide, 2013) 
Av Specific active 
surface area 
377 m-1 Calculated 
k0 Electrochemical 
rate constant 
3 A/m2 (Bowden et al., 1982; Reed 
and Hawkridge, 1987) 
ࢻ  Butler-Volmer 
transfer 
coefficient 
0.5  (Bowden et al., 1982; Reed 
and Hawkridge, 1987) 
σ Conductivity of 
biomass domain 
10 S/cm Estimate from (Malvankar, 
King and Lovley, 2015)  
Microbial rate parameters 
KHS Half rate 
coefficient for 
sulfide 
1010-6 mol/L Chosen 
KO2 Half rate 
coefficient for 
oxygen 
1010-6 mol/L Chosen 
max
HSv  Growth rate for 
sulfide 
0.0023 mol/m3/s Calculated, (Gadekar, 
Nemati and Hill, 2006)  
max
O2v  Growth rate for 
oxygen 
0.0023 mol/m3/s Calculated, (Gadekar, 
Nemati and Hill, 2006) 
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2.2.5 Parameters 
The model parameters are listed in Table 2.1. To calculate the biomass growth, a 
constant biomass concentration was assumed based on a cell concentration in the 
sediment of 41013 cells/m3 (Pfeffer et al., 2012). Assuming the cells are 
approximately 3ߤm long with a diameter of 1 ߤm, a density close to water and a 
molecular weight of 25 g/C-mole, the biomass concentration becomes CX=3.8          
C-mole/m3.  
From literature data, the conductivity of ocean sediment containing conductive 
filaments ranged from 0.2 to 80 S/cm, depending upon pyrite levels (Malvankar, 
King and Lovley, 2015). A value of biomass conductivity has thus been estimated as 
10 S/cm (Malvankar et al., 2011). Making the assumption that the cell wall is 
entirely electroactive, an active specific surface area can be calculated as Av = 377 
m2-cell/m3-domain. 
Equations (2.6), (2.7) and (2.13) were defined independently of the total 
concentration of mediator so that the effect of M  on kinetics is taken into account by 
the coefficients. As limited data is available, 0.1% of biomass fraction has been 
assumed to be cytochrome c. This leads to a mediator concentration CM,T=3.8ൈ10-3 
mol/L. 
Electrochemical rate parameters for cytochrome-silver have been applied (Bowden 
et al., 1982; Reed and Hawkridge, 1987) as k0 = 8.110-4 cm/s and ߙ = 0.5. 
Converting units to the k0 used in the model leads to 0 38.1 10 F 3M Xk C    A/m2. 
Fitted data of sulfide oxidisers show a maximum growth rate max = 0.22 h-1 
(Gadekar, Nemati and Hill, 2006). In order to convert this into a substrate 
consumption rate, max maxi i Xv f C  was used, with an average if  taken to allow for a 
constant maxiv , giving if as approximately 10 (where i=O2 or HS). 
2.2.6 Model solution 
COMSOL Multiphysics (COMSOL, 2015) was used with one-dimensional Nernst-
Planck and Transport of Dilute Species interfaces, as well as Partial Differential 
Equation modules for conduction, in a finite-element approach with moving mesh to 
account for the moving boundaries. The mesh size was defined to be initially 1 m 
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for the biomass sub-domain, growing at a rate of 1.1 / m2 toward the domain 
boundaries. The system of model equations was solved using the backwards Euler 
approach to time-stepping, with approximately 6000 degrees of freedom to solve for, 
with a solution time of 2 minutes. For parametric sweeps, COMSOL was linked to 
MATLAB (Mathworks, 2015) and the data exported for plotting. The model solution 
was stopped when the biomass entirely filled the (length of the) domain. 
2.3 Results 
2.3.1 Growth and conductivity 
Separation of anodic and cathodic bioconversion zones 
The model simulates the development of spatial separation of anodic (sulfide 
oxidation) and cathodic (oxygen reduction) microbial activity into the expected 
centimetre-length filaments. Initially, sulfide oxidation takes place in a narrow region 
of the sediment (Figure 2.2.A1), demonstrating the behaviour shown by non-
electrochemically active sulfide-oxidising bacteria, albeit with a temporary limitation 
of oxygen availability. Separation into electroactive zones occurs once the biomass 
layer has grown thick enough to prevent substrates from penetrating to the other 
side of the filaments (Figure 2.2.A2), with the sharp drop in concentration of 
substrates showing a diffusion-limiting mechanism. Outwards growth finally slows 
after an increase in electrical resistance and a decrease in biological activity, 
creating a smoother gradient of substrates (Figure 2.2.A3) and a greater pH 
imbalance (alkaline in the oxygen-reducing zone and acid in the sulfide-oxidation 
region). These concentration and pH profiles describe qualitatively the experimental 
observations of (Nielsen et al., 2010; Pfeffer et al., 2012). 
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Figure 2.2. Development of spatial separation of anodic and cathodic activity in the sediment containing 
Desulfobulba filaments, at (1) 1 d, (2) 25 d, and (3) 80 d. (A) Simulated profiles of total concentrations H2S, O2 
(bottom x-axis) and pH (top x-axis) over the sediment depth. The growing biomass domain is shown as a green 
line on the y-axis. (B) Current density distribution (top x-axis) and catabolic rates cat,HSr  and cat,O2r  (bottom x-axis) 
along the biomass layer. (C) Mediator concentrations (Mox and Mred, bottom x-axis) and the developed electric 
potential along the biomass layer (top x-axis).  
The calculated current density and catabolic reaction profiles over the sediment 
height show the link between production, transport and consumption of electrons 
during the biomass growth for the filament-containing region Ωbio . Initially, current 
density is very low with no separation (Figure 2.2.B1), increasing with development 
into discrete spatial zones (Figure 2.2.B2), and increasing even further as the 
electrochemical zones separate into longer filaments (Figure 2.2.B3). This is 
because, as the filaments extend, conduction starts to become limited and hence 
active zones increase in length. Current production in the sulfidic zone leads to a 
current increase toward the top up to a maximum value (when sulfide is depleted), 
while the current drops continuously in the aerobic zone where electrons are 
consumed by the O2 reduction metabolism. Without metabolic activity in the middle 
zone, current is only conducted, without consumption or production of electrons 
through catabolic activity.  This is shown as the flat line between 6 and 12 mm along 
the filaments (Figure 2.2.B3).  Note that the charge conservation within the biomass 
domain implies that the overall electron production equals the overall consumption 
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rate, so that  cat,HS cat,O2 0
bio
dr xr

  . Potential in the filament develops similarly to 
current. The potential in the conductive biological material is proportional to the 
conductivity of the filament; in this case, a total drop from one end of the filament to 
the other displays 300 mV (Figure 2.2.C3).  Additionally, the redox state of the 
electron mediators can be estimated (Figure 2.2.C3), going from a fully oxidised 
mediator (Mox dominating) in the aerobic region to fully reduced in the sulfidic zone 
(predominantly Mred).   
Initial biomass positioning 
 
 
Figure 2.3. Effect of the initial biomass position. (A) Concentration profiles (O2 and H2S) and pH along the 
microbial filaments at 50 days, and (B) outward velocities of the biomass boundaries for initial biomass seeded at 
positions of (1) 8.65 mm (optimal), (2) 5.65 mm (toward sulfide), and (3) 11.65 mm (toward oxygen). 
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The initial biomass position can greatly change the dynamics of zone separation, but 
not the time averaged overall growth or boundary velocity. Diffusion limitations can 
be seen if the initial seed lies outside the optimal position (Figure 2.3.A2, 3), 
whereas, if growth starts where standard sulfide oxidisers would reside, a 
conductive/biological limitation begins to occur (Figure 2.3.A1). Nevertheless, similar 
filament lengths of 6 to 7 mm are attained in all cases after 50 days. The filaments 
grow faster toward oxygen when placed close to the sulfide source (Figure 2.3.B2). 
The opposite is noticed when the seed is situated near the oxygen source (Figure 
2.3.B3), but growth rates at the filament tips are very similar when the biomass is 
seeded in the optimal position (Figure 2.3.B1). Despite growth occurring at different 
times, after 100 days, the same growth rates have been reached in all three cases. 
The fact that the growth rate is not greatly affected by the initial biomass positioning 
suggests that energy loss due to electric potential gradients from conduction is 
minimal. 
Effect of boundary conditions 
The standard conditions used in the numerical simulations imply a floating filament 
strand, able to freely grow in either direction. Conversely, the filament may be fixed 
in one point in the sediment, with the strand remaining stationary but its tips growing. 
A further comparison of the standard case (i.e. constant sulfide concentration on the 
bl,HSΓ boundary and floating filament) can be made with the case of a constant flux of 
sulfide through the bottom boundary bl,HSΓ , which was matched to the values 
described in (Pfeffer et al., 2012). 
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Figure 2.4. Total H2S and O2 concentrations and pH profiles at 75 days. (A) Standard conditions, with constant 
H2S concentration; (B) H2S flux boundary condition on the bottom boundary, matching data of (Pfeffer et al., 
2012). 
Fixing the centre of the filaments has little effect in the standard case with constant 
substrate concentrations on the boundaries, as separation of electrochemical zones 
quickly occurs and thus any growth is equally split; as such, results are not shown 
here. As the initial position is already in the optimal zone where the diffusion 
limitations of sulfide and oxygen are equal, rapid movement toward one substrate is 
not required, and thus the floating scheme offers no advantage. In systems with 
dynamic boundary conditions, or where there are heavily thermodynamically-
unbalanced substrates, the floating scheme may be more advantageous than having 
the filaments fixed in a point. 
Using a constant flux of sulfide on the boundary only marginally reduces overall 
growth, but it shifts the active zone closer toward the anaerobic boundary (Figure 
2.4.B). This occurs to such a degree because the filaments grow faster toward the 
source of limiting substrate but, due to a fixed flux, the rate at which sulfide enters 
the system stays constant. The total flux of sulfide was taken as 0.003 mol/m2/d, 
based on the observed  data of Pfeffer (Pfeffer et al., 2012). Although for short 
filaments this provides little difference, in later filament growth stages the assumed 
constant flux leads to a substantially lower concentration at the boundary. This 
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suggests that the parameters used in the model may lead to a higher consumption 
rate than experimentally found or that, in the experimental system, consumption of 
reactant decreases toward the boundary. 
2.3.2 Parameter sensitivity and controlling mechanisms 
Electrical sensitivity 
Since the electrical conductivity of Desulfobulba filaments is not exactly known, a 
model-based evaluation of its effects on electrochemical activity and microbial 
growth is justified. Electroactive zones were defined to allow for the illustration of the 
separation of biological activity. These were defined as regions of biomass where 
substrate concentration (oxygen or total sulfide) is greater than 5 M. 
 
Figure 2.5. Zone separation length and length of biomass region Ωbio : (A,B) in time; (C) as a function of 
conductivity (ߤS/cm), at 50 days. 
The distance between anodic and cathodic zones grows with regards to electrical 
conductivity of the filament sheath (Figure 2.5.B). Overall biomass growth, displayed 
as biomass layer length or filament length, decreases at intermediate conductivities 
(1 uS/cm) (Figure 2.5.A, C) due to electrical energy losses. At high conductivity 
values the loss is negligible, whereas at low conductivity no separation occurs. 
However, biomass growth appears mostly unaffected by conductivity (Figure 2.5.A), 
as the microbial energy limitations come more from diffusion losses than from 
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electrochemical losses. Total separation between zones is heavily dependent upon 
conductivity, with almost no separation occurring at values lower than 100 S/cm. 
 
Figure 2.6. Zone separation length and length of biomass region  Ωbio as a function of the rate coefficient k0 for 
electron transfer between mediator and the conductive structure, at 50 days. 
The rate at which cytochrome c can gain or lose electrons has a large effect on 
separation in electrochemical zones, but not on growth (Figure 2.6). This is nearly 
identical to the results obtained in conductivity sensitivity simulations, showing that 
these parameters are highly linked. 
Biological sensitivity 
The overall biomass growth rate and biomass length are not affected by substrate 
affinity, as the half-saturation coefficient Km does not contribute to thermodynamic 
loss (Figure 2.7.A). However, a high value of Km corresponds to a slower reaction 
rate that enables more substrate to diffuse into the biomass layer (Figure 2.7.B), thus 
showing decreased separation of electroactive zones (Figure 2.7.A). 
42 
 
 
Figure 2.7. (A) Zone separation length and length of biomass region  Ωbio as a function of half-saturation 
coefficient Km. (B) Substrate concentration and pH profiles over the sediment depth for Km=10-3  mol/L, at 50 
days. 
Total concentration of intracellular mediator made no changes to model outcomes, 
as this compound sits in the middle of the metabolic spring system.  
2.4 Discussion 
2.4.1 Model outcomes and parameter selection 
Results from the model show strong and fundamental similarities to observational 
data published (Nielsen et al., 2010; Pfeffer et al., 2012), suggesting that the 
proposed mechanism of direct electron conduction is a key feature of such a system. 
The sulfide and oxygen concentration profiles over the sediment depth can be used 
to verify model results. Once verified, the model can lead to other information 
currently unattainable by experiments, including voltage and current profiles, which 
allow the identification of electroactive zones and the generation of current 
throughout the biomass. Interestingly, limiting mechanisms for the conversion rate 
vary depending upon the life cycle of the filaments, starting with biological (too little 
biomass), then diffusive (too slow substrate transport) and finally conductive 
limitations (too high electrical resistance) with increasing length of the filaments. This 
raises the questions of how filamentous sulfide-oxidising microorganisms have 
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constructed the sheath, and is its thickness determined by an interaction between 
conductivity and optimal length? 
A result of a mechanistic model of this level is that parameter identifiability is limited, 
particularly at the terminal state. While the model does qualitatively display many of 
the system features observed in the experimental data of (Pfeffer et al., 2012), many 
of the parameters needed to be estimated from first principles or analogous systems. 
With the unknown nature of the metabolic pathways in Desulfobulbaceae, coupled 
with the splitting of the metabolic pathway into half reactions of electron donor and 
acceptor, the Monod equation parameters become difficult to identify.  
Sheath conductivity is a highly important parameter, and was chosen to lie within the 
bounds discovered in recent experimental data (Malvankar, King and Lovley, 2015), 
where conductivity in a sediment was between 0.2 and 80 μS/cm. By calculating the 
cell fraction in the domain, a conversion factor of 5 3 3cell/domain cell9.42 10 m / m    can be 
estimated, meaning that filament or cell conductivity must be 100 mS/cm to allow for 
approximately 10 μS/cm domain conductivity. This high sheath conductivity has been 
assumed in the standard case; otherwise electron transport would be too limited to 
allow for the development of cathodic and anodic regions.  However, the conductivity 
of microbial nanowires isolated from Geobacter sulfurreducens has until now only 
been reported as up to 5 mS/cm (Malvankar et al., 2011). While this is much lower 
than 100 mS/cm, the SOB filaments form a system which has biologically developed 
enhanced conductivity and the sheaths have a very pronounced morphological 
feature of Desulfobulbaceae. Measurements of the conductivity are essential to 
further develop a quantitative insight into the electrochemical conversions in the 
sediments. It is also possible that the saline environment allows for much better 
chemical sheath conductivity than would be achieved in other systems, as the 
increased ionic conductivity facilitates counter-ion diffusion. 
While the experimental system was found to separate the electrochemical zones by 
12 to 19 mm after an incubation period of three to four weeks (Pfeffer et al., 2012), it 
took as much as 12 weeks to achieve the same result in the model. Given the 
mechanism of growth—the dissipation of energy—there is little room for inaccuracy. 
This difference in yield can be analysed by comparing energy input or substrate 
boundary flux. Experimentally determined substrate consumption rates, driven by 
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electrical conduction, were for Aarhus Bay 3 mmol O2/m2/d and 0.6 mmol S/m2/d, 
and for Aarhus Harbor 19 mmol O2/m2/d and 1.34 mmol S/m2/d (Nielsen et al., 
2010). This demonstrates a stoichiometric imbalance of oxygen to sulfide of 2.5:1 
and 7:1 for Aarhus Bay and Aarhus Harbor respectively, which is suggested to be 
balanced by oxidation of organic carbon present in the sediment (Nielsen et al., 
2010). In comparison, the model predicted a time-increasing inward flux, with initial 
fluxes of 4.6 mmol O2/m2/d and 2.5 mmol S/m2/d, and final fluxes of 8.2 mmol 
O2/m2/d and 4.34 mmol S/m2/d. While more sulfide is being consumed in the model, 
less oxygen is consumed, and therefore a much reduced growth rate is seen. The 
higher growth in the sediments is likely to be the result of other substrates used by 
the bacteria (e.g., carbon-based, in a non-reverse electron transport pathway), 
providing additional energy and carbon source to the bacteria and further supporting 
the argument that sulfide alone is not able to support the growth seen in the biomass 
(Nielsen et al., 2010).  
2.4.2 Biological advantage of filamentous growth 
As previously hypothesised (Pfeffer et al., 2012), a clear advantage of conductive 
filamentous bacteria can be seen by the outcompeting of electrically inactive 
biomass. Further, the filament can grow directly toward the source of substrate, 
reducing diffusion limitations and thus maximising the energy source. 
The rate of biological growth can also be enhanced with the mechanisms described 
by this model. In the absence of chemotaxis, a regular biofilm attached to sediment 
would be limited in the speed with which it could grow towards the food source. A 
filament has the advantage of more rapid growth due to the preferential direction in 
which new cells are produced. In this way, every cell that is able to metabolise 
substrate and divide can do so, each pushing the filament closer to the food source, 
as has been previously discussed in (Martins, Pagilla, et al., 2004) and modelled in 
(Martins, Picioreanu, et al., 2004).  
2.4.3 Alternative models 
Since publication, this system has been further described by a steady-state 
mathematical model with a focus on geochemical reactions (Meysman et al., 2015). 
An alternative electron transport model was implemented, allowing the combination 
of the liquid and conductive domains in a similar manner to that described in Chapter 
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4. While it provided a conceptual match to the experimental data, a metabolic 
analysis was not included, and therefore biomass growth was not described. As this 
system changes dramatically over the course of days to weeks (Pfeffer et al., 2012), 
using a steady-state solution limits the applicability of such a model.  
2.4.4 Possible model extensions 
No organic substrates have been included in this model, even though these may be 
available in the sediment and may contribute as alternative carbon or energy 
sources. The model could therefore be expanded to include heterotrophic activity. 
Moreover, other inorganic substrates may be important in the sediment, and may be 
acting as a source of electrons. Using the mechanism of splitting metabolism into 
half reactions with an intermediate, further substrates may be seamlessly included.  
Multiple-dimension models (i.e., 2-d or 3-d) are also possible based on this method, 
as the flow of current depends upon substrate availability and so the system adapts 
to any environment regardless of the number of dimensions in which the simulation 
runs. In this sense, individual-based colony formation models, including filamentous 
groups such as those developed in (Martins, Picioreanu, et al., 2004), (Storck et al., 
2014) or (Celler et al., 2012), could also be beneficial. 
While the model has been used for the small system of filamentous ocean bacteria, 
the principle equations can be applied to a variety of systems, for instance: 
‐ An environment where substrate limitation occurs, as in the case of a batch 
reactor or a sequencing batch reactor. An ‘untethered’ biomass can grow 
more easily towards the substrates and can adapt rapidly to varying 
conditions. 
‐ Systems with many metabolites or impure feed streams that have few 
electron acceptors. Using split metabolic reactions could lead to a faster, 
more accurate model.  
‐ A single-cell bioelectrochemical system where substrate crossover occurs, as 
the electron sink is then split between either an electrode or the interior of the 
cell. Using this model, the split would be calculated using thermodynamic 
favourability. 
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‐ Microbially influenced corrosion and other such systems of electroactive 
microorganisms. 
‐ Besides the simple conductive electron transfer mechanism used, mediation 
or external electron acceptors and donors could be implemented. 
‐ Multi-species in the domain; perhaps anaerobic bacteria play a role in 
providing secondary substrates. 
2.5 Conclusions 
Basic diffusive and electrochemical mechanisms can describe the complex system 
which enables growth from a single-celled stage to a filament with self-determined 
anodic and cathodic zones existing in a continuous domain. The proposed model 
reflects in-situ chemical and physical observation (Pfeffer et al., 2012) with 
electrochemically-active sulfide-oxidising microorganisms. While sulfide and oxygen 
gradients are well described, the modelled growth rates are lower than 
experimentally seen. Thus these bacteria must either have a higher growth yield 
than simulated, or they supplement growth with alternative electron donors, or they 
use organic carbon for cell synthesis. 
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Chapter 3 Modelling microbially influenced corrosion of 
carbon steel by electroactive sulfate-reducing bacteria 
Abstract 
Iron and steel in sulfur-rich environments corrode at industry-relevant rates and pose 
a significant cost to pipelines and structures. Bacteria can influence this behaviour 
either positively or negatively, depending upon specie, environment or type of metal. 
Chemical catalysis, diffusion limitation, protective layer removal and direct electron 
uptake are known mechanisms affected by an active biofilm, contributing to corrosive 
losses, or, alternatively, a biofilm could provide a protective layer. A mathematical 
model of sulfate-reducing bacteria with a specific focus on the methods of biofilm-
metal surface interactions has been developed, with the goal of qualitative analysis. 
Biofilm growth, over the course of days to months, produced corrosion rates of up to 
1.7 mm/yr, dropping to as little as 0.05 mm/yr with adjustments to only the 
environmental conditions. Simulations showed that substrate-starved biofilms were 
more aggressive in corroding a metal surface than when provided with an electron 
donor in excess. Both overall surface removal and pitting losses occurred as a result 
of MIC; alternatively, processes were slowed with a thick, diffusion-limiting biofilm. 
3.1 Introduction 
Metal corrosion occurs frequently in nature, not just as an abiotic system, but as one 
where a community of microorganisms contributes to the metal degradation 
reactions; this is commonly referred to as Microbially Influenced Corrosion (MIC) 
(Little and Lee, 2007). A microbial colony, often adhered to the target surface to form 
biofilms, can corrode a variety of materials, such as iron and steel, aluminium, 
copper, concrete, and zinc. This has a large economic impact—it has been 
estimated to cost as much as 3.1% of the GDP in the U.S. on an annual basis 
(Gerhardus H. Koch and Brongers, 2002). While a metal can be alloyed to increase 
corrosion resistance, the majority of infrastructure is iron or steel (Gerhardus H. Koch 
and Brongers, 2002), prone to MIC in both aerobic and anaerobic environments 
(Little and Lee, 2007). Loss of deep-sea oil pipeline has been estimated in some 
cases at 0.22 mm/year (Ilman, 2014); in laboratory conditions, a loss rate of as much 
as 0.7 mm/year has been demonstrated (Enning et al., 2012). As pitting corrosion is 
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often the existing form in these conditions (Kakooei, Ismail and Ariwahjoedi, 2012), 
these rates may not even be representative of the true damage, as they indicate an 
average loss.  
In anaerobic conditions, the organism responsible for extensive corrosion is always 
the sulfate-reducing bacteria (SRB) (Kakooei, Ismail and Ariwahjoedi, 2012), 
commonly of genus Desulfovibrio. These can act on a wide range of metals such as 
steel, aluminium, and zinc (Little and Lee, 2007), in a broad range of aqueous 
conditions (e.g., sea, ground, or drinking water), and thus are a leading organism 
under investigation.   
Since MIC was first discovered, there have been proposals for many mechanisms; 
due to the nature of the system, both anodic (metal dissolution) and cathodic 
(oxygen reduction or hydrogen evolution) reactions can become affected, to the 
detriment of the metal. The first explanation behind anaerobic MIC was cathodic 
depolarisation theory (Von Wolzogen Kuhr and Van der Vlugt, 1934), in which SRB 
induce pitting corrosion of cast iron pipes by removing hydrogen from the metal 
surface, thus enhancing the forward oxidation reaction. While this theory endured 
until the 80s, there is now substantial evidence that high corrosion rates occur 
without bacterial hydrogen consumption (Enning and Garrelfs, 2014); as such, this 
mechanism has since been abandoned. Another prominent, analogous, theory is 
anodic depolarisation, whereby the consumption of Fe2+ ions (e.g., by sulfide 
precipitation at the surface) can create a similar effect of shifting the electrical 
potential at the anodic sites to enhance iron dissolution (Hamilton and Lee, 1995). In 
this case, the generation of sulfide by SRB could be the limiting factor, fitting in with 
the narrative of microbially enhanced corrosion. It is now well understood that 
sulfides enhance corrosion; this is thought to occur by catalysis of the surface 
reaction (Sherar, Keech and Shoesmith, 2013), rather than by a thermodynamic shift 
in the potential, providing a clear explanation of the role of SRB on the surface. 
Further proposed mechanisms involve the removal of passivating layers by 
electrochemically shifting the anodic potential, or chemically by the production of 
corrosive chemicals (e.g., acetic or sulfuric acid) which can dissolve the protective 
coating (Lewandowski and Beyenal, 2009), thus allowing greater mass transfer flow 
to the surface. Most recently, the direct consumption of electrons by an attached 
biofilm of electrically active microorganisms (EAMs) acting as a cathode has been 
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seen to enhance corrosion (Dinh et al., 2004), likely by both thermodynamically 
shifting the cathode potential and, importantly, bypassing the slower chemical 
pathways (Enning, 2012). Overall, it is thought that multiple mechanisms govern 
MIC, rather than a single dominating effect (Videla, 2001; Lewandowski and 
Beyenal, 2009). These mechanisms are the production of corrosive chemicals, the 
consumption of inhibiting agents, the removal of a protective or passivating layer, the 
inducement of concentration and ionic gradients, and the behaviour as an electron 
acceptor. 
Corrosion modelling has been a well-used tool to both predict and then propose 
minimisation strategies for metal loss rates, and to understand the causes of 
corrosion (Chiang and Mintz, 2008). However, due to the complexity of the system 
(consisting of many interacting chemical and physical processes acting at different 
spatial and time scales), most models have been of abiotic environments, and often 
represent key mechanisms empirically, rather than mechanistically, which reduces 
their ability to interpret and influence the system. Predictive empirical models have 
been used to determine electrochemical rates in acidic, sulfide-rich abiotic conditions 
(Zheng, Brown and Nesic, 2013). Pipe losses in sub-sea pipelines involve anaerobic 
abiotic corrosion, and this system has been numerically modelled as a lumped-
parameter system (Smith et al., 2011). While able to predict average corrosion rates 
in abiotic environments, this style of lumped-parameter model cannot take into 
account pitting, a main cause of pipeline failure, and does not include biological 
activity. To date, only two numerical models of MIC have been described, both 
multidimensional and including aerobic heterotrophic biofilm growth, with one 
focused on iron (Picioreanu and van Loosdrecht, 2002), and the other copper 
(Pizarro et al., 2014) metals. These models, while being of a different system to the 
anaerobic SRB system of corrosion modelled here, also do not consider the newly 
exposed ability of a biofilm to directly consume electrons from a metal surface, 
effectively acting as a cathode.  
Desulfovibrio vulgaris, a bacterium commonly associated with MIC, has been well 
characterised and is capable of consuming lactate, pyruvate, and hydrogen with the 
associated production of sulfide from sulfate (Rabus, Hansen and Widdel, 2006). D. 
vulgaris can also directly uptake electrons from an iron surface (Enning and Garrelfs, 
2014); when denied any form of electron donor, a small population of viable cells 
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remained active after 55 days (Chen et al., 2015), indicating survival by direct 
electron uptake. This organism has been extensively assessed in the literature, 
including conceptual models of kinetics and metabolism (Noguera et al., 1998); due 
to the known detrimental behaviour it has with iron in anaerobic environments 
(Kakooei, Ismail and Ariwahjoedi, 2012), it is a suitable target to model from a 
broader, corrosion perspective. 
Although the properties of this direct electron uptake have yet to be thoroughly 
analysed, previous modelling work has shown how the formation of conductive 
networks can be advantageous to bacteria, allowing cell metabolism to occur in 
situations where redox couples are physically separated (Fischer et al., 2015). While 
certain visualisations of electrochemically related features of SRB exist (e.g., 
conductive appendages (Sherar et al., 2011)), the overall electron transfer 
mechanism is yet to be conclusively determined. As microorganisms can transfer 
electrons by a range of mechanisms, such as soluble electron-shuttle compounds, 
metal-like conductive polymers, or supercapacitor-like pili networks (Lovley, 2012), 
work is yet to be done on analysing the differences between these methods. This 
work aims to develop a mechanistic mathematical model for MIC of an iron surface 
colonised by Desulfovibrio vulgaris and to analyse the likelihood of currently 
proposed mechanisms quantitatively.   
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3.2 Model Description 
 
Figure 3.1. (A) The reaction model, showing the three metabolic pathways of sulfate-reducing bacteria (SRB) 
considered: (1) sulfate reduction with lactate, (2) sulfate reduction with H2, and (3) lactate partial oxidation. On 
the metal surface, several electrochemical reactions are possible: (a) metal dissolution (oxidation), (b) electron 
mediator reduction, and (c) hydrogen evolution (reduction). Acid-base and precipitation-dissolution equilibria (e.g. 
FeS formation) are also present. The dotted line between (b) and (1) represents the ability for electrons from the 
mediator to contribute to the metabolic process. (B) The computational domain contains sub-domains of liquid 
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and biofilm (a colony of SRB), with a metal surface on a portion of the lower boundary (M, where electrochemical 
reactions occur), and a non-metal (inert) buffer zone (N where no reactions occur). There is an inlet boundaryI 
for flow (laminar velocity profile) and soluble components (prescribed concentrations), an outlet boundary O for 
flow (prescribed pressure) and soluble components (convection only), and a bulk liquid boundary B (symmetry of 
velocity and soluble components profiles). The biofilm-liquid interface F is a continuity boundary for solutes and 
a wall for flow. 
 
The mathematical model is implemented in a two-dimensional (2-d) domain, 
following a similar development process to previous MIC models (Picioreanu and 
van Loosdrecht, 2002), but with the aim to represent the possible electrochemical 
effects that a biofilm of SRB can have on a carbon steel surface. Figure 3.1 shows 
the main chemical processes and the model domain. There are three sub-domains 
considered: biofilm (a colony of SRB), liquid surrounding the biofilm (flowing water 
with dissolved chemicals), and the carbon steel on which the SRB grow. The 
rectangular domain has the size x yL L  of 600300 µm, chosen to represent isolated 
SRB colonies developed on the metal surface as visualised in typical experimental 
systems (Zhang et al., 2015). The metal surface (boundary M ) spans 400 µm on 
the lower liquid sub-domain boundary. The inert 100 µm zones N  on either side of 
the metal have been added as a buffer from the left and right boundaries, to enable 
numerical stability when solving the model equations. The biofilm expands over time, 
starting from a small colony in the middle of the metal surface, thus creating dynamic 
boundaries for both the biofilm-liquid F  and the biofilm-metal MF  interfaces.  
Laminar flow applies in the liquid sub-domain, but not the biofilm. Above the liquid 
sub-domain (i.e. beyond the boundary B ) a completely mixed bulk liquid is 
assumed with a constant composition and neutral electric potential. Dissolved 
chemical components are subject to diffusive and advective flux, reacting within both 
the liquid and biofilm sub-domains. The key mechanisms included to represent MIC 
are; electrochemical iron oxidation; biological sulfate reduction; transport of solutes 
by diffusion both within and outside the biofilm; and convective transport outside the 
biofilm. Metal corrosion rates are calculated from electrochemical reactions using a 
published and validated corrosion model (Zheng, Brown and Nesic, 2013). Due to 
the electric insulation of the carbon steel substrate from the boundary, the net 
electrical current formed on the metal surface equals zero, allowing the calculation of 
the corrosion potential – the electric potential of the metal at equilibrium. Due to both 
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electrochemical and microbial activity, strong spatial concentration gradients can 
form close to the metal surface, leading to localised corrosion, a characteristic of 
MIC. Mass conservation equations contain source/sink terms generated by reactions 
that are split into several categories, depending upon the causal factors.  
All chemical reactions in the liquid sub-domain (including acid-base protonation 
equilibria) are also present in the biofilm; the additional reactions in the biofilm are 
biological sulfate reduction and corresponding substrate oxidation, microbial growth, 
and the precipitation of iron sulfide. Iron sulfides can either enhance or prevent 
corrosion (Enning and Garrelfs, 2014), so the precipitation reaction is included. 
Diffusive rates decrease in the biofilm, according to a generalised biomass density 
assumption. 
A further model component connects the circuit between the metal surface and 
bacterial cytochromes to create a system of metal–microbe electron transfer. This 
approach allows connection between oxidation on the metal surface coupled with 
reduction in the biofilm. Electron sourcing/sinking ability is determined by the redox 
state of an intracellular mediator M (Fischer et al., 2015), which interacts with both 
the metabolic pathway and the conductive biofilm according to the local 
thermodynamics of the system. Electron transport from metal to the microorganism 
is assumed to involve one homogenous transfer (metal to the cell surface) and one 
heterogeneous transfer (cell surface-bound oxidised cytochrome to reduced 
cytochrome). This results in a metallic-like conductivity mechanism of electron 
transfer, as opposed to electron hopping which would involve a further 
heterogeneous transfer step (metal to metal-bound cytochrome), or chemical 
mediation using an intermediate mobile species.  
3.2.1 Electrochemical reactions 
A mechanistic model for corrosion involves rates or currents for both the anodic and 
cathodic processes occurring on the metal surface. The electrochemical model used 
in this study is based upon (Zheng, Brown and Nesic, 2013), but excludes reactions 
that only occur under lower pH conditions. The anodic process is iron corrosion, 
represented by a Tafel equation: 
2+Fe Fe 2e   ,   
Fe
Fe 0,Fe10

 abi i      (3.1) 
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where ab  is the Tafel slope for the anodic reaction and Fe Fem l E      is the 
overpotential, calculated with a reversible potential for iron of Fe 0.488E   V (Nesic, 
Postlethwaite and Olsen, 1996). According to (Zheng, Brown and Nesic, 2013), the 
exchange current density i0,Fe is dependent upon the presence of sulfides and can be 
calculated by a Langmuir adsorption model: 
* *'
0,Fe 0,Fe HS 0,Fe HS
Fe2 HS
HS
Fe2 HS
(1 )
1
i i i
K C
K C
 

    
 
       (3.2) 
where *0,Fei  and *'0,Fei  are exchange current densities and Fe2K the adsorption 
coefficient. In the absence of oxygen, two cathodic processes were assumed: 
hydrogen evolution and water reduction. A cathodic Tafel equation represents 
hydrogen evolution: 
2H e 0.5H    ,   
H
H 0,H10

 cbi i      (3.3) 
with the overpotential H H    s l E  containing the equilibrium potential EH which is 
calculated using the Nernst equation: 
 H H20.0932 0.0595 pH 0.5logE C          (3.4) 
The exchange current density 0Hi  is then calculated as (Zheng, Brown and Nesic, 
2013): 
0.5
0 0 H
H H,ref 01
H
Ci i
C
    
        (3.5) 
Reduction of water is also modelled using a cathodic Tafel equation, which is 
analogous to equation (3.5), giving a current density contribution of 
H
0
H2O H2O10

 cbi i . 
However, the presence of H2S limits the water reduction reaction due to surface-
adsorptive competition with hydroxide ions, so the exchange current density is 
calculated using a switch function (Zheng, Brown and Nesic, 2013): 
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 
0.10.5
0 0 0' H2SH
H2O H2O,ref H2O,ref01 01
H H2S
1 CCi i i
C C
 
                
    (3.6) 
with exchange current densities 0H2O,refi  and 0'H2O,refi , and reference concentration of 
sulfide 01H2SC . The function   is sigmoidal for H2S H2S OH* / ( )c C C C  ,  
  1 1 exp(10( * 0.5))c     . 
Ion fluxes on the metal surface are calculated using Faraday’s law: 
 H H2O
,H
2
2
m i ir F , 
 H H2O
,H2
0.5
2
 m i ir F , 
Fe
,Fe2 0.5m ir F    (3.7) 
3.2.2 Bioelectrochemical reactions 
Rather than relying on direct hydrogen evolution as an electron carrier, electrons are 
transported directly (Enning et al., 2012) using an electroactive cell component as a 
cathodic reactant when the microbial cell is in contact with the metal. The same 
biological mediator can change redox states by electron transfer with a conductive 
structure within the biofilm or from direct contact with the metal surface: 
M + e H MH       with rate ,Mer   (3.8) 
A Butler-Volmer equation is assumed to govern the current density ( Mi ) for single-
electron transfer to the mediator, similarly to (Hamelers et al., 2011) : 
 M0 M
M M
1exp expm mFFi i RT RT
             
    (3.9) 
where  
0 0
M M,Ti k FC  is the exchange current density, M  is the transfer coefficient, 
and the overpotential f l Mm E      depends on the equilibrium redox potential ME  
of the mediator, calculated by the Nernst equation. The rate of electron transfer to 
the mediator is calculated as M,M e ir F . 
3.2.3 Biological reactions 
In this model, only lactate, hydrogen and sulfate were considered as available 
substrates. The three metabolic pathways for SRB, as defined by the generalised 
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model from (Noguera et al., 1998), result in three reactions: lactate with sulfate, 
hydrogen with sulfate, or lactate oxidation to hydrogen when sulfate is unavailable: 
2
4 3Lac 0.5SO Ac 0.5HS HCO 0.5H              (3.10) 
2
2 4 2H 0.25SO 0.25H 0.25HS H O           (3.11) 
2 2 3Lac 2H O Ac 2H H HCO             (3.12) 
Reactions (3.11) and (3.12) are assumed to follow saturation (Monod) kinetics for H2, 
SO4 and Lac-. H2 consumption with sulfate is inhibited, both by the presence and 
lack of lactate due to needing a carbon source, and sulfate inhibits the oxidation of 
lactate to acetate: 
 Lac,inhSO4 LacH2SRB,HS HS SRB
H2 H2 SO4 SO4 Lac,inh Lac Lac,CS Lac 
 
KC CCr q C
K C K C K C K C
  (3.13) 
Lac SO4
SRB,LH LH SRB
Lac Lac SO4 SO4
 
C Kr q C
K C K C
     (3.14) 
KLac, KH2, KSO4 are half-rate coefficients, KLac,inh is an inhibition coefficient, HSq  and 
LHq are maximum biomass specific uptake rates, and SRBC is the biomass 
concentration.  
The primary metabolic pathway of sulfate reduction with lactate, reaction (3.10), 
proceeds by a separate pathway to reactions (3.11) and (3.12), and uses an 
intermediate electron carrier protein (Noguera et al., 1998). For this model, the 
protein is assumed to be an electrochemically active cytochrome with the ability to 
accept electrons externally from the cell. This cytochrome is, therefore, an electron 
mediator and interacts with both the intracellular metabolic pathways and with the 
extracellular conductive biofilm. The redox mediator has oxidised (M) and reduced 
(MH) forms and, because it is fixed to the cells, exists only in the biofilm sub-domain. 
The reaction (3.10) is split into half reactions using this described mediator: 
-
2 3Lac + 2H O + 4 M Ac + 4 MH + H HCO        (3.15) 
2 +
4 24MH 0.5SO + 0.5H 4 M + 0.5HS + H O       (3.16) 
The rates of reactions (3.15) and (3.16) are then assumed to follow Monod kinetics: 
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 Lac MSRB,LM LS SRB
Lac Lac M M
  
C Cr q C
K C K C
     (3.17) 
 SO4 LacMHSRB,SM LS SRB
SO4 SO4 MH MH Lac,CS Lac 
 C CCr q C
K C K C K C
   (3.18) 
The maximum substrate uptake rate LSq  is taken to be equal for both half reactions, 
as this is an experimentally derived value.   
The growth of the biofilm is then based upon substrate consumption 
thermodynamics (Heijnen and Kleerebezem, 2010; Fischer et al., 2015); this is fully 
described in Supplementary Information B. 
3.2.4 Chemical reactions 
Acid-base equilibrium reactions occur in both the liquid and biofilm sub-domains 
while precipitation and dissolution of iron sulfide occur in only the biofilm, due to the 
necessity of active sites. 
Acid-Base equations 
pH and acid-base equilibria are determined considering the weak acids (and 
corresponding conjugate bases) of water, CO2, H2S, lactic acid, and acetic acid, with 
a  charge balance imposed to close the system of equations.  This system is simple 
enough to be solved analytically, and ion activity corrections were not considered. 
Precipitation 
Iron sulfide precipitation and dissolution ( 2+ +2Fe +H S FeS+2H ) was assumed to 
occur only in the biofilm sub-domain due to the availability of nucleation sites. The 
precipitation rate depends on the local value of the saturation index of FeS, 
 2FeS Fe2 H2S H FeS/ /S C C C K , being greater than one, and dissolution occurs if the index 
falls below one. Using an equilibrium constant KFeS for amorphous FeS (Harmandas 
and Koutsoukos, 1996), a total rate expression can be defined: 
 
 
20.5
FeS,pp FeS FeS
FeS
FeS,dis FeS FeS FeS
1 1
1 1
     
k S S
r
k C S S
      (3.19) 
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3.2.5 Balance equations 
Flow of water  
Rather than assuming uniform convection, CFD was applied in the liquid flow in 
order to account for changes in the flow field imposed by the formation of biofilm. 
Laminar incompressible Navier-Stokes equations were applied in the liquid sub-
domain only (eq. (3.20)), verified with a maximum Reynolds number in the domain of 
less than 0.01. Advection is assumed negligible in the biofilm (i.e. the permeability of 
the biofilm matrix is negligible). 
( ) ( )
0
p      
u u u
u         (3.20) 
where  ,x yu uu is the flow velocity vector, p is the pressure,  and  are the 
density and dynamic viscosity of water respectively. A constant laminar flow 
(parabolic velocity profile) enters at the inflow boundary I, with outflow at a 
prescribed zero pressure through the boundary O. No-slip (zero velocity) conditions 
apply to the biofilm F  and metal surface M  boundaries.  
Dissolved chemical species 
Dissolved chemical components iS  (neutral i 2CO , 2H , 2H S , HLac , HAc  and ions 
i H S  , 3HCO  , 24SO  , N a  , Cl , H  , OH  , 2Fe  , Lac , A c  ) exist both in the liquid 
phase and in the biofilm, each with concentration iC . The Nernst-Planck equation 
governs coupled migration and diffusion of the relevant chemical species, i.e. by 
diffusion and electromigration overall, supplemented with convection only in the 
liquid sub-domain. The net advective-diffusive/migrative-reactive equation is shown 
in (3.21).  
 i ii i i i l i iC DD C z F C C rt RT 
             u       (3.21) 
0 i izC          (3.22)  
where iz  is the charge of the ion, and u is the water velocity vector. The diffusion 
coefficient iD  is the value found in water ,i i wD D  in the liquid sub-domain and 
modified ,i i w rsD D D   by a chosen relative speed in the biofilm (Renslow et al., 
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2013). Net component rates ir  include microbial and chemical reactions in the biofilm 
sub-domain and only the chemical reactions in the liquid sub-domain. The Nernst-
Planck equation (3.21) includes a liquid electrolyte potential l  developed due to the 
transport of ions at different rates (eq. (3.22)), the solution of which requires implicit 
solution of the acid-base equations (S2.4). Inflow and bulk liquid boundaries (I and 
B respectively) have fixed concentrations ( ,0iC ) and the reference potential l  is set 
to zero.  The metal and bottom boundaries (M and N, respectively) are 
impermeable surfaces (i.e. zero flux) for electrochemically inactive species, but 
electrochemical reactions (and currents) are set for 2Fe  , H  and 2H . Flux continuity 
applies on the liquid-biofilm boundary (F), and the outflow boundary (O) allows only 
convective flux, preventing backward diffusion. 
Fixed chemical species  
The immobile mediator is assumed to have a constant total concentration and is thus 
independent of position in the biofilm sub-domain. This results in a balance equation: 
 MH M SRB,MS SRB,LM ,M4( ) edC dC r r rdt dt           (3.23) 
involving e,Mr  as the electrochemical redox reaction (coupling with the external 
electron transport) and SRB,ir as the biological reactions (coupling with the internal 
metabolism). Initial mediator concentration is set to equal part oxidised and reduced 
forms, from a total concentration M,TC . This total is a fraction M  of biomass 
concentration XC , M,T M XC C .  
Electrical potential of metal surface 
Metal corrosion involves anodic reactions, such as iron dissolution (Fe/Fe2+), in 
equilibrium with cathodic reactions, such as hydrogen evolution (H+/H2). In the 
absence of an electrical ground, the overall charge conservation imposes the 
equality of n anodic current and m cathodic current ( ai  and ci  respectively) over the 
metal surface: 
M
, , 0a n c m
n m
i i d

              (3.24) 
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However, when an active biofilm can source or sink electrons, the cathodic and 
anodic reactions on the metal surface must balance with the gain or loss of electrons 
into the biofilm through the metal surface covered by the biofilm, MF: 
 
M MF
, , f , 0a n c m k
n m k
i i d d
 
                 j       (3.25) 
Because the current densities resulting from electrochemical reactions (ia, ic and fj ) 
depend on the metal potential, the equation (3.25) forms a floating potential 
condition. The value of the metal potential m is iteratively solved until (3.25) is 
satisfied, based on the surface electrochemical currents ia and ic and the electron 
flux fj  normal to the metal surface, into the biofilm. 
Electric potential in the biofilm  
In the biofilm sub-domain, stationary 2-d Ohm’s law defines the electron flux fj  as 
proportional to the gradient of the local potential f , using a conductivity f : 
f f f   j ,         (3.26) 
The driving force for this localised potential gradient is a microbe-supplied current 
source Mi , a result of the fixed mediator centres (M/MH) drawing electrons from the 
delocalised pool within the biofilm, creating the electron balance: 
f Mj  i          (3.27) 
The biofilm is considered to be electrically insulated at the biofilm-liquid boundary       
( f = 0j  at F ), and takes the potential of the metal at the metal surface ( f m  at   
MF ). 
Growth of biofilm sub-domain  
It is important to describe biofilm growth, due to its strong impact on reactions and 
hydraulics. Movement of the boundary is calculated using the Dockery-Klapper 
model (Klapper and Dockery, 2002), whereby the overall rate of volume change in 
the biofilm creates pressure. By assuming a biofilm of constant density, this internal 
pressure releases by a velocity, which overall forms a Poisson equation. The net 
change in the biofilm volume is the difference between the outward expansion from 
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the growth kinetics, and the inward contraction from cell detachment by the shear 
generated from the liquid flow. The 2-d biomass balance, assuming biomass growth 
rate Xr  and transport by advection with velocity fu , is then: 
X
f X X( )u  
C C r
t
        (3.28) 
With a constant biomass concentration in the biofilm, equation (3.28) reduces to 
(3.29): 
X f XC r u           (3.29) 
If the advection of cells within the biofilm is generated by a pressure gradient created 
by dividing cells, then a Darcy proportionality equation can be assumed, f bp  u , 
with parameter  shown by (Klapper and Dockery, 2002) to be an arbitrary constant 
(e.g. =1), if the stationary solution from (3.29) is sought. The biomass balance 
equation then becomes a Poisson equation: 
 2 /b X Xp r C          (3.30) 
The equation (3.30) solves for boundary conditions of zero pressure on the biofilm 
surface F , and a zero flux ( 0bp  ) along the iron surface MF . The boundary MF
then moves according to the calculated vector, 
MF
ft 
 
x u . 
The biofilm/liquid boundary velocity is then the difference between growth and 
detachment velocities, F f detv u u  . Detachment is the viscous shear force given by 
the laminar flow equations, det detu τ k , where detk  is a constant, approximated from 
properties of the biofilm, and τ  is the local viscous shear stress calculated from the 
laminar flow equations. 
To calculate whether the electron transfer to iron is favourable to the growth of SRB, 
anabolic rates are calculated based upon thermodynamics. The general biomass 
elemental formula 1.8 0.5 0.2CH O N  is assumed, with ammonia as the nitrogen source 
and considered to be in excess.  
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Two carbon sources can be used depending upon availability: lactate and 
bicarbonate. While present, lactate is the favoured carbon source as conversion into 
biomass requires the least energy: 
3 5 3 4
1.8 0.5 0.2 2
1 1 1C H O 0.2NH H3 3 15
CH O N 0.5H O
e      
   
0
an,X1 15.9 kJ/molG    (3.31) 
However, without lactate, bicarbonate is the only viable carbon source: 
3 4
1.8 0.5 0.2 2
HCO 0.2NH 5H 4.2
CH O N 2.5H O
e      
   
0
an,X2 142.3 kJ/molG   (3.32) 
The conversions of electron donors to complete the anabolic reaction are: 
2 3Lac 2H O Ac HCO 5H 4e          0D,Lac 164.3 kJ/molG    (3.33) 
2H 2H 2e        0D,H2 79.8 kJ/molG    (3.34) 
MH M + e H       0D,MH 39.9 kJ/molG    (3.35) 
A cell dissipates energy to grow, estimated as maxG 348  G  kJ/mol for lactate and 
986 kJ/mol for bicarbonate (Heijnen and Kleerebezem, 2010). The total energy 
change from anabolism is anan,i an,X D,i D,i    G G Y G , where anD,iY  is the stoichiometric 
coefficient of the electron donor in the balanced anabolic equations, and D, iG is the 
energy of the half reactions (3.33), (3.34) and (3.35).  
To produce the required energy, a factor of catabolism is needed, 
max
G an,
cat,i
cat,
f    
i
i
G G
G
. The ratio of biomass produced per electron donor is 
an cat
X cat X
XD, an cat
D, cat D,
f
f
 i i i
Y YY
Y Y
, where anX 1Y , catX 0Y  and catD, 1 iY . 
Bicarbonate is used in the specific case where lactate and acetate are not present 
and thus changes as needed. The rate of biomass growth from anabolism is then: 
 XD, SRB,g i ir Y r          (3.36) 
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Table 3.1: Metabolic coefficients for pairing anabolism with catabolism in SRB biofilm. 
Reaction 
pairs 
Lactate/ 
Mediator 
Lactate/ 
Hydrogen 
Mediator/ 
Sulfate 
Hydrogen/ 
Sulfate 
0
cat, iG  -4.7 -4.7 40.3 -38.1 
0
D, iG  -164.3 -164.3 -39.9 -79.8 
an
D,iY  -1/60 -1/60 Lactate: -1/15 
Bicarbonate: -4.2 
Lactate: -1/30 
Bicarbonate: -2.1 
 
Corrosion of iron surface or sub-domain  
The iron surface is taken, in most case studies, to be the boundary M . However, to 
analyse potential pitting and corrosion geometry, it can also be modelled as an 
extruded domain. In both cases, the flux of ferrous ions ,Fe2mr  is used to calculate a 
normal velocity of the iron surface using the density Fe  and molecular weight FeMW  
of iron, Fe ,Fe2
Fe
(MW . )v  m
r . 
3.2.6 Parameters 
Boundary and initial concentrations are based upon the composition of ocean water 
(Smith et al., 2011). Electrochemical and biological parameters are sourced from 
literature, while bioelectrochemical parameters, out of necessity, are estimated 
based on literature or to a nominal practical value, with the most important of these 
listed below in Table 3.2. Biofilm conductivity is set to the lowest measurement found 
in microbial fuel cells (Malvankar, Tuominen and Lovley, 2012c), and the standard 
potential of the mediator is between the equilibrium potential of iron and that of 
sulfate. The kinetic rate constant is then set to be sufficiently high to support biofilm 
growth while the Butler-Volmer transfer coefficient is set to 0.5 with the assumption 
of complete reversibility of the mediator. The mediator concentration is set to be a 
fraction of biomass. With a low half-saturation coefficient the total concentration of 
mediator becomes unimportant, creating a ball-spring system between oxidation and 
reduction of substrates. As many of the parameters are estimated, some of the case 
studies are comparative. 
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Table 3.2: Bioelectrochemical constants. 
Parameter Description Assumed or 
estimated value 
Unit 
01
XE  Standard potential of 
mediator 
-0.4 V (SHE) 
0k  Electrochemical rate 
constant 
0.1 1/s 
M  Mediator Butler-Volmer 
transfer coefficient 
0.5 1 
  Conductivity of biomass 
domain 
10 µS/cm 
 
3.2.7 Solution method 
Due to the highly non-linear nature of many of the equations, and the very wide 
range of time constants, the solution is built sequentially. It is initially solved to 
steady state in solute mass transfer and reaction, prior to applying domain changes 
due to growth and corrosion. Convective flow is first calculated for the initial domain, 
followed by dissolved species. The pseudo-steady state is then used to solve for the 
biological equations, providing reasonable initial conditions for all equations and 
allowing a moving mesh in a time-dependent solver. In a segregated time-dependent 
solver, equations are split into groups based upon either dependence or time-scale: 
convective flow, dissolved components, and moving mesh velocity solves in 
separate groups before outer-iteration. 
This solution algorithm uses Matlab R2015a (Mathworks, 2015), to drive the finite 
element package COMSOL 5.0 (COMSOL, 2015). The finite-element mesh used for 
solving the flow and mass balance equations consists of ~4000 triangular elements 
that are coarse near the inflow and outflow and refined at the metal surface, such 
that each element only spans 0.2 µm of the surface. This mesh refinement is needed 
due to both large concentration gradients and the dynamic geometry of the mesh 
occurring at the surface, which cause inaccuracy and numerical instability in the 
solution process.  
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The growth of the biofilm and iron degradation are modelled as separate case 
studies, as the biofilm grows unsustainably toward the inlet, and it grows over a 
smaller timescale than corrosion. The model stops once the biofilm grows close to 
the edge of the iron surface, or iron significantly decays. Mesh movement of the 
biofilm is defined by the combined velocity profile of growth, detachment, and decay, 
and is implemented using a moving mesh interface.  
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3.3 Results 
There are eight case studies presented in the results, with the primary or baseline 
scenario where lactate is present (sim#1) and the secondary scenario where there is 
no added electron donor and the biofilm must scavenge electrons (sim#2). Thus, 
electrical and chemical MIC is roughly separated into two distinct groups with 
identical mathematical descriptions in alternative environmental conditions.  
3.3.1 General behaviour 
Metabolism on a mixture of lactate, hydrogen, and sulfate creates a quickly growing 
SRB biofilm, limited only in late stages by shearing or substrate availability (e.g., 
slow diffusion in biofilm). Lactate-based growth (sim#1) occurs initially at an 
exponential rate, as the biomass more than doubles in radius between 0 and 1.5, 
and 1.5 and 3 days (Figure 3.2A). Growth slows to linearity as the biofilm reaches 
substrate limitation at 5 days, while decay and shear effects become more 
prominent.  
Without lactate, biomass growth is dependent upon the metal surface. The lower 
energy provided by purely sulfate reduction, and the increased energy requirements 
of using bicarbonate as a carbon source, result in a flatter, slower-growing biofilm 
(Figure 3.2B). With a slower growth rate, both shear and decay processes have a 
greater effect, also leading to a thinner biofilm. 
 
Figure 3.2: The pH profile of an SRB biofilm on an iron surface in (A) standard lactate conditions (sim#1) at 
t=4.5d and (B) no lactate (sim#2) at t=75d. White lines show the SRB biofilm (Γf), with the inner and smallest 
outline of the initial biofilm at t=0d. The second line from inside shows the biofilm at (A) t=1.5d, and (B) t=25d, 
and the third line at (A) t=3d and (B) t=50d. The red outline shows the biofilm close to final growth stages at (A) 
t=4.5d and (B) t=75d, whereby it starts to outgrow the iron surface (the black line under the biofilm from x=100 to 
x=500µm). 
Total biomass produced can be quantified by integrating over the 2-d domain to gain 
an active area (e.g., volume in 3-d) occupied, demonstrating the exponential growth 
67 
seen for lactate conditions (Figure 3.3). Excess lactate ( Lac,0C 10 mM, sim#4) 
accelerates this growth but does not provide any change in behaviour.  
 
Figure 3.3: Biomass growth in domain represented by total occupied biofilm area for the duration of simulation. 
3.3.2 pH Gradient 
The biofilm produces a negligible pH gradient as a product of electro-activity: the 
surface of the biofilm has better access to sulfate and, after lactate becomes limiting, 
electrons migrate toward the surface of the biofilm creating a counter-migration of 
protons. Overall the pH remains effectively unchanged, with a variation of 0.02 
above and below base levels.  
Without the acidification caused by lactate oxidation, pH reaches 6.8 (sim#2, Figure 
3.2B), as the reduction of sulfate using either mediator or hydrogen consumes 
protons. Although lactate has a lower pKa than acetate, the overall metabolic 
process (equation (3.15)) produces a proton, in fact lowering the pH to counteract 
sulfate reduction. This higher pH without lactate oxidation will lead to decreased 
chemical iron corrosion, countering the SRB directly accepting electrons, and 
allowing cathodic processes in the biofilm. 
Thus, while SRB activity increases acidity, countering the decrease that 
electrochemical iron corrosion causes, pH changes are negligible in the highly 
buffered solution of seawater. 
3.3.3 Corrosion visualisation and rates 
To visualise the corrosion of metal, a case study of a floating metal element with 
dimensions 400x50 µm, on which sits an active but constant-sized biofilm, was 
performed (sim#8) and run until near removal of the solid domain. As the electrolyte 
solution is highly buffered, only a small decrease in acidity occurs near the metal 
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surface, with the largest change occurring within the biofilm (Figure 3.4A). Overall, 
the pH change is negligible over the course of this simulation with a total change of 
0.02. Corrosion occurs marginally faster downstream of the biofilm, highlighted by 
the profile of sulfide (Figure 3.4B). Total corrosion rate remains constant and, after 
four months, the metal thickness decreases to less than 10 µm. 
 
Figure 3.4: 2-d concentration profiles of (A) pH and (B) sulfide for the case of a floating iron bar with a fixed 
biofilm (sim#8), with the metal domain corroding over time from initial t=0d, midway t=60d and final t=120d.  
Surface averaged corrosion rates increase over time with a rise in corrosion potential 
(Figure 3.5). With excess lactate (sim#4), the corrosion rate decreases, as an excess 
of electron donor leads to a more negatively charged biofilm, slowing down the 
anodic processes. A biofilm with a low conductivity ( 1   µS/cm, sim#7) shows only 
a small increase in corrosion initially, before decreasing to only slightly above initial 
corrosion. This slowing of corrosion is due to metabolism occurring on the surface of 
a thick biofilm; with electrons unable to tunnel far, any corrosion processes are 
enhanced purely by sulfide catalysis, which must diffuse through the biofilm. 
Likewise, a high pH (sim#6) prevents the corrosion potential from shifting as 
positively, thus not showing the same levels of corrosion.  
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Figure 3.5: (A) Average surface corrosion rate and (B) corrosion potential over time for case studies 1-7. 
Both the corrosion potential and rate increase exponentially over time as the biofilm 
grows. However, by normalising for the volume or, for this 2-d case, the area of 
biofilm, the rate of corrosion increase with biomass quantity can be observed (Figure 
3.6). The corrosion rate grows almost linearly with biomass and is several times 
higher if no electron donor is provided (sim#2), with the largest shift caused when the 
biofilm scavenges all electrons from the metal domain (sim#2). Thus a smaller, 
starving, biofilm is greatly more corrosive to iron than a thick and well-fed film. 
 
Figure 3.6: Growth in average iron corrosion rate on total biomass area for case studies 1-7. 
3.3.4 Localised corrosion 
In an abiotic environment, the iron corrosion rate is uniform over the whole surface, 
with a value of approximately 0.05 mm/yr. With only a small biofilm, the corrosion 
rates always increase over that of an abiotic environment (Figure 3.7). Corrosion can 
be slowed by environmental conditions such as a higher pH ( 0pH 7.58 , sim#6) due 
to slowing of the electrochemical rates (see equations (3.5), (3.6) for pH 
dependence), or lower bicarbonate buffer ( CO2,0C 1 mM, sim#5). In all cases, there 
is a local increase in corrosion rate under the biofilm, as sulfide increases the 
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electrochemical rate. When electrons are sourced purely from the metal (e.g. sim#2), 
there is a significant increase in overall corrosion. With an excess of lactate (sim#4), 
only a small overall increase in corrosion is seen, as corrosive effects are limited to 
sulfide catalysis rather than a shift in the corrosion potential. In all cases, iron 
corrosion occurs fastest under the biofilm, suggesting the ability to create localised 
pitting. 
 
Figure 3.7: Corrosion rates of iron along a surface with an initial biofilm (t=0) for the case studies: standard 
(sim#1), no lactate (sim#2), high lactate (sim#4), low carbon dioxide (sim#5) and high pH (sim#6). 
3.3.5 Electrical effects 
Corrosion can occur chemically (through localised hydrogen evolution) or electrically, 
although electrical effects are substantially more corrosive for a similar-sized biofilm. 
Metal current develops from a balance of surface anodic and cathodic processes 
(Figure 3.8A), to being dominated by electron loss into the biofilm (Figure 3.8B). 
Total current is always conserved, and the integral of toti remains below 81 10 A/m at 
all times. The cathodic processes start with some hydrogen production on the iron 
surface and some electron flux into the small biofilm (Figure 3.8A), until the corrosion 
potential increases and hydrogen evolution becomes unfavourable. At this point, all 
cathodic processes move into the biofilm, and the anodic current is consequentially 
increased (Figure 3.8B). 
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Figure 3.8: Surface currents of iron and hydrogen electrochemical reactions, and biofilm uptake, at (A) 0 days 
and (B) 5 days. 
3.3.6 Biofilm shear and physical stability 
The velocity profile develops with the growth of the biofilm, demonstrating flow 
obstruction in the domain for initial (Figure 3.9A) and final times (Figure 3.9B) as well 
as showing the effect of shearing. The biofilm tends toward the inlet for the 
substrates; however, the flow affects morphology by shearing biomass away on the 
leading edge. At a higher detachment rate ( 8detk 1 10  m2s/kg, sim#3), the removal 
of the more exposed biomass, and therefore flattening of the surface, is 
demonstrated (Figure 3.9C). 
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Figure 3.9: Velocity profile of laminar flow in mm/s for standard conditions (sim#1) at (A) 1 day and (B) 5 days, 
and (C) high shear (sim#3) at 5 days. Black shapes represent biofilm (in figure) and iron surface (below x-axis), 
as no flow profile exists in these domains. 
3.3.7 Concentration profiles in biofilm 
Initially, there are negligible quantities of hydrogen, either in the biomass or iron 
surface (Figure 3.10A). Between one and three days, sulfate becomes limiting and 
lactate oxidation into hydrogen occurs, creating a substantial amount of hydrogen in 
the biofilm, and resulting in an increasing consumption of lactate (Figure 3.10B). 
Lactate is never fully consumed due to a high half-saturation constant in the Monod 
kinetics but it does reach low concentrations as the biofilm grows, limiting diffusion 
and creating starvation of the SRB (Figure 3.10B). 
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Figure 3.10: Development of 2-d concentration gradients in time, showing the outline of the SRB biofilm in white. 
Concentrations of (A) hydrogen in mM and (B) total lactate concentration in mM are shown at times of 1, 3 and 5 
days of simulation. 
Sulfate is consumed to near depletion in the top layers of biofilm (Figure 3.11A) due 
to a very low saturation constant, and is in low concentrations such that limitation 
occurs for even a small biofilm. As a result, sulfide is produced on the outer edges of 
the biofilm (Figure 3.11B); any sulfide that diffuses downward, or is produced close 
enough to the metal surface, is precipitated out as iron sulfide. 
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Figure 3.11: Development of 2-d concentration gradients in time, showing the outline of the SRB biofilm in white. 
Concentrations of (A) sulfate in µM and (B) sulfide concentration in µM are shown at times of 1, 3 and 5 days of 
simulation.  
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3.4 Discussion 
Model results show as much as 1.5 mm/yr of potential corrosion losses in the event 
of a large, electron-starved biofilm, similar to reported values of 0.7 mm/yr (Enning et 
al., 2012). Alternatively, a biofilm provided with an electron donor in excess, and 
therefore not dependent upon the metal, could limit corrosion to 0.05 mm/yr, 
corresponding to reported abiotic corrosion rates of 0.11 mm/yr (Mand et al., 2014). 
This relates to the main mechanisms—in the worst-case scenario of direct electron 
uptake, the only limiting factors are the kinetics of iron dissolution as the anodic 
reaction, and the cell metabolism driving the cathodic reaction. In the best-case 
scenario, a thick biofilm eventually protects the biofilm by limiting the diffusion to the 
surface of sulfide, which is the main chemical catalyst to iron loss in the absence of 
cathodic electron uptake.  
3.4.1 Corrosion morphology 
When modelling the loss of the iron domain as a result of a small, stable biofilm, both 
overall loss and potential pitting could be identified. Corrosion processes in pipelines 
have been observed as ‘teardrop-shaped’ pits and grooves (Ilman, 2014), indicating 
a corrosion enhanced by fluid flow; as modelled here, metal loss was higher 
downstream of a biofilm due to sulfide production. Further schematics indicate that, 
early in corrosion processes, micro-pits occur as well as overall surface loss 
(Melchers, 2014); both of these occurred in Figure 3.4, indicating that this model 
effectively represents the early stage of corrosion processes. Pitting occurred 
primarily around the biofilm itself, suggesting localised, enhanced corrosion. Smaller, 
dense biofilms have been seen to create severe pitting in starvation conditions 
(Chen et al., 2013), in line with the model results, but show that perhaps a limit to 
surface coverage is reached after several months. To further explore this, the 
breaking up of biofilms into smaller, dense colonies could be used to confirm that the 
morphology matches that seen in literature; however, the factors causing this could 
be varied, e.g., shear forces or diffusion limitation causing starvation after a certain 
area coverage. Prior models have shown that cell coverage reaches an equilibrium 
(Picioreanu and van Loosdrecht, 2002) to allow for both anodic and cathodic zones; 
while this is related to an aerobic system, a similar approach could be applied to the 
anaerobic SRB biofilms.  
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3.4.2 Prevention 
Current corrosion preventative methods include cathodic protection, by applying a 
potential, and coating the metal with protective layers (Gerhardus H. Koch and 
Brongers, 2002). Both methods are affirmed by the modelling results, as the rate of 
iron loss decreases when the biofilm has an alternative source of electrons. 
Furthermore, if the biofilm is unable to adhere to the surface or source electrons due 
to a protective (e.g., non-conductive) layer, the rate of loss would be minimal.  
3.4.3 Application to alternative environments 
The biofilm and spatial model presented herein applies to any system of SRB. 
However, the electrochemical model is specific to carbon steel. As the model is 
developed using a modular principle, the electrochemical kinetics are easily 
changed, and the model could be adapted to different grades of steel, but this would 
need validation from an experimental system. 
The main difficulty in applying this system to alternative environments is the choice 
of metal; copper and nickel, for example, are known to be subject to MIC (Little et al., 
1990), however it is likely the electrochemical mechanisms are different. As Fe2+/Fe 
has lower redox potential (-0.44 V) than Ni2+/Ni (-0.257 V) or Cu2+/Cu (0.159 V) (Bard 
and Faulkner, 2001), it could be that direct electron uptake is specific to iron. At the 
time of writing this chapter, no reports were found of direct electron uptake for a 
metal surface other than iron or steel. 
Copper, zinc, aluminium, and nickel surfaces, for example, have been shown to be 
corroded by lactic acid release from acid-producing bacteria (Beech and Gaylarde, 
1999). While this model can provide a standard biofilm and metabolic description, an 
electrochemical or geochemical model would need to be implemented to allow for 
this kind of acid attack. Further, passivation layers for e.g., aluminium, may provide a 
barrier to MIC that cannot be considered without such an extension of the model, or 
inhibitory effects for e.g., copper that may limit biofilm growth. 
Sewer corrosion can likewise be simulated using the proposed model; however, the 
utility would be marginal over a simple biological and chemical corrosion model. 
Instead, the greatest applicability would be to reinforced concrete with internal 
corrosion of the iron supports, which may attract EAMs.  
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3.4.4 Role of electron donors and alternative sources 
Adding an electron donor, a supply of energy in this case, to the biofilm would 
anticipate an increase in corrosion due to pH changes, an increase in biomass, and 
additional chemical by-products. However, a film that is well-adapted toward 
accepting external electrons has shown a decrease in corrosion on a per-biomass 
basis. This highlights that small, thin biofilms, starved of food, can potentially be of 
more industry importance in corrosion than larger biofilms, which may, in fact, 
insulate the metal from chemical attack. It was found that a very thin, electroactive 
biofilm was highly corrosive, producing a surface loss of up to 1.5 mm/yr, while a 
thick, well-fed biofilm corroded at up to 0.6 mm/yr (Figure 3.6). 
The standard redox potential of the mediator can determine the dynamics of the 
biofilm; too close to the potential of the iron surface, no electron uptake will occur, 
while too far from the potential, iron will become the sole electron donor to the 
exclusion of lactate. While it may be that SRB self-regulate the type of electron 
intermediate to maximise Gibbs energy, it could also suggest that an alternative 
method of electron transfer occurs.  
This model could be extended to mixed biofilms with more complex metabolisms, 
e.g., to identify the occurrence and role of sulfur cycling. As the biofilm is a distinct 
phase, addition of new bacteria is possible on a volume-fraction basis with 
independent biological processes in competition – each with their own metabolic 
growth rates.  
3.4.5 Extension into individual-based modelling 
Individual-based modelling (IBM) is a tool that has been used to investigate cellular 
level interactions (Storck, 2015). As several studies have shown, a carbon-starved 
MIC biofilm produces what appear to be monolayers, if not individual cell colonies 
(Xu and Gu, 2014; Zhou et al., 2014; Chen et al., 2015); implementation of this 
electrochemical modelling with an IBM could be a next step in investigating how 
these cells interact at the micrometre scale. 
3.5 Conclusions 
Microbially influenced corrosion involves numerous mechanisms which can 
contribute positively or negatively to the corrosion rate. The proposed model 
incorporates the key elements of these by a multidimensional and scalable 
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framework. The range of corrosion results of 1.5 mm/yr to 0.05 mm/yr of surface loss 
demonstrate the widely varying consequences the combination of these processes 
can have, and why mitigation can be difficult to enact. Highlighted was the 
detrimental effect electroactivity can have, with the highest corrosion rates seen for 
small biofilms able to shift the corrosion potential of the metal.  
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Chapter 4 Comparative mechanistic mathematical 
modelling of a bioanode 
Abstract 
Electroactive microorganisms can perform multiple roles in industry and the 
environment, and a key mechanism behind their function is that of electron transfer. 
A generic modelling platform for electroactive microorganisms is developed with the 
ability to switch to any currently known method of extracellular electron transfer. 
These electron transfer mechanisms can be by way of mediation using a riboflavin-
like chemical, hopping by cytochromes superexchange, or conduction by electrical 
nanowire. All mechanisms are presented in a flexible framework which allows hot-
swapping or simultaneous methods. The model was built to allow direct experimental 
comparison by way of directly simulating electrochemical methods such as cyclic 
voltammetry (CV). Mediated electron transport (MET) showed the ideal 59 
mV/electron peak separation in non-turnover CV, while direct electron transfer (DET) 
methods (superexchange and conduction) showed complete overlap. The two DET 
mechanisms in non-turnover conditions were identical but for low heterogeneous 
rates, whereby conduction demonstrated atypical CV peak ‘swaying’ due to a high 
linear (e.g., not a Butler-Volmer exponential relationship) resistivity at the electrode. 
In turnover conditions, a peak current of approximately 4 A/m2 was predicted for a 20 
µm thick Geobacter sulfurreducens biofilm at an electrode potential of 0.4 V (SHE) 
and without substrate limitation. Conductivity limited current only at thick, >40 µm, 
biofilms.   
4.1 Introduction 
Research into electro-active microorganisms (EAM) has been increasing, due to 
potential industry applications (Rabaey and Rozendal 2010) and discoveries of 
naturally occurring systems of EAMs. EAMs can form a biofilm in an electrochemical 
system, forming a microbial fuel cell (MFC) or microbial electrolysis cell (MEC), to act 
as a bioanode or biocathode respectively (Bullen et al. 2006). A wide range of 
microorganisms can act in this manner, with both pure and mixed cultures 
functioning in either MFC or MECs to varying effect (Call, Wagner, and Logan 2009). 
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For this system to function a series of key steps are followed, ultimately starting with 
the addition of a substrate and ending up with either the consumption or production 
of an electron in an external, controlled circuit. These have often been broken down 
into five distinct processes (Strycharz-Glaven et al. 2011; Virdis et al. 2016). Step 
one is the mass transfer (referring to any of the aqueous diffusion, migration, or 
convection processes) of a metabolic substrate, firstly to a cell or biofilm and then 
into the cell internals. Step two is the consumption of this substrate to derive cellular 
energy, driving the internal metabolism. For an EAM, an electron is either gained or 
lost to assist the metabolic process, as a counter substrate is often unavailable for 
this purpose. Thus step three is the conversion of a reduced or oxidised mediator, 
such as a cell-bound cytochrome, an external mobile chemical, or an electrically 
produced (e.g., at a controlled electrode) consumable. Step four is the movement of 
this electron to the electrode terminal, such as by electrical transfer for a cytochrome 
or mass transfer for a chemical, and is known as the homogeneous transfer of 
electrons. Step five is then the conversion, production or consumption of this 
electron or mediator at the electrode by way of an externally applied potential, and is 
known as the heterogeneous transfer of electrons due to the solid-biofilm contact. 
Steps one to three above are well characterised, as the mass transfer in a biofilm 
has been described empirically (R. S. Renslow et al. 2013), and the metabolic 
processes of a cell have long been understood and thermodynamically modelled 
(Heijnen and Kleerebezem 2010), both implemented in Chapters 2 and 3. Steps four 
and five, however, the heterogeneous and homogeneous transfer of electrons, are 
lacking in mathematical description and implementation. These mechanisms behind 
electron transfer are of interest, as it is often found to be the limiting rate to current 
production (Hamelers et al. 2010; Virdis et al. 2016); thus, any information that may 
highlight these mechanisms is of both industry and scientific importance.  
There are currently three key mechanisms of interest behind the consumption or 
production of electrons by EAMs (step four above): superexchange, conduction, and 
mediation. Mediated electron transfer (MET) is the oldest and most described 
process, whereby an intermediate chemical moves between microorganism and 
electrode, shuttling electrons between the two (Rabaey and Verstraete 2005). MET, 
however, relies on either providing a chemical, or having the cells self-mediate, and 
has proven a problem for scalability (Borole et al. 2011), for reasons such as 
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mediator flush-out in continuous systems creating ongoing costs, and low current 
densities (Lovley 2012). As a result, research into eliminating the need for a mediator 
has occurred for decades (Hai et al. 2004). An alternative mechanism not relying on 
an added or generated chemical, instead use direct electron transfer (DET) and is 
where research is now focusing, with model organism Geobacter sulfurreducens 
able to produce higher currents than any MET process (Lovley 2012).  
DET relies on the transport of electrons between an oxidised or reduced cell-bound 
protein directly to an electrode (step four) without needing a mobile substrate. There 
are two key hypotheses on how DET occurs, that of superexchange or metallic-like 
conduction. Conduction was first clearly demonstrated by the visualisation of 
bacterial nanowires (Gorby et al. 2006), with later evidence showing their existence 
in Shewanella oneidensis (El-Naggar et al. 2010) and G. sulfurreducens (Malvankar 
et al. 2011) biofilms. This mechanism is thought to be similar to that of an electrical 
cable (Reguera 2012), where bacteria can donate or accept electrons directly to a 
delocalised and freely transporting source, with this method implemented in both 
Chapters 2 and 3. In contrary, electron superexchange is where electrons move 
through series redox reactions between immobile c-type cytochromes (Patil, 
Hägerhäll, and Gorton 2012), potentially hooking into cell respiration by beginning 
with a metabolically active membrane-bound cytochrome (Santos et al. 2015). 
Currently, there is rigorous debate about which mechanism dominates in a G. 
sulfurreducens bioanode, with some arguing for superexchange (Strycharz-Glaven 
et al. 2011; Strycharz-Glaven and Tender 2012; Bond et al. 2012) and others for 
conduction (Malvankar, Tuominen, and Lovley 2012b; Malvankar et al. 2015). This 
issue is further complicated, as for S. oneidensis the filaments from the cell-walls 
appear to be composed of cytochromes (El-Naggar et al. 2010), which supports 
superexchange theory, while G. sulfurreducens produces what appears to be 
electrical filaments (Reguera et al. 2006). Ultimately, this process occurs at such a 
fundamental level, which as a result leads to either larger-scale electrochemical 
techniques like cyclic-voltammetry to identify rate-limiting steps (Virdis et al. 2016), 
or small scale microscopy to witness charge movement in nanowires (Malvankar et 
al. 2014). As a result, mathematical modelling has been identified as a useful 
approach to providing insight into what is a complex and hard to visualise system. 
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Anode-bound EAMs have been rigorously modelled from a conceptual basis, with a 
review of the major developments in Chapter 1. Mathematical models following this 
description are in abundance but have focused on a single mechanism of electron 
transfer and often lack responses to electrochemical techniques due to inherent 
limitations. Spatial models use fixed width boundaries, which for the commonly 
presented mediated based system (Zhang and Halme 1995; Picioreanu et al. 2009; 
Picioreanu et al. 2007) are unable to simulate cyclic voltammetry, as in non-turnover 
condition substrate is continuously supplied rather than gradually depleted from the 
overall cell. Alternatively, lumped parameter models (Strycharz et al. 2011) are 
unable to calculate rates of diffusion and migration accurately and must rely heavily 
on parameter estimation. Electron superexchange has been simulated at a small 
scale, with the transfer of charge between ~2000 redox sites (Pirbadian and El-
naggar 2012). While demonstrating how electrons could propagate in a biofilm, such 
an application is similar to purely electrochemical redox hopping mathematical 
studies (Jean Michel Savéant 1988; Blauch and Savéant 1992; J.M. Savéant 1986), 
and do not demonstrate the resultant effect for an active system of EAMs. Recently, 
superexchange has been simulated over a large domain but for a system of 
microbial filaments (Meysman et al. 2015), and focuses more on the geochemistry 
than the electrochemistry, as this system applies to ocean sediment rather than a 
bioanode. One comparative model has looked at differences between electron 
mediation and superexchange, however does not include electron conduction, and 
further fails to account for the counter-ion diffusion that occurs in a superexchange 
scheme (R. Renslow et al. 2013). As such there is a clear gap in the modelling of a 
bioanode acting with the mechanism of electron superexchange, and furthermore the 
direct comparison between the individual methods of electron transfer. To achieve 
this comparison of methods, electrochemical analysis by way of CV is essential to 
make simulations experimentally relevant, and so it must lack the limitations of 
currently existing spatial models. 
This study provides a comprehensive framework of a numerical model which can 
analyse any system electron transfer in EAM biofilms. It is proposed that electron 
transport decouples from internal metabolism, allowing switching for easy 
comparison, and making the model a modular system of cooperating mechanisms 
(e.g., biological, electrical, and chemical reactions in parallel). The goal is to 
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numerically solve the fundamental equations for the purpose of comparison with 
real-world electrochemical techniques, allowing the future comparison of live 
systems directly with this model. Simulations will occur by running to a steady state 
condition, then performing CV analysis. 
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4.2 Model Description 
 
Scheme 4.1. Model representation: anode with a Geobacter sulfurreducens biofilm consuming acetate. There are 
two sub-domains—the biofilm and the mass transfer boundary layer—with the anode ( AΓ ) and bulk liquid ( BΓ ) 
bounding the domain. Internally, acetate is consumed to produce NADH, which then transfers electrons to an 
electron mediator ‘M’. Three proposed electron transfer modes from microbe to the electrode are: (a) electron 
mediation, (b) electron hopping and (c) electron conduction. In this example of mediator, proton-coupled electron 
transfer (PCET) provides an M/MH pair. Steps 1-5 of the conceptual model are highlighted at the bottom of the 
figure. 
This model allows the representation of all theorised electron-transfer mechanisms 
simultaneously (Scheme 4.1). By separating internal metabolism from external and 
interchangeable mediators, the biofilm is electron-acceptor agnostic, allowing 
comparable analysis on proposed mechanisms. Model steps four and five as 
described in the introduction are considered as distinct homogeneous and 
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heterogeneous electron transfer steps, dependent upon the mechanism in use, and 
are as such the key elements to this model. Long distance electron transfer can 
occur for sufficiently spaced and connected bacterial cells; likewise direct electron 
transfer will occur for cells in contact if it is thermodynamically favourable. Indirect 
electron transfer such as electrolytic hydrogen is not included, as cell potentials in 
this case is not intended to drop to a level which would allow gas evolution at the 
electrode. 
4.2.1 Homogeneous electron transfer 
The three modes of electron transfer considered in this study are electron hopping, 
conduction, and mediation. Specifically, there are:- 
 Hopping refers to the jumping of electrons between active sites of 
cytochromes; 
 Conduction is similar to metallic conduction, with electrons able to freely move 
along a ‘nanowire’ or similar structure in the biofilm according to Ohms law.  
 Mediation is a separate mechanism whereby an external redox compound 
moves between electrode and cell by diffusion/migration.  
In all cases, an intermediate species ‘M’ is assumed. In the case of conduction or 
hopping a cell-bound cytochrome (e.g., for electron hopping or conduction), species 
‘M’ is defined by a total concentration ( MC ) calculated from a fraction ( M =0.1) of 
biomass concentration ( XC ): 
M M XC C ,  ( ) ( )M oxM M redC C C      (4.1) 
In the case of a mobile electron mediator, species ‘M’ is given a fixed bulk liquid 
concentration, and the above relation (4.1) is not necessarily true (e.g. spatially, MC
does not spatially need to equal both oxidised and reduced fractions, as they 
independently transport). 
Mediation 
An external mediator substrate moves freely through the domain following the 
Nernst-Planck equation: 
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 fi i i i i i l iC D C z DC rt 
              (4.2) 
where iD  is the diffusion coefficient, iz  is the charge of the ion, l  is the electrolyte 
potential, and Ff = RT . 
The mediator can electrochemically react at the anode (with the flux calculated by 
the heterogeneous electron transfer rate hetMi ) and freely diffuse through the liquid-
biofilm boundary. 
Hopping 
To model electron hopping, whereby electrons transfer between compounds by a 
series of bimolecular reactions, the Savéant equations (based on the Nernst-Planck 
equation) can be used to define the movement of electrons analogous to a 
movement of the species (J.M. Savéant 1986; Jean Michel Savéant 1988). This 
represents concentration similarly to that of a dissolved species: 
biof (1 )ox red oxox ox oxM M Me M M e M lM
C C C
D C n D C rCt t
                 (4.3) 
where eD is instead the ‘effective diffusivity’ of electrons in the biofilm, analogous to 
biofilm conductivity. There is a zero flux boundary on the biofilm, but otherwise, the 
conditions remain the same as for mediated electron transfer. 
Conduction 
When modelling conduction, the mediating species is defined using the Nernst-
Planck equation (4.2), however with a minuscule diffusivity, effectively acting as a 
stationary but electrically charged substrate. 
Metallic-like conductivity is modelled using Ohm’s law to give the current ( fj ) and 
potential ( f ) in the biofilm, using an assumed biomass conductivity ( ), the current 
source provided by local redox reactions ( homMi ), and the total surface area occupied 
by externally-bound mediator or cytochrome ( AM ): 
hom
f Mi j , f fj            (4.4) 
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The biofilm is considered to be electrically insulated at the biofilm boundary ( f = 0j at
F ), and has a current density at the anode of the heterogeneous Butler-Volmer 
equation ( hetf iMj at M ).  
With a low enough diffusivity, the equations reduce to an ordinary differential 
equation (ODE): 
( ) ( )
bio hom
M ox M reddC dC r r
dt dt
     
In this case, concentration gradients are corrected by transferring electrons with a 
local nanowire, as opposed to a diffusive effect. This is calculated by the 
homogeneous electron transfer rate ( homr ): 
,hom
,hom
+
ox redM Mf
r
k
k
e    
 ox red0hom hom ,hom M ,hom Mf rr k k C k C   
The standard homogenous electron rate 0homk is an unknown and will be assumed, 
while the forwards and backwards rates between microbial nanowire and mediator is 
calculated using a Butler-Volmer equation: 
  0hom f lf,hom MEfk e       
 0hom f l(1 ) f
,hom
ME
rk e
       
The local current is then calculated as hom hom Fi r   . 
4.2.2 Heterogeneous electron transfer 
The mediator, acting as a biological catalyst between the electrode and the cell, will 
change its redox state based upon electron availability. This catalyst is either an 
outer-membrane cytochrome (OMC) or a freely diffusing species (e.g., riboflavin), 
and can either be coupled with proton transport or directly carry a charge: 
+
ox redM Me   or ox redM H Me         (4.5) 
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Mediation and hopping 
Heterogeneous electron transfer, from the electrode to the electrode-bound OMC or 
diffusive mediator, is modelled by using a Butler-Volmer type equation. It is modified 
using an estimated surface area over bulk concentration ( M,s
M
C
C ), allowing 0k  
parameters comparable with experiments. 
 ox redM,s0M M ,M M ,M M
M
f r
C
r k k C k C
C
        (4.6) 
Current density ( Mi ) is therefore defined as M MFi r  . Further kinetic coefficients 
,Mfk  and ,Mrk  are described as: 
     
0
,M M a l M
0
,M M a l M
exp f
exp 1 f
f
r
k E
k E
  
  
     
     
      (4.7) 
where M  is the transfer coefficient, and 0ME is the formal potential of the mediator 
compound, set to a value between that of NAD/NADH and Ac/Ac-. Anode potential    
( a ) is fixed, and electrolyte potential ( l ) is calculated using the Nernst-Planck 
equations. 
Conduction 
When electrons are moving along a nanowire rather than an OMC, the driving force 
is the difference in nanowire and electrode potential, modifying eq (4.7): 
 
   
,M M a l f
,M M a l f
exp f
exp 1 f
f
r
k
k
   
   
     
     
      (4.8) 
As cytochrome concentration has no immediate effect, in this case, the rate is also 
modified: 
 0M M M,s ,M ,Mf rr k C k k         (4.9) 
A surface concentration M,sC  is assumed as the active site for electron tunnelling to a 
nanowire. 
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This form of the equation is different to that previously modelled, whereby the rate of 
electron transfer into a nanowire was assumed to depend on the surface mediator 
concentration (Korth et al. 2015). As a nanowire has been shown to act as a 
semiconductor (Malvankar et al. 2015; Malvankar et al. 2014), the approach taken 
was that a contact resistance is more appropriate for modelling the connection 
between the wire and the electrode. Equation (4.9) is similar to a linear contact 
resistance at low current, as is seen in a biofilm. 
4.2.3 Biological reactions 
The biofilm consumes acetate as an electron donor, with the internal NAD/NADH 
pool mediating the electron to an external acceptor: 
2 3Ac + 4H O + 4 NAD 2HCO + 5H + 4 NADH        (4.10) 
 Ac NADbio bacAc
Ac Ac NAD NAD
C C
r q C
K C K C
 

   
        (4.11) 
Dual-Monod kinetics is assumed for the biological reaction rate bior , with iK indicating 
half-rate coefficients, Acq  as the maximum acetate uptake rate, and bacC as the total 
active biomass concentration.  
In reality, the reaction from the inner cell NAD/NADH pool to an outer-membrane 
cytochrome happens through multiple reactions, including electron tunnelling 
between molecules. From a kinetic perspective, only the rate-determining step is of 
importance, so the reaction is taken as thus: 
ox redNADH 2M NAD 2M H          (4.12) 
Assuming this reaction occurs by electron tunnelling, the driving force is the 
difference in potential: 
 ox red0 2 2NADH NADH ,NADH M NADH ,NADH M NADf rr k k C C k C C     (4.13) 
Giving forward and backward rates: 
     
0 0
,NADH NADH NADH M
0 0
,NADH NADH NADH M
exp 2f
exp 1 2f
f
r
k E E
k E E


    
    
     (4.14) 
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As reaction (4.12) will strongly favour the RHS, NADH is taken as 1, indicating a 
highly irreversible Butler-Volmer equation. 
4.2.4 Balance equations 
Dissolved chemical components transfer using the Nernst-Planck equations (eq. 
(4.2)), with dissolved species: i 2CO , HAc , 3HCO , Na  , Cl , H , OH , Ac . 
Electroneutrality is enforced ( 0 i iz C ). Net component rates ir  include microbial 
and chemical reactions in the biomass and only the chemical reactions in the 
boundary layer. The diffusion coefficients iD are multiplied by an averaged relative 
diffusion rsD  (R. S. Renslow et al. 2013) inside the biofilm. 
The bulk-liquid boundary has the reference potential of a standard hydrogen 
electrode (SHE), with fixed species concentrations equal to their initial values ( 0l  ,
,0i iC C at B ). This boundary is placed far enough away from the biofilm to be 
irrelevant over the time intervals of interest.  The anode interface is an impermeable 
surface for all uncharged compounds, and the liquid-biofilm boundary is a continuum 
for diffusion-migration and electrolyte current.  
4.2.5 Acid-Base equations 
The liquid domain is a water electrolyte; thus, the acid-base equilibrium is solved 
with the aim of qualitative analysis. Water ( 2H O OH H  ) and carbon-dioxide  
( 2 2 3CO H O HCO H   ) dissociation reactions occur with equilibrium constants
H2OK and HCO3K . Biochemical reactants also form acid-base equilibria, in this case, 
acetate  
( HAc H Ac  ) with equilibrium constant HAcK . These equations are solved using 
kinetic expressions, with rate constants large enough to ensure steady state 
equilibrium at all points within the domain.  
4.2.6 Parameters 
Due to the nature of the equation set, many parameters need to be assumed or 
tuned to produce realistic results. This is performed through an iterative process of 
balancing the existing mechanisms. However, to reduce variance, as many common 
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parameters as possible have been kept the same for each electron transport model 
(e.g., heterogeneous kinetics, half-cell potentials).  
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Parameter Description Value Units Source 
Diffusion coefficients 
MD  Diffusion coefficient of oxidised mobile 
mediator 
7.010-10 m2/s Ferricyanide (Lide 2013) 
rsD  Average relative diffusion coefficient in 
biofilm 
0.4  Based on biofilm density, (R. S. 
Renslow et al. 2013) 
Bulk liquid concentrations 
Cl,0C  Initial concentration Cl- 100 mM  
0pH  Initial pH 7   
CO2,0C  Initial concentration total carbonates 10 mM
  
Ac,0C  Initial concentration total acetate 10 mM
  
Microbial components 
SRBC  Concentration of biomass 40 kg/m3 (R. S. Renslow et al. 2013) 
Acq   Maximum specific acetate utilisation 
rate 
28 mol/kg/h (Esteve-Núñez et al. 2005) 
AcK   Monod half-saturation coefficient for 
acetate  
0.03 mmol/L (Esteve-Núñez et al. 2005) 
NADK   Monod half-saturation coefficient for 
NAD 
0.01 mmol/L (Esteve-Núñez et al. 2005) 
M  Biomass fraction of of OMC 110-3 mol/kg X Assumed 
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Parameter Description Value Units Source 
Bioelectrochemical and electrochemical parameters 
eD  Effective diffusion coefficient of OMC 110-10 m2/s Assumed 
01
XE  Standard potential of mobile mediator -0.21 V (SHE) Assumed between NAD/NADH and 
anode 
0
Mk  Heterogeneous rate constant 10 1/s  
M  Heterogeneous transfer coefficient 0.5  Assumed completely reversible 
M,sC  Redox chemical surface concentration 110-12 mol/m2 Estimate, (Wei et al. 2002) 
  Conductivity of biomass domain 0.1 mS/cm  Estimate, (Malvankar, Tuominen, and 
Lovley 2012a) 
hom  Homogeneous transfer coefficient 0.5  Assumed irreversible 
0
homk  Homogeneous rate transfer 10 mol/m3/s Assumed 
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4.2.7 Solution method 
The finite element package COMSOL 5.0 (COMSOL 2015) is used with one-
dimensional Transport of Dilute Species interfaces, as well as Partial Differential 
Equation modules for electron conduction. The geometry was meshed at 0.1 µm for 
the biofilm domain, dilating in size toward the semi-infinite boundary at a growth rate 
of 1.1. The system of model equations was solved using the backwards Euler 
approach to time-stepping. This model was machine created at each time step using 
MATLAB R2015a (Mathworks 2015) to set the position of boundaries and to alter 
key parameters. 
To solve the model over the wide time range without numerical stability issues, the 
solution occurs in three steps: 
1. Solve for initial electrode state, to account for the initial rapid discharge, from 
121 10  to 91 10  seconds. 
2. Run a study for chronoamperometry results, from 91 10  to 60 seconds. 
3. Run a cyclic voltammetry study for the desired scan rate, using the previous 
study results as initial conditions. Equations are split into groups depending 
on stiffness, with electrochemical components being solved using a more 
rigorous solver, while the less important equilibrium reactions are solved 
quickly using a lower tolerance. 
The model runs for approximately one minute for steps 1 and 2, and two minutes for 
step 3, allowing large parametric sweeps to be conducted quickly. 
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4.3 Results and discussion 
The majority of the model results are presented as cyclic voltammetry (CV) figures, 
as a scenario that evaluates the system across a broad range of conditions, and 
allows ready comparison against experiments. The three electron-mode case studies 
are shown as separate rows in most figures. Major parameters have been varied to 
see the specific response each parameter has to the individual case studies, such as 
limitations on heterogeneous and homogeneous electron transport. 
4.3.1 Spatial response and concentration of redox centres 
Standard biological activity can be seen by pH and oxidation of the biofilm in Figure 
4.2. The pH decreases due to acetate oxidation at the electrode, tapering off into the 
bulk solution. One minute of simulation results in a concentration gradient spanning 
0.6 mm, increasing quickly over time due to the assumption of a laminar, stagnant 
bulk volume. The redox state at the electrode is entirely oxidised, with a diffusive 
profile into the biofilm consistent with electron superexchange theory. 
 
Figure 4.2: pH gradient of solution (top) and redox state of mediator (bottom) for a 20 µm biofilm after one 
minute, using the electron hopping mechanism with an anode potential of 0.4 V. 
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4.3.2 Analysis of standard biologically-inactive simulations 
By disabling biological reactions ( iNADH b o 0rr   ), the electrochemistry of the model 
can be demonstrated as a non-turnover CV. Standard non-turnover CVs and trumpet 
plots are presented in Figure 4.3 for all case studies: mediated (A, B), hopping (C, 
D), and conductive (E, F) modes. The following trends add verification to the 
modelling framework: 
 Mediated transport converges to a peak separation of 59 mV at a very low 
scan rate (Figure 4.3B), in line with a one-electron transfer reaction. 
 Hopping and conductive transfer modes act as if an adsorbed chemical were 
on the electrode (Figure 4.3C,E), as evidenced by an exact overlapping of 
peaks at a low scan rate. 
The trumpet plots (Figure 4.3B,D,F) demonstrate a linear trend against the logarithm 
of the scan rate for mediated transport, and an exponential trend for both hopping 
and conductive schemes. The mediated linear profile shows that the second-order 
diffusion of the mediator compound to the electrode becomes the limiting factor at 
high scan rates, whereas for a conductive or hopping regime the limitation is 
electrode kinetics. These correspond to the theoretical responses of both mediated 
and enzymatic surface covered electrodes (Bard and Faulkner 2001). 
Peak height increases with the scan rate, as does the separation of peaks. 
Conductive electron transfer appears to provide a higher resistance towards 
heterogeneous transfer, as peak separation not only occurs to a greater extent at 
similar scan rates (Figure 4.3E), but it also has a skewing of peaks.  
This behaviour of the conduction-based CV shows a lagging or skewing of the 
peaks, rather than retaining the expected standard bell-curve shape and shifting due 
to an overpotential increase. The Butler-Volmer equation, describing the current 
between the anode and the nanowires, uses the difference between electric 
potentials as the driving force. Without involving the local redox state, as used 
elsewhere (Korth et al. 2015), this drop in electric potential becomes a linear 
resistance on the current. By having this linear resistance and running a CV at high 
scan rates, a heterogeneous rate limitation is created, showing this skewed result. 
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The standard case of producing an increased overpotential, and thus a separation of 
peaks, is a result of requiring sufficient driving force to overcome the activation 
overpotential. When this resistance is linear, however, the activation potential 
remains the same but the peak current is delayed, as a greater driving force is 
needed to get electrons between the anode and the nanowire, thus delaying the 
peak current. This suggests that the limiting factor is not contact resistance between 
the nanowire and the electrode (experimental results do not show similar trends 
(Richter et al. 2009; Harnisch and Freguia 2012; Patil, Hägerhäll, and Gorton 2012)), 
but that the controlling factors in a conductive-based system of EAMs relate to the 
transfer of electrons in the nanowire and a homogeneous rate transfer between 
nanowire and OMC. 
 98 
 
Figure 4.3: Case study comparison in non-turnover conditions presenting CV responses for mediated (A), 
hopping (C), and conductive (E) electron transfer modes. Three different scan rates were run over a range of -0.7 
to 0.3 V. Trumpet plots using a range of scan rates from 0.01 to 1000 mV/s are presented for  mediated (B), 
hopping (D), and conductive (F) electron transfer.  
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4.3.3 Role of electrochemical rate parameters 
For each case study, there are two key parameters behind heterogeneous and 
homogeneous electron transfer. All case studies share a limiting parameter ( 0Mk ) that 
determines the rate of electron transfer from the electrode to either mediator, 
cytochrome, or nanowire. An attempt has been made to normalise this parameter as 
0
M 10k  s-1, a fairly typical rate (Ly et al. 2013), allowing similar trends between the 
case studies (e.g. for the same parametric values, the same rate-limiting step 
applies). The internal biofilm transfer is then defined by alternative adjustable 
parameters and rates. 
 Mediation has a diffusivity of chemical, MD , which has been referenced from 
riboflavin (Li et al. 2012). 
 Hopping has an effective diffusivity of electrons, eD . 
 Conduction has both a nanowire conductivity,  , and a rate transfer between 
nanowire and cytochrome, 0homk . 
Mediation shows the most sensitivity toward altering transfer rates, with a higher 
diffusivity showing not only greater current peaks but also an increase in separation, 
as heterogeneous rate limitations become more prominent (Figure 4.4B). Altering the 
heterogeneous rate creates the same peak separation but with only a small 
decrease in height (Figure 4.4A). Hopping shows a lesser peak separation from the 
heterogeneous transfer (Figure 4.4C) and a more mediated-type scheme with 
diffusion limitations (Figure 4.4D). Conduction shows the previously described 
skewing with heterogeneous limitation and, at very low nanowire conductivity, a 
rounding out of the bell curves (Figure 4.4F). 
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Figure 4.4: Comparisons of heterogeneous and homogeneous rate-transfer parameter on non-turnover CV 
responses for mediated (A, B), hopping (C, D), and conductive (E, F) case studies.  
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4.3.4 Biological response 
Due to maintaining similar parameters, for the same concentration of electron 
mediator (soluble chemical or fixed cytochrome), all regimes provided similar 
maximum current densities (Figure 4.5). Mediated (Figure 4.5A), hopping (Figure 
4.5B), and conduction (Figure 4.5C) schemes demonstrate the typical temporary 
increase on the forward sweep at a high scan rate. Due to the linear resistivity in 
conduction, the reverse sweep shows a shock at a high scan-rate as, once again, 
peak current of the discharge takes the time to be reached, preventing the smooth 
downward curve. Conduction also demonstrated a longer period of discharge, and 
an ability to produce current at lower potentials. 
When altering biofilm thickness, all schemes demonstrate an increase in total 
current; as acetate is sufficiently supplied, the biological capability is the limiting 
factor (Figure 4.6A). In the conductive case study (Figure 4.6C), a thicker biofilm 
results in an increased current until nanowire conduction prevents full utilisation at 40 
µm of biofilm.  
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Figure 4.5: Turnover CV responses for mediation (A), hopping (B), and conduction (C) schemes at two different 
scan rates. 
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Figure 4.6: Effect of biofilm thickness on turnover CV responses for mediated (A), hopping (B), and conductive 
(C) electron transfer schemes. 
4.3.5 Model extensions 
The main handicap of this model currently is the lack of experimental data. Unlike 
Chapters 2 and 3, whereby the intention is for qualitative analysis using data sources 
from literature, this model would perform best if solved concurrently with a live 
experiment, ideally able to determine the precise electron transfer mechanisms 
occurring. With the key variables of electron conductivity or diffusion and 
heterogeneous kinetics as the optimisation parameters, it is proposed this model be 
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first calibrated to a system using chronoamperometric studies, and then further 
validated by comparing CV results from the same system. 
Following this electrochemical optimisation, there are multiple model extensions 
possible depending upon the chosen experimental system and desired results, for 
example: 
‐ using a metabolic model similar to one implemented in Chapters 2 and 3 to 
compare biofilm growth, 
‐ a speciation model if precipitation can occur, to allow for visualisation of 
mineral deposition on an electrode, and, 
‐ an individual based model, for the visualisation of individual cells and their 
produced nanowires. 
Biocathodic activity could be analysed using the same procedure with a different 
metabolic process, and a reversal of the electric potentials. Furthermore, the electron 
transfer models presented herein could be back-ported to Chapters 2 and 3, to 
potentially determine the type of mechanism occurring in both ocean sediment and 
MIC, neither of which has been attempted before. 
4.3.6 Model optimisation 
A change in software platform by moving away from the commercial product 
COMSOL (COMSOL 2015) could increase speed, stability, and flexibility of the 
model. Using a custom solver has been proven in a similar model, where a system of 
EAMs in ocean sediment was solved numerically using a manual mathematical 
discretisation scheme in R, with packages ReactTran and deSolve (Meysman et al. 
2015). Due to the number of stiff biogeochemical reactions implemented to represent 
an ocean sediment, COMSOL likely could not have provided the solution speed 
necessary for that system.  
Solving the described model here in a custom platform could allow for faster solution 
speeds and also the easy interfacing experimental data for on-line simulation. 
Optimisation of parameters often requires hundreds of iterations, and while current 
solution speeds of 1-10 minutes are adequate for qualitative analysis, it may become 
an issue in the future. 
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4.4 Conclusions 
The mechanisms behind electron transfer in EAM controls a range of processes both 
engineered and natural. A framework for simulating EAM biofilms, using the current 
theories of long distance electron transfer mechanisms, was developed. 
Observations of CV results showed the currently modelled conductive regime to be 
flawed, indicating a need for changes in either the equations or the conceptual 
understanding of current research. Principally, if the mechanism of conduction does 
naturally occurs, the limiting factor in bioanodic systems cannot be heterogeneous 
transfer, lest a linear resistivity skewing CV results in an abnormal manner would be 
observed.  
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Conclusions and outlook 
This work used numerical modelling to simulate and investigate the mechanisms of 
electron transport in electroactive microorganisms and their resultant biofilms. Many 
biological systems are known to use such mechanisms to enable growth, and 
increasing research is showing how common these systems are. Corrosion and the 
production of enhanced substrates are highly industry-relevant; as such, 
understanding the fundamental processes of EAMs is critical. 
Using mechanistic, sophisticated modelling allows for identification of limiting rates in 
a system. By applying this methodology, the bioanodic model showed electron 
conductive regimes to be limited either biologically or by long range transport; not by 
transport to the electrode. Similarly, the sulfur oxidising bacteria were limited by 
metabolites, unable to grow as quickly as seen experimentally in mixed culture 
scenarios. The mechanistic approach allows for further focused research into 
specific processes, rather than having to view the system from a higher level as a 
black box. 
Through the concept-to-mathematical modelling approach taken, insight has been 
provided into the operations of these microorganisms. The major conclusions from 
individual case studies, the utility of the modelling approach, and the future research 
potential are given below, and meet the three objectives of the thesis. 
Objective 1: Develop new methods to model electron transfer in EAMs 
The mathematics of electrochemical superexchange, conduction, and electrode 
reactions were paired with biological processes in a finite element modelling system 
to create a novel and adaptable platform. This fundamental modelling approach, 
despite the inherent complexity of the system, displayed textbook- and experimental-
like results (shown in Chapter 4) through cyclic voltammetry and trumpet plots. 
These high-level electrochemical techniques displayed phenomena such as peak 
separation, occurring due to overpotential at rate-limiting conditions, and thus allow 
direct comparison to experimental results, substantiating the utility of the system as 
an analytical platform. 
The novelty of this work is in the method of describing electron hopping (Savéant 
equations), combining multiple transfer methods and allowing the direct comparison 
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between them. Further, the level of analysis provided for a spatial model exceeds 
that currently produced, allowing trumpet plots and CVs for any desired parameter 
sweep to be quickly generated. The modelling of a soluble mediated compound is 
also unique, in that the use of an infinite boundary allows for accurate analysis of a 
CV, without making equation simplification; artificially applying a boundary layer 
prevents the spatial modelling of the system in other ways, due to a constant influx of 
mediator making a non-turnover CV impossible. 
The Savéant equations accurately described electron hopping or superexchange, 
showing diffusive transfer of electrons in the biofilm, and mediated transport showed 
the 59mV peak separation in non-turnover conditions, matching well with 
electrochemical theory. Conductivity equations, however, presented unusual results 
under heterogeneous rate limitation due to the assumption of contact resistance 
between the anode and the nanowire.  
Objective 2: Distinguish between mechanisms in experimental systems using 
developed models 
As described in Chapter 4, all mechanisms were implemented in an archetypal 
bioanode system. The differing behaviour between soluble mediator and direct 
exchange (hopping and conductive) methods were apparent, demonstrating the 
difference between adsorbed and diffusive species as anticipated. The difference 
between conduction and hopping, however, was slimmer, as mathematically they are 
similar, and any difference comes down to the choices of parameters. As such, more 
work is needed to identify high-level electrochemical techniques that would be useful 
in identifying which mechanism may be present.  
Objective 3: Apply methods to systems of EET (bio-corrosion, ocean sediment, 
microbial fuel cells) to give insight into known systems 
In Chapter 2, a conductive method was applied to filamentous bacteria in ocean 
sediments. This provided the first mathematical description of how this system would 
function, and produced results that matched well with published data. From the 
model analysis, ascribing the system as just a conductive pairing between sediment 
zones was found to be overly simplistic, as more metabolic energy was required than 
could be provided in the system. Nonetheless, spatial separation of substrates 
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provided a competitive advantage, and allowed the modelled bacteria to grow to 
centimetre-lengths. 
Corrosion was analysed in Chapter 3, where the effect of an electrically active 
biofilm, under starvation conditions, was found to be extremely damaging to a metal 
surface, as literature has previously suggested (Chen et al., 2015). The modelling 
platform had been extended into 2D and included a degrading metal surface, 
demonstrating the flexibility of the system into more complicated scenarios. 
Outlook and future work 
The work presented shows a comprehensive platform for modelling EAMs. By 
applying it to case studies, realistic-looking results show that it could lead to the 
analysis of working systems. 
Conjunction with experimental results 
The major difficulty of this thesis was obtaining useful results, as three very different 
systems were analysed as part of the project. However, now that the platform is 
developed, the recommendation is to use it in conjunction with an experimental 
system, tuning the parameters to the point that the system can be predicted. From 
there, information about the specific limiting mechanisms can be deciphered, as 
these can vary depending upon bacterial specie, substrate availability, and system 
configuration. 
It is recommended that a physical bioanode be established and studied, for the 
purpose of an automated parametric optimisation against each modelled 
mechanism, using cyclic voltammetry and chronoamperometry results. Once the 
model accurately describes the experimental results for the chosen environment, the 
limitations of the system, and potentially the electron transfer mechanism in the 
biofilm, can be determined. 
An experimental system of iron corrosion could be used to tune the MIC model 
presented in Chapter 4. One limitation of this model was the reliance on a previously 
published electrochemical model for carbon steel corrosion. While similar, the 
system did have differences such as a low pH environment and focused more on 
chemical corrosion. Having a simple system to find an electrochemical model of iron 
or carbon steel would remove uncertainty from the developed MIC model. This could 
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be as simple as running cyclic voltammetry sweeps over a carbon steel surface and 
determining the coefficients of the Tafel slope. Repeats for carbon steel surfaces 
with active biofilms could then be compared to the model for validation.  
Further mechanistic analysis 
The conductive mechanism highlighted a potential misunderstanding of the concept 
of electrode-nanowire interaction, with unusual behaviour predicted under certain 
circumstances. The heterogeneous limitation was found to skew CVs, indicating that 
a contact resistance between a nanowire and the electrode may be improbable, and 
that the greater challenge to this system is contact between a nanowire and a cell, 
and the transfer of electrons along a nanowire. 
To further understand this mechanism, a specific study into the interactions of 
nanowires is recommended to be done in conjunction with modelling; there is 
already published material where the individual wires are studied (Malvankar et al., 
2014). By testing conductivity with an emphasis on surface interaction, the validity of 
the assumed heterogeneous transfer kinetics could be determined. 
Optimisation  
The most computationally taxing system approached was that of corrosion, as it 
involved a 2D system with laminar flow, resulting in many degrees of freedom for 
which to solve. This resulted in solution times of approximately 30 minutes. Moving 
to 3D would further stress the system, and solution times may span hours or days. 
Parametric sweeps are the most advantageous method of this tool; normally 
inaccessible parameters can be altered over wide ranges for analysis, however this 
requires the solution speed to be possible. For this, the toolset can either be pared 
back and assumptions made about buffers and the solution (e.g., assume an 
electrolyte conductivity and only solve for biologically relevant parameters), or a 
series of optimisations can be performed. For example: 
- Acid/base equilibria can be relaxed to reduce numerical stiffness. Equilibria 
correct to within 10% would still provide reasonable model results, while 
reducing non-linear iterations taken by the solver. 
- Iterative solvers could be implemented, as they perform well in time-
dependent problems. This was not done during the thesis, as they are often 
problem-specific and require tuning.  
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- Mesh tolerance can be decreased depending upon the output requirements, 
e.g., the liquid solution in a corrosion system could be combined in a single 
cell. 
- Some systems can be approximated well at lower dimensions. Corrosion itself 
could be looked at in one dimension, if an overall average metal loss rate is all 
that is desired. 
- Aggressive solver changes could be approached, e.g., segregating variables 
individually and choosing only the most rigorous solver. For instance, non-
linear solvers can calculate Jacobians infrequently for acid-base equilibria and 
relatively stable components. 
Expansion 
Three key expansions can be made to increase the scope of the presented platform.  
The first is the use of individually based modelling to see the function of a live 
biofilm, including cell division and growth. This type of modelling has been well-
established, using mechanical links and the formation of extracellular polymers to 
simulate a biofilm (Storck et al., 2014). Combining this with the electron hopping 
Savéant equations, as presented in Chapter 4, could provide a novel look into redox 
gradients in a biofilm. Furthermore, morphological changes created by electron 
movement or limitation could be explored. Combining the biofilm and electrochemical 
modelling of this thesis with smaller scale cell-cell analysis (Storck, 2015) could allow 
for a multiscale model, potentially giving insight into e.g., how cell shape could affect 
higher order processes. 
Implementing a speciation model could allow the platform to simulate systems in 
more complex electrolytes. A limitation of the corrosion model was a lack of varied 
precipitates, such as iron carbonate; with a speciation model, this could be achieved 
easily, allowing the investigation of many more compounds suspected of increasing 
loss rates in corrosion. 
Finally, the addition of multiple bacterial species, each with individual and specific 
metabolic processes, would allow for the analysis of syntrophic microbial 
interactions. For example, the large experimentally observed growth rates of 
filamentous sulfur oxidisers could be investigated by including local heterotrophs. 
Sulfur cycling could be implemented in the MIC model, and mixed community 
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bioanodes and biocathodes could be better represented with additional active 
species. 
Applicability to alternative systems 
It is proposed that any system containing EAMs, with any currently known type of 
electron transport, can be modelled using the presented platforms. On the discovery 
of new cases of EAMs, the use of these models could quickly increase 
understanding of the new system and reduce the experimentation required. 
Furthermore, these platforms could be used in industrial applications to prototype 
and determine the survivability of the microorganisms under various conditions. 
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Appendix A Shared model parameters 
Table A.1: Common parameters 
Parameter Description Value Units Source 
Diffusive parameters 
NaD  Diffusion coefficient Na+ 1.310-9 m2/s (Lide, 2013) 
ClD  Diffusion coefficient Cl- 210-9 m2/s (Lide, 2013) 
HD  Diffusion coefficient H+ 9.310-9 m2/s (Lide, 2013) 
OHD  Diffusion coefficient OH- 5.310-9 m2/s (Lide, 2013) 
O2D  Diffusion coefficient O2 2.410-9 m2/s (Lide, 2013) 
H2SD  Diffusion coefficient H2S 1.3610-
9 
m2/s (Lide, 2013) 
HSD  Diffusion coefficient HS- 1.7310-
9 
m2/s (Lide, 2013) 
SO4D  Diffusion coefficient SOସଶି 1.110-9 m2/s (Lide, 2013) 
CO2D  Diffusion coefficient CO2 1.910-9 m2/s (Lide, 2013) 
HCO3D  Diffusion coefficient HCOଷି  1.210-9 m2/s (Lide, 2013) 
H2D  Diffusion coefficient H2 5.110-9 m2/s (Lide, 2013) 
Fe2D  Diffusion coefficient Fe2+ 7.210-
10 
m2/s (Lide, 2013) 
LacD  Diffusion coefficient lactic acid 1.010-9 m2/s (Lide, 2013) 
HLacD  Diffusion coefficient lactate 1.010-9 m2/s (Lide, 2013) 
AcD  Diffusion coefficient acetic acid 1.110-9 m2/s (Lide, 2013) 
HAcD  Diffusion coefficient acetate 1.310-9 m2/s (Lide, 2013) 
Equilibrium constants 
H2OK  Water dissociation equilibrium 
constant 
10-14 mol2/L2 (Lide, 2013) 
CO2K  Carbonic acid dissociation 
equilibrium constant 
10-6.6 mol/L (Lide, 2013) 
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Parameter Description Value Units Source 
HAcK  Acetate dissociation equilibrium 
constant 
10-4.756 mol/L (Lide, 2013) 
HLacK  Lactate dissociation equilibrium 
constant 
10-3.86 mol/L (Lide, 2013) 
H2SK  Sulfide dissociation equilibrium 
constant 
10-7.05 mol/L (Lide, 2013) 
Physical constants 
T Temperature 298 K Chosen 
R Gas constant 8.314 J/mol/K  
F Faraday’s constant 96485 C/mol e-  
  Water density 1000 kg/m3 At 25°C 
  Water dynamic viscosity 110-3 Pa.s At 25°C 
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Appendix B Parameters for MIC model 
Table B.1: Model parameters in the standard case (sim#1). Parameters altered were: 
Ac,0 Lac,0= 0, = 0C C  M (sim#2), -8det = 1×10k  (sim#3), Lac,0 = 0.01C  (sim#4), -3CO2,0 = 1×10C  
(sim#5), 0pH = 7.58  (sim#6), σ = 1µS/cm (sim#7). 
Parameter Description Value Units Source 
Diffusion coefficients 
rsD  Average relative 
diffusion coefficient 
in biofilm 
0.25  Based on biofilm 
density, (Renslow 
et al., 2013) 
Bulk liquid concentrations 
Cl,0C  Initial concentration 
Cl- 
210-1 mol/L Salt water, (Smith 
et al., 2011) 
0pH  Initial pH 6.58  (Smith et al., 2011) 
H2,0C  Initial concentration 
H2 
110-8 mol/L Assumed 
Fe2,0C  Initial concentration 
Fe2+ 
110-4 mol/L (Smith et al., 2011) 
SO4,0C  Initial concentration 
SOସଶି 
210-4 mol/L (Smith et al., 2011) 
H2S,0C  Initial concentration 
total sulfides 
110-8 mol/L Assumed 
CO2,0C  Initial concentration 
total carbonates 
110-2 mol/L (Smith et al., 2011) 
Ac,0C  Initial concentration 
total acetate 
110-8 mol/L Assumed 
Lac,0C  Initial concentration 
total lactate 
110-3 mol/L Assumed 
Precipitation and dissolution 
FeS,disk  Iron sulfide 
dissolution rate 
constant 
3.210-11 1/s (Canavan et al., 
2006) 
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Parameter Description Value Units Source 
FeS,ppk  Iron sulfide 
precipitation rate 
constant 
100 mol/m3/s Assumed 
FeSK  Iron sulfide 
dissociation 
equilibrium 
constant 
9600 1 (Canavan et al., 
2006) 
Biomass components 
SRBC  Concentration of 
biomass 
90 kg/m3 (Beyenal and 
Lewandowski, 
2004)  
M  Biomass fraction of 
mediator 
110-3 mol/kg X Assumed 
Bioelectrochemical parameters 
01
XE  Standard potential 
of mediator 
-0.4 V (SHE) Assumed 
0k  Electrochemical 
rate constant 
0.1 1/s Assumed 
M  Mediator Butler-
Volmer transfer 
coefficient 
0.5  Assumed 
  Conductivity of 
biomass domain 
10 µS/cm  Estimate, 
(Malvankar, 
Tuominen and 
Lovley, 2012a) 
Electrochemical parameters 
ab  Anodic Tafel slope 
at 30°C 
0.04 V, SHE (Zheng, Brown and 
Nesic, 2013) 
cb  Cathodic Tafel 
Slope at 30°C 
-0.12 V, SHE (Zheng, Brown and 
Nesic, 2013) 
FeE  Iron equilibrium 
potential 
-0.488 V, SHE (Zheng, Brown and 
Nesic, 2013) 
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Parameter Description Value Units Source 
*
0,Fei  Reference 
exchange current 
density for iron 
dissolution without 
sulfide 
0.25 A/m2 (Zheng, Brown and 
Nesic, 2013) 
*'
0,Fei  Reference 
exchange current 
density for iron 
dissolution with 
sulfide 
0.33 A/m2 (Zheng, Brown and 
Nesic, 2013) 
0
H,refi  Reference 
exchange current 
density for 
hydrogen reduction 
0.03 A/m2 (Zheng, Brown and 
Nesic, 2013) 
0
H2O,refi  Reference 
exchange current 
density for 
hydroxide reduction 
210-5 A/m2 (Zheng, Brown and 
Nesic, 2013) 
0'
H2O,refi  Reference 
exchange current 
density for 
hydroxide reduction 
with sulfide 
competition 
110-6 A/m2 (Zheng, Brown and 
Nesic, 2013) 
0
HC  Reference 
concentration for 
protons 
110-4 mol/L (Zheng, Brown and 
Nesic, 2013) 
0
H2SC  Reference 
concentration for 
hydrogen sulfide 
110-4 mol/L (Zheng, Brown and 
Nesic, 2013) 
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0
H2C  Reference 
concentration for 1 
atm hydrogen 
7.810-4 mol/L (Lide, 2013) 
Fe2K  Langmuir 
adsorption constant 
3.5106  (Zheng, Brown and 
Nesic, 2013) 
0H  Activation energy, 
iron 
37.5 kJ/mol (Zheng, Brown and 
Nesic, 2013) 
1H  Activation energy, 
hydrogen 
30 kJ/mol (Zheng, Brown and 
Nesic, 2013) 
2H  Activation energy, 
hydroxide 
90 kJ/mol (Zheng, Brown and 
Nesic, 2013) 
3H  Activation energy, 
sulfide 
30 kJ/mol (Zheng, Brown and 
Nesic, 2013) 
Microbial rate parameters 
LHq  Maximum specific 
lactate utilisation 
rate at 25°C 
6.410-3 mol/kg X/s (Beyenal and 
Lewandowski, 
2004) 
HSq  Maximum specific 
hydrogen utilisation 
rate at 25°C 
5.210-3 mol/kg X/s (Beyenal and 
Lewandowski, 
2004) 
LSq  Maximum specific 
lactate utilisation 
rate with sulfate at 
25°C 
5.810-3 mol/kg X/s (Beyenal and 
Lewandowski, 
2004) 
LacK  Monod half-
saturation 
coefficient for 
lactate  
1.510-3 mol/L (Ingvorsen and 
Jørgensen, 1984) 
MK  Monod half-
saturation 
coefficient for 
mediator 
110-6 mol/L Assumed 
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Parameter Description Value Units Source 
SO4K  Monod half-
saturation 
coefficient for 
sulfate 
510-6 mol/L (Ingvorsen and 
Jørgensen, 1984) 
H2K  Monod half-
saturation 
coefficient for H2 
1.410-6 mol/L (Ingvorsen and 
Jørgensen, 1984) 
Lac,inhK  Inhibition constant 
for lactate 
1.510-3 mol/L Assumed 
deck  Biomass decay rate 0.1 1/d Assumed, 
(Batstone et al., 
2002) 
detk  Biomass 
detachment rate 
110-9 m2s/kg Estimate, 
(Telgmann, Horn 
and Morgenroth, 
2004)  
Hydrodynamic parameters 
inu  Water mean inlet 
velocity 
110-3 m/s Chosen 
Physical constants and system parameters 
 x y  Size of domain 600 300  m  Chosen 
 
 
