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1. THE WEYL ALGEBRA 
One of the more perplexing problems of finite particle quantum mechanics 
is to find the appropriate quantum mechanical description of a given 
classical mechanical system. Unfortunately, from the mathematical point of 
view, this problem is not terribly well-posed: Suppose the classical system in 
question is represented by a symplectic manifold, X, and a classical obser- 
vable p: X + R. Suppose also for simplicity that this system is a “confined” 
system in the sense that the sets, p < 1 are all compact. Let H be a Hilbert 
space and let P be a self-adjoint operator on H, representing a quantum 
observable. Without specifying anything further about P (for instance, its 
relation to other observables) there is practically no way of ascertaining 
whether P is an appropriate quantum counterpart of p. At first glance, the 
only requirements this appears to impose on P are that the spectrum of P be 
discrete and that the number of eigenvalues, N(A), less than 1 be finite for all 
1. (This is the analogue of the condtion that p < 1 be compact.) By 
examining the statistical properties of a large aggregate of classical systems, 
each a copy of (X,p) one can, in fact, say a little bit more about the relation 
P to p. By comparing classical and quantum partition functions one can 
show that for Iz large 
N(I) - y volume (P GA>> (1.1) 
y being a thermodynamical constant not depending on P or p. (See Mackey, 
[ 14, Sect. 2.81 for a discussion of this point.) This asymptotic identity, which 
is already quite subtle, seems to be the only “intrinsic’ link between the 
classical and quantum behavior. 
One obvious way out of this impasse is to consider p in its relation to 
other observables or, otherwise stated, to attempt to quantize p and several 
other classical observables simultaneously. For instance, if p =p, ,...,p,, are 
classical observables and P = P , ,..., P, their putative quantum counterparts, 
one can insist that the commutative relations among the Pi’s be identical 
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with the Poisson bracket relations among the p;s; and this, combined with 
some sort of irreducibility criterion, is often enough to determine the P,‘s up 
to unitary equivalence. (For instance, this is the case if the pi)s, i = l,..., 2n, 
are the standard position and momentum observables on Rzn.) However, the 
no-go theorems of Gruenwald and Van Howe show that this criterion is of 
limited applicability. In particular, given a symplectic manifold, X, and the 
Poisson algebra, 9 = Coo(X), of all classical observables, it is impossible (in 
the setting of finite particle quantum mechanics) to quantize simultaneously 
all elements of 9. For an enlightening discussion of the various ways in 
which this criterion can break down we recommend the article of Paul 
Chernoff [3]. (See also Abrham-Marsden [ 1, Chap. 41.) 
It was pointed out by Hermann Weyl that it may be unreasonable to 
expect the bracket relations among the classical observables to be 
reproduced exactly by the commutation relations among the quantum obser- 
vables; it is only in the high energy range, in which the Bohr correspondence 
principle begins to play a role, that one expects this to be the case. Guided 
by this insight, Weyl proposed, in [2 11, a method of quantizing 
simultaneously all the classical observables on R’“. We will describe a 
variant of this method as motivation for the material in the next three 
sections. For every complex number, ,u, we will consider classical obser- 
vables of the form 
P(& 0 - g P& 4 
i=O 
(1.2) 
where pi(x, <) is a homogeneous function in (x, <) of order 2~ - 2i. Given p 
of the form above, let P be the operator 
W)(x) = (Wn)“)J P((X t y)P, 0 ei~b*x-y!f(Y) dv dt;. (1.3) 
We will call an operator of the form (1.3) a Weyl operator of order ,u, and 
we will denote by YYw the space of all such operators. Clearly ‘??Yp-’ c ww. 
It is easy to see that P maps the Schwartz space, .Y(R”), into itself, is 
bounded on L*(R”) iff Rep & 0 and is compact if Rep < 0. Its formal 
adjoint is in ?Y-“, where P = lu; and is defined by the same formula, (1.3), as 
P, but with p replaced by ~7. The leading term in (1.2) is called the symbol of 
P and is denoted by o(P). It is a homogeneous function of order 2~ on 
R*” - 0. Let W” be the space of all smooth homogeneous functions of order 
2,~ on R*” - 0. Then P-t a(P) is a bijective map of w“/YY-l onto W“. If 
P is in Y and Q is in p, then PQ is in %++” and a(PQ) = a(P) a(Q). In 
particular, the collection of all finite sums 
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is an associative algebra. It is also a Lie algebra with respect to the 
commutator bracket. Indeed, if A E %/@ and B E %*, then [A, B] E %CU-t”-’ 
and 
i.e., in the “high energy range” the commutator bracket behaves like the 
Poisson bracket. For more details about the Weyl algebra we refer to Weyl 
[21], Voros [20], Hormander [ 121, Howe [ 131, Guillemin and Sternberg [9], 
Helffer and Robert [lo] and Shubin and Tuvolsky [ 171. The one feature of 
the Weyl construction which we want to call attention to here is that for 
operators of form (1.3) estimate (1.1) is valid. 
For various proofs of this fact we refer the reader to [9, 10, 12, 171’ All 
these proofs have a “hard analysis” component. We have felt for a long time 
that there ought to be a “soft” proof of (1.1) in view of the fact that one is 
led so naturally to it by quantum-mechanical intuition. We will attempt to 
present such a proof here. We will begin by axiomatizing what appear to be 
the basic properties of the Weyl algebra from the point of view of quantum 
mechanics (e.g., property (1.4)). This will lead us to the notion of a Weyl 
algebra, %‘“, associated with a symplectic cone, Y. Now let P E 73 be a self- 
adjoint positive definite elliptic operator of order one. (See Section 2 below 
for definitions.) Let N(A) be the number of eigenvalues of P less than 1 and 
let 
the zeta function of P. We will prove that (1.5) converges on the half-plane 
Rep < -d where 2d = dim Y, and has a meromorphic continuation to the 
whole complex p-plane with poles at p = -d, -d - 1, -d + 2 etc. The pole at 
,D = -d is simple with residue equal to a constant, y, depending only on %; 
times the simplectic volume of the set where the symbol of P is less than one. 
From this one can deduce (1.1) by a simple Tauberian argument. The 
computation of the residue at ,D = -d involves integral-geometric results 
about symplectic cones which are of interest in their own right. (See 
Section 6.) Also, in proving (1.1) we prove a remarkable fact about the 
function-analytic dimension of the rigged Hilbert space associated with %: 
(It is equal to d.) 
I In [ 12 ] and 117 1, (1.1) is obtained for a much more general class of operators than (1.3), 
and in [9\ and [ IO]. (1.1) is obtained for operators of form (1.3) with an optimal error term. 
607/55/Z-3 
134 VICTOR GUILLEMIN 
2. GENERALIZED WEYL ALGEBRAS 
We will henceforth refer to the algebra defined by (1.3) as the clussicaZ 
Weyl algebra. In this section we will attempt to axiomatize some of its basic 
properties. Let H be a Hilbert space and 9 a dense subspace of H. For 
every complex number, p, let wfi be a space of operators on 9’ and let YP” 
be the collection of all operators of the form 
A, + .*. +A,, AiEV’. (2.1) 
We will say that w is a Weyl algebra if the following axioms are satisfied: 
Al. S7.P”” 3 ?-P-‘-l. 
A2. IfAEw” and BE%“‘, ABEW”+*. 
A3. IfAEV“ and BET, [A,B]ETfl+“-I. 
A4. If A E SV‘, A* E FL. 
A5. IEP. 
A6. Given Ai E VW-‘, i = 0, 1, 2,..., there exists an A E 1” such that 
A-C~:;AiEW-u-N. 
Bl. AEZP’ is bounded if RepGO. 
B2. A E V is compact if Re,u < 0. 
B3. There exists a number s0 > 0 such that A E 7P is trace class 
when Re,u < -s,. 
C. If A E Z@’ is compact, than A E I”-‘. 
D. The exact sequences 
have “nice” splittings. 
E. There exists an operator, A(p) E V” depending holomorphically 
on fl such that 
A@) A(v) - A(,u + v) E V”p+u-’ and A(0) - I E W-‘. (2.3) 
Remarks. 1. The meaning of “nice” in item D has to be made precise. 
In the next section we will show that by means of splittings of (2.2) one can 
define a very strong topology on ?V ““. We will say these splittings are nice if 
the ring operations are continuous in this topology. 
2. We will also define precisely in section three what we mean by 
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“holomorphicity” in axiom E. We require a somewhat stronger definition 
than the standard one (namely, that for 6 E C 
tends to a limit in H as 6 + 0 for all ftZ Y ). 
3. Axiom E can be replaced by the following slightly weaker axiom: 
There exist A@) E ?P, B(U) E PPu and C(J) E ?Y’-’ depending 
holomorphically on p such that 
A@) B(u) = I+ up). (2.4) 
4. The axioms above are well-known to hold for the classical Weyl 
algebra. For instance to construct a family of operators, A@), satisfying 
(2.3) let p be a smooth, everywhere positive function on R*” which is 
homogeneous of order 2 outside the unit ball. Then 
A (,LL) = (1/(2r~)“) f P((X + y)/2, <)” eicxey3’) & 
satisfies (2.3). 
One of the most important properties of the classical Weyl algebra is that 
it contains parametrices of certain kinds of elliptic differential operators. We 
will incorporate this into our abstract setting by defining elliptic operators to 
be operators admitting nice parametrices. 
DEFINITION 2.1. A E Ww is elliptic if there exists B E ZV-’ and 
CE%“-‘such thatAB=I+C. 
By (2.3) there exist elliptic operators of all orders. We will need the 
following standard fact: 
PROPOSITION 2.2. If A E V’ is elliptic there exists B E ‘ZY-” and 
R,SE nE,F--i such thatAB=I+R andBAEI+S. Ifp is realandA 
is self-adjoin& B can be taken to be self-adjoint. 
ProoJ By definition there exists B, E 1-‘-” and R, E Y?-’ such that 
AB,=I+R,. Choose B such that B-BB,(I-RR,+Rif...). (Such a B 
exists by axiom A6.) Then BA = I + R with R E n y= r ZV-‘. Similarly there 
exists a B r such that AB, = I + S, with S, E n 2 r ?V-‘. Applying B to the 
left hand side we see that B-B, E n?, YuPi, so that AB -I= 
AB, - I + A(B - B,) E nz r ?V-‘. Finally if A is self-adjoint, then replacing 
B by (B + B*)/2 we can arrange for B to be self-adjoint. Q.E.D. 
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If P, and P, are two elliptic operators of order ,u, then by Proposition 2.2 
there exists an elliptic operator, A i2, in W such that 
P, - A,,P, E fi T-i. 
i=l 
(2.5 1 
For each real number, ,u, fix an elliptic operator P, E 2V“. For p > 0 we 
deline a Hilbert space norm on 9 by setting 
Ilfll’= IIcfl12 + Ilfll’* (2.6) 
For p < 0 we define 
Ilfll, = ~uP1IugI~ II gllL4 = 11. (2.7) 
It is clear from (2.5) that up to equivalence these norms are independent of 
the choice of P,,‘s. Let H,, be the completion of 9 with respect to I] I],, . Then 
the family 
forms a system of rigged Hilbert spaces in the sense of Gelfand-Vilenkin [6, 
Vol4]. 
Let A E Y and let m = Re v. Then for all ,u there exists a constant, C,, 
such that 
IWII, G C, Ilfll,,, P3) 
for all fE 9. In particular if we set .Y’ = n H,, every A E W has a 
continuous extension A’: 9’ + 9’; so without loss of generality we can 
replace 9 by Y” in the definition of W’, i.e., we can assume 
Y=nH,. (2.9) 
Note that the semi-norms, I] lip, ,D integral, define a topology on 9; and 
since there are countably many of these semi-norms, Y is a Frechet space. 
Moreover, by axiom B3, for every ,U there exists a v > ,D such that the 
inclusion H, -+ H,, is of trace class; so 9 is a nuclear space in the sense of 
Grothendieck. (See [ 71.) 
An operator, A: Y + 9 will be said to be a smoothing operator if for all 
p and v there exists a constant C = C,,, such that 
IWII, G C Ilfll, (2.10) 
for all f~ 9. It is clear from (2.8) that if A E nE=, WMpi then A is a 
smoothing operator. Moreover it is also clear from (2.8) that if A E W and 
B is a smoothing operator, AB and BA are smoothing operators. Let (PA’) 
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be the set of all operators on 9 of the form, A + B, where A is in VU and B 
is a smoothing operator. It is clear that the (F)“s still satisfy the axioms 
for a Weyl algebra; so without loss of generality we can replace VU by 
(‘ZP)‘; i.e., we can assume 
ic, YP-’ = the smoothing operators (2.11) 
for all ,u. We will henceforth assume that our Weyl algebra is so normalized 
that both (2.9) and (2.11) hold. 
3. SYMBOLS 
Let W“ be the quotient space 
WV = yp/,,-u - 1. (3.1) 
Given P E ZP’ we will denote by a(P) the image of P in W” and call o(P) 
the symbol of P. By axiom A2, there is a natural multiplication operation 
which to each a E Wp and b E W” associates an element ab E Wut ‘. Since 
it comes from the multiplication operation in V, it is associative; and it is 
commutative by axiom A3. In particular, W = IV” is a commutative algebra 
over the complex numbers. By axiom A4 it is equipped with a conjugation 
operation, *, satisfying 
(a*)*=a and (ab)* = a*b*. (3.2) 
Each of the spaces, W”, is a module over W. We will leave the following as 
an easy exercise: 
PROPOSITION 3.1. W* is a free W-module. Moreover if P is an elliptic 
operator of order p, o(P) generates W” freely. 
Given p E W we define 
II PII = Inf~llPIl9 o(P) ‘PI (3.3) 
the norm on the right being the operator norm. We will prove 
PROPOSITION 3.2. There exists a commutative F-algebra, W”, 
containing W as a dense subalgebra, such that (3.2) is the restriction of the 
*-operation of V to W and (3.4) the restriction of the norm of W” to W. 
Proof: Let s(H) be the C*-algebra of bounded operators on H. The 
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compact operators, 9c(H), are a closed two-sided ideal in 9’(H). Let I be the 
injection of IV” into 9(H). By axiom C, W-’ = z-‘(9(H)); so there is an 
injective mapping of W into Calkin’s algebra 
The closure, w#, of the image of Win g(H) has all the required properties. 
Q.E.D. 
Let X be the maximal ideal space of IV? By the fundamental structure 
theorem for commutative C*-algebras X is a compact Hausdorff space and 
the natural mapping of Wx into C(X) is an isomorphism of C* algebras. 
(See [5].) Therefore, as a corollary of the proposition above we get: 
PROPOSITION 3.3. W can be imbedded in C(X) as a dense subalgebra in 
such a way that the *-operation on W becomes complex conjugation and the 
norm, (3.4), becomes the usual supremum norm. 
The tensor product, 
(w”)” = wqg C(X) (3.4) 
W 
is a free cyclic module over C(X). By a standard theorem in the theory of 
projective modules, there exists a line bundle, I”’ -+X, and a canonical 
isomorphism between (w”)” and the module, T(V), of continuous sections 
of V’ (see, for instance [ 181). The fiber of Vu over the point, x E X, is, by 
definition, the one-dimensional vector space 
where 
v; = (W)P/m,(W#)~ (3.5) 
m, = {J-E ~(X),f(x> = 0). 
Since (W”)” is a free C(X)-module, VW is actually a trivial line bundle. In 
fact, by Proposition 3.1, if P E W”@ is elliptic and p = a(P), then p defines a 
nowhere-vanishing section of V j’. However, since there is no canonical way 
of choosing P there is no canonical trivialization of V@. 
The mapping of W@ x W” into W@ ’ ” described above gives rise, in view 
of (3.5), to a morphism of line bundles 
V@ @ V” 2 vu+“. (3.6) 
Moreover, by (2.3), for each ,U E C there exists a nowhere vanishing section, 
s,, of VW such that 
s,os,=s,+,. (3.7) 
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This section is not unique; however if s: is another such section then there 
exists a non-zero complex-valued function,f, such that 
s; =fUS,. (3.8) 
By applying the *-operation, W” -t WF’, to (3.5) we also get a morphism 
of line bundles 
VP + vu, (3.9) 
which is C-antilinear on each fiber. In particular, letting V= V”, ,D = 1, then 
in the fiber, V, above each point, x E X, the involution (3.2) fixes a one- 
dimensional real subspace of V,. Let VR be the line bundle over X with this 
real subspace as its fiber at X. This bundle has lots of non-vanishing global 
sections. Indeed the symbol of any self-adjoint elliptic operator of order one 
defines such a section. However, as was the case with I”, there is no 
canonical way of picking such a section. There is, however, a canonical way 
of orienting VR. Let Q be an elliptic operator of order l/2 and let P = QQ*. 
From the symbol of P we get a non-vanishing section, s, of VR which 
depends, of course, on Q. However, ifs’ is another such section, then s’ =fs 
where fE C(X) is everywhere positive; so the orientation of VR associated 
with s does not depend on Q. 
We are now very close to a description of the symbol spaces which 
resembles that of Section 1. Indeed, let (V”)* be the dual of the line bundle, 
VR, and let Y be the positive component of (V”)* with respect to the orien- 
tation described above. As a topological space, Y is a principal bundle over 
X with structure group, R ‘. We will call Y the cone associated with the 
Weyl algebra, %? 
PROPOSITION 3.4. There is a canonical identification of the space, r( VU), 
of continuous sections of V@ with the space of continuous functions on Y 
which are homogeneous of degree p. 
ProoJ Given x f X and u E (Vt)’ there exists a unique u, E V”, such 
that v,=l when ,u=O, v,=v when p=l and v~@v,,=v~+~, for all 
,u, v E C. (Compare with 3.7).) The map 
<v;>+ + v; (3.10) 
which sends v to v, is non-linear. In fact, if v and u’ are in (I-‘,“)+ and 
v’=av,forallafRf,thenv~=a”u,. Now let s be a continuous section of 
V’ and p a point of Y. By definition, p = (x, <), where x E X and < E (Vt ) T . 
There exists a unique v E (Vt)’ such that (v, 0 = 1. Let v, E Vg be the 
image of v with respect to (3.10). We delineS(p) by setting 
s(x) =f(P) v,. (3.11) 
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We leave for the reader to check that f (p) depends contiuously on p and is 
homogeneous of degree p. Q.E.D. 
This result justifies the following: 
DEFINITION 3.5. (Readjusted definition of symbol.) Given P E SV’p we 
will denote by a(P) the homogeneous function of degree p on Y associated 
with the old a(P). 
In addition to the properties we have just discussed, the symbol spaces, 
W”, have another important property: Given a E W“ and b E W” choose A 
and B so that o(A) = a and a(B) = b, and let 
{a, b} E Wfl+‘-’ (3.12) 
be the symbol of [A, B]. We will leave for the reader to show that (3.12) is 
well-defined and that the following identities hold 
(9 {a, b) = -{b, a}, 
(ii) {a, bc} = {a, b}c + b{a, c}, (3.13) 
(iii> {a, {b, c}} = {{a, b}, c} + {b, {a, c}}. 
These identities show that the W“‘s have a “Poisson structure” just as was 
the case for the classical Weyl algebra. We will have more to say about this 
in the next section. For the moment we note that W’ is a Lie algebra with 
respect to Poisson bracket, and that W’ acts on the ring W as a Lie algebra 
of derivations. In particular to each a E W’ is associated a derivation, D(a), 
of W. We have already pointed out that W is equipped with the supremum 
norm topology (3.4). Given I;L = (a, ,..., a&, ai E W’, let 
IlflL = II&h> -mm WJfll. (3.14) 
The semi-norms llfll define a topology on W which is stronger than that 
defined by (3.4). Fixing an elliptic element, p E W@, we get an identification, 
Wg W@ by means of which we can transfer this topology to W”. It is clear 
that it does not depend on the choice of p. We will call this topology the 
smooth topology. We leave for the reader to check that the ring operations 
on the W”‘s defined above are continuous in this topology. 
There is an analogous topology on the spaces, V@. Given B E TM, let 
(IB(((‘) be the operator norm of B, regarded as an operator from H, to H 
where s > Re p. Given &’ = (A 1 ,..., A,), A, E ‘23’-’ let 
IlBll~ = Il[Al,..., [Ak, B] -~III(s). (3.15) 
The semi-norms (3.15) define a stronger topology on wp than the operator 
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norm topology. For instance, for the classical Weyl algebra, this is the Sy,, 
topology.* It is clear from (3.14) and (3.15) that if we give V“ this 
topology, the map ?P”” + W” is continuous. 
Suppose now that for all ,D we are given a continuous splitting of the exact 
sequence 
i.e., a continuous map 7: W” -P %‘j’ such that 07 is the identity. Then 
v-u =g-‘@ wp (3.16) 
and by iteration 
8” =y-kB wu 0 . . . 0 vu-k+‘. (3.16), 
We can equip the right hand side of (3.16), with the direct sum topology 
(giving $9pek the topology described above). We will define the total symbol 
topology on p-N to be the weakest topology on P’ for which all the iden- 
tifications (3.16)& are continuous. 
EXAMPLE. For the classical Weyl algebra, let p be a smooth function on 
R*” which is zero near the origin and one outside the unit ball. Given a 
smooth homogeneous function, q, of degree 2,~ on R*” - 0, let r(q) be the 
operator, (1.3), with p = pq. This defines a continuous splitting of (2.2) and 
the total symbol topology on ?P/” is the usual “classical total symbol” 
topology. 
Let ,401) be an operator depending on the parameter ,D E C such that A@) 
for all p. Associated with A(D) is an element 
@k@>? a~,k@)~~-~ ak-l,k@)> (3.17) 
in the space (3.16),. We will say that A(u) depends holomorphically on ,u if, 
for all k: 
I. the functions ai,& are holomorphic in ~1 (as smooth function on 
Y), and 
II. there exists an operator A,(U): 5“ -+ 9 such that for 6 E C 
ll(A,@ + 6) -AdP))/d) -Ak@)ii$ + 0 (3.18) 
as 6-t 0 for all d and all s > Rep -k. 
2 We are indebted for this observation to Richard Melrose. 
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4. HOMOGENEOUS QUANTIZATION 
Let X be a compact topological space. We will define a cone over X to be 
a principal bundle 
7K: Y-X (4.1) 
with structure group, R+. We will call Y a smooth cone if all the data above 
are C”O. Let p. : Y+ Y be the map of Y onto itself associated with a E R+. If 
Y is equipped with a symplectic form, w, we will say that Y is a symplectic 
cone if 
pzw=aw. (4.2) 
Our basic example of a symplectic cone is 
EXAMPLE 1. L~~Y=R’“={(x,~),xER”,~E(R”)*}.L~~~=C~X~A 
d<, and let p,(x, <) = (a l/*x, a “‘<). 
Another familiar example is 
EXAMPLE 2. Let M be a compact differentiable manifold, let 
Y = T*M - 0 with its standard symplectic form and let p,(x, <) = (x, a<). 
For more esoteric examples we refer the reader to [2]. 
Given an arbitrary symplectic manifold, Y, one can try to “quantize” Y by 
associating with it, in some intrinsic way, a Hilbert space, H, and with 
each classical observable, p E C”‘(Y) a self-adjoint operator P, on H. In 
Section 1 we hinted at the futility of doing this in a systematic way. (In fact 
we indicated that it is not even clear what one means by quantization.) 
Suppose, however, that Y is a symplectic cone. Let ‘?V be a Weyl algebra 
with the following properties: 
(i) The cone associated with w  is Y. 
(ii) The symbols of degree ,U are the smooth 
homogeneous functions of degree ~1 on Y. (4.3) 
(iii) The Poisson structure on symbols is the usual 
Poisson structure. 
Given 5V’- we will define a “quantization” of Y to be a “nice” splitting of the 
exact sequence (2.2). (Note that such a splitting only associates quantum 
observables to homogeneous classical observables, hence the term, 
“homogeneous quantization.“) 
EXAMPLES. I. In Example 1 above take V to be the classical Weyl 
algebra and the splitting to be the splitting described at the end of Section 2. 
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II. In Example 2 above take P“ to be the ring of classical pseudodif- 
ferential operators on M. A number of schemes for splitting (2.2) are known. 
(See [ 11, 16,221.) 
Given a symplectic cone, Y, it is natural to ask if there exists a quan- 
tization of Y and, if so, to what extent is it unique. The answer to the first 
question is yes. In fact in [2] is is shown that to every symplectic cone, Y, 
one can attach a Weyl algebra, V”, which is microlocally identical with the 
classical Weyl algebra. It is also shown that this algebra is microlocally 
unique. It is not known, however, if every Weyl algebra satisfying (4.3) is 
unitarily equivalent to one of these examples. To answer this question one 
should probably start by asking simpler question. Given a Weyl algebra, ZV’; 
satisfying (4.3), are there any “intrinsic” relationships between the function 
theoretical invariants of w  and the symplectic invariants of Y? For instance 
the simplest symplectic invariant of Y is its dimension. For ?%:^ there is an 
analogous invariant, its “nuclear dimension” d, which is defined to be the 
inlimum of the set of numbers, s,, for which axiom B3 holds. Are these two 
numbers related? The answer is that they are rather spectacularly related, 
namely, 
2d = dim Y. 
The rest of this section will be denoted to the preliminary details of proving 
(4.4). Mainly this will consist of showing that (4.4) is, in disguised form, a 
rudimentary version of (1.1). First we will prove 
PROPOSITION 4.1. Let p be real and positive and let P be a self-adjoint 
elliptic operator of order p. If a(P) is everywhere positive, the spectrum of P 
is bounded below, is discrete and has no finite points of accumulation. 
ProoJ By axiom D, there exists a Q E ?%“‘I’ with u(Q) = o(P)“‘. Hence 
P=Q*Q+K with KEZV ^P-1. By axiom B2, the quadratic form, (Kf,f) is 
compact with respect to the quadratic form (u, Q#); so (m w) + (KJ; f) is 
bounded from below. Since fi is positive and P is elliptic, P admits a self- 
adjoint compact parametrix by axiom C; so its spectrum is discrete, and the 
nth eigenvalue, A,, tends to + co and II -+ co. Q.E.D. 
We will suppose henceforth that P is of order one and that its lowest 
eigenvalue, A,, is positive. By the spectral theorem we can define the 
complex powers, Pp, of P for all ,U E C. In the next section we will show that 
P” E Wp and u(P”) = Us. For the moment, lets assume this to be true. 
Let d, as above, be the nuclear dimension of ZK Then PV is of trace class 
when Rep < -d. It is also clear that it is not of trace class when Rep > -d. 
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Indeed, since P” is elliptic, every operator of order v can be written in the 
form 
QP’fK W) 
where Q E SF’+’ and X is smoothing. If P” is of trace class and 
Re u < Rep, then Q is bounded; so (4.5) is of trace class, and Re ,U must be 
less than or equal to -d as claimed. 
Let N(A) be the number of eigenvalues of P less than I, and let 
QP, fi) = trace P” = 
I 
d” dN(1) = fJ A:, 
i=O 
be the zeta function of P. By a well-known fact about Dirichlet series, there 
exists a number, do, such that the last expression on the right hand side of 
(4.6) converges when Re ~1 < -do and diverges when Re P > - do. It is clear 
from what we have just proved that do = d; so, summarizing, we have proved 
PROPOSITION 4.2. The zeta function, <(P, ,u), converges on the halfplane 
Rep < -d and diverges when Re ,U > -d. 
There is a well-known formula for d in terms of N(A); namely 
d = lim.sup. (Log N@)/Log A). (4.7) 
(See, for instance [ 191.) On the other hand, by (4.2), the symplectic volume 
of the set where a(P) is less than 1, is equal to a constant multiple of Ik, 
where 2k = dim Y. Comparing this with (4.7) we see that if (1.1) holds, then 
d = k, proving (4.4). 
5. COMPLEX POWERS OF ELLIPTIC OPERATORS 
The main goal of this section is to the prove the following: 
THEOREM 5.1. Ler A be an elliptic operator of order one. Suppose that 
there is a continuous, single-valued determination of Log a(A). Then there 
exists a family of operators, A, E F, depending holomorphically on s E C, 
such thatA,=I,A,A,=A,+,andA,-A issmoothing. 
If A is a positive-definite self-adjoint elliptic operator of order one, then 
one can define the complex s th powers, AS, of A by the spectral theorem. As 
a corollary of Theorem 5.1 we will prove: 
THEOREM 5.2. A” E W for all s. 
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Remarks. 1. For the ring of classical pseudodifferential operators the 
theorems above are due to Seeley [ 151. For the classical Weyl algebra these 
theorems can be easily deduced from Seeley’s theorem using the “pseudodif- 
ferential compactification” of the classical Weyl algebra described in [9]. 
2. Our proof of Theorem 5.1 is based on some ideas from 
cohomological algebra. In particular it is rather different in spirit from 
Seeley’s proof even in the pseudodifferential case. 
We begin by recalling how one dilines the cohomology groups of an 
abstract group, G. Let C’(G, C) be the space of all complex valued functions 
j-z%&-- . . . x G-+C 
for which f( g, ,..., g,) = 0 whenever one of the gi)s is the identity element. A 
coboundary operator, 6: C’ + Cr+ ‘, is defined by 
a-( g, T..., g,> =f( g, ,*..* g,) + (-1>“‘f(h...7g,-1 > 
+ x (-l)‘f(g,,...,gi-,,gi-l gi3**.*gr)* (5.2) 
i:l 
For instance, for r = 1 
mgo~g,) =f(gJ +f(gJ +fl&l g,) (5.3) 
and for r = 2 
sf(g,,g*,g,)=f(g*,g,)--f(g,,g,) 
-f(gog, 9 g2> +f(go3 g, g2)’ (5.4) 
It is easy to check that d2 = 0; so we can define cohomology groups 
H’(G, C) = Ker 6: C’+ C”‘/Im 6: C’+’ + C’. (5.5) 
For instance by (5.3), H’(G, C) is just the group of homomorphisms of G 
into the complex numbers. 
If G is a topological group, we can require that the maps (5.1) be 
continuous. Then in place of (5.5) we get the continuous cohomology groups 
of G. If, in addition, G is a complex analytic group, we can require that the 
maps, (5.1) be holomorphic, in which case we get the holomorphic 
cohomology groups of G. We will need below the following: 
THEOREM 5.3. If G = C = the additive group of complex numbers, (5.5) 
is zero, for holomorphic cohomology, when r = 2. 
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Proof. A two-cycle, in the cochain complex above is a holomorphic 
function, f, on C * satisfying 
f(x, 0) =f(O, Y) = 0 and 
f(YY z> -f(% Y) -f(x + Y> z> +f(y + z> = 0. (5.6) 
To show that f is a co-boundary we must show that there exists a 
holomorphic function of one variable, h, such that 
h(0) = 0 and f(x, y) = h(x) + h(y) - h(x + y). (5.7) 
We will prove: 
LEMMA 5.4. Equation (5.7) admits a holomorphic solution, h. Moreover 
h is unique up to an additive linear term. 
Proof: Let fi(x, y) be the partial derivative off with respect to the second 
variable. Differentiating (5.7) with respect to y and setting y = 0 we get 
f&, 0) = h’(O) - h’(x), h(0) = 0. (5.8) 
It is clear that (5.) admits a holomorphic solution, h, and that this solution is 
unique up to a linear term. Let us show that if h satisfies (5.8), it also 
satisfies (5.7). Let 
dx, y) =f(x,y) - (h(x) + h(y) - 4x + ~1). (5.9) 
Differentiating (5.9) with respect to y, we get, in view of (5.8), 
g&v Y> =fh Y) +f,(y, 0) -f2(x + Y? 0). (5.10) 
But, differentiating the second line of (5.6) with respect to z and setting z = 0 
we get 
0 =f& Y> +fdy, 0) -f*(x + YI 0) 
i.e., g2(x, JJ) = 0; so g(x, y) is constant in y. However, by the first line of (5.6) 
and (5.9), g(x, 0) = 0; so g is identically zero. Q.E.D. 
Now let A be an elliptic operator of order one for which a continuous 
single-valued determination of log o(A) exists. Define 
It is clear that a” is a homogeneous function of order ,u on Y. We will prove 
THEOREM 5.5. There exists a family of operators, A(u) E ‘33’“” depending 
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holomorphically on flu, such that o(A@)) = a”, A(0) = Z, A(1) = A and 
A(,u + V) = A(u) A(v) module smoothing operators. Moreover A@) is unique 
module smoothing operators. 
Proof. It will be convenient to work with the spaces 
@” = V‘/smoothing operators. 
Pick A&) E &” with symbol a”. By axioms D and E, we can arrange for 
A&) to depend holomorphically on p and for A,(O) to be the identity. Let 
F(u, u) = A,&) A,(v) A& + v)-’ -I. 
By the axioms of Section 2, F(,u, V) is in 9#-’ and depends holomorphically 
on iu and V. Letf@, V) = o(F@, v)). W e c aim thatflu, V) satisfies the cocycle 1 
conditions (5.6). The first line of (5.6) is obvious. To see the second line we 
note that 
(1-t F(v, o))(Z + F;o1, v + a>)(1 - FC.u + v, u))(Z - F;o1, v)) 
=A,(u)A,(a)A,(v+a)-I 
XA,~)A,(u+a)A,~+a+u)-’ 
xA&+v+a)A,(o)-‘A,,@+v)-’ 
x A& + v)A,(v)~‘A,@)-’ (5.11) 
modulo @y-2. This reduces to 
4~)4d~)A,Cu + a>-’ 
x A&)A,(u + u)A,(u)-’ A,(v)-’ A,@)-‘. 
Since the first factor is of the form, Zmod @-I, we can commute it with 
A,@), introducing at most terms in &“- ‘. Therefore, modulo such terms the 
product above is equal to 
which is just the identity. The left hand side of (5.11) is the identity plus an 
element of %-I whose symbol is the second line of (5.6). Therefore this 
symbol vanishes, proving that f (u, V) satisfies the cocycle condition as 
claimed. 
By Lemma 5.4 we can find a smooth homogeneous function of order -1, 
h@), depending holomorphically on p, such that 
f Cu, v> = h@) + h(v) - h(u + v). (5.12) 
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Moreover, h@) is uniquely determined by (5.12) up to a linear factor in ~1. 
We will fix this linear factor by requiring that 
Let H&) E 7&- ’ depend holomorphically on ,u with Z-Z,(O) = 0 and 
a(ZZ&)) = h@), and let 
A 101) = 44P)V - ff,OI)). 
Then 
AlCu)Altv)AlO1+ vr' 
=&OI)&(v)4lCu + v)-'t~--LdP) - ffdv) + &ol+ VI> 
= It F(u, v) - H,(D) - H,(v) + H&f + v) 
3 I 
modulo 7@-‘. Thus 
AlCu)Altv)AlCu + v)-' =I+ F,(u, v) 
and 
A-%,(1)-Z=H, 
where F, and Z-Z, are in W-2. We leave for the reader to check that the 
argument above can be repeated with the #‘r’s in place of the F,,‘s. More 
generally, by repeating the argument a finite number of times, one can show 
that for all k, there exist elements A&) E %@, depending holomorphically 
on p, such that A,(O)rZ, A&)A,Jv)A&+v)-‘=I and A-‘A,Jl)-Z 
modulo %@-‘-r. By axiom A5, we can “glue together” the A,$)‘s to get a 
family of operators, A(u) satisfying the conditions of Theorems 5.5. Q.E.D. 
We now return to the proof of Theorem 5.1. Let A(s), s E C, be a family 
of operators satisfying the hypotheses of Theorem 5.5. Without loss of 
generality we can assume that A(0) is the identity. Then, for s near the 
origin, A(s) is invertible and its inverse is of the form, A(-s) + B(s), where 
B(s) is smoothing. By assumption 
A(s)A(r)=A(s+t)+F(s,r) (5.13) 
where F(s, t) is smoothing. Let 
e&O)= (dA/ds) Is=o. 
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By (3.8) P is a bounded operator from HV+E to H, for all v and E > 0. 
Differentiating (5.13) we get 
k,=A,P+ Q(s) (5.14) 
where Q(s) = #/at@, 0). We will prove 
LEMMA 5.6. There exists a family of operators, A, E W’, depending 
holomorphically on s, for s near zero, such that A, = I and 
A,= PA, 
for all s. Moreover, A, -A(s) is smoothing. 
(5.15) 
Proof We look for A, of the form, A, = A(s) C(s). From (5.14) and 
(5.15) we get 
d(s) = R(s) C(s), C(0) = I, (5.16) 
where R(s) = -A(s)-’ Q(s). Note that Q(s) and R(s) are both smoothing, 
and depend holomorphically on s. Since R(s) is bounded as an operator on 
the Sobolev spaces, H,, one can solve (5.16) for C(s) by appealing to the 
standard existence theorems for linear O.D.E. on Banach space. (See, for 
instance, [4].) The solution will be a holomorphic family of bounded 
operators on H,, for each V. However, because R(s) is smoothing, (5.16) 
implies that C(s) is smoothing; so C(s) is the identity plus a smoothing 
operator; and A, -A(s) is smoothing as claimed. Q.E.D. 
Integrating (5.15) we get A,,, = A,A, for s and t near the origin. This 
enables us to define A,, for all s E C, by setting A, = A(s/n)” for n 
sufficiently large. It is clear that A, has all the required properties; so this 
proves Theorem 5.1. 
We must still prove Theorem 5.2. To do so we observe that Theorem 5.5 
has the following slight refinement 
THEOREM 5.1. Let A be an elliptic operator of order one. Supose 
A -A * is smoothing and a(A) is everywhere positive. Then there exists a 
family of operators, A@), depending holomorphically on ,a, such that 
a(A@)) = a(A)@, A(0) = Z, A(1) = A, A(,u + V) = A(u) A(v) and A@)* = A@) 
module smoothing operators. 
ProoJ: Let A@) be the family of operators described in Theorem 5.5. The 
family of operators, A@)* also has all the properties listed in Theorem 5.5; 
so, by uniqueness A *@) = A(u) modulo smoothing operators. Q.E.D. 
We will now show how to convert A@) into a family of operators having 
601/55/2-4 
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all the properties of Theorem 5.1 plus the additional property Ai = A,. 
Without loss of generality we can assume that A (0) = I. Also, be replacing 
Ati) by 6401) +A*@))/29 we can arrange that A(U)* = A@). Then A(0) is 
formally self-adjoint; so if A,, solves (5.15) with initial data, A, = Z, then so 
does A$. However, this solution is unique; so A;T* = A,, as claimed. 
Let 
A, =A, /y=~. 
We will show: 
LEMMA 5.1. A, is a positive-definite self-adjoint elliptic operator of order 
one and A, is its complex s th power. 
ProoJ: The identity: A, = (A,,,)’ = A,,,A& shows that A, is positive 
semi-definite. Moreover, since A 1A _, = Z, zero is not in the spectrum of A 1 ; 
so the lowest eigenvalue is positive. Therefore, we can define the s th complex 
power, Ai, of A, by means of the spectral theorem. By Proposition 4.1, the 
eigenvalues of A, are all discrete and of finite multiplicity. Let ,J be a given 
eigenvalue and V, the eigenspace associated with il. Since A, and Ai 
commute with A 1 they both map V, into itself. Indeed Ai = ISZ on V, . As 
for A,, being a one parameter group, it is generated by a linear map 
B: VA + I’,. Moreover, since A: = A, on VA, B is self-adjoint. In particular 
its eigenvalues are real. Let ~1~ ,..., ,uk be these eigenvalues. Then epL,..., erk are 
the eigenvalues of A, on V,. But, by hypothesis, A, = II on V, ; so A = e*i 
for all i, and hence pi = . . . = ,u, = log 1. Thus A, = L”Z on V,. Since the V’s 
furnish a direct sum decomposition of H, A, = A”, . Q.E.D. 
We will now finish the proof of Theorem 5.2. By construction A -A, is 
smoothing. Moreover, for Re s < 0 
AS = (1/2xi)j 1”(3, -A)-‘d;l and Ai = (lj2ni)j As@ -A)-‘dA 
Y  Y  
(y being a contour in the complex plane consisting of two line segments 
parallel to the negative real axis and a circular segment about the origin.) 
Thus 
AS-A~=(1/21fi(j~S(~-A)-1(A-AJI.-AI)-1dr3 
Y  
is also smoothing. By Lemma 5.7, Ai is in W’; so the same is true ofAS. 
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6. THE RESIDUE SYMBOL 
Let Y be a symplectic cone of dimension 2n. Assume Y is connected and 
that its base, X, is compact. Given t E IR + we will denote by pt the 
diffeomorphism of Y represented by the action of t on Y. Let 4, = pt, t = es, 
and let E be the vector field generating the one-parameter group, (#,}. Let (r 
be the one-form 
a=E-lco. (6.1) 
w being the symplectic two-form. Since p,* o = tw and pI preserves Z we get 
from (6.1) 
p;“a = ta. (6.2) 
Letp=aaA”-‘. By (6.2) 
p:p = t*p. (6.3) 
Moreover, by (6.1) 
ZJp=O (6.4) 
i.e., the form, ,u, is horizontal with respect to the libration, 7~: Y+ X. 
Let f be a homogeneous function of degree -n on Y and consider the 
(2n - I)-form fi. This form is horizontal by (6.4) and invariant under the 
action of iR + by (6.3); so there exists a unique (2n - I)-form, ,u~ on X such 
that 
Iffis non-vanishing then by (6.5), ,u~ is also non-vanishing. We will orient X 
by requiring the form, 1uf, to be positively oriented when f is everywhere 
positive. It is clear that this method of orienting X does not depend on the 
choice off: 
DEFINITION 6.1. Let f be a homogeneous function of degree -n on Y. 
We define the residue off to be the integral 
Resf= ,a,. 
I X 
We will show that (6.6) has the following properties: 
PROPOSITION 6.1. (a) Res f is linear in f and continuous in the CPm 
(i.e., distribution) topology on the Space offs of the form above. 
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(b) Let @: Y+ Y be a symplectomorphism commuting with the action 
Of IR+. Then Res @*f = Resf. 
(c) If f is homogeneous of degree -n and g is homogeneous of degree 
one then Res{f, g} = 0. 
ProoJ (a) is obvious. If @: Y + Y commutes with Rt there exists a 
diffeomorphism of the base, Y: X+ X such that ,u@ = Yllr; so by (6.5), 
y*Pf = Pu,, . This implies that 
establishing (b). Finally (c) follows from (b) by differentating the identity, 
Res #f f = Resf, #, being the one-parameter group of symplectomorphisms 
generated by the Hamiltonian vector field, H,. Q.E.D. 
Let @ be the space of smooth functions on Y (i.e., the Poisson algebra), 
and for every complex number, s, let -P, be the space of smooth functions on 
Y which are homogeneous of degree s. If f E 9, and gE 9t then 
{.L gl ET,+,-I. Let {9i, 9$} be the subspace of yS spanned by all 
functions of the form {f, g} with f E 9i and g E 9$. The main fact we will 
need to know about the residue symbol is the following: 
THEOREM 6.2. (a) Ifs # -n, {<!?I, yx} = yS. 
(b) Ifs=-, L%,Lfj;ps} f d is o co imension one on 9m and consists of all 
fE 9$ with Resf = 0. 
ProoJ Given g E P, let H, be the Hamiltonian vector field associated 
with g. Choose a system of functions g, ,..., gN homogeneous of degree one on 
Y such that their differentials span the cotangent space at every point of Y. 
Let Hi = Hgi, and let Di : yS + yS be the operator “differentiation by Hi.” 
We will show that if f E yS and either s # --R or s = -n and Res f = 0, then 
there exists functions hi E >yS, i = l,..., N, such that 
f=xDihi. 
To prove this we need to introduce a pre-Hilbert space structure on yS: We 
will fix, for once and for all, a function p E 9r such that p is everywhere 
positive. By Euler’s identity this implies that dp # 0 everywhere. Let 
2 = { y E Y, p(y) = 1 }. The restriction mapping, f E yS -+ f ( Z, provides an 
identification 
P, g C”(Z). (6.7) 
Let v be the restriction of ~1 to Z. Since v is a volume form, it defines an L* 
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structure on P(Z) and hence, by means of (6.7), an L* structure on yS. We 
will need below to know explicitly what the transpose of Di is with respect to 
this L2 structure. We first observe that there exists a unique vector field, pi, 
on Y such that Eip = 0 and 
Indeed from (6.8) we get 
fi =p-‘Hip=pP’( gi,p}* (6.9) 
Now let Dp : Cm(Z) -+ P(Z) be the operator, “differentiation by Ei .” For 
irEP,, .5’g = sg; so, if we make the identification (6.7), Di gets identified 
with the first-order differential operator 
D; + sJ.. (6.10) 
The transpose of (6.10) is the operator, 
-0: - div(Ei) + & ; (6.11) 
so to compute it we must compute div(zi). We will show that 
div(Ei) = -n&. (6.12) 
Indeed, 
da=d(SJW)=Y;W=W; 
so Q = d(a A ID”-‘) = w”. Since p-“p is the pull-back of a form on X, 
dp-“p = 0; so on Z, we get 
ndpAp=o”. (6.13) 
By definition 
Ysiv = (div Ei) V. 
Therefore, in view of the fact that Ei p = 0, we get from (6.13) 
L!&u” = (div Ei) 0”. 
It is a general fact that for any function h on Y 
div(hE) = h div E + Ph; 
therefore, since 
(6.14) 
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we get from (6.8) 
YEicon = - div(f;:E) w” = -(E&) an -fiy’on = -nf;:’ 
since L is homogeneous of degree zero and YE o = W. Therefore, by (6.14), 
div Ei = -nx as claimed. Going back to (6.11) we get for the transpose of Di 
the formula 
Df = -Dp + (n + ~~~ = -Di + (n + s + S)fi. 
Consider now the operator 
(6.15) 
A,= 5 DiDi. 
i=l 
(6.16) 
Theorem 6.2 is an immediate corollary of the following: 
LEMMA 6.3. When s # -n, A, maps 9, bijectively onto itseif and when 
s = -n the image of A, is the set of all functions, f, for which Resu) = 0. 
Proof. Since A, is a self-adjoint elliptic operator on P(Z) we will be 
able to conclude that it is bijective providing we can show that its kernel is 
zero. For all f E Cm(Z) 
Wtf)= 5 IlD:fll', 
i=l 
so f is in the kernel of A, if and only if Df f = 0 for all i; or, in view of (6.9) 
and (6.15): 
{gi9f}-((n+s+F)p-'{gif}=o (6.17) 
on Y. (Here we are using (6.7) to identify f with an element of ys.) Now 
{gi,P’fl =P’({gi,f } + Ve1{gi9Plf 1; 
so if r = -(n + s t 9, (6.17) implies that { g,,p'f } = 0 for all i. Since the 
Hi’s span the tangent space to Y at every point and Y is connected, p'f must 
be a constant. In particular s = -n and f is a constant multiple of p-". If 
f=p-" then for allgES,, the L2 inner product off with g is 
But, by (6.5), gp = rr”~,; so 
5, I m = pg = Rest g)- X 
This concludes the proof of Lemma 6.3 (and also of Theorem 6.2.) 
WEYL'S FORMULA 155 
In Section 7 we will need a somewhat stronger result than Theorem 6.2: 
THEOREM 6.4. Let f=f(s, y) =f,(y) be a function on C x Y which is 
smooth in s and y and real analytic in s, and for fixed s is homogeneous of 
degree s as a function of y. Suppose also that for s = -n, Res(fs) = 0. Then 
there exist functions hi = hi(s, y) = h,,,(y) with the same properties such that 
for all s 
fs= \7 {gi,hi.sl* (6.18) 
i= I 
Proof: For s # -n the “best” solution of (6.18) is given by 
hi,,=D:(A,)-‘f,> i = l,..., N. (6.19) 
The right hand side of (6.19) is clearly analytic in s for s # -n. We will 
show that if the residue off, at s = -n is zero, it is analytic at s = -n as 
well. Henceforth we will think of A, as a self-adjoint elliptic operator on 
P(Z) depending real-analytically on the parameter s. At s = -n the lowest 
eigenvalue of A, is zero and is a simple eigenvalue. Therefore, for s near -n, 
the lowest eigenvalue, n,(s), is also simple and is a real analytic function of 
s. Since &(s) takes on a local minimum at s = -n, i,(s) = 0 at s = -n. We 
will prove 
LEMMA 6.5. At s = -n, j,(s) is positive. 
ProoJ Let 4, be the eigenfunction of A, corresponding to n,,(s). Without 
loss of generality we can assume that 4, depends analytically on s for s near 
-n, has L2 norm equal to one and is equal to a non-zero constant function, 
C, when s = -n. Then 
M> = (A,!&~ 4,)= g, Ilw,II’* (6.20) 
By (6.15) 
D:#, = (s + n)(D$ Is= -,, + Cf;:) + O((s + n)2) 
for s real. Lemma 6.5 will be proved if we can show that the expression in 
parentheses is non-zero. For this it is enough to show: 
LEMMA 6.6. Suppose that for some constant C there exists a function, 
g E P(Z), such that 
CA=-(Dfg),-. (6.21) 
for all i. Then C = 0 and g is constant. 
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Proof. By (6.15), (Df),=-, = -((DJSzen + nfi). Suppose that g satisfies 
(6.21) for some constant C. Extend g to all of Y by requiring it to be 
homogeneous of degree -n. Then sincef;: is homogeneous of degree zero, the 
equation above is equivalent to the following equation on Y: 
or, by (6.91, 
or, in other words, 
for all i. Since the Hi’s span the tangent space to Y at each point of Y, 
C Logp -p”g is constant; so, by homogeneity, C = 0 and p”g is constant; 
i.e., g is constant on 2. Q.E.D. 
We will now prove Theorem 6.4. We can write 
where 4, is, as above, the ground-state eigenfunction of A, and wS is 
orthogonal to 0,. The assumption that Res(fJ = 0 when s = -n requires that 
t(s) = 0 when s = -n. For s near -n, the solution (6.19) of (6.18) is given 
by 
hi,s= t(s)&(s)-‘D;#, +D:(A,)-’ I//,. 
The second term is clearly analytic in s at s = -n. As for the first term, both 
r(s) and D:#, vanish at s = --n, while J,,(s))’ blows up quadratically; so it is 
also real-analytic at s = --n. Q.E.D. 
As a corollary we get 
THEOREM 6.7. Let f =f (s, y) =f,(y) be a function defined on the strip: 
yE Y, a-s<Ims<a+a, b<Res<c. Suppose f is smooth in s and y, 
holomorphic in s and for jked s homogeneous of degree s in y. Suppose 
finally that Res(f-,) = 0. Then for some 6 Q E, there exist functions, hi(s, y), 
i = l,..., N, defmed on the strip: yE Y, a-6<Ims<a+6, b<Res<c, 
such that hi(s, y) is smooth in s and y, holomorphic in s, for fixed s 
homogeneous of degree s in y and satisfies 
fs= 2 {gi,hi,,I* 
i= 1 
(6.22) 
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7. ANALYTIC CONTINUATION OF THE ZETA FUNCTION 
Let A(z) E R’ be a family of operators depending holomorphically on z. 
If d is the nuclear dimension of SF* then for Re z < -d, A(z) is of trace class 
and its trace 
i(z) = trace A(z) 
is a holomorphic function of z. Let n = dim Y/2. We will prove: 
THEOREM 7.1. C(z) has a meromorphic continuation to the whole 
complex plane which is holomorphic except at the points, -n, -n $ 1, 
-n + 2,..., and at these points has at worst simple poles. 
Proof: Let q, ,..., q,,, be smooth functions on Y homogeneous of degree 
one such that at each point of Y the differentials, dq,,..., dqKy, span the 
cotangent space at that point. Let Qj E ZF” be an operator with symbol qi. 
By Theorem 6.7 we can, for each real number, a, find an arbitrarily long 
horizontal strip in the complex plane 
-M<Rez,<M, a-e<Imz<a+s, (7.1) 
and for each z on this strip operators, P,(z) ,..., P,%,(z) E P-z and 
A ,(z) E SF “-I, depending holomorphically on z, such that 
(Z + n)A(Z)= r [Qi,Pi(z)] +A,(Z). 
LT, 
(7.2) 
If Re .z < -d - 1 both QiPi(Z) and Pi(Z) Q, are of trace class, and their 
traces are equal; so, for Re z < -d - 1, the trace of the first term on the right 
hand side of (7.2) is zero. Therefore, if [i(z) = trace A i(z), 
(z + n> C(z) = C,(z) (7.3) 
on the intersection of the strip, (7.1). with Re z < -d - 1. However, A i(z) is 
of trace class on the intersection of this strip with the half-plane 
Re z < -d + 1; so, from (7.3) we get an analytic continuation of (z + n) c(z) 
to the half-plane Re z < -d + 1. Now repeat the argument with A i(z) in 
place of A(z). Q.E.D. 
Let P be a positive-definite self-adjoint elliptic operator of order one. 
Applying the result above to the complex powers, P’, we get as a corollary 
of Theorem 7.1: 
THEOREM 7.2. The zeta function, [(P, z) has a meromorphic 
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continuation to the whole complex plane which is holomorphic except at the 
points 2 = -n, -n + l,... and at these points has at worst simple poles. 
Let {Ji, i = 1,2 ,.., } be the spectrum of P. Then 
[(P,z)= 5 n;. (7.4) 
i=l 
As we observed in Section 4, the Dirichlet series on the right converges on 
the half-plane Re z < -d, and diverges when Re z > -d. If the left hand side 
of (7.4) were regular at z = -d the right hand side would have to converge in 
a small disk about z = -d (see, for instance [ 19, p. 2941); so the point, 
z = -d, is a pole of c(P, z). In particular, -d must be one of the points, -n, 
-n + 1 ,... .We will prove that it actually has to be the point, z = -n. To see 
this, consider, for each A E ZV’-d, the function 
&4, P)(z) = trace AP’. 
<(A, P) is a holomorphic function of z for Re z < 0, and by Theorem 7.1 it 
has a meromorphic continuation to the whole complex plane, and at z = 0 
has, at worst, a simple pole. Let y(A, P) be the residue of ((A, P)(z) at z = 0. 
It is clear from the remarks above that y(A, P) # 0 when A = Pmd. Moreover, 
y(A, P) depends only on the symbol of A. Indeed, if A and A r have the same 
symbol, A -A, =B E ?PPd-‘; so 
&4, P)(z) - <(A i, P)(z) = trace BP’; (7.5) 
and the right hand side of (7.5) is regular at z = 0. We will also show that 
~$4, P) is independent of P. Let Q be another positive-definite self-adjoint 
elliptic operator of order one. We will show that 
~6% P) = ~(4 Q>- (7.6) 
Indeed 
Q’P-‘=I+zR(z) 
where R(z) is of order zero and depends holomorphically on z. Therefore, for 
Rez<O 
trace A QZ = trace AP’ + z trace AR(z) P’. 
By Theorem 7.1 the second term on the right is regular at z = 0; so 
y(A, P) = y(A, Q) as claimed. We will next show: 
LEMMA 7.3. Suppose A = [Q, B] for some Q E W’ and B E TTd. Then 
y(A, P)= 0. 
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Proof: Without loss of generality we can assume that u(Q) is real and 
positive. Since ~(4, P) depends only on o(A) (and hence only on u(Q)) we 
can assume that Q is a positive-definite self-adjoint elliptic operator of order 
one. BY (7.6), 14-4 P> = ~(4 Q>; so we only have to show that y(A, Q) = 0. 
But, 
trace AQ” = trace [Q, B] Q’. (7.7) 
For Re z < -1, QBQ’ and BQQ’ are of trace class and have the same trace; 
so for Re z < - 1, (7.7) is identically zero. Therefore, it is zero for all z and, 
in particular, ?(A, Q) = 0. Q.E.D. 
Thus the assignment, A --) y(A, P) defines a linear functional on the space, 
.9-d, of symbols of order -d, and this linear functional is non-zero, 
independent of P and vanishes on {T,, .?d}. By Theorem 6.2, d has to be 
equal to -n and this linear functional has to be a non-zero constant, yO, not 
depending on P, times the residue functional. 
Summarizing we have shown: 
THEOREM 7.4. The nuclear dimension, d, of W is equal to -n. 
Moreover, there exists a non-zero constant, yO, depending only on SF* such 
that for all A E ZF-” the zeta function <(A, P)(z) has a simple pole at z = 0 
with residue equal to y0 Res(a(A)). 
Letting A = P-” we see that ((P, z) has a simple pole at z =-n with 
residue equal to y,, Res(a(P-d)). However, it is easy to see that Res(u(Ped)) 
is the product of a constant depending only on Y times the symplectic 
volume of the set, u(P) < 1; so we have proved 
THEOREM 7.5. There exists positive constant, y, depending only on X- 
such that the residue at z = -n of ((P, z) is equal to y times the symplectic 
volume of the set, u(P) ,< 1. 
Combining this with the Ikehara Tauberian theorem (see ]23]) we get the 
Weyl estimate (1. I ) for the asymptotic growth of the eigenvalues of P. 
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