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Statement of the Problems Studied
The research on simultaneous inference and ranking and selection procedures is important and relevant in comparing several populations ( products, alternatives ) in terms of their intrinsic quality or worth. This report embodies the research accomplishments in this broad area. The main contributions deal with newly developed ranking, selection and testing procedures based on Bayes and empirical Bayes approach. During the period April 1995 to September 2000, twenty-five research papers were completed by the PI and collaborators. Of these fifteen have been published and or accepted for publication in refereed journals and refereed conference proceedings volumes. The problems studied deal with a wide range of statistical models such as normal, Bernoulli, Poisson, and logistic distributions. In other papers, the statistical models are quite general in that the distributions are not specified but may belong to a broad family such as the positive or the general exponential family of distributions. One may want to know how good the empirical Bayes procedures are. This question is answered in terms of the convergence rate of the regret risk associated with empirical Bayes procedures. In general, it is found that the rate is optimal or very close to the optimal, where the optimal rate is the best achevable rate under certain conditions.
List of Manuscripts

Published and Accepted for Publicaiton in Refereed Journals.
During the period of April 1995 to September 2000, the following papers have been published and/or accepted for publication.
[1] Gupta, S. S. 
Submitted to Refereed Journals.
During the above period, the following research papers have been completed and submitted for possible publication.
[16] Gupta, S. S., He, S. and Li, J. (1999). On selection procedures for exponential family distributions based on type-I censored data. Department of Statistics, Purdue University, Technical Report # 99-06.
[17] Li, J. (2000). Optimal rate of monotone empirical Bayes tests for normal means.
Published as Technical Reports.
During the same above period, the following research papers have also been done and are available as Purdue Statistics Department Technical Reports. These papers will be submitted for publication in the near future.
[ 
Summary of the most important results.
Resaerch accomplishments have been made in the following areas.
Multiple Decision Theory with Special Reference to Selection and
Ranking Procedures in simultaneous Inference.
Papers [1, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 16, 24] In [3] , Gupta and Miescke have investigated the selection problems for k independent populations from the underlying exponential family. Suppose one wants to find that population which has the highest parameter value, using a Bayes selection rule which is based on a known prior density and a given loss function. Assume that k independent samples of sizes ni,n 2 ,... ,rik, respectively, have been observed already at a first stage, and that m additional observations are planned to be taken at a second stage.
The problem considered is how to allocate these m observations in a suitable manner among the k populations, given the information gathered so far. Several allocation schemes have been examined and compared analytically, as well as numerically. A simple look-ahead-one-observation-at-a-time allocation rule has been shown to have good performance properties. This paper studies, in detail, the case where the underlying distributions are normal.
Liang [4] has derived selection procedure for simultaneously selecting good populations compared with a control from among k normal populations. Liang [4] also investigated the asymptotic optimality and established the associated rate of convergence for the procedure. It is shown that the relative regret Bayes risk of the proposed empirical Bayes selection rule converges to zero with a rate of order 0(k~1).
Gupta and Liang [6] derived statistical selection procedures to partition k normal populations into "good" and "bad" ones, respectively, using the nonparametric empirical Miescke [9] investigated Bayes sampling designs for selection procedures. From k independent populations which belong to a one-parameter exponential family {Fg}, 6 G Q, C R, random samples of sizes mi, ••-, mk, respectively, are to be drawn. After the observations have been drawn, a selection procedure is used to determine which of these k populations has the largest value of 6. Given a prior for the k parameters, a
Bayes selection procedure can be found and its Bayes risk can be determined, where both depend on m x , ■ ■ •, mk-Let the sample size be restricted by mi
where m is fixed. The problem of how to find the optimum (minimum Bayes risk) sample design subject to this constraint is considered, as well as m-truncated sequential sampling allocations. Results for normal and binomial families, under 0-1 loss and the linear loss, are presented and discussed. An introduction to Bayes selection procedures is included.
In [11] , the problem of selecting the most reliable Poisson population from among k competitor provided it is better than a control was studied using the empirical Bayes that the rule S n is optimal in the sense that (1) it has good performance for a small sample size since it possesses weak admissibility and (2) it has good performance for a large sample size since it possesses the optimal convergence rate.
Paper Using a natural assumption that J Q \9\dG(9) < oo, they constructed the empirical Bayes test and showed that its regret goes to zero with a convergence rate of order o(n _1+1°s i°s").
This rate of convergence improves the previous results regarding this problem in the sense that a much faster rate of convergence is achieved under weaker conditions. The applications of this result to N(9,1) and the general exponential family distributions were given as corollaries.
In [25], Gupta and Li considered the one-sided testing problem for lower truncation parameters through the empirical Bayes approach. The optimal rate of the monotone empirical Bayes tests was obtained and a monotone empirical Bayes test 8 n achieving the optimal rate was constructed. It was shown that 5 n has good performance for both small samples and large samples.
Other (Miscellaneous) Related Research.
Other Gupta and Liang in [5] studied the problem of constructing simultaneous lower confidence bounds for the PCS t , simultaneously, for t = 1,..., k -1, for the general locationparameter models, where k is the number of populations involved in a selection problem and PCS t denotes the probability of correctly selecting the t best populations. The result was then applied to the selection of the t best unknown means of normal populations.
In Paper [10] with a rate of convergence of order 0(exp(-cn)) for some c > 0, where n denotes the number of historical data at hand when the present decision problem is considered.
In [19], Gupta, Liang and Lin investigated the problem of selecting the treatment with the largest probability of success from k(> 2) independent Bernoulli treatments.
The data are taken using the inverse binomial sampling (i.e., the negative binomial models are considered). The selection treatment must be better than a given control.
The authors employed the empirical Bayes approach and developed a two-stage selection procedure. They proved that the proposed selection rule is asymptotically optimal at the rate of convergence of order 0(exp(-cn)), for some positive c, where n is the number of the historical data at hand. A simulation study was also carried out to investigate the performance of the proposed empirical Bayes selection procedure for small to moderate values of n. The simulation results are provided in the paper.
Gupta and Lin [20] studied a selection problem for linear measurement error models A selection procedure was constructed and its asymptotic optimality was also investi- In 1997, Professor Gupta was invited to give talks at three international conferences. Two joint papers mentioned above (see [12] and [13] ) were presented by the coauthors, Klaus Miescke and Xun Lin, respectively, at the symposium.
On October 10 and 11, 1998, Professor Gupta gave an invited talk at the Interna- Jainjun Li also presented a talk on the empirical Bayes tests for some exponential family at this meeting.
Report of Inventions.
None.
7. Technology Transfer.
Nothing to report.
