Abstract This paper presents an improvement of the sixth-order method of Chun and Neta as a class of three-step iterations with optimal efficiency index, in the sense of Kung-Traub conjecture. Each member of the presented class reaches the highest possible order using four functional evaluations. Error analysis will be studied and numerical examples are also made to support the theoretical results. We then present results which describe the dynamics of the presented optimal methods for complex polynomials. The basins of attraction of the existing optimal methods and our methods are presented and compared to illustrate their performances.
Introduction
Nonlinear equations arise in many real problems in Science and Engineering. The subject of root-finding of nonlinear equations play an important role in Numerical Analysis and Optimization. In particular, Newton's scheme and its modifications can be used to solve the variational inequality and the nonlinear complementary problems (see, for example [1] and [2] ). Also efficient iterative schemes are needed to solve nonlinear equations coming from the application of shooting methods to solve boundary value problems.
Throughout this paper we consider iterative methods to find a simple root α in an open interval D, i.e., f (α) = 0 and f (α) = 0, of a nonlinear equation f (x) = 0.
Recenly, Chun and Neta in [3] presented a sixth-order method as follows
This scheme without memory includes three evaluations of the function and one evaluation of the first-order derivative per computing step to reach the order six and thus its classical efficiency index is 6 1 4 ≈ 1.565, which is not as high as possible with four functional evaluations according to the hypothesis of Kung and Traub on the optimality of multi-point iterations without memory [4] .
To improve the local order of convergence different techniques have been used getting iterative schemes with and without memory (see, for instance [5] [6] [7] ) and to upgrade the efficiency index, many optimal methods without memory have been proposed; see, for example, [3, [8] [9] [10] [11] [12] [13] [14] [15] [16] , and the references therein.
The prime motivation of this paper is to optimalize (1) in terms of the local convergence order and the efficiency index, as well as to study the dynamics of some optimal eighth-order methods using fractal picture. Thus, we aim at modifying (1) to reach a wide class of three-step methods using four evaluations, i.e. the same as (1), but with higher order of convergence and efficiency. This purpose will be studies by using weight function technique.
The dynamical study of the rational function associated to an iterative method gives important information about the convergence and stability of the scheme. In this sense, we should not forget the early work [17] and more recent studies, as for example [18] [19] [20] [21] [22] [23] and the references therein). In order to do this, we recall some concepts. Thus, now we shortly present them. Let R :Ĉ →Ĉ be a rational map on the Riemann sphere. For z ∈Ĉ, we define its orbit as the set orb(z) = {z, R(z), R 2 (z), · · · , R n (z), · · · }, and subsequently, a point z 0 is a fixed point of R if R(z 0 ) = z 0 .
A The rest of the paper is organized in what follows. In the next section, we derive a new family of three-step eighth-order convergent methods, which is consistent with the Kung-Traub conjecture. Section 3 covers some concrete optimal eighth order of convergence methods of the class. Next, in Section 4, we give a number of numerical tests to clarify the effectiveness of the new attained methods. Section 5 successfully discusses the dynamics of the presented optimal iterations. The concluding remarks of the paper is furnished in Section 6.
The improved scheme
To build an optimal eighth-order method consuming four evaluations according to (1), we suggest the following iterative class by using weight function approach at the end of the first and third steps
f (y) , without the index n. The three weight functions A(δ), G(t), and H (μ), should be chosen such that the order arrives at local eight. This is done and illustrated in Theorem 1. 
Theorem 1 Let
when
Proof By defining e n = x n − α as the error of the iterative scheme in each iteration, applying the Taylor's series expansion and taking into account f (α) = 0, we have 
Substituting (6) in y n and writing the Taylor's expansion for f (y n ), we obtain by considering
f (y n ) = c 2 e
Moreover for the second step of (2), we find
Using (9), we now have
. It is now easy to find
For the last step of (2), we obtain by using (7)- (10) 
.
, H (0) = 1 and |H (0)| < ∞, the error equations in the last step will be attained as comes next e n+1 =
n +O(e 9 n ). This shows that the iterative scheme (2) can attain at least eighth order of convergence. Hence, the proof is complete.
Remark 1
The suggested class (2) includes only four evaluations per full cycle to achieve the local convergence order eight. Hence, its classical efficiency index is 8 1 4 ≈ 1.682, which is much better than the efficiency of its origin, i.e. 6 1 4 ≈ 1.565 of the method (1).
Remark 2
The weight function A(δ) at the end of the first step gives a generality to the first step. Since, its third derivative around zero has a clear effect on the final error equations (3) . Such an effect provides a more generality to the proposed scheme along with furnishing a better condition for making schemes with memory out of (2).
Remark 3
The extension of the proposed class for finding multiple zeros is straightforward based on the transformation function h(x) := f (x)/f (x). In fact, by applying this procedure, the multiple zeros of the function f are converted to simple one and then the new scheme (2) can effectively be applied.
Some optimal concrete methods
Some new methods can now be constructed using Theorem 1 and the class (2) . Note that some typical forms of the weight functions satisfying Theorem 1 are illustrated in Table 1 . By applying A (3) (0) = 0, H (0) = 0, and G (4) (0) = 120 we have, for instance
with the following error equation 
Methods

A(δ) G(t) H (μ)
By using A (3) (0) = 6, H (0) = 0, and G (4) 
where its error relation reads 
Finally, by applying A (3) (0) = 0, H (0) = 0, and G (4) 
Numerical examples
In this section, we check the effectiveness of the iterative class (2) by choosing their members (11), (13) , and (15) . Due to this, we have compared them with the following scheme, described in
where α, β, γ ∈ R, α+β = 0 and
We will choose α = β = γ = 1, in Table 3 .
The following optimal three-step eighth-order iteration [11] will also be used
For comparisons, we have also used the following methods presented in [14] 
given nonlinear function (f 1 ) after three iterations is zero up to 680 decimal places. For numerical comparisons, the stopping criterion is |f (x n )| < 1.E−1000. We used MATLAB 7.5 for numerical computations and variable precision arithmetics with 1,100 digits of mantissa.
Although the results shown in Table 3 are not as good as would be desirable for methods (11) , (13) and (15), the dynamical study that we show below indicates that there are important aspects in which new methods improve other eighth-order known methods. We are going to study the basins of attraction of the different methods for finding the roots of unity.
There are various criteria involved in choosing an iterative method to approximate the root of an equation. These include the initial value problem, the rate of convergence and the complexity of the calculation. In order to investigate these dynamics with some higher order methods we have improved the method (1) and now study their complex dynamics.
Note that a point z 0 belongs to the Julia set if and only if dynamics in a neighborhood of z 0 displays sensitive dependence on the initial conditions, so that nearby initial conditions lead to wildly different behavior after a number of iterations.
Fractal pictures for the basins of attractions of the eighth order methods
We consider the polynomial f (x) = x r − 1, x ∈ C for finding the rth roots of unity. The rth roots of unity are given by
The basin of attraction corresponding to a zero α j of the polynomial f (x) is the set of all starting points x 0 which are attracted to α j . We use a similar like technique as in [23] to generate the basins of attraction.
In our numerical experiments, we take a square R × R = [−2, 2] × [−2, 2] of 256 × 256 points and we apply the eighth order iterative method starting in every x 0 in the square. If the sequence generated by iterative method attempt a zero α j of the polynomial with a tolerance |f (x k )| < 1e−5 and a maximum of 25 iterations, we decide that x 0 is in the basin of attraction of these zero.
If the iterative method starting in x 0 reaches a zero in n iterations (n ≤ 25), then we mark this point x 0 with a color depending on n with colormap hot in MATLAB as shown in Fig. 1 . If n > 25, we conclude that the starting point has diverged and Method r = 2 r = 3 r = 7 r = 20 (17) and (18) for (11), (13) and (15) for f (x) = x 3 − 1 Fig. 6 Basins of attraction of methods (17) and (18) for (11), (13) and (15) for f (x) = x 7 − 1 Fig. 9 Basins of attraction of methods (17) and (18) for Fig. 10 Basins of attraction of methods (19) and (20) for
(a) (11) (b) (13) (c) (15) Fig. 11 Basins of attraction of methods (11), (13) and (15) we assign a white color. Let us denote μ be the mean number of iterations for the converging points and N d the number of diverging points. We choose r = 2, 3, 7, 20 for our numerical experiments. Table 4 gives a comparison of μ and N d of the eighth order methods for the polynomials f (x) = x r − 1, r = 2, 3, 7, 20. We also show a column with the percentage of white points for each method. We can observe that all methods (except (18) ) are globally convergent for quadratic polynomials, being the mean number of iterations similar in all cases. Proposed methods are also globally convergent for cubic polynomials as well as (19) and (20) . Although, the global convergence is missed for higher degree of the polynomials, the number of divergent points is much lower in new methods than in known ones. Figure 2a -c show the basins of attraction for our new methods (11), (13) and (15), respectively for the quadratic polynomial. The dark regions show the roots α 1 = −1 and α 2 = 1. This shows the rapid convergence of eighth order methods when the starting points are chosen close to the root. There are no diverging points for the 3 methods and all methods converge in less than 10 iterations as shown by the dark intensity of the colors. Figures 3a, b and 4a , b show the basins of attraction for the methods (17)- (20) , respectively. We observe that there are some diverging points for method (18) which is based on divided difference methods and is the worst method. We can observe the beautiful pictures produced by each method. The most efficient method with the lowest mean iteration number and greatest basins of attraction for the quadratic polynomial is (17) . These figures confirm graphically the numerical results shown in Table 4 . Figures 5, 6 and 7 show the basins of attractions for the cubic polynomial. There are some diverging points for method (17) but a lot for method (18) . The other methods are globally convergent. The best method in terms of lowest mean iteration number (see Table 4 ) and largest basins of attraction is method (11) .
As the degree of the polynomial increases from 3 to 7, the methods have difficulties and their mean iteration number increases. Our methods have very little diverging points compared to the other ones. Method (11) is globally convergent. Figures 8, 9 and 10 show the basins of attractions for finding the 7th roots of unity. The fractal of the methods (11), (13) and (15) are almost similar. We also observe in Fig. 9 methods (17) and (18) have a lot of white (divergent) points which is confirmed by Table 4 . The method (11) is again the most efficient method.
For a large r = 20, the complexity of the fractals increases for the methods as shown as in Figs. 11, 12 and 13. The fractals are almost similar and the number of diverging points are high for all methods. Method (15) has the lowest number of diverging points whereas method (19) has the lowest mean iteration number of the converging points. On the whole, we see that our methods are better than the other methods in the literature.
Conclusion
Our main goal and motivation in constructing iterative methods for solving nonlinear equations is to attain as high as possible order of convergence with minimal computational cost. The most efficient existing root solvers are based on multi-point iterations, first studied in the Traub's book [24] ; and recently have been analyzed in the Ph.D. Thesis [25] .
A novel eighth-order class of derivative-involved methods without memory including three steps and four functional evaluations per full cycle to reach the optimal convergence order 8 have developed by using the method of Chun and Neta (1) , and weight function technique. The contributed class has arrived at the optimal efficiency index 8 1 4 ≈ 1.682. The convergence analysis of (2) has been made. Finally, numerical examples were employed to support the theory presented in this paper. The basins of attraction of the new methods have also been provided and they have shown that the new methods can compete with other optimal eighth order methods in the literature.
