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Abstract—In this paper, we consider the problem of minimizing
the multicast decoding delay of generalized instantly decodable
network coding (G-IDNC) over persistent forward and feedback
erasure channels with feedback intermittence. In such envi-
ronment, the sender does not always receive acknowledgement
from the receivers after each transmission. Moreover, both
the forward and feedback channels are subject to persistent
erasures, which can be modeled by a two state (good and bad
states) Markov chain known as Gilbert-Elliott channel (GEC).
Due to such feedback imperfections, the sender is unable to
determine subsequent instantly decodable packets combinations
for all receivers. Given this harsh channel and feedback model,
we first derive expressions for the probability distributions of
decoding delay increments and then employ these expressions
in formulating the minimum decoding problem as a maximum
weight clique problem in the G-IDNC graph. We also show
that the problem formulations in simpler channel and feedback
models are special cases of our generalized formulation. Since
this problem is NP-hard, we design a greedy algorithm to solve
it and compare it to blind approaches proposed in the literature.
Through extensive simulations, our adaptive algorithm is shown
to outperform the blind approaches in all situations and to
achieve significant improvement in the decoding delay, especially
when the channel is highly persistent.
Index Terms—Multicast channels, Persistent erasure channels,
G-IDNC, Decoding delay, Lossy intermittent feedback, Maximum
weight clique problem.
I. INTRODUCTION
In the past decade, Network Coding (NC) emerged as a
promising technique to improve throughput [2]–[4] and delay
over wireless erasure channels [5]. Fundamental research has
been conducted to approach the network capacity. However,
due to a mixing in definitions in NC, a better use of channel
or throughput does not mean a lower delay, in general, at the
application level [6], [7]. This is mainly caused by the erasure
nature of links that affects the delivery of meaningful data and
thus affects the ability of receivers to synchronously decode
the mixed information flows. Defining the delay in network
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coding is not straightforward. Many recent studies have been
dedicated to better understand the delay aspect of network
coding. These works can be divided into two groups. The
first considers the delay as the overall transmission time and
the second as the individual delay experienced when delivered
packets are not useful at their reception instant. The former
notion is called the completion time [8]–[11] and the latter the
decoding delay [12]–[16].
An important subclass of network coding, called Instantly
Decodable Network Coding (IDNC) [17]–[20], gained much
attention thanks to its several benefits. IDNC can be im-
plemented using simple XOR based packet encoding and
decoding which eliminates the need for matrix inversion at the
receiver [21]. Moreover, each non-instantly decodable packet
is discard. These simple decoding and no buffer properties
allow the design of simple and power efficient receivers.
IDNC can itself be classified into two schemes named Strict
(S-IDNC) and Generalized IDNC (G-IDNC). The S-IDNC
scheme, proposed in [22], imposes restrictions on the sender
to generate no packets that cannot be decoded at reception
by any of the receivers. The decoding delay performance
of this scheme has been studied [14], [22]. However, this
strict IDNC constraint limits the number of receivers targeted
simultaneously. To overcome this limitation, G-IDNC was
introduced in [12]. This scheme allows the sender to generate
any combination of packets but forces the receivers to discard
every packet that cannot be decoded at its reception instant.
Through simulations G-IDNC was shown to outperform S-
IDNC and to achieve a better decoding delay [12].
All these aforementioned works considered an ideal G-
IDNC problem with accurate and prompt feedback at the
sender from all the receivers and memory-less erasure channels
(MECs) for the forward links. These assumptions are too
idealistic given the severe and highly correlated impairments
on both forward and feedback channels of wireless networks,
due to shadowing, high interference and fading. Moreover,
many wireless networks standards employ a time division
duplex (TDD) structure for downlink and uplink transmissions.
In such networks, the sender (usually a base station or an
access point) cannot receive feedback at all from any of the
receivers until the start of the uplink frame. Consequently,
this sender will need to transmit several subsequent packets
without having any information about their reception status at
the different receivers. When G-IDNC is employed in such
uncertainties about prior packet reception, the sender will no
longer be certain on whether a sent packet combination will
instantly provide a new packet for these receivers, and thus
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will not be certain about the resulting completion and decoding
delays.
Some recent works started to address some of these con-
cerns in IDNC. Especially [9] and [11] studied the completion
time for intermittent and lossy feedback, whereas [13] studied
the decoding delay problem in persistent erasure channels. In
[1], we studied the problem of minimizing the decoding delay
in G-IDNC over memory-less erasure forward and feedback
channels with feedback intermittence. In this paper, we aim
to extend our work in [1] by studying the minimum decoding
delay problem of G-IDNC in the more general persistent era-
sure channel (PEC) model on both the forward and feedback
channels, and in the presence of feedback intermittence.
To achieve our goal, we first derive expressions for the
probability distributions of the decoding delay increments in
the different levels of feedback uncertainty over such harsh
channel model. We then employ these expressions to formulate
the minimum decoding delay problem as a maximum weight
clique problem in the G-IDNC graph. We then show that all
previously obtained results for memory-less erasure channels
and/or prompt feedback can be simply obtained as special
cases of our proposed generalized formulation. Since finding
maximum weight cliques is NP-hard [23]–[26], we design a
greedy algorithm to solve the problem. We finally compare the
performance of our optimal and heuristic adaptive algorithms
to other blind approaches proposed in [9], [11].
The rest of the paper is organized as follows. Section II
introduces the system model and presents formal definitions
of the terms and parameters used in the paper. In Section III,
we illustrate the considered channel and feedback models. In
Section IV, we derive the probability distributions of decoding
delay increments and introduce our problem formulation. Sec-
tion V presents the problem formulations for simpler channel
and feedback environments as special cases of our proposed
generalized formulation. In Section VI, we design a heuristic
algorithm. Simulation results are presented in Section VII
before concluding the paper in Section VIII.
II. SYSTEM MODEL AND PARAMETERS
The model we consider in this paper consists of a wireless
sender that is required to deliver different (but possibly over-
lapping) portions of a frame (denoted by N ) of N source
packets to a set (denoted by M) of M receivers. Each
receiver is interested in receiving a subset Li of packets
from this frame (i.e. Li ⊆ N , ∀ i ∈ M). The case
where Li = N , ∀ i ∈ M is referred to as a broadcast
session. Let L be the average percentage of needed packets
by each receive
(
i.e. L =
∑
i∈M |Li|/(M ×N)
)
. We refer to
the packets requested by receiver i (packets in Li) and those
not requested by it (packets in N \ Li) as its primary and
secondary packets, respectively.
In an initial phase, the sender transmits the N packets of
the frame uncoded to all the receivers. Each receiver listens
to all the transmitted packets and feeds back to the sender an
acknowledgement for each successfully received packet (even
unwanted packets). The feedback protocol of the recovery
phase in given in the next section. Both transmitted packets
from the sender and feedback from the receivers are subject
to erasure. Since receivers send feedback only when they
successfully receive a packet, then an unheard feedback event
at the sender from a given receiver makes the sender uncertain
on whether the packet or the feedback were erased. At the end
of this initial phase, four sets of packets are attributed to each
receiver i:
• The Has set (denoted by Hi) is defined as the sets
of packets successfully received and acknowledged by
receiver i.
• The Lack set (denoted by Li) is defined as the sets of
packet that are not in the Has sets. In other words, Li =
N\Hi.
• The Wants set (denoted by Wi) is defined as the sets of
primary packets in the Lack sets (i.e. primary packets that
are lost by receiver i or whose feedback is erased at the
sender). We have Wi ⊆ Li.
• The Uncertain set (denoted by Xi) is defined as the sets
of packets whose state is uncertain. We have Xi ⊆ Li.
The sender stores this information, after transmission at time
(t − 1), in a feedback matrix (SFM) F(t) = [fij(t)], ∀ i ∈
M, ∀ j ∈ N , ∀ t ∈ N+ such that:
fij(t) =

0 if j ∈ Hi(t)
−1 if j ∈ Li(t) \Wi(t)
1 if j ∈ Wi(t) \ Xi(t)
x if j ∈ Wi(t) ∩ Xi(t).
(1)
After the initial phase, a recovery transmission phase begins
at time t = 1. In this phase, the sender transmits X-OR
combination of the source packets, using information from
the feedback matrix and the expected erasure patterns. After
each transmission, each receiver that received and successfully
decoded a packet acknowledges the reception of all received
packets. The sender uses the feedback to update the feedback
matrix. This process is repeated until all receivers report that
they obtained all their primary packets. We define the targeted
receivers by a transmission as the receivers that can instantly
decode a packet from this transmission.
In the recovery phase, the transmitted coded packets can be
one of the following three options for each receiver i:
• Non-innovative: A packet is non-innovative for receiver
i if all the source packets it encodes were successfully
received previously or they are secondary packets.
• Instantly Decodable: A packet is instantly decodable for
receiver i if it contains only one source packet from Li
that was not received previously.
• Non-Instantly Decodable: A packet is non instantly de-
codable for receiver i if it contains two or more source
packet from Li.
We use the same definition of decoding delay found in [12],
[13]:
Definition 1. At any recovery phase transmission, a user i,
with non-empty Wants sets, experiences a one unit increase
of decoding delay if it receives a packet that is either non-
instantly decodable or both instantly decodable and non-
innovative.
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Fig. 1. The two state Gilbert-Elliott channel.
This definition of decoding delay does not take into account
delay due to erasure in transmission channels and the one due
to packets arrangement and reordering. It rather focuses on the
delays resulting from the reception of useless coded packets.
III. CHANNEL AND FEEDBACK MODELS
A. Forward Channel Model and Parameters
The memory criterion of the channel is modeled by the
well known Gilbert-Elliott channel (GEC) [27], [28]. The
GEC is a varying channel, the crossover probabilities of
which are determined by the current state of a discrete time
stationary binary Markov process (see Figure 1). The states
are appropriately designated G for good and B for bad. Due
to the underlying Markov nature of the channel, it has memory
that depends on the transition probabilities between the states,
which can be defined for receiver i as follows.:
P(Cpi (t) = G|Cpi (t− 1) = B) = gpi
P(Cpi (t) = B|Cpi (t− 1) = B) = 1− gpi
P(Cpi (t) = B|Cpi (t− 1) = G) = bpi
P(Cpi (t) = G|Cpi (t− 1) = G) = 1− bpi , (2)
where Cpi (t) is the state of the channel for receiver i at time
t, ∀ t ∈ N+ and the superscript p refers to the forward
channel. From a physical concern, the system is more likely
to stay in the same state than switch between states. Thus, the
values of gpi and b
p
i , ∀ i ∈ M are, in general, both less than
or equal to 0.5.
The probability to be in Good or Bad state (steady-state
probabilities) can be calculated as :
PGpi = P(C
p
i = G) =
gpi
gpi + b
p
i
PBpi = P(C
p
i = B) =
bpi
gpi + b
p
i
. (3)
The memory factor of the channel is defined as µi , 1 −
gpi − bpi and so 0 ≤ µi ≤ 1, ∀ i ∈ M. We also define the
average channel memory µ =
∑
i∈M µi/M . A high value of
µi means that the states of the channel are highly correlated
and thus the channel is likely to stay in the same state during
the following transmission. When µi = 0 (i.e. g
p
i = 1 − bpi ),
the state of the channel changes in an independent manner.
Consequently, this channel model is a more general model of
which the memory-less channel is a special case.
We assume that the sender has perfect knowledge of the
state transition probabilities of the channels of all the receivers
and the initial state for each receiver. We also assume that
there is no interaction between receivers and each one is seen
through a channel that is independent from all the others
receivers.
B. Feedback Channel Model and Parameters
Let the time be divided into frames of length Tf time-slots.
Each frame is composed of a downlink sub-frame of length
Td and an uplink sub-frame of length Tu (Tf = Td+Tu). Let
n+(t) =
⌈
t
Tf
⌉
be the index of the frame at time t, where d.e
is the ceiling function and n−(t) =
⌊
t
Tf
⌋
be the index of the
downlink sub-frame before n+(t) at time t, where b.c is the
floor function. In the intermittent lossy feedback scenario, the
sender is able to transmit packets only during the downlink
sub-frame and he receives feedback during the uplink sub-
frame. In the uplink sub-frame, the sender receives feedback
from the subset of the targeted receivers in the downlink sub-
frame of the current frame.
Let Tui be the time-slot in the uplink sub-frame in which
receiver i sends feedback (i.e. 1 ≤ Tui ≤ Tu, ∀ i ∈ M). In
other words, a receiver i can transmit feedback, during frame
number n, at time t = n ∗ Tf − Tu + Tui = ui(n).
Similar to the forward channel, the feedback is subject to
persistent loss. We model the feedback channel as a GEC.
Define gqi and b
q
i as the transition probabilities, PGqi and PBqi
as the steady-state probabilities, respectively, for each receiver
i. Let Cqi (t) be the state of the feedback channel of receiver
i at time slot t. The memory factor of the channel for each
receiver i is ψi , 1 − gqi − bqi , ∀ i ∈ M. The superscript q
refers to the feedback channel.
Figure 2 shows an illustration of a potential transmission, in
the first frame, for a lossy intermittent feedback and persistent
erasure channels with all the system variables. In the example,
D stands for Downlink frame, U for Uplink frame, B for Bad
state and G for Good state.
We assume that for each targeted receiver there is a packet
which is attempted only once from the last time a feedback is
heard from that receiver. This constraint is needed to be able
to estimate the state of the channel. When only one packet is
left for that receiver, the state can be determined without this
constraint and thus it can be removed.
We also assume, as in [9], [11], that each feedback sent from
a receiver includes acknowledgement of all previous received
packets and that only targeted receivers will send feedback. In
other words, if a feedback from one of the targeted receivers
is lost, the sender will not get any feedback from this receiver
until the next transmission in which it is targeted.
The identically distributed channel can be viewed as a
special case of this above model. It happens when both
the transmission and the feedback channel have the same
3
Fig. 2. Illustration of a potential transmission in lossy intermittent feedback.
transitions probabilities (i.e. gpi = g
q
i and b
p
i = b
q
i ,∀ i ∈ M)
and the reciprocal channel, a further special case, is when both
the transmission and the feedback are experiencing the same
channel realization (i.e Cpi (t) = C
q
i (t), ∀ i ∈M,∀ t ∈ N+).
IV. MINIMUM DECODING DELAY FORMULATION
In this section, we aim to derive the expected decoding delay
increase for any arbitrary transmission at time t and formulate
the minimum decoding delay problem accordingly. To do so,
we first need to derive several probability distributions in the
first two subsections.
A. Transmission/Feedback Loss Probabilities at Time t
In this section, we compute the probability to lose the
transmission pi(t), ∀ i ∈ M and to lose the feedback
qi(t), ∀ i ∈M, at time slot t.
In order to compute these probabilities, we first introduce
the following variables: Let n(−1)i and n
(0)
i (n
(−1)
i < n
(0)
i )
be the indices of the most recent frame where the sender
heard a feedback from receiver i. Let λij(n) be the set of
the time indices when packet j was attempted to receiver i
during frame number n. Define j(0)i as the last sent packet
among those which were attempted only once between the
two frames (n(−1)i + 1) and n
(0)
i to receiver i. This variable
can be mathematically defined as:
j
(0)
i = argmax
j∈Wi(n(0)i ×Tf )
n
(0)
i⋃
k=n
(−1)
i +1
λij(k)
subject to
∣∣∣∣∣∣∣
n
(0)
i⋃
k=n
(−1)
i +1
λij(k)
∣∣∣∣∣∣∣ = 1, (4)
where ∪x∈XAx is the union of the sets Ax, ∀ x ∈ X . Let
t
(0)
i be the time where packet j
(0)
i was attempted to receiver
i and t∗i the time just after the downlink frame n
(0)
i . In other
words:
t
(0)
i =
n
(0)
i⋃
k=n
(−1)
i +1
λ
ij
(0)
i
(k) (5)
t∗i = n
(0)
i × Tf − Tu + 1. (6)
Given these definitions, we can introduce the following the-
orem regarding the loss probabilities of the forward and
feedback transmissions at any given time t.
Theorem 1. The probabilities pi(t) and qi(t) of loosing a
transmission from receiver i or a feedback from it at time
t > t∗i can be, respectively, expressed as:
pi(t) =

∑t−t(0)i −1
l=0 µ
l
ib
p
i if fij(0)i
(t∗i ) = 0
1−∑t−t(0)i −1l=0 µligpi if fij(0)i (t∗i ) = 1 (7)
qi(t) =
t−t∗i+Tui−1∑
l=0
ψlib
q
i . (8)
Proof: The proof can be found in Appendix B.
B. Decoding Delay Increment Probabilities
Let J = jk1⊕jk2⊕· · ·⊕jkn be a combination of n packets
from N with 1 ≤ ki ≤ N and ki 6= kj ,∀ i 6= j. Let di(J, t)
be the decoding delay increase experienced by receiver i after
the transmission of J at time t.
From our definition of decoding delay in Section II, receiver
i with a non-empty Wants set will not experience a decoding
delay (i.e. di(J, t) = 0) if and only if Ji is both instantly
decodable for a receiver i and contains a single source packet
from Wi (packet is innovative for receiver i). Define Ji as the
targeted packet for receiver i in the transmission J ( Ji = ∅ if
receiver i is not targeted in this transmission). Since receivers
with empty Wants sets will never experience a decoding delay,
we will only consider, in the rest of the section, receivers with
non-empty Wants sets. Let Mw be the set of these receivers.
The decoding delay increase depends not only on the sent
packet J but also on the channel states of the targeted receivers.
We define τ as the set of targeted receivers by the transmission
J where the intended packet Ji is a primary packet for receiver
i, ∀ i ∈ τ . Let τ̂ =Mw\τ be the set of non-targeted receivers
and those targeted by a secondary packet.
For each receiver i, its Wants set is assumed to be only one
of the following three options:
1) Non-Uncertain Wants set (i.e. Wi(t) ∩ Xi(t) = ∅ ).
2) Partially Uncertain Wants set (i.e.Wi(t)∩Xi(t) 6= ∅ and
Wi(t) 6⊂ Xi(t) ).
3) Fully Uncertain Wants set (i.e. Wi(t) ⊂ Xi(t)).
Let F be the set of receivers having fully uncertain Wants
sets and U the set of targeted receivers for which intended
packet state in the transmission J is unknown (i.e. fiJi(t) =
4
x, ∀ i ∈ U ). The following theorem gives the expected
decoding delay for a receiver i with non-empty Wants set.
Theorem 2. The probability that receiver i with non-empty
Wants set experiences a decoding delay at time t, after the
transmission J is:
P(di(J, t) = 1)
=

1− pi(t) i ∈ (τ̂ ∩ F )
(1− pi(t))(1− pi,f (t)) i ∈ (τ̂ ∩ F )
0 i ∈ (τ ∩ U)
(1− pi(t))(1− pi,n(Ji, t)) i ∈ (τ ∩ (U \ F ))
(1− pi(t))
×(1− pi,n(Ji, t)− pi,f (t)) i ∈ (τ ∩ F ),
(9)
where pi,n(j, t) (referred to as innovative probability) is the
probability that packet j is innovative for receiver i at time t
and pi,f (t) (referred to as finish probability) is the probability
that receiver i successfully received all its primary packets
but Wi(t) 6= ∅ at the sender due to intermittence and loss of
feedback.
Proof: The proof can be found in Appendix C.
In order to derive the expressions of the innovative and
finish probabilities, we introduce the following variables: Let
Kij be the set of indices of the frames in which packet j
was attempted to receiver i since the last time the sender
received feedback from this receiver, excluding the current
frame. Define X di (n) as the set of times where a packet was
attempted to receiver i during frame number n. In other words:
X di (n) =
⋃
j∈Wi(n×Tf )
λij(n), ∀ n ∈ N+. (10)
Given these definitions, we can introduce the following two
theorems, illustrating the expressions for the innovation and
finish probabilities.
Theorem 3. The probability that packet j is innovative for
receiver i, at time t is:
pi,n(j, t) = 〈
∏
k∈λij(n+(t))
pi(k)
×
∏
k∈Kij

 ∏
s∈Xdi (k)
pi(s) +
∏
s∈λij(k)
pi(s)
× (1−
∏
s∈Xdi (k)\λij(k)
pi(s))qi(ui(k))

×
 ∏
s∈Xdi (k)
pi(s) + (1−
∏
s∈Xdi (k)
pi(s))qi(ui(k))
−1

∀ j ∈ Wi(t), ∀ i ∈ τ,∀ t ∈ N+, (11)
where ∏
x∈X
(.) =

∏
x∈X
(.) if X 6= ∅
1 if X = ∅.
(12)
Proof: The proof can be found in Appendix D.
Theorem 4. The probability that receiver i successfully re-
ceived all his primary packets but Wi(t) 6= ∅ at time t is:
pi,f (t) =
∏
j∈Wi(t)
(1− pi,n(j, t)) , ∀ i ∈ τ, ∀ t ∈ N+. (13)
Proof: The proof can be found in Appendix E.
C. Minimum Decoding Delay Formulation
In order to minimize the decoding delay in G-IDNC, we
look for all possible packets combinations that are instantly
decodable for a subset (possibly all) of the receivers, and
choose the one that has minimum expected increase in the
decoding delay. To represent all these XOR packet combina-
tion, we use the G-IDNC graph proposed in [12]. Let G(V, E)
be the G-IDNC graph and let vij be the vertices such that
V = {vij , ∀ j ∈ Li(t) and ∀i ∈ M}. In other words, the
vertex set of the G-IDNC graph includes a vertex vij for every
non-zero entry fij(t) in the SFM.
Two edges vij and vkl in V are connected if one of these
scenarios occur:
• j = l: The receivers i and k are requesting the same
packet j.
• j ∈ Hk(t) and l ∈ Hi(t): The needed packet of each
vertex is in the Has set of the receiver represented by the
other vertex.
According to [29], minimizing the decoding delay in G-
IDNC is equivalent to solving the maximum weight clique
problem in the corresponding G-IDNC graph. Let κ(t) be a
maximal clique in the G-IDNC graph chosen for the transmis-
sion at time t. We define the packet combination J[κ(t)] as
the XOR of the union of j’s such that vij ∈ κ(t).
The following theorem gives the minimum decoding prob-
lem formulation for G-IDNC graph in lossy intermittent feed-
back scenario.
Theorem 5. The minimum decoding delay problem for G-
IDNC in lossy intermittent feedback scenario can be formu-
lated as:
κ∗(t) = argmax
κ(t)∈G
∑
i∈τ(κ(t))
(1− pi(t))× (pi,n(Ji(κ(t)), t)) ,
(14)
where τ(κ(t)) is the set of receivers targeted by a primary
packet and Ji(κ(t)) is the targeted packet in the transmission
κ(t) to receiver i.
Proof: The proof can be found in Appendix F.
In other words, the minimum decoding delay problem can
be formulated as a maximum weight clique problem where
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the weight of vertex vij can be expressed as:
w0ij(t) = (1− pi(t))pi,n(j, t). (15)
V. SPECIAL CASES
In this section, we use our proposed generalized formulation
to extract the distributions and problem formulations for the
following seven special cases of our more general problem.
A. Forward and Feedback PECs without Feedback Intermit-
tence
In the forward and feedback PECs without Feedback in-
termittence case, the length of the frame Tf = 2. After each
sent packet a feedback can be heard upon successful reception
(i.e. Td = Tu = Tui = 1). The following theorem gives
the simplified expression of the packet erasure and innovative
probability in lossy feedback without intermittence.
Theorem 6. The packet erasure probability in the probabilistic
feedback scenario is:
pi(t) =
t−t(0)i −1∑
l=0
µlib
p
i . (16)
The probability that packet j is innovative to receiver i at time
t in the probabilistic feedback scenario is:
pi,n(j, t) =
∏
k∈Kij
pi(2k − 1)
pi(2k − 1) + (1− pi(2k − 1))qi(2k)
∀ j ∈ Wi(t), ∀ i ∈ τ, ∀ t ∈ N+. (17)
Proof: The proof can be found in Appendix G.
B. Forward Only PECs with Feedback Intermittence
In the forward only PECs with feedback intermittence case,
the reception of the feedback is considered perfect. In other
words qi(t) = 0, ∀ i ∈ M, ∀ t ∈ N+. By substituting in
Equation (11), the probability that packet j is innovative to
receiver i at time t becomes:
pi,n(j, t) =
∏
k∈λij(n+(t))
pi(k)
∀ j ∈ Wi(t), ∀ i ∈ τ, ∀ t ∈ N+. (18)
C. Forward Only PECs with Perfect Feedback
In the forward only PECs with perfect feedback case, the
length of the frame Tf = 2 and the reception of the feedback
is considered perfect. In other words, only the data packets are
subjected to loss. This case can be derived by taking the proba-
bility of loosing the feedback (qi(t) = 0, ∀ i ∈M, ∀ t ∈ N+)
in the Equation (17) equal to zero. Thus the probability of a
packet to be innovative is 1. The problem can be formulated
as a maximum weight clique problem as follows:
κ∗(t) = argmax
κ(t)∈G
∑
i∈τ(κ(t))
(1− pi(t)), (19)
in agreement with the expression derived in [13].
D. Forward and Feedback MECs with Feedback Intermittence
The memory-less channel occurs when the channel changes
state in a completely uncorrelated manner. This can be done in
our model by setting the channel memory µi = 0, ∀ i ∈ M.
Since µ = 1 − gi − bi = 0 then we have gi + bi = 1. The
transition probabilities become then independent of time:
P(Cpi (t) = G|Cpi (t− 1) = B) = gpi = PGpi
P(Cpi (t) = B|Cpi (t− 1) = B) = 1− gpi = PBpi
P(Cpi (t) = B|Cpi (t− 1) = G) = bpi = PBpi
P(Cpi (t) = G|Cpi (t− 1) = G) = 1− bpi = PGpi . (20)
As a result, the packet and feedback erasure probability
becomes:
pi(t) = b
p
i = pi, ∀ t ∈ N+ (21)
qi(t) = b
q
i = qi, ∀ t ∈ N+. (22)
In the forward and feedback MECs with feedback intermit-
tence case, the probability that packet j is innovative for
receiver i in the lossy intermittent feedback, at time t becomes:
pi,n(j) = p
|λij(n+(t))|
i
×
∏
k∈Kij
(
p
|Xdi (k)|
i + p
|λij(k)|
i × (1− p|X
d
i (k)|−|λij(k)|
i )qi
)
(
p
|Xdi (k)|
i + (1− p|X
d
i (k)|
i )qi
)
∀ j ∈ Wi, ∀ i ∈ τ, (23)
which is the same expression derived in [1].
E. Forward and Feedback MECs without Feedback Intermit-
tence
In the forward and feedback MECs without feedback in-
termittence case, the length of the frame Tf = 2. Since the
transmission and feedback loss probabilities become indepen-
dent for the time in the MECs then this special case can be
obtained by substitution pi(t) = pi and qi(t) = qi, ∀ t ∈ N+
in the Equation (17). As a result, the probability that packet
j is innovative to receiver i at time t in the lossy feedback
without intermittence scenario becomes:
pi,n(j) =
(
pi
pi + (1− pi)qi
)|Kij |
∀ j ∈ Wi, ∀ i ∈ τ. (24)
in agreement with the expression derived in [30].
F. Forward Only MECs with Feedback Intermittence
In the forward only MECs with feedback intermittence
case, the feedback loss probability is equal to zero. Since
the transmission loss probabilities become independent for the
time in the MECs then this special case can be obtained by
substitution pi(t) = pi, ∀ t ∈ N+ in the Equation (18). Thus,
the probability that packet j is innovative to receiver i at time
t in the intermittent feedback scenario becomes:
pi,n(j) = p
|λij |
i , ∀ j ∈ Wi, ∀ i ∈ τ. (25)
in agreement with the expression derived in [30].
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G. Forward Only MECs with Perfect Feedback
In the forward only MECs with perfect feedback case, the
length of the frame Tf = 2 and the reception of the feedback
is considered perfect. As for the PECs, the probability for a
packet to be innovative, in the forward only MECs with perfect
feedback is equal to 1. The formulation of the maximum
weight clique problem in the G-IDNC graph, in this special
case, can be obtained by substituting pi(t) = pi, ∀ t ∈ N+
in the Equation (19). Thus the expression becomes:
κ∗ = argmax
κ∈G
∑
i∈τ(κ)
(1− pi), (26)
in agreement with the expression derived in [12].
VI. PROPOSED GREEDY ALGORITHM
The maximum weight clique problem in a general graph
is well known to be NP-hard [23]–[25]. Since the G-IDNC
graph has a special structure, this NP-hardness result is not
directly applicable. However, the author in [29] have shown
that the problem of minimizing the decoding delay for S-
IDNC is equivalent to an Integer Quadratic Programming
(IQP) problem which is indeed NP-hard. Since S-IDNC is a
special case of G-IDNC, the previous result can be extended
to G-IDNC.
To overcome this complexity problem, we design in this
section a simple heuristic algorithm to solve the problem with
O(M2N) complexity. (i.e. quadratic time in the number of
receivers and linear time in the number of packets). This
algorithm follows the same concept as the one proposed in
[1], but the way the new weights are computed is different as
follows.
To define the news weighs, we first define A = [aij,kl] as the
adjacency matrix associated with the G-IDNC graph G(V, E)
defined as follows:
aij,kl =
{
1 vij is connected to vkl in G
0 otherwise.
(27)
Define wij(t) as the modified weights that take into account
the connectivity of the vertex vij , at time t, to vertices having
high reception probability and lower probability to be non-
innovative (lower uncertainty). We define wij(t) as follows:
wij(t) =
∑
∀ vkl∈G
aij,kl(1− pk(t))× pk,n(l, t)×
δ(vkl)
|E| ,
(28)
where δ(vij) =
∑
∀ vkl∈G
aij,kl is the degree of vertex vij (i.e.
the number of vertices adjacent to vij), and |E| is total number
of edges in the graph G(V, E). We define the new vertexes
weight w∗ij(t) as follows:
w∗ij(t) = (wij(t) + 1)× w0ij(t), ∀ vij ∈ G,∀ t ∈ N+. (29)
Consequently, a vertex will have a higher weight, when:
• It has a large initial weight (i.e. higher probability of
reception and less uncertainty)
• It is adjacent to a larger number of vertices with large
initial weights.
Algorithm 1 Maximum Weight Vertex Search Algorithm
Require: F and pi(t), pi,n(j, t), pi,f (t) ∀ i ∈M ∀ j ∈ N
Initialize κp, κs = ∅.
Construct Gp (Vp, Ep).
while Gp 6= ∅ do
Compute w0ij(t), wij(t) and w
∗
ij(t) using (15),(28) and
(29).
Select vp = argmax
vij∈Gp
{
w∗ij(t)
}
.
sets κp ← κp ∪ vp.
sets Gp ← R(Gp, vp).
end while
Construct Gs (Vs, Es).
for each vp ∈ κp
sets Gs ← R(Gs, vp)
while Gs 6= ∅ do
Compute w0ij(t), wij(t) and w
∗
ij(t) using 15,28 and 29.
Select vs = argmax
vij∈Gs
{
w∗ij(t)
}
.
sets κs ← κs ∪ vs.
sets Gs ← R(Gs, vs).
end while
sets κ∗ ← κp ∪ κs.
To take into account the multicast characteristic of the
system, the algorithm is applied on the sub-graph Gp ⊆ G,
consisting of the primary vertices of the receivers, to obtain
κp. Then, the algorithm finds κs by applying the algorithm
another time on the resulting sub-graph Gs, consisting of the
secondary vertices of the receivers, which are adjacent to all
the vertices of the chosen clique κp. The final served clique
is thus κ∗ ← κp ∪ κs. Defining R(G, vij) as the sub-graph
in G containing only the vertices connected to vij , the whole
algorithm structure is illustrate in Algorithm 1.
VII. SIMULATION RESULTS
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Fig. 3. Mean decoding delays for intermittent lossy feedback versus M .
In this section, we compare the performance of our adaptive
algorithm (denoted by AGU), against the two partially blind
7
graph update approaches (denoted by FVE and SVE), pro-
posed in [9], [11], and the perfect feedback (denoted by OPT),
to effectively reduce the G-IDNC decoding delay in persistent
erasure channels and over lossy intermittent feedback. We
also compare the decoding delay performance achieved by
our proposed greedy algorithm (solid line) with the heuristic
proposed in [1] (dash line). We assume in these simulations
channel reciprocity, which mean that the packet and the
feedback erasure probabilities are the same (i.e. gpi = g
q
i and
bpi = b
q
i , ∀ i ∈ M). We also assume that the packet erasure
probability bpi , ∀ i ∈M for all receivers change uniformly in
a given range [0.1 0.3] from frame to frame while keeping its
mean constant for all the simulations (even when varying the
channel memory µ). We compute the mean decoding delay
over a large number of iterations then the average value is
presented.
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Fig. 4. Mean decoding delays for intermittent lossy feedback versus N .
Figure 3 depicts the comparison of mean decoding delays
achieved by the different algorithms against M , for N = 30,
L = 0.8 and, respectively, for µ = 0.2, Tf = 5 and µ =
0.5, Tf = 10. Figure 4 depict the same comparison against N ,
for M = 30, L = 0.8 and, respectively, for µ = 0.2, Tf = 5
and µ = 0.5, Tf = 10. Where L is the percentage of needed
packets and Tf the frame length.
Figure 5 and Figure 6 illustrate the comparison against
µ (Tf ) for M = 60, N = 30, L = 0.8 and Tf = 5
(µ = 0.2). The mean decoding delays achieved by the different
algorithms against L is shown in Figure 7, for M = 60,
N = 30, µ = 0.2 and Tf = 5.
From all the figures, we can see that our proposed greedy
algorithm achieve a better decoding delay in all the situation.
The average decoding delay gain from Figure 3 Figure 4 and
Figure 5 is of 9% comparing to the heuristic proposed in [1].
Figure 6 shows that our algorithm perform a gain of 4% when
the percentage needed packets is less than 0.6 and a gain
higher than 9% when this percentage is greater than 0.8.
Figure 3 and Figure 4 show that all the algorithm (even the
perfect feedback) achieve a close decoding delay for a low
persistent channel. This can be explained by the fact that in
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Fig. 5. Mean decoding delays for intermittent lossy feedback versus µ.
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Fig. 6. Mean decoding delays for intermittent lossy feedback versus Tf .
low persistent channel, the channel change in an uncorrelated
way which make channel estimation non effective for all
algorithms. When the persistence of the channel becomes
higher than it is more likely to remain in a state than to toggle
between states, which make the estimation more accurate and
explain the difference between algorithms in the decoding
delay achieved.
From Figure 5, we clearly can see the gap between the
algorithm when the persistence of the channel is higher than
0.4 while the probability to be in the bad state still the same.
We also see that our adaptive algorithm achieve reasonable
degradation in high persistent channel. The same thinking is
applicable for Figure 6 our algorithm achieves a reasonable
degradation in persistent channel (µ = 0 : 5) and a large
feedback period (Tf = 10) compared with the optimal solution
(i.e perfect feedback) whereas other solutions quickly degrade.
SVE achieves the worst performance in all scenarios. This
can be explained by the characteristics of this approach. In
this approach, the persistent nature of the channel is not taken
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Fig. 7. Mean decoding delays for intermittent lossy feedback versus L.
into account and the algorithm tries to estimate the state of
uncertain packets using only the steady state probabilities.
When a packet, concerning receiver i, is in an uncertain state, it
is kept in the graph with the probability PBpi and removed with
the probability PGpi . When the channel is poorly persistent (i.e.
µ→ 0), then pi(t) ≈ PBpi and the degradation is acceptable.
However, when the memory of the channel increase, this
approach completely diverge.
The same thinking is applicable for the FVE approach.
In fact this approach consider all the packet received and
remove all the uncertain packet from the graph until a feedback
indicates the opposite. When the channel memory is low the
probability pi(t) ≈ bpi  1 is also low but when the persis-
tent becomes higher the probability to lose the transmission
pi(t) >
∑t−t(0)i −1
l=0 µ
lbpi  bpi becomes also higher. Thus
removing all the uncertain vertexes is no longer an acceptable
approach.
We clearly see that, when the percentage of packet is
medium the decoding delay is high. This can be explained
by the nature of the multicast scenario. In multicast, the
receivers are listening to a lot of unwanted packet before
completion which is reflected by a high decoding delay. When
this percentage is high, the receivers are listening to less
unwanted packets and thus the decoding delay is low. When
the percentage is very low (0.2), the receivers are demanding
only few packets which explain the low decoding delay.
VIII. CONCLUSION
In this paper, the performance of generalized instantly
decodable network coding in persistent erasure channels over
lossy intermittent feedback to minimize the decoding delay
are studied. The events than can occur at the receiver are
first identified and their probabilities computed. Given these
probabilities, we formulate the problem of minimizing the
deciding delay and model it by a problem of maximum
weight clique in the G-IDNC graph. In order to solve the
former problem in linear time with the size of the graph,
we design a greedy algorithm and we compared it with the
heuristic proposed in [1]. Though extensive simulations, we
show that our adaptive algorithm achieves the best decoding
delay against the blind approaches proposed in [9], [11] for all
the situations and more significant in high persistent channels.
We also show that our heuristic is better adapted to reduce
the decoding delay than the one proposed in [1] in these
circumstances.
APPENDIX A
AUXILIARY THEOREM
To estimate the channel and feedback erasure probability,
we first introduce the following theorem:
Theorem 7. Let (Xn)n≥1 be a two state (x and y) Markov
chain, with Ptrx→y and Ptry→x the transition probability from
state x to y and y to x, respectively. Let µ = (1− Ptrx→y −
Ptry→x) be the memory of the chain. Define f(n) = P(Xn =
y|Xn0 = x), ∀ n ≥ n0. We have:
f(n) = Ptrx→y ×
∑n−n0−1
i=0
µi (A.1)
where ∑
x∈X(.) =
{∑
x∈X(.) if X 6= ∅
0 if X = ∅.
(A.2)
Proof: If n = n0, then it is clear that:
f(n) = P(Xn0 = y|Xn0 = x) = 0 (A.3)
If n > n0, then the relationship between f(n) and f(n − 1)
can be expressed as:
f(n) = P(Xn = y|Xn0 = x)
= P(Xn = y|Xn−1 = x,Xn0 = x)P(Xn−1 = x|Xn0 = x)
+ P(Xn = y|Xn−1 = y,Xn0 = x)P(Xn−1 = y|Xn0 = x)
= P(Xn = y|Xn−1 = x)P(Xn−1 = x|Xn0 = x)
+ P(Xn = y|Xn−1 = y)P(Xn−1 = y|Xn0 = x)
= (1− Ptry→x)f(n− 1) + Ptrx→y (1− f(n− 1))
= µ× f(n− 1) + Ptrx→y . (A.4)
By a simple computation of the previous sequence, the ex-
pression of f(n) becomes:
f(n) =
{
µn−n
0
f(n0) + Ptrx→y ×
∑n−n0−1
i=0 µ
i if n > n0
f(n0) if n = n0
= µn−n
0 × f(n0) + Ptrx→y ×
∑n−n0−1
i=0
µi
= Ptrx→y ×
∑n−n0−1
i=0
µi (A.5)
APPENDIX B
PROOF OF THEOREM 1
Note that the Wants sets do not change from the time a
feedback is heard to the next time a feedback is heard from
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this receiver. In other words:
n
(0)
i ×Tf⋃
t=n
(−1)
i ×Tf+1
Wi(t) =Wi(n(0)i × Tf ). (B.1)
From our assumption, in Section III, that for each targeted
receiver, from the last time a feedback is heard from that
receiver, there is a packet which is attempted only once, we
have:
∀ i ∈ N ,∃ j ∈ Wi(n(0)i × Tf ) such that
|
n
(0)
i⋃
k=n
(−1)
i +1
λij(k)| = 1. (B.2)
Let Ji be the sets of packets, attempted only once, for receiver
i, ∀ i ∈ M from the frame (n(−1)i + 1) to the frame n(0)i .
This can be expressed as follows:
j ∈ Ji ⇔ |
n
(0)
i⋃
k=n
(−1)
i +1
λij(k)| = 1. (B.3)
It is clear that:
j
(0)
i = argmax
j∈Wi(n(0)i ×Tf )
n
(0)
i⋃
k=n
(−1)
i +1
λij(k)
subject to |
n
(0)
i⋃
k=n
(−1)
i +1
λij(k)| = 1
= argmax
j∈Ji
n
(0)
i⋃
k=n
(−1)
i +1
λij(k). (B.4)
Since according to the system constraint we have Ji 6=
∅, ∀ i ∈M, then the existence of j(0)i is guarantee.
The state of the channel at time t(0)i can be determined
using the feedback received at time t∗i and depending of the
reception statue of packet j(0)i . Then the receiver channel was
good or bad according to these scenarios:
Cpi (t
(0)
i ) =
{
G if f
ij
(0)
i
(t∗i ) = 0
B if f
ij
(0)
i
(t∗i ) = 1.
(B.5)
The probability to lose the transmission or the feedback at
time t can then be expressed as:
pi(t) = P(C
p
i (t) = B)
=
P(C
p
i (t) = B|Cpi (t(0)i ) = G) if fij(0)i (t
∗
i ) = 0
P(Cpi (t) = B|Cpi (t(0)i ) = B) if fij(0)i (t
∗
i ) = 1.
(B.6)
According to the analysis done in Appendix A, the probability
to lose the transmission at time t can be expressed as:
pi(t) =

∑t−t(0)i −1
l=0 µ
l
ib
p
i if fij(0)i
(t∗i ) = 0
1−∑t−t(0)i −1l=0 µligpi if fij(0)i (t∗i ) = 1.
(B.7)
Since we are computing this probability for t ≥ t∗i and that
t∗i > t
(0)
i , the expression can be simplified as follows:
pi(t) =

∑t−t(0)i −1
l=0 µ
l
ib
p
i if fij(0)i
(t∗i ) = 0
1−∑t−t(0)i −1l=0 µligpi if fij(0)i (t∗i ) = 1.
(B.8)
The state of the feedback channel at time (t∗i − 1) was good,
since a feedback is heard. In other words:
qi(t) = P(C
q
i (t) = B)
= P(Cqi (t) = B|Cqi (t∗i − Tui) = G). (B.9)
According to the analysis done in Appendix A, the probability
to lose the feedback at time t can be expressed as:
qi(t) =
∑t−t∗i+Tui−1
l=0
ψlib
q
i . (B.10)
Since we are computing this probability for t ≥ t∗i > t∗i − 1,
the expression can be simplified as follows:
qi(t) =
t−t∗i+Tui−1∑
l=0
ψlib
q
i . (B.11)
APPENDIX C
PROOF OF THEOREM 2
If receiver i is not targeted in the transmission J of if the
intended packet for that receiver is a secondary packet then
two scenarios can occur:
• If the Wants set of that receiver is non-uncertain or
partially uncertain then it will experience one unit of
delay upon successful reception. Thus, the probability of
a delay increase is:
P(di(J, t) = 1) = 1− pi(t). (C.1)
• If the Wants set of that receiver is fully uncertain then it
will experience a delay if the two following conditions
are true:
1) i received the packet
2) i did not obtained all the requested packets
Since the events are independent then the probability of
a delay increase is:
P(di(J, t) = 1) = (1− pi(t))(1− pi,f (t)). (C.2)
If receiver i is targeted in the transmission J by a primary
packet, then three scenarios can occur:
• If the state of the intended packet in the SFM is known
(i.e. fiJi = 1) then this receiver will not experience a
decoding delay whether the coded packet is received or
not at this receiver.
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• If the state of the intended packet in the SFM is unknown
(i.e. fiJi = x) then the expected delay increment will
depend on the state of the Wants set of that receiver:
a) If the Wants set of that receiver is non-uncertain or
partially uncertain then receiver i will experience a
delay if the following two events occur:
1) i receive the packet
2) Ji is not innovative for i
It is clear that these events are independent then the
probability of the expected delay is:
P(di(J, t) = 1) = (1− pi(t))(1− pi,n(Ji, t)).
(C.3)
b) If the Wants set of that receiver is fully uncertain then
receiver i will experience a delay if the following
three events occur:
1) i receive the packet
2) Ji is not innovative for i
3) i did not obtained all the requested packets
The first event is independent of the two others. The
probability of delay increment can be expressed as:
P(di(J, t) = 1) = (1− pi(t))P(2, 3). (C.4)
where P(2, 3) is the probability for events 2 and 3 to
happen. Let Iji be the event of an innovative packet
j for receiver i and Fi be the event of receiver i
getting all its requested packets. According to these
definitions we have:
P(2, 3) = P(di(J, t) = 1|IJii )P(IJii )
+ P(di(J, t) = 1|IJii )P(IJii ). (C.5)
Since it is impossible for receiver i to admit a delay
if the packet is innovative then:
P(2, 3) = P(di(J, t) = 1|IJii )(1− pi,n(Ji, t)).
(C.6)
We can develop the remaining term as follows:
P(di(J, t) = 1|IJii ) = P(di(J, t)
= 1|IJii ,Fi)P(Fi|IJii )
+ P(di(J, t) = 1|IJii ,Fi)P(Fi|IJii ). (C.7)
Since it is impossible for receiver i to admit a delay
if he received all the requested packets and according
to the analysis done above, we have :
P(di(J, t) = 1|IJii ,Fi) = 0 (C.8)
P(di(J, t) = 1|IJii ,Fi) = 1. (C.9)
Then we have:
P(2, 3) = (1− pi,n(Ji, t))P(Fi|IJii )
= (1− pi,n(Ji, t))
× (1−
∏
k∈(Wi\Ji)
(1− pi,n(k, t)))
= 1− pi,n(Ji, t)− pi,f (t). (C.10)
According to these scenarios, the probability that receiver i
with non-empty Wants set experience a decoding delay, at time
t, after the transmission J is:
P(di(J, t) = 1)
=

1− pi(t) i ∈ (τ̂ ∩ F )
(1− pi(t))(1− pi,f (t)) i ∈ (τ̂ ∩ F )
0 i ∈ (τ ∩ U)
(1− pi(t))(1− pi,n(Ji, t)) i ∈ (τ ∩ (U \ F ))
(1− pi(t))
×(1− pi,n(Ji, t)− pi,f (t)) i ∈ (τ ∩ F ).
(C.11)
APPENDIX D
PROOF OF THEOREM 3
Let Ibi (j, n−(t) × Tf + 1) = Ibi (j, tb) be the event of an
innovative packet j for receiver i in the beginning of the frame
at time t (before sending any packet during that frame) and
let Ii(j, t) be the event of that packet is innovative for that
receiver at time t (i.e P(Ii(j, t)) = pi,n(j, t)). The probability
that packet j is innovative for receiver i at timet can be
expressed as:
pi,n(j, t) = P(Ii(j, t)|Ibi (j, tb))P(Ibi (j, tb))
+ P(Ii(j, t)|Ibi (j, tb))P(Ibi (j, tb)). (D.1)
It is clear that if a packet is not innovative at the beginning
of a frame, it cannot be innovative during that frame. Thus:
P(Ii(j, t)|Ibi (j, tb)) = 0. (D.2)
Define Lbi (j, n) and R
b
i (j, n) such that:
Lbi (j, t) = P(fij(t) = 1|fij(tb) = x, Ibi (j, tb)) (D.3)
Rbi (j, t) = P(fij(t) = 0|fij(tb) = x, Ibi (j, tb)). (D.4)
The probability for packet j to be innovative to receiver i,
at time t, giving that it is innovative in the beginning of the
frame is:
• If packet j was not attempted to receiver i during that
frame: P(Ii(j, t)|Ibi (j, tb)) = 1
• If packet j was attempted to receiver i during that frame:
P(Ii(j, t)|Ibi (j, tb)) = Lbi (j, t)
During the downlink frame, no feedback is expected to be
received. Thus if packet j is sent to receiver i then:
• The packet is lost with probability
Lbi (j, t) =
∏
k∈λij(n+(t))
pi(k). (D.5)
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• The packet is received with probability
Rbi (j, t) = (1−
∏
k∈λij(n+(t))
pi(k)). (D.6)
Note that if packet j was not attempted to receiver i during the
frame n+(t) then λij(n) = ∅. Then the expression becomes:
P(Ii(j, t)|Ibi (j, tb)) =
∏
k∈λij(n+(t))
pi(k). (D.7)
If the state of packet j for receiver i is known then the
probability than it is innovative is 1. If a feedback concerning
packet j is received from receiver i at time (n−(t) ∗ Tf ) then
it is clear that P(Ibi (j, tb)) = 1. If receiver i was not targeted
in the frame n−(t), then its state remains the same during all
the frame. Thus
P(Ibi (j, tb)) = P(Ibi (j, k), ((n−(t)− 1) ∗ Tf + 1) ≤ k ≤ tb.
(D.8)
Define Ui(n+(t)) as the unheard feedback from receiver i
during the frame at time t and define Li(j, t) and Ri(j, t)
such that:
Li(j, t) = P(fij(t) = 1|Ui(n−(t))) (D.9)
Ri(j, t) = P(fij(t) = 0|Ui(n−(t))). (D.10)
If receiver i was targeted by packet j in the frame n−(t) and
no feedback is heard during uplink frame then P(Ibi (j, t)) =
Li(j, t). An unheard feedback Ui(n+(t)) can occur if one of
these scenarios occurs:
• All the packet sent during downlink frame number n+(t)
are lost. This happen with probability∏
s∈Xdi (n+(t))
pi(s). (D.11)
• At least one packet arrived but the feedback is lost. This
event happen with probability
(1−
∏
s∈Xdi (n+(t))
pi(s))qi(ui(n
+(t))). (D.12)
Then the probability to event Ui(n+(t)) to occur is:
P(Ui(n+(t))) =
∏
s∈Xdi (n+(t))
pi(s)
+ (1−
∏
s∈Xdi (n+(t))
pi(s))qi(ui(n
+(t)))).
(D.13)
When the receiver i is targeted, in frame n−(t), and the
feedback is not received, packet j can be lost or received
according to theses scenarios:
• The packet is lost if one of these events occurs:
– All the sent packets during downlink frame number
n−(t) are lost. This event happen with probability∏
s∈Xdi (n−(t))
pi(s).
– The considered packet is lost, at least one of the
other packet arrived and the feedback is lost. This
event happen with probability
∏
s∈λij(n−(t))
pi(s) ×
(1− ∏
s∈Xdi (n−(t))\λij(n−(t))
pi(s))qi(ui(n
−(t))).
• The packet is received if the packet arrived and the
feedback is lost. This event happen with probability
(1− ∏
s∈λij(n−(t))
pi(s))qi(ui(n
−(t))).
Considering theses events, the expressions of Li(j, t) and
Ri(j, t) becomes:
Li(j, t) =
 ∏
s∈Xdi (n−(t))
pi(s) +
∏
s∈λij(n−(t))
pi(s)
× (1−
∏
s∈Xdi (n−(t))\λij(n−(t))
pi(s))qi(ui(n
−(t)))

×
 ∏
s∈Xdi (n−(t))
pi(s)
+ (1−
∏
s∈Xdi (n−(t))
pi(s))qi(ui(n
−(t))))
−1 . (D.14)
Ri(j, t) =
(1− ∏
s∈λij(n−(t))
pi(s))qi(ui(n
−(t)))

×
 ∏
s∈Xdi (n−(t))
pi(s)
+ (1−
∏
s∈Xdi (n−(t))
pi(s))qi(ui(n
−(t))))
−1 . (D.15)
Considering these expressions, the probability for packet j to
be innovative to receiver i in the beginning of the frame n+(t)
is:
• if a feedback is received in the frame n−(t):
P(Ibi (j, n)) = 1. (D.16)
• if no feedback is received in the frame n−(t) then:
– if receiver i was not targeted in frame n−(t):
P(Ibi (j, tb)) = P(Ibi (j, k)), ((n−(t)−1)∗Tf +1) ≤
k ≤ tb
– if receiver i was targeted in frame n−(t):
P(Ibi (j, tb)) = Li(j, t)P(Ibi (j, (n−(t)− 1) ∗ Tf )). (D.17)
Then, if the state of packet j is uncertain for receiver i, the
probability for that packet j to be innovative in the beginning
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of the frame at time tb is:
P(Ibi (j, tb)) =
∏
k∈Kij

 ∏
s∈Xdi (k)
pi(s) +
∏
s∈λij(k)
pi(s)
× (1−
∏
s∈Xdi (k)\λij(k)
pi(s))qi(ui(k))

×
 ∏
s∈Xdi (k)
pi(s) + (1−
∏
s∈Xdi (k)
pi(s))qi(ui(k))
−1

∀ j ∈ Wi(t), ∀ i ∈ τ ∩ U, ∀ t ∈ N+. (D.18)
Note that if the state of packet j is certain for receiver i, then
this packet has never been attempted since the last feedback
(i.e. Kij = ∅). Then the probability for packet j to be
innovative to receiver i in the beginning of the frame at time
tb can be expressed as:
P(Ibi (j, tb)) =
∏
k∈Kij

 ∏
s∈Xdi (k)
pi(s) +
∏
s∈λij(k)
pi(s)
× (1−
∏
s∈Xdi (k)\λij(k)
pi(s))qi(ui(k))

×
 ∏
s∈Xdi (k)
pi(s) + (1−
∏
s∈Xdi (k)
pi(s))qi(ui(k))
−1

∀ j ∈ Wi(t), ∀ i ∈ τ, ∀ t ∈ N+. (D.19)
Considering theses expressions, the probability that packet j
is innovative for receiver i at time t is:
pi,n(j, t) =
∏
k∈λij(n+(t))
pi(k)
×
∏
k∈Kij

 ∏
s∈Xdi (k)
pi(s) +
∏
s∈λij(k)
pi(s)
× (1−
∏
s∈Xdi (k)\λij(k)
pi(s))qi(ui(k))

×
 ∏
s∈Xdi (k)
pi(s) + (1−
∏
s∈Xdi (k)
pi(s))qi(ui(k))
−1

∀ j ∈ Wi(t), ∀ i ∈ τ, ∀ t ∈ N+. (D.20)
APPENDIX E
PROOF OF THEOREM 4
If receiver i do not have all his primary needed packets in
an uncertain state, then it is clear that:
pi,f (t) = 0, ∀ i ∈ (τ \ F ), ∀ t ∈ N+. (E.1)
If receiver i have all his primary packets in an uncertain
state then the event of finishing can occur only if these two
conditions are true:
1) The Uncertain sets is equal to the Wants sets ( i.e
Wi(t) = Xi(t)). In other words, all the primary packets
were attempted with no feedback heard from that receiver.
2) All the packets in the Uncertain sets were successfully
received by receiver i.
The probability that a packet j is received by receiver i but
not fed back before time t is:
P(fij(t) = 0|fij(n−(t)× Tf + 1) = x)
= 1− P(fij(t) = 1|fij(n−(t)× Tf + 1) = x)
= 1− pi,n(j, t). (E.2)
From the above conditions, we can express pi,f as:
pi,f (t) =
∏
j∈Xi(t)
(1− pi,n(j, t))
=
∏
j∈Wi(t)
(1− pi,n(j, t)), ∀ i ∈ τ ∩ F, ∀ t ∈ N+.
(E.3)
If receiver i do not have all his primary needed packets in an
uncertain state, then ∃j∗ ∈ (Wi(t) \ Xi(t)) with pi,n(j∗, t) =
1. Thus, we have:∏
j∈Wi(t)
(1− pi,n(j, t)) = 0, i ∈ (τ \ F ), ∀ t ∈ N+. (E.4)
The probability that receiver i got all the requested packets
but Wi(t) 6= ∅, at time t is:
pi,f (t) =
∏
j∈Wi(t)
(1− pi,n(j, t)) , ∀ i ∈ τ, ∀ t ∈ N+.
(E.5)
APPENDIX F
PROOF OF THEOREM 5
Let D (κ, t) be the sum of the decoding delay increases of
all receivers after this transmission (i.e D (κ, t) =
M∑
i=1
di(J, t)).
According to the analysis done in Section IV, the expected
sum decoding delay increase after this transmission can be
expressed as:
E [D(κ, t)] =
∑
i∈τ̂(κ(t))∩F
(1− pi(t))
+
∑
i∈τ̂(κ(t))∩F
(1− pi(t))(1− pi,f (t))
+
∑
i∈τ(κ(t))∩(U\F )
(1− pi(t))(1− pi,n(Ji(κ(t)), t))
+
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,n(Ji(κ(t)), t)− pi,f (t)).
(F.1)
To minimize the decoding delay, the chosen clique in the
G-IDNC graph must minimize the expected mean decoding
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delay. The clique problem can be formulated as:
κ∗(t) = argmin
κ(t)∈G
{E [D (κ, t)]}
= argmin
κ(t)∈G
 ∑
i∈τ̂(κ(t))∩F
(1− pi(t))
+
∑
i∈τ̂(κ(t))∩F
(1− pi(t))(1− pi,f (t))
+
∑
i∈τ(κ(t))∩(U\F )
(1− pi(t))(1− pi,n(Ji(κ(t)), t))
+
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,n(Ji(κ(t)), t)− pi,f (t))

= argmax
κ∈G
 ∑
i∈τ(κ(t))∩F
(1− pi(t))
+
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,f (t))
−
∑
i∈τ(κ(t))∩(U\F )
(1− pi(t))(1− pi,n(Ji(κ(t)), t))
−
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,n(Ji(κ(t)), t)− pi,f (t))
 .
(F.2)
It is clear that:∑
i∈τ(κ(t))∩F
(1− pi(t)) +
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,f (t))
=
∑
i∈τ(κ(t))
(1− pi(t))−
∑
i∈τ(κ(t))∩F
(1− pi(t))pi,f (t). (F.3)
We can develop the last term as follows:∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,n(Ji(κ(t)), t)− pi,f (t))
=
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,n(Ji(κ(t)), t))
−
∑
i∈τ(κ(t))∩F
(1− pi(t))pi,f (t). (F.4)
By simple computation the above expression can be simplified
as follows:
κ∗(t) = argmax
κ∈G
 ∑
i∈τ(κ(t))
(1− pi(t))
−
∑
i∈τ(κ(t))∩(U\F )
(1− pi(t))(1− pi,n(Ji(κ(t)), t))
−
∑
i∈τ(κ(t))∩F
(1− pi(t))(1− pi,n(Ji(κ(t)), t))

= argmax
κ∈G
 ∑
i∈τ(κ(t))
(1− pi(t))
−
∑
i∈τ(κ(t))∩U
(1− pi(t))(1− pi,n(Ji(κ(t)), t))
 .
(F.5)
Note that when the state of the targeted packet in a given
transmission is known, then the probability that this packet is
innovative is 1 (i.e. pi,n(Ji(κ(t)), t) = 1, ∀ i ∈ (τ(κ)\U,∀ t ∈
N+). The sum can be expressed as:∑
i∈τ(κ(t))∩U
(1− pi(t)) (1− pi,n (Ji(κ(t)), t))
=
∑
i∈τ(κ(t))
(1− pi(t)) (1− pi,n (Ji(κ(t)), t)) . (F.6)
The formulation of the decoding delay becomes:
κ∗(t) = argmax
κ∈G
∑
i∈τ(κ(t))
(1− pi(t))× pi,n(Ji(κ(t)), t).
(F.7)
APPENDIX G
PROOF OF THEOREM 6
In this configuration, the length of the downlink frame is
equal to 1, in other words Tf = 2. Each receiver send feedback
upon successful reception and since only one packet at most
per frame is attempted than the system constraint that there
is at least one packet attempted only once can removed. In
fact it is always possible to accurately determine the state of
the channel upon successful reception of the feedback. If a
feedback is received at time t it means that the receiver channel
was good at t− 2. The erasure probability can be simplified:
pi(t) =
t−t(0)i −1∑
l=0
µlib
p
i . (G.1)
Packets are attempted in this configuration at time t = 2 ∗
k + 1, ∀ k ∈ N and the feedback is received at time t =
2 ∗ k, ∀ k ∈ N+. Thus, we have:
pi,n(j, t) = pi,n(j, 2n
+(t) + 1)
∀ i ∈M, ∀ j ∈ Wi, ∀ t ∈ N+. (G.2)
Since we are always computing the expected decoding delay at
the beginning of the frame (t = 2∗k+1), then no packet is yet
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attempted during this frame. In other words λij(n+(t)) = ∅,
which gives: ∏
k∈λij(n+(t))
pi(k) = 1. (G.3)
Note that only one packet can be attempted during a frame then
|λij(n)| ≤ 1 and |X di (n)| ≤ 1,∀ n ∈ N+. More specifically,
we have:{
λij(k) = X di (k) = 2k − 1 if k ∈ Kij
λij(k) = ∅ if k /∈ Kij .
(G.4)
The probability that packet j is innovative to receiver i at time
t can be simplified as follows:
pi,n(j, t) =
∏
k∈Kij
pi(2k − 1)
pi(2k − 1) + (1− pi(2k − 1))qi(2k)
∀ j ∈ Wi(t), ∀ i ∈ τ, ∀ t ∈ N+. (G.5)
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