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Semiconductor quantum dots in photonic cavities are strongly coupled light-matter systems with
prospective applications in optoelectronic devices and quantum information processing. Here we
present a theoretical study of the coupled exciton–light field dynamics of a planar quantum dot en-
semble, treated as two-level systems, embedded in a photonic cavity modeled by Maxwell’s equations.
When excited by coupling an external short laser pulse into the cavity, we find an exciton-polariton-
like behavior for weak excitation and Rabi oscillations for strong excitation with a sharp transition
between these regimes. In the transition region we find highly non-linear dynamics involving high
harmonics of the fundamental oscillation. We perform a numerical study based on the Finite-
Difference-Time-Domain method for the solution of Maxwell’s equations coupled to Bloch equations
for the quantum dots and also derive an analytical model to describe the coupled cavity-quantum
dot system, which allows us to describe the light field dynamics in terms of a Newton-like dynamics
in an effective anharmonic potential. From the shape of this potential combined with the initial
conditions the transition can be well understood. The model is then extended to a broadened en-
semble of quantum dots. For weak excitation the polariton spectrum broadens and the lines slightly
shift, however, the sharp transition to the Rabi oscillation regime is still present. Furthermore, we
find a second, lower threshold with additional lines in the spectra which can be traced back to Rabi
oscillations driven by the polariton modes. Our approach provides new insights in the dynamics of
both quantum dot and light field in the photonic structure.
PACS numbers: XXX
Keywords: quantum dots; photonic cavities; FDTD; nonlinear dynamics
I. INTRODUCTION
In state-of-the-art semiconductor nanostructures the
electronic and optical properties can be tailored by spa-
tial confinement of the electronic and/or photonic de-
grees of freedom. The ultimate electronic confinement is
reached in semiconductor quantum dots (QDs) which,
due to the three-dimensional confinement of the elec-
tronic states, have a discrete energy spectrum. These
QDs can be embedded in photonic structures like mi-
cro cavities [1–4], photonic crystal structures [5, 6], nano
lenses [7, 8] or plasmonic structures [9]. By confining the
light modes these structures change the local density of
photon states leading to an increase of the light-matter
coupling with the QDs [10]. This is a crucial aspect, when
considering QDs to be used as single or entangled pho-
ton sources [11–13], but also for optoelectronic devices
which are based on QD ensembles used, e.g., for lasing
applications [14].
To model such structures it is required to account
for both, the dynamics of the QD system and the
photonic structure. In the limit of strongly confined
light, popular approaches are based on the Jaynes-
Cummings model from cavity-quantum-electrodynamics
[15–18], which typically accounts for one quantized light
mode and a single two-level system, but not explicitly
for the spatio-temporal light-field dynamics in the pho-
tonic structure. For QD-systems the Jaynes-Cummings
model is often extended by considering additionally the
electron-phonon interaction [19–23]. Instead of looking
at a single QD in a microcavity, here we consider a pla-
nar ensemble of QDs in a one-dimensional photonic cav-
ity formed by a pair of Bragg mirrors [1, 2]. In order
to study the dynamics of the system we combine the
equations of motion for the QD exciton with a Finite-
Difference-Time-Domain (FDTD) method for the light
field dynamics.
We take into account the spatial structure along the
light propagation direction, perpendicular to a layered
structure forming a photonic cavity. In the cavity a QD
ensemble is placed, as schematically sketched in Fig. 1.
We are interested in the optical response of this QD en-
semble in the cavity upon external driving of the cavity
mode. For this purpose, we assume that an external laser
pulse excites the light field and then analyze the output
of the system (cf. Fig 1). We show that, depending on
the excitation power, different regimes occur: For low in-
tensities an exciton-polariton like spectrum is observed,
while for high amplitudes a spectrum with Rabi splitting
emerges. Interestingly, we find that there is no smooth
transition between the regimes but that the transition oc-
curs abruptly at a certain strength of the driving. Close
to the transition nonlinearities strongly affect the dynam-
ics leading to the appearance of a large number of higher
harmonics in the spectrum.
We start by performing numerical calculations based
on a FDTD method with the embedded few-level systems
[24–28] and assume them to be identical. To better inter-
pret our findings, we then show that for the chosen con-
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Figure 1. Schematic drawing of the simulated situation. A
pulse from outside of the cavity excites the cavity mode, which
interacts with the QD ensemble inside the layer leading to the
emission of an output pulse.
ditions the problem can be reduced to a set of three ordi-
nary non-linear differential equations for the light mode
amplitude, the polarization and the occupation of the
QD excitons. These equations can be traced back to a
Newton-type equation for an effective particle in a po-
tential, where the shape of the potential depends on the
initial excitation of the light field. Different initial con-
ditions thus lead to different behavior providing an intu-
itive picture for the transition from the exciton-polariton
like dynamics to Rabi oscillations. Finally we compare
the results for identical few-level systems with QD ensem-
bles with Gaussian shaped energetic distributions. While
in the polaritonic regime this leads, as expected, mainly
to a broadening of the polariton lines associated with
slight shifts [29], for stronger excitation, but still below
the transition to the Rabi oscillation regime, we observe
the appearance of additional lines which can be traced
back to Rabi oscillations of sub-ensembles of the QDs.
II. THEORETICAL BACKGROUND
Let us start by discussing the photonic structure. We
model a structure, which consists of two Bragg mirrors
withN AlAs/GaAs layer pairs on each side surrounding a
GaAs cavity of length lcav = λ0/nGaAs = 2pic/(ω0nGaAs).
Here, λ0 and ω0 are the vacuum wavelength and an-
gular frequency of the cavity mode, respectively, c =
(0µ0)
−1/2
is the vacuum speed of light, and nGaAs =
3.535 the refractive index of GaAs. Each layer pair con-
sists of a GaAs layer with a width of lGaAs = λ0/(4nGaAs)
and an AlAs layer with a width of lAlAs = λ0/(4nAlAs)
with the refractive index of AlAs nAlAs = 2.956. The
cavity frequency is taken to be ~ω0 = 1300 meV, which
is a typical transition energy for InGaAs QDs [1, 30].
The growth direction of the structure is taken to be the
z-direction.
In the center of the cavity, in the plane z = z0, a QD
ensemble is placed consisting of NQD QDs with transition
energies ~ω(n)x , n = 1, . . . , NQD, located at the positions
rn = (xn, yn, z0) . We assume that the spatial distribu-
tion of the QDs in the central plane is sufficiently homo-
geneous such that also the electromagnetic fields can be
taken to be homogeneous in x- and y-direction. The light
field in the structure is described by Maxwell’s equations
∂
∂t
D(z, t) = ∇×H(z, t)− J s(z, t) (1a)
µ0
∂
∂t
H(z, t) = −∇×E(z, t) (1b)
with the electric field E, the magnetic field H, the dis-
placement field D, and a source current density J s,
which will be used to model the external excitation of
the system by a short laser pulse. Note that we will
consider only non-magnetic materials. The displace-
ment field is composed of the electric field E and the
macroscopic polarization P of the system, D(z, t) =
0E(z, t) + P (z, t), where P (z, t) consists of the lin-
ear polarization of the material of the photonic struc-
ture, Pmat(z, t) = 0
[
n2(z)− 1]E(z, t) with the space-
dependent refractive index n(z), and the polarization of
the QD ensemble P¯QD(z, t), averaged over the positions
of the QDs.
In general, QDs interacting with a light field which
has a frequency close to the lowest exciton transition can
be described in terms of a four-level model consisting of
the exciton ground state, two single-exciton states with
either perpendicular linear or opposite circular polariza-
tion, and a biexciton state. Here, however, we will con-
centrate on the excitation by circularly polarized light.
In this case the biexciton and the exciton with opposite
circular polarization cannot be excited, such that each
QD can be reduced to a two-level model consisting of the
ground state
∣∣g(n)〉 and the single exciton state ∣∣x(n)〉.
The Hamiltonian of the QD ensemble including the light-
matter coupling then reads
Hˆ =
∑
n
~ω(n)x
∣∣x(n)〉〈x(n)∣∣−E(z0, t)
·
∑
n
(
M (n)
∣∣g(n)〉〈x(n)∣∣+M (n)∗∣∣x(n)〉〈g(n)∣∣). (2)
The dipole matrix element for the creation and an-
nihilation of σ+ (σ−) polarized excitons is given by
M
(n)
± = M
(n)e± with the unit polarization vector e± =
(ex±iey)/
√
2, ex and ey being the unit vectors in x- and
y-direction, M (n) refers to the dipole matrix element of
the excitons with the polarization given by the polariza-
tion of the light field, and M (n) is taken to be real.
The microscopic state of the QD n is specified by the
microscopic polarization p(n) = 〈∣∣g(n)〉〈x(n)∣∣〉 and the ex-
citon occupation f (n) = 〈∣∣x(n)〉〈x(n)∣∣〉, which satisfy the
Bloch-type equations of motion
d
dt
f (n) = −iM
(n)E(z0, t)
~
·
[
e±p(n) − e∓p(n)∗
]
(3a)
d
dt
p(n) = −iω(n)x p(n) − i
M (n)E(z0, t) · e∓
~
[
2f (n) − 1
]
.
(3b)
3The microscopic polarizations of the QDs then give rise to
an average macroscopic polarization of the QD ensemble
P¯QD =
1
A
∫
A
dxdy
∑
n
δ(x− xn)δ(y − yn)δ(z − z0)
×
∫
dωx δ(ωx − ω(n)x )
(
M (n)p(n) +M (n)∗p(n)∗
)
=
NQD
A
Mδ(z − z0)
∫
dωx ρQD(ωx)
× [e±p(ωx, t) + e∓p∗(ωx, t)]
= P˜ (t)δ(z − z0), (4)
where
P˜ (t) =
MNQD
A
∫
dωx ρQD(ωx)
× [e±p(ωx, t) + e∓p∗(ωx, t)] (5)
with the normalization area A and the number NQD of
QDs in the area A. Here,
ρQD(ωx) =
1
MNQD
∑
n
δ(ωx − ω(n)x )M (n) (6)
is a normalized distribution function of QD transition en-
ergies ωx weighted by the dipole moments and p(ωx) is
the microscopic polarization of the QDs with this tran-
sition energy. Correspondingly, f(ωx) is the exciton oc-
cupation of these QDs. The average dipole moment is
defined by
M =
1
NQD
∑
n
M (n). (7)
As mentioned above, in the following we will restrict
ourselves to circularly polarized light. However, since we
use real electromagnetic fields some care has to be taken
in identifying the respective contributions. For a σ+ (σ−)
circularly polarized light field with central frequency ω0
traveling in z-direction, the y-component of the electric
field follows (precedes) the x-component by a quarter pe-
riod, i.e., we have
E(z, t) =
1√
2
[
E (z, t) ex ± E
(
z, t− pi
2ω0
)
ey
]
. (8)
The magnetic field then satisfies
H(z, t) =
1√
2
[
H (z, t) ey ∓H
(
z, t− pi
2ω0
)
ex
]
. (9)
In order to excite such a field, also the source current
density in Eq. (1a) has to be of the same structure, i.e.,
J s(z, t) =
1√
2
[
Js (z, t) ex ± Js
(
z, t− pi
2ω0
)
ey
]
. (10)
As is shown in the appendix A, as long as we restrict
ourselves to light field amplitudes which vary on a time
scale much longer than the oscillation period 2pi/ω0, the
electric field in Eq. (8) can be rewritten as
E(z, t) =
1
2
[
e±E˜ (z, t) e−iω0t + e∓E˜∗ (z, t) eiω0t
]
. (11)
with the slowly varying complex amplitude E˜. Insert-
ing this field in Eq. (3) and using e± · e∓ = 1 and
e± · e± = 0, we see that indeed a σ+ (σ−) circularly
polarized light field only excites the σ+ (σ−) circularly
polarized exciton, except for negligible contributions re-
sulting from counter-rotating terms ∼ exp[±2iω0t]. Fol-
lowing again the derivation in the appendix A, we find
that also the polarization in Eq. (5) can be separated into
x- and y-components according to
P˜ (t) =
1√
2
[
P˜ (t)ex ± P˜
(
t− pi
2ωx
)
ey
]
, (12)
with
P˜ (t) =
MNQD
A
∫
dωx ρQD(ωx) [p(ωx, t) + p
∗(ωx, t)] .
(13)
This shows that indeed for all vector fields entering
Maxwell’s equations (1) the y-component agrees with the
x-component shifted by a quarter period. Therefore, it is
sufficient to solve the equations for the x-component of
the electric and the y-component of the magnetic field,
resulting in the final set of equations of motion
∂
∂t
E(z, t) = − 1
n2(z)0
[
∂
∂z
H(z, t)
+ δ(z − z0) ∂
∂t
P˜ (t)− Js(z, t)
]
, (14a)
∂
∂t
H(z, t) = − 1
µ0
∂
∂z
E(z, t), (14b)
d
dt
f(ωx, t) = 2
ME(z0, t)
~
Im (p(ωx, t)) , (14c)
d
dt
p(ωx, t) = −iωxp(ωx, t)− iME(z0, t)~ [2f(ωx, t)− 1] .
(14d)
Equations (13) and (14) are solved numerically. For
Eqs. (14c) and (14d) we use a standard fourth order
Runge-Kutta method and Eqs. (14a) and (14b) are imple-
mented using a FDTD method in one spatial dimension
[31]. The system is excited at a position z1 outside of the
cavity with a Gaussian current density
Js(z, t) = Jδ (z − z1) exp
[
−4t
2 ln(2)
τ2
]
cos(ω0t) (15)
with a full width at half maximum (FWHM) of τ =
200 fs. Reflections from the boundaries of the simulation
region are avoided by using perfectly matched absorbing
boundary layers [31].
The electric field in Eq. (14a) has two driving terms,
one involving the current density Js and the other the
4QD polarization P˜ (t). Due to the linearity of Eqs. (14a)
and (14a) the electric (and also the magnetic field) can
be separated into two contributions,
E(z, t) = Eext(z, t) + Eind(z, t) (16)
with the external field Eext(z, t) driven only by the cur-
rent density and the induced field Eind(z, t) driven only
by the polarization. We will come back to this separation
below when discussing the results.
In the following sections we will first concentrate on the
case of identical QDs in resonance with the light field, i.e.,
a sharp distribution
ρQD(ωx) = δ(ωx − ω0) (17)
In Sec. VI we will then analyze the influence of a non-
vanishing width of the QD distribution on the results.
III. CHARACTERIZATION OF THE SYSTEM
Before considering the dynamics of the system, we
briefly characterize the photonic cavity with the QDs by
analyzing its transmission spectrum. For this purpose,
we excite the system with a small amplitude J at the po-
sition z1 on the left side and calculate the Fourier trans-
formation of the electric field after passing the system,
i.e., at a position z2 on the right side. Without a cavity,
the pulse has a Gaussian spectral shape. When the pulse
interacts with the QDs, a dip in the spectrum is found as
displayed in Fig. 2 (a). The width of this absorption dip
depends on the lifetime of the excited state. The decay
is an effect of the radiative interaction with the field in-
duced by the QD polarization [32, 33] and here depends
on M
NQD
A (see Eq. (13).)
Now we put a cavity around the QD ensemble. Fig-
ure 2 (b) shows the linear transmission spectrum of the
QD ensemble in a cavity with Bragg mirrors of 30 layer
pairs on each side. Without QDs (dashed line) we see
a sharp peak of the cavity mode at ω = ω0. With QDs
(solid line), this peak splits up in two separate peaks. The
splitting occurs due to the strong light confinement and
enhanced light-matter interaction. Accordingly, the dou-
ble peak only exists if the confinement is strong, which
depends on the number of Bragg layers. This is demon-
strated in Fig. 2 (c), showing the transmission spectrum
with QDs for different number of layer pairs on each side.
For small N there is a broad spectrum with a dip as found
in Fig. 2 (a). For values N > 10 the formation of the cou-
pled QD-light state can be observed. We emphasize that
the splitting is independent of the number of layers, once
this state exists.
We have checked that the splitting does not depend
on the amplitude as long as we stay in the limit of small
amplitudes, but is proportional to
√
NQD/A and M . We
will come back to this dependence below in Sec. V. We
note that these peaks exhibit an anti-crossing behavior
when tuning the transition frequency of the QDs through
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Figure 2. Linear transmission spectra for excitations with low
amplitude (a) without photonic structure and (b) for a cavity
with N = 30 Bragg layer pairs on each side. The dashed lines
correspond to the spectra without QDs, the solid lines show
the spectra with QD ensemble. (c) Transmission spectrum
for increasing number of layer pairs of the Bragg mirror at
each side of the cavity. The spectra (b) and (c) are calculated
using a small exponential damping for better visualization.
resonance of the cavity (not shown). These properties are
typical for exciton-polaritons [3].
IV. TRANSITION FROM LOW TO HIGH
AMPLITUDES
Now we study the spectrum, when increasing the am-
plitude J of the external current. The resulting spectra
are shown in Fig. 3, where we fixed the number of layer
pairs toN = 30. Note that here we have plotted the spec-
tra of the field at the position of the QDs. We checked
that these agree qualitatively with the transmission spec-
tra.
The lower part of this figure corresponds to the exci-
tation with a small pulse amplitude and shows a double
peak structure as discussed in the previous section. For
low amplitudes the splitting is essentially independent of
the amplitude. When increasing the amplitude further
the splitting slightly reduces and additional side bands
are formed. These are nonlinear effects of the QD-cavity
coupling, which result from the re-interaction with the
induced light field.
At a certain amplitude J0 of the driving current density
a sudden transition takes place (see line (b) in Fig. 3) and
the behavior of the spectrum changes qualitatively. For
higher pulse amplitudes we now obtain three peaks in the
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Figure 3. Spectrum of the field inside the cavity for varying
amplitude J of the exciting pulse, given in units of the thresh-
old amplitude J0. The marked horizontal lines correspond to
the cases shown in Fig. 4.
spectrum with a main peak at ω = ω0 and two satellite
peaks. The main peak stays at ω = ω0 when increasing
the amplitude, while the side peaks change their position
with increasing J . For sufficiently strong excitation the
splitting of the side peaks grows linearly with the J .
To understand the difference in the two regimes, in
Fig. 4 we look at the dynamics of the occupation f (red
line), the amplitude E = |E˜(z0, t)| of the slowly varying
part of the electric field at the position of the QDs (green
line) and the absolute value of the polarization |p| (gray
area) for three different cases: (a) low amplitude with a
double peak, (b) at the transition and (c) in the high in-
tensity regime with three peaks. These cases are marked
by white lines in Fig. 3. The field amplitude is normal-
ized to E0 being the maximal electric field amplitude at
the transition (see line (b) in Fig. 3).
All dynamics start with a switch on of the electric field
around t = 0 due to the pulsed current density Js, fol-
lowed by an oscillatory behavior. At the switch on, first
the electric field builds up, which then induces a polar-
ization, and finally an occupation of the QD system is
created. This can also be seen in Eqs. (14c) and (14d)
where the electric field drives the polarization and the
polarization drives the occupation.
For low amplitudes, shown in Fig. 4 (a), we find oscil-
lations for all three quantities. The reason for this is that
the electric field E(z0, t) builds up a polarization. The
polarization, in turn, creates an induced field Eind(z0, t)
which is opposite to the external field Eext(z0, t), such
that the amplitude of the total field E decreases (see
Eq. (16)). When the polarization reaches a maximum E
vanishes. Then the polarization acts as a source for the
electric field. Due to the strong confinement, the emit-
ted light is trapped in the cavity and builds up the cav-
ity mode again. This induces the oscillations between |p|
and E . The occupation follows the polarization. In this
regime of weak excitations none of the quantities reaches
one. The occupation is quadratic in the polarization and
thus also in the electric field, therefore it remains small
at all times. Such a periodic oscillation of the energy be-
tween electric field and polarization is characteristic for
polaritonic dynamics. The two spectral lines reflect the
lower and the upper polaritonic branch.
The dynamics for high amplitudes is shown in
Fig. 4 (c). Also here we observe - after an initial tran-
sient - oscillations of all three quantities, field, polariza-
tion and occupation. However, now the occupation os-
cillates between 0 and 1 and it is out of phase with the
polarization. This is a characteristic behavior for Rabi
oscillations of a two-level system. The amplitude of the
electric field exhibits weak oscillations around a non-zero
value, in contrast to the weak driving it never reaches
zero. This non-zero mean value is the reason for the cen-
tral peak at ω0. For high amplitudes the induced field is
much smaller than the external one, because the driving
term P¯QD from Eq. (13) is limited by the microscopic
polarization which, in turn is limited by the number of
QDs. Therefore Eext is the main contribution to the QD
dynamics and approximately acts as a continuous wave
excitation for the two-level system. From the classical
Rabi model one expects Rabi oscillations with Rabi fre-
quency ΩR =
|E˜extM|
~ , where E˜ext denotes the amplitude
of the external field. In the dressed state picture this
corresponds to two states, which are separated by the
Rabi energy ~ΩR, when driven resonantly [34]. The os-
cillating polarization of the Rabi oscillations creates an
induced field oscillating with the same frequency which
contributes to the total field and leads to the frequency
contributions at ω = ω0 ± ΩR. This is the origin of the
satellite peaks in the upper regime of Fig. 3.
The three-peak structure of the spectrum with a cen-
tral peak and two satellite peaks shifted by ±ΩR reminds
one of the Mollow triplet seen in the resonance fluores-
cence of a two-level system driven by a classical light field
[35]. Indeed, it has the same physical origin. However,
while the Mollow triplet with its characteristic intensity
ratio between the three peaks is a quantum optical ef-
fect seen in the power spectrum of a resonantly scat-
tered additional light field, here, the peaks appear in the
spectrum of the driving field itself, which is modified by
the field induced self-consistently by the QD polarization.
The peaks have no fixed intensity ratio, instead the rela-
tive intensity of the central peak increases with increasing
driving because, as discussed above, the induced field is
limited by the number of QDs.
The oscillating part of the electric field couples back
to the dynamics of occupation and polarization. Due to
the non-linearity of these equations this gives rise to the
creation of higher harmonics of the Rabi frequency. They
are particularly pronounced slightly above the threshold
6field E0 because here the induced field is of the same
order as the external field, while its relative importance
decreases with increasing external driving.
Finally we look at the transition region where J ≈ J0.
When increasing the pulse amplitude, the occupation in-
creases likewise up to the point where the occupation al-
most reaches one. The dynamics of field, occupation, and
polarization in this regime are shown in Fig. 4 (b). We
still observe an oscillatory behavior in all three quantities,
but the oscillations strongly deviate from a sinusoidal
shape. The occupation now reaches its maximal value of
unity, and around this maximum plateaus show up. Fur-
thermore, E does not reach zero like in the low driving
case, but gets close to zero when f reaches its maximum.
If the total field is very small, the actual Rabi frequency
is small too, and the occupation only varies slowly. This
results in the formation of the plateaus as seen in Fig. 4
(b) and a longer oscillation periodicity resulting in the
reduction of the splitting in the spectrum as well as the
appearance of higher harmonics at line (b) in Fig. 3.
The bottom panel in Fig. 4 displays the maximum val-
ues of the occupation and the polarization as a function
of the maximum value of the field. At low fields we see
the linear increase of the polarization and the quadratic
increase of the occupation. We also clearly see that the
transition between the different regimes is reached when
the maximum of the occupation reaches unity.
Let us briefly compare our results for a QD ensemble
in the plane z = z0 with the case of a single QD in a
microcavity. In that case a quantized description of the
light field is necessary, which is achieved by the Jaynes-
Cummings model. In our scenario, the cavity field is
driven by an external laser pulse, which leads to the cre-
ation of a coherent state of the cavity with mean photon
number depending on the driving strength. In the low
driving limit the mean photon number is much smaller
than one, such that the field consists of a superposition
of the zero-photon and the one-photon state with negli-
gible contributions from higher photon states. Since the
QD is initially in its ground state, there are no dynam-
ics in the zero-photon subspace, while in the one-photon
subspace Rabi oscillations with the vacuum Rabi split-
ting set in. This corresponds to the polariton regime
with the vacuum Rabi splitting being the polariton split-
ting. For very strong driving, on the other hand, a co-
herent state with a high mean photon number and thus
small relative uncertainty in the photon number is gener-
ated. This leads approximately to Rabi oscillations with
the Rabi frequency corresponding to the mean photon
number, giving rise to the three peak structure as seen
in our case, too. However, in the transition region the
system is driven into the well-known collapse-and-revival
regime because many different photon numbers and con-
sequently different Rabi frequencies with in general ir-
rational ratios are present. This is in clear contrast to
the findings in our case of a sharp transition between the
two regimes and periodic oscillations at all driving am-
plitudes, however with strongly anharmonic shape in the
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Figure 4. Occupation (red lines), polarization (gray area),
and light field (green lines) dynamics inside a cavity with
N = 30 Bragg layer pairs on each side for different driving
pulse amplitudes J corresponding to the cases marked by (a),
(b), and (c) in Fig. 3. Bottom panel: maximum occupation
and polarization depending on the maximum field amplitude
Emax at the position of the QDs. E0 denotes the maximum
field amplitude at the transition.
region close to the transition.
Indeed, both the polaritonic and the Rabi oscillation
have been seen in structures with a single QD. The
polariton-like behavior in the strong coupling limit [36]
and the Mollow-triplet [37–40], similar to the three-peak
structure in the Rabi model, have been independently
studied and have recently been connected in an exper-
iment, where a QD in a micropillar cavity is optically
excited from the side [41]. There the transition between
the purely quantum model of the Jaynes-Cummings lad-
der with the semiclassical Autler-Townes ladder was in-
vestigated using a Jaynes-Cummings model showing a
transition region between the two regimes, but no sharp
transition.
In the next section we will show that our system can be
mapped to the dynamics of a particle in an effective, an-
7harmonic potential, which will allow us to obtain a deeper
insight in the different regimes and the sharp transition
between them.
V. ANALYTICAL MODEL
The results in the previous section IV have been ob-
tained for a cavity with a high quality factor, which
means that cavity losses are negligible on the considered
time scales. In fact, from the FDTD simulation we can
extract for the cavity with 30 layer pairs in each Bragg
mirror a Q factor of 870,000 corresponding to a photon
lifetime of 880 ps, which is much longer than the typical
time scales of one or a few picoseconds (see Fig. 4). In
this case, the light field in the cavity can be expanded
in cavity modes. We want to remark that this approach
can be extended to leaky cavities by using an expansion
into quasinormal modes of the cavity [42].
Combining Maxwells equations Eqs. (14a) and (14b)
we obtain the driven wave equation for the electric field
−c2
n2(z)
∂2
∂z2
E(z, t) +
∂2
∂t2
E(z, t) =
−1
n2(z)0
∂2
∂t2
P¯QD . (18)
We have omitted the source current density because here
we will replace the pulsed excitation by chosing an initial
value of the electric field. For the homogeneous part of
the wave equation we can define the eigenvalue problem
Φˆum = ω
2
mum with Φˆ = −
c2
n2(z)
d2
dz2
, (19)
where we have defined the differential operator Φˆ with
the eigenvalues ω2m and eigenfunctions um. Note that Φˆ
is not self-adjoint. However, by taking the derivative of
the eigenvalue problem we obtain
ˆ˜Φu˜m = ω
2
mu˜m (20)
with
ˆ˜Φ = − d
dz
c2
n2(z)
d
dz
and u˜m =
dum
dz
. (21)
Now the operator ˆ˜Φ is self-adjoint, which ensures that the
functions u˜m(z) constitute a complete orthonormal set of
eigenfunctions and the eigenvalues ω2m are real. Using a
partial integration, the orthonormality condition can be
rewritten as
δkm =
∫
u˜∗ku˜m dz =
∫
u˜∗k
dum
dz
dz
= −
∫
du˜∗k
dz
um(z) dz = −
∫
d2u∗k
dz2
um(z) dz , (22)
showing that the function v∗k(z) = −d2u∗k(z)/dz2 is the
orthogonal eigenfunction to uk(z). Here we have assumed
either periodic boundary conditions or vanishing mode
functions far away from the cavity, which is well satisfied
due to the high quality factor of the cavity. Then we can
expand the electric field into the eigenmodes um(z),
E(z, t) =
∑
m
Em(t)um(z) . (23)
Using Eq. (23) and the orthogonality of vk and um, we
can rewrite the wave equation Eq. (18) as
d2
dt2
Ek(t) + ω
2
kEk(t) = −
v∗k(z0)
n2(z0)0
d2
dt2
P˜ (t) , (24)
where we inserted the polarization P¯QD = P˜ (t)δ(z − z0).
Assuming a sufficiently sharp QD ensemble with tran-
sition energies close to the frequency of one of the cavity
modes and width much smaller than the mode separation
to the other cavity modes, only a single cavity mode Ec
with frequency ωc = ω0 is effectively coupled to the QDs.
Defining
Ec(t) =
1
2
[
E˜c(t)e
−iω0t + E˜∗c (t)e
iω0t
]
(25)
and p(ωx, t) = p˜(ωx, t)e
−iω0t we apply both the rotating-
wave approximation (RWA) and the slowly-varying-
amplitude approximation. Within these approximations
we obtain the equation of motion for the field amplitude
d
dt
E˜c(t) = iM˜λ
∫
dωx ρQD(ωx)p˜(ωx, t) , (26a)
which is complemented by the equations of motion for
f(ωx, t) and p˜(ωx, t)
d
dt
f(ωx, t) = −iM˜
[
E˜∗c (t)p˜(ωx, t)− E˜c(t)p˜∗(ωx, t)
]
(26b)
d
dt
p˜(ωx, t) = −i(ωx − ω0)p˜(ωx, t)
− iM˜E˜c(t) [2f(ωx, t)− 1] . (26c)
Here we have introduced the abbreviations M˜ =
Muc(z0)/(2~) and λ = v
∗
c (z0)
uc(z0)
NQD
A
2~ω0
n2(z0)0
. The constants
defined via material parameters are given in Sec. II, while
uc(z) and vc(z) can be either calculated using FDTD
or by solving Eq. (19) for the normal modes. Equa-
tions (26) are a set of coupled nonlinear equations of
motion, which define the dynamics of E˜c(t), f(ωx, t) and
p˜(ωx, t) by their initial values. In this section, we con-
sider ρQD(ωx) = δ(ωx−ω0) and the initial values at t = 0
are E˜c(0) = E˜0, f(ωx, 0) = 0 and p˜(ωx, 0) = 0 in accor-
dance with our numerical simulations. Indeed, when we
numerically solve Eq. (26) for different initial values E˜0,
we find basically the same dynamical and spectral behav-
ior of this system as described in Sec. IV when tuning the
pulse amplitude. Therefore we do not repeat the corre-
sponding figures.
8The set of equations can be further simplified by in-
troducing nondimensionalized quantities
α(τ) =
M˜E˜c(τ)√
M˜2λ
, β(τ) = (2f(τ)− 1), (27a)
γ(τ) = ip(τ), τ =
√
M˜2λ t . (27b)
Thereby we assumed that E˜c is real, such that the po-
larization is purely imaginary and α, β, and γ are real
functions. Then the new equations of motion read
d
dτ
α(τ) = γ(τ) (28a)
d
dτ
β(τ) = −4α(τ)γ(τ) (28b)
d
dτ
γ(τ) = α(τ)β(τ). (28c)
It is interesting to note that we now have eliminated
all system parameters in the equations of motion, which
makes them a prototypical example of coupled, nonlin-
ear differential equations. The initial values at τ = 0
are given by α(τ = 0) = α0, β(τ = 0) = β0 = −1 and
γ(τ = 0) = γ0 = 0. Here α is a measure for the electric
field strength at the location of the QDs.
Let us start by discussing the dynamics in the limiting
cases of a very low and a very high initial value of α.
For low α0, we find that 2f = β − β0 is quadratic in the
electric field E ∼ α. Restricting ourselves to the linear
regime, we neglect the differential equation for β and set
β = β0 = −1, resulting in two equations for α and γ
Eqs. (28a) and (28c), which can be reduced to
d2
dτ2
α(τ) = −α(τ) .
This is the equation of a harmonic oscillator with a con-
stant frequency of unity. In the dimensionalized prob-
lem, the oscillation frequency is Ωp = ±M˜
√
λ. This is in
agreement with the numerical findings in Sec. IV. Indeed,
this corresponds to the splitting in two exciton-polariton
states as seen in the FDTD calculations (lower part of
Fig. 3).
In the case of a high α0 the influence of the macroscopic
polarization is small, such that we approximate ddτ α→ 0
and α → α0. Then Eqs. (28b) and (28c) can be written
as a harmonic oscillator
d2
dτ2
β(τ) = −4α0β(τ) .
with frequency ΩR = ±2|α0| or transforming back with
ΩR = ±2
∣∣∣M˜E˜∣∣∣. This oscillation weakly couples back to
α leading to the Rabi splitting, which has been found in
the FDTD calculations in the upper part of Fig. 3.
The analytical model allows us to furthermore under-
stand the qualitative difference in the two regimes and
also the transition region of Fig. 3. For this purpose, we
first combine Eq. (28a) and Eq. (28b)
d
dτ
β(τ) = −4α(τ)γ(τ) = −4α(τ) d
dτ
α(τ)
and then solve by integration
⇒ β(τ) = −1− 4
τ∫
0
dt′ α(t′)
d
dt′
α(t′)
= −1− 2α2(τ) + 2α20 , (29)
where we made use of the initial condition β0 = −1. Next
we combine Eq. (28a) and Eq. (28c) to
d2
dτ2
α(τ) =
d
dτ
γ(τ) = α(τ)β(τ)
and use Eq. (29) to obtain
d2
dτ2
α(τ) = −2α(τ)3 + (2α20 − 1)α(τ) . (30)
This is a Newton type equation of motion d
2
dτ2α =
− ∂∂αV (α) for a particle moving in a potential V (α) de-
fined as
V (α) =
1
2
(
α4 − (2α20 − 1)α2) . (31)
We stress that the potential V itself already depends on
the initial values of the system. V (x) = ax4+bx2 is a typ-
ical potential leading to phase transitions when the single
minimum splits into a double minimum. However, in our
case, we have no damping which would drive the system
into one of the minima. Instead, the initial condition de-
termines both the potential shape and the starting point
of the dynamics and thereby the dynamical behavior. We
have solved this equation numerically and extracted the
spectrum of the electric field, i.e., |α(ωτ )|. The resulting
figure is indistinguishable from the one shown in Fig. 3,
confirming that the conditions for the reduction to the
single cavity mode model and the various approximations
discussed above are indeed almost perfectly satisfied.
To get a deeper insight, in Fig. 5 (left) we plot four dis-
tinct cases of the potential for different values of α0, the
right column shows the corresponding spectrum |α(ω)|.
Note that because α describes the slowly varying enve-
lope of the electric field the frequency axis is shifted such
that the cavity mode now corresponds to the frequency
zero. The “particle” starts with zero velocity at the ini-
tial position α0 marked by the red dot on the potential
curve. As in classical physics, every point of the graph
below the red line can be reached during the dynam-
ics. In the case of a low initial field with α0 < 2
−1/2
(Fig. 5 (a)), the potential has only one minimum and we
have an oscillation between −α0 and α0. Accordingly
the spectrum shows two separated peaks symmetrically
around ω = 0. For α0 > 2
−1/2 the potential splits and
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Figure 5. Left: Potential V for different initial values (red
dots) of α0. The red dashed line marks the allowed values for
the dynamics. Right: Resulting spectra of the corresponding
dynamics at the values (a) α0 = 0.1, (b) α0 = 0.8, (c) α0 ≈ 1,
(d) α0 = 1.1.
shows three extrema: a maximum at α = 0 with V (0) = 0
and two minima at α = ±
√
2α20−1
2 . For 2
−1/2 < α0 < 1
(Fig. 5 (b)) the initial condition is above the maximum,
such that α still oscillates symmetrically between −α0
to +α0, however the velocity around α = 0 is reduced,
such the oscillation becomes strongly anharmonic. The
spectrum still consists of two main peaks symmetrically
around zero and additional higher harmonics of these
peaks which are, however, outside the plotted range. The
transition point is reached at α0 = αt = 1, where the un-
stable fixed point α = 0 (Fig. 5 (c)) would be reached
after infinite time. The corresponding spectrum would
be continuous, because no oscillation occurs. Due to un-
avoidable numerical errors, however, this limiting case
will in general not be exactly reached in numerical sim-
ulations. Instead, after some rather long time either the
barrier will be overcome, leading to a symmetric oscilla-
tion, or the motion turns around before reaching the un-
stable fixpoint, leading to an oscillation only in the range
of positive alpha. In both cases the spectrum consists of
a series of equidistant peaks with small peak distance
corresponding to the long oscillation period. An exam-
ple is shown on the right hand side of Fig. 5 (c) where
the simulation has been started nominally with α0 = 1.
The presence of a peak at ω = 0 indicates that this spec-
trum actually corresponds to an asymmetric oscillation,
i.e., the case slightly above the threshold. If α0 is further
increased the dynamics take place only in the right valley
and α stays positive for all times (Fig. 5 (d)). The offset
gives rise to a peak at ω = 0, in addition to the two side
peaks from the oscillation. The curvature at the minima
V ′′(α =
√
2α20−1
2 ) = 2(2α
2
0−1) increases with α0 and ap-
proaches the squared Rabi frequency Ω2R = 4α
2
0 for high
α0. This explains the transition to the Rabi-splitting in
Fig. 3, since the curvature equals the squared frequency
of α in harmonic approximation.
As discussed above, the analytical model gives us the
possibility to identify the transition point αt exactly by
calculating V (0) = V (αt), which is at αt = 1. Going
back to the electric field we find that the transition takes
place when
αt =
M˜E˜0√
M˜2λ
=
E˜0√
λ
= 1 ⇔ E˜0 =
√
λ ∼
√
NQD/A .
(32)
Interestingly, the transition point depends only on system
parameters like the quantum dot density NQD/A, the
cavity frequency ω0 or the refractive index at the position
of the QDs n(z0), but does not depend on the dipole
matrix element.
VI. INFLUENCE OF A QD DISTRIBUTION
WITH NON-VANISHING WIDTH
The assumption of a QD ensemble where all QDs have
the same transition energy is strongly idealized. In a real
sample there will always be a certain spread of transition
frequencies. Therefore, in this section we will investigate
how the spectra change when the cavity mode interacts
with a QD ensemble with a Gaussian distribution of tran-
sition frequencies with FWHM ∆ω according to
ρQD(ω) =
2
√
ln(2)√
pi∆ω
e
− 4 ln(2)(ω−ω0)2
∆2ω . (33)
The influence of such kind of inhomogeneous broaden-
ing on the polariton spectra has been investigated in
Refs.[29, 43] and an increasing broadening of the polari-
ton lines with increasing width of the QD distribution
has been found. The question arises, whether also for
increasing driving the spectra will just broaden and how
the transition between the two regimes of low and high
driving is affected by this broadened QD distribution.
Considering our analytical model (cf. Eq. (28)) and the
nondimensionalization, the equations of motion change
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Figure 6. Spectra |E(ω)| as functions of the initial field
strength α0 for two different ensemble widths of (a) ∆ω =
4 meV and (b) ∆ω = 7 meV.
to
d
dτ
α(τ) =
∫
dωx ρQD(ωx)γ(ωx, τ) (34a)
d
dτ
β(ωx, τ) = −2 (α∗(τ)γ(ωx, τ) + α(τ)γ∗(ωx, τ))
(34b)
d
dτ
γ(ωx, τ) = −i (ωx − ω0)√
M˜2λ
γ(ωx, τ) + α(τ)β(ωx, τ).
(34c)
Note that now α and γ become complex quantities.
From these equations we calculate the spectra of the
electric field |E(ω)| depending on the initial value α0.
The results are shown in Fig. 6 for two different values of
the width of the QD distribution. For a spectral width
of ∆ω = 4 meV (Fig. 6 (a)), similarly to Fig. 3 we find
a sharp transition at α0 = αt ≈ 1 between a polaritonic
and a Rabi oscillation regime. This shows that the tran-
sition found in the limiting case of a δ-like ensemble is
also present for finite widths. However, in contrast to
a simple broadening of the spectral lines we observe the
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Figure 7. Spectra |E(ω| for initial values (a) α0 = 1.2 and
(b) α0 = 0.02 and (c) spectrum at the resonance frequency
|E(ω0)| as a function of the initial value αt for different en-
semble widths as indicated above the plots. (d) Transition
point αt as a function of the ensemble width ∆ω.
appearance of additional narrow spectral lines below the
threshold. Also for a larger value of ∆ω = 7 meV in
Fig. 6 (b), the threshold αt is still present, but shifted
to a lower value αt < 1. Below the threshold we find
again additional lines; however, they appear only above
another threshold αt2. In the following we will try to un-
derstand this quite surprising dependence of the spectra
on the QD distribution.
Let us start with the polaritonic regime, i.e., the case
of a weak initial field α0  1. In this case, again the
occupation can be neglected because it is quadratic in
the field. Thus, β ≈ β0 = −1. The remaining equations
(34a) and (34c) are then linear equations which can be
solved by a Fourier-Laplace transform. The formal re-
sult is rather lengthy and not very instructive, therefore
we do not present the formula. However, one can deduce
that with increasing broadening the splitting between the
polariton peaks slightly increases and the peaks broaden.
In addition, there is a broad maximum around ω = ω0
which builds up with increasing broadening. The spec-
tra of the electric field at α0 = 0.02 for different val-
ues of the broadening are shown in Fig. 7 (b). Here,
two clear peaks appear for small ensemble widths ∆ω,
but become broader and eventually vanish for larger ∆ω.
For ∆ω = 15 meV only a single broad peak is visible.
These spectra are in good agreement with spectra found
for microcavity polaritons in disordered exciton lattices
obtained on the basis of a model with a quantized light
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field [29], demonstrating that indeed in the present case
quantum features of the light are of minor importance.
Above the threshold αt again the Rabi oscillation
regime is reached. As shown in Fig. 7 (a) for the case
of α0 = 1.2 , we obtain the three peak structure with a
central peak at the cavity frequency and two side peaks
split by the Rabi frequency. Like in the polariton case,
the splitting between the outer peaks slightly increases
with increasing broadening. This can be traced back to
the fact that in a broadened ensemble there are QDs
which are detuned from resonance and therefore exhibit
a larger Rabi frequency than those at resonance.
The broadening of the polariton-like spectrum leads to
the question, whether still a transition can be observed,
even for ensembles with larger ∆ω. To answer this ques-
tion, we show in Fig. 7 (c) the spectrum at the cavity fre-
quency |E(ω0)| as function of the initial value α0. For the
δ-like ensemble (∆ω = 0) we find, as already discussed, a
sharp increase of this amplitude at α0 = 1, which is also
found for small ensemble widths. Interestingly, also in
the case of broad ensembles a sharp rise of the amplitude
is found, indicating that still a transition between two
regimes takes place. We further observe that the transi-
tion αt decreases to smaller values of α0 with increasing
∆ω. This is also quantified in Fig. 7 (d), where we plot
αt as function of the ensemble width ∆ω.
As we have seen in the discussion of Fig. 5 the tran-
sition is associated with the fact that α (in other words,
the envelope of the electric field) does not reach zero any-
more but oscillates only in the region of positive values.
This leads to the appearance of the central peak. To
demonstrate that this occurs necessarily also in the en-
semble, we can introduce the total inversion B(τ) defined
as
B(τ) =
∫
dωx ρQD(ωx)β(ωx, τ). (35)
With this definition we can combine Eqs. (34a) and (34b)
to
d
dτ
[
2|α(τ)|2 +B(τ)] = 0. (36)
Together with the initial conditions α(0) = α0 and
B(0) = −1 this leads to the energy conservation law
2|α(τ)|2 +B(τ) = 2α20 − 1 (37)
which is the direct generalization of Eq. (29) to a broad-
ened ensemble. Since the inversion is limited to the range
−1 ≤ B(τ) ≤ 1, we obtain
|α(τ)|2 ≥ α20 − 1 (38)
This is a proof that for α0 > 1 the field envelope cannot
vanish anymore and thus there is necessarily a peak at the
cavity resonance ω0 in |E(ω)|. In a broadened ensemble
B = 1 is not reached, because this would mean that all
QDs are completely inverted, no matter how far they are
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Figure 8. (a) Maximum value of the inversion as a function of
α0 for ensembles of different widths ∆ω. (b) Lower transition
αt2 (red squares) where the inversion at the polariton peaks
reaches unity and upper transition αt (black circles) where the
inversion at the cavity frequency reaches unity as functions of
the ensemble width ∆ω.
detuned from resonance. This explains our findings of
Fig. 7 (c) and (d).
Finally we want to understand the origin of the ad-
ditional lines in the spectra of Fig. 6 starting from the
polariton lines. They are symmetric with respect to the
polariton lines, which already indicates that they will
originate from an additional modulation of the field am-
plitude. Indeed it turns out that they are again related
to Rabi oscillations, in contrast to the case above the
threshold αt, however, these are not Rabi oscillations of
the QDs in resonance with the cavity mode but Rabi
oscillations of the QDs in resonance with the polariton
frequencies. Figure 8 (a) shows the maximum of the in-
version βmax that is reached in the ensemble as a function
of the initial field amplitude α0 for different values of the
ensemble width. The maximum inversion increases with
increasing α0 until it reaches unity. It turns out that this
maximum is indeed reached at the polariton frequencies,
since there the driving of the QDs is strongest. As soon
as the maximum inversion reaches unity, Rabi oscillations
of the QDs in resonance with the polaritons set in leading
to a modulation of the electric field and thus the observed
side peaks of the polaritons. The splitting between these
side peaks increases with α0, as in the case of the Rabi
oscillation above αt. The onset of these polariton Rabi
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oscillations, i.e., the point where the inversion reaches
unity, occurs at a second, lower threshold αt2 which in-
creases with increasing ensemble width, as is shown in
Fig. 8 (b) together with the upper threshold αt already
discussed in Fig. 7 (d). This increase reflects the fact that
the number of QDs at the polariton frequency increases
with increasing ensemble width, such that a larger ini-
tial field is required to invert all these QDs. At a width
of about 10 meV the two thresholds merge. Here the
broadening of the polariton lines becomes so strong (see
Fig. 7 (b)) that an inversion of unity is first reached at
the cavity frequency, which defines the threshold αt.
VII. CONCLUSION
In this work we have calculated the dynamics of a com-
bined QD-cavity system driven by an external laser pulse
in a semiclassical model. For the numerical calculations
we employed an FDTD method with incorporated two-
level systems. First we studied a system with identical
QDs having transition energies in resonance with the cav-
ity mode. Depending on the excitation power we found
a fundamentally different behavior of the spectrum of
the QD-cavity system when varying the driving strength:
For low pulse amplitudes we found exciton-polariton-like
states with two amplitude-independent peaks in the spec-
trum. High pulse areas resulted in typical Rabi oscilla-
tions, where the cavity mode has the most dominant part
in the spectra and the field induced by the QDs is small.
Accordingly, the spectrum shows three peaks, where the
side peaks are given by the Rabi splitting. Interestingly,
in between these two regimes there is a sharp transition.
We identify the sharp transition in the numerical model
by the point, where the envelope of the electric field does
not reach zero anymore.
We furthermore have derived an analytical model re-
sulting in a set of nonlinear coupled equations, which de-
scribe the dynamics found in almost perfect agreement
with the FDTD simulation. Our analytical model al-
lowed us to interpret the different regimes. In particu-
lar, we were able to explain the transition by showing
that the field dynamics can be mapped to Newton-like
dynamics in a fourth order potential. The shape of the
potential depends on the initial condition, changing from
a single well potential for weak driving to a double well
potential for strong driving. The transition occurs when
the driving reaches a value such that the oscillations re-
main in one of the two minima and thus, as found in the
FDTD simulations, when the field amplitude does not
reach zero anymore. Close to the transition the dynam-
ics are strongly anharmonic leading to higher harmonics
in the spectrum.
We finally extended the analytical model to account for
finite ensemble widths and showed that at low driving the
polariton lines broaden and slightly shift. However, the
sharp transition to the Rabi oscillation regime exists in-
dependent of the ensemble width. Interestingly, instead
of seeing just a broadening, in the polariton regime we
observe new lines above a second, lower threshold, which
could be traced back to Rabi oscillations of the QDs in
resonance with the polariton lines. Our paper thus pro-
vides an intuitive model of the coupled cavity-QD system
with and without broadening as a prototypical example
of a nonlinear system.
Appendix A: Reduction to the circularly polarized
light field
According to Eq. (8) a σ+ (σ−) circularly polarized
light field with central frequency ω0 is given by
E(z, t) =
1√
2
[
E (z, t) ex ± E
(
z, t− pi
2ω0
)
ey
]
. (A1)
Separating the field in its positive and negative frequency
components according to
E (z, t) =
1
2
[
E˜(z, t)e−iω0t + E˜∗(z, t)eiω0t
]
(A2)
the field reads
E(z, t) =
1
2
√
2
{[
E˜ (z, t) e−iω0t + E˜∗ (z, t) eiω0t
]
ex
±
[
E˜
(
z, t− pi
2ω0
)
e−iω0t+i
pi
2
+E˜∗
(
z, t− pi
2ω0
)
eiω0t−i
pi
2
]
ey
}
. (A3)
Assuming that the envelope is slowly varying on the os-
cillation period of the field, i.e.,
E˜ (z, t) ≈ E˜
(
z, t− pi
2ω0
)
, (A4)
the real electric field can be written as
E(z, t) =
1
2
√
2
[
(ex ± iey) E˜ (z, t) e−iω0t
+ (ex ∓ iey) E˜∗ (z, t) eiω0t
]
=
1
2
[
e±E˜ (z, t) e−iω0t + e∓E˜∗ (z, t) eiω0t
]
.
(A5)
This shows that indeed the positive frequency component
is proportional to the polarization vector e±.
The macroscopic polarization of the σ+ (σ−) circularly
polarized exciton in a QD reads (for simplicity here we
omit the superscript (n) labeling the QD)
P (t) = M [e±p+ e∓p∗]
=
1√
2
M [ex (p+ p
∗)± iey (p− p∗)] . (A6)
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Using
p(t) = p˜(t)e−iωxt (A7)
and assuming again a slowly varying envelope
p˜(t) ≈ p˜
(
t− pi
2ωx
)
(A8)
we have
ip(t) = p˜(t)e−iωxt+i
pi
2 ≈ p
(
t− pi
2ωx
)
(A9)
−ip∗(t) = p˜∗(t)eiωxt−ipi2 ≈ p∗
(
t− pi
2ωx
)
. (A10)
This leads to
P (t) =
1√
2
M
{
ex
[
p(t) + p∗(t)
]
± ey
[
p
(
t− pi
2ωx
)
+ p∗
(
t− pi
2ωx
)]}
(A11)
showing that with
P (t) = M [p(t) + p∗(t)] (A12)
we obtain
P (t) =
1√
2
[
P (t)ex ± P
(
t− pi
2ωx
)
ey
]
, (A13)
which has the same structure as Eq. (8) for the electric
field. Therefore, P (t) is the source for the field E(t).
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