Multiscale modelling of the influence of convection on dendrite formation and freckle initiation during vacuum arc remelting by Yuan, Lang & Yuan, Lang
  
 
 
 
Multiscale Modelling of the Influence of Convection on 
Dendrite Formation and Freckle Initiation during 
Vacuum Arc Remelting 
 
 
Lang Yuan 
Department of Materials 
Imperial College London 
 
 
 
 
 
A dissertation submitted for the degree of Doctor of Philosophy 
 
 
April 2010 
 I 
 
 
 
 
 
 
 
 
 
I would like to dedicate this thesis to my parents 
 I 
Abstract 
Vacuum Arc Remelting (VAR) is employed to produce homogeneous ingots with a 
controlled, fine, microstructure. It is applied to reactive and segregation prone alloys 
where convection can influence microstructure and defect formation. In this study, a 
microscopic solidification model was extended to incorporate both forced and natural 
convection. The Navier-Stokes equations were solved for liquid and mushy zones using a 
modified projection method. The energy conservation and solute diffusion equations 
were solved via a combined stochastic nucleation approach along with a finite difference 
solution to simulate dendritic growth. This microscopic model was coupled to a 3D 
transient VAR model which was developed by using a multi-physics modelling software 
package, PHYSICA. The multiscale model enables simulations covering the range from 
dendrites (in microns) to the complete process (in meters). These numerical models were 
used to investigate: (i) the formation of dendritic microstructures under natural and forced 
convections; (ii) initiation of solute channels (freckles) in directional solidification in 
terms of interdendritic thermosolutal convection; and (iii) the macroscopic physical 
dynamics in VAR and their influence on freckle formation. 
2D and 3D dendritic microstructure were simulated by taking into account both solutal 
and thermal diffusion for both constrained and unconstrained growth using the 
solidification model. For unconstrained equiaxed dendritic growth, forced convection 
was found to enhance dendritic growth in the upstream region while retarding 
downstream growth. In terms of dimensionality, dendritic growth in 3D is faster than 2D 
and convection promotes the coarsening of perpendicular arms and side branching in 3D. 
For constrained columnar dendritic growth, downward interdendritic convection is 
stopped by primary dendritic arms in 2D; this was not the case in 3D. Consequently, 3D 
simulations must be used when studying thermosolutal convection during solidification, 
since 2D simulations lead to inappropriate results. The microscopic model was also used 
 II 
to study the initiation of freckles for Pb-Sn alloys, predicting solute channel formation 
during directional solidification at a microstructural level for the first time. These 
simulations show that the local remelting due to high solute concentrations and 
continuous upward convection of segregated liquid result in the formation of sustained 
open solute channels. High initial Sn compositions, low casting speeds and low 
temperature gradients, all promote the initiation of these solute channels and hence 
freckles. 
The 3D transient VAR model predicted the transient behaviour of the liquid pool. The 
result agreed well with prior experimental measurements, qualitatively and also 
quantitatively. The predictions from the coupled multiscale model show that 
perturbations in operation conditions cause the temperature variation in the liquid pool 
and, consequently, result in local remelting at the solidification front. It has been shown 
that remelting dramatically increases the local permeability, and hence the Rayleigh 
number. This indicates that freckles probably initiate during remelting. Examination of 
the processing conditions suggest that perturbations in the current-related parameters, i.e. 
current and arc location, in VAR can introduce large temperature variations in the mushy 
zone, thereby, providing ideal conditions for freckling.
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R  casting speed m/s 
Rtip  tip radius m 
Ra  Rayleigh number - 
Racrit  critical Rayleigh number - 
 XVIII 
T  temperature K 
Tliq  liquidus temperature K 
Tsol  solidus temperature K 
Tref  reference temperature K 
V  volume m3 
Vtip  dendrite tip growth velocity m/s 
W  thickness of diffuse interface region m 
X  mole fraction  
Cp  heat capacity J/kg·K 
d0  capillary length m 
eI  current efficiency factor - 
ep  arc power efficiency - 
fL  liquid fraction  - 
fS  solid fraction  - 
h  heat transfer coefficient W/m2·K 
k  equilibrium partition coefficient - 
ml  slope of the liquidus K/wt% 
nmax maximum number density of nuclei 1/m3 
u
r
  liquid velocity vector m/s 
fx
uur
 front location M 
α  thermal diffusivity m2/s 
βΤ thermal expansion coefficient  1/T 
βC  solute expansion coefficient 1/wt% 
φ  phase-field - 
φε  electric potential V 
κ  curvature 1/m 
λ  thermal conductivity W/K·m 
λ1  primary dendrite arm spacing m 
 XIX 
λ2  secondary dendrite arm spacing m  
μ dynamic viscosity Pa·s 
με magnetic permeability H/m 
ν kinematic viscosity m2/s 
σν standard deviation for nucleation K 
ρ liquid density Kg/m3 
σ∗ stability parameter - 
σε electrical conductivity 1/Ω·m 
Γ Gibbs-Thomson coefficient - 
Π  permeability in mushy zone m2 
ΔT undercooling K 
ΔTn average undercooling for nucleation K 
ΔTtotal total undercooling K 
ΔTt thermal undercooling K 
ΔTC constitutional undercooling K 
ΔTr curvature undercooling K 
ΔTk kinetic undercooling K 
Δx grid size m 
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Chapter 1  Introduction 
In both aerospace and land-based engine applications, the drive to save weight and fuel 
whilst maintaining safety standards increases the demands on the materials used. This 
entails a reduction in the maximum size of defects, but also obtaining the required 
microstructures. Nickel-based superalloys have been commercially developed for, and 
applied in, most turbine engines. For applications such as turbine discs, superalloy ingots 
are for the most part produced by the Vacuum Arc Remelting (VAR) process [1, 2]. VAR 
is a widely used secondary remelting process for producing ingots of reactive and 
segregation sensitive alloys, such as INCONEL 718*. In VAR, problems with either the 
steady state or transient values of the process variables can cause defects in the resulting 
ingot, normally through fluid flow and solidification [3]. Freckles are one of these typical 
defects, which are also commonly observed in directional solidifications [4-6]. They can 
act as potential initiation and propagation sites for failure and drastically decrease the 
mechanical properties in both tension and fatigue. To avoid the formation of such defects 
requires a fundamental understanding of solidification under convection and also the 
VAR process.  
Freckle formation is believed to be associated with the thermosolutal convection in the 
interdendritic region, numerical modelling of convection effects on solidification must be 
carried out to provide better understanding of the physical phenomena that occur on the 
microscale. Various techniques, such as phase field [7-13], cellular automata [14-16], 
level set [17, 18], and front tracking [19-22], have been employed to simulate this 
                                                 
* INCONEL is a trademark of Special Metals Corporation, Huntington, WV 
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pattern-forming phenomenon. These models started by simulating growth of a single 
thermal dendrite under unconstrained conditions in 2D at the end of 1990s [7]. Extensions 
to 3D became available at the beginning of 2000s [8, 12, 13]. About this time, extensions 
to binary and multi-components under forced convection were developed, but these were 
restricted to 2D [10]. Not until 2007, was a model published to account for 3D equiaxed 
solutal dendritic growth under forced convection [18]. Very few prior publications have 
been found simulating the effect of flow on constrained dendritic growth in 2D [14, 23]. 
No 3D simulations of this kind have been published to that due to model limitations 
and/or the extremely high computational costs.  
In VAR, the high cost of experiments and the difficulty in monitoring the actual physics in 
the crucible have driven the development of numerical models. A realistic evaluation of 
the VAR process can provide a good platform for the study of freckle formation. Models 
of VAR have been developed over the past 30 years [24-29], growing in complexity and 
scope as increasingly powerful algorithms and computers have become available. Some 
of the models have already been applied for the guidance of industrial production [24-26]. 
However, current macroscale VAR models are all 2D axisymmetric. Observed arc motion 
and pool surface motion lead to transient non-axisymmetric behaviour of the liquid pool 
[30, 31]. For this reason, a 3D transient model is required to study instabilities in the 
process. On the other hand, in order to reveal the mechanisms of defect formation in 
depth, a finer scale model is required to investigate dendritic growth during the VAR 
solidification process.  
This thesis aims to improve the fundamental understanding of the mechanisms of freckle 
formation in both vertical directional solidifications and the VAR process. Numerical 
models crossing different scales have been developed to fulfill this objective. An existing 
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microscale solidification model, μMatIC†, was extended to incorporate convection. The 
key advantage of the model is that it allows a much coarser grid to be used whilst 
maintaining good accuracy. This makes it possible to simulate multi-grain solidification 
under convection in 3D. In parallel, a 3D transient VAR model based on commercial 
software, PHYSICA, has been developed‡. It allows the transient behaviour in the liquid 
pool to be studied. The coupling of these two models provides a tool to simulate 
time-dependent microstructures, and subsequently, the tendency of freckling. 
This thesis consists of seven separate chapters. In Chapter 2, a detailed review of the 
available literature is presented. The review covers: the VAR process and its numerical 
models; freckle formation and its prediction in VAR; numerical models for microscale 
solidification and the effects of melt convection on solidification, both experimentally 
and numerically. 
In Chapter 3, theories of the 3D transient model and the microscale solidification model 
coupled with fluid flow are presented with assumptions and boundary conditions. 
In Chapter 4, the microscale model is applied to the study of the growth of a single 
equiaxed dendrite under forced fluid flow in an unconstrained solidification condition 
and columnar dendrites growing under natural convection. These studies both provide 
model validation and explore the effect of dimensionality on both cases for the first time. 
In Chapter 5, the microscale model was used to study the initiation of freckles in 
directional solidification conditions for Pb-Sn alloys. The results are compared with 
                                                 
† Open-source code available at www.imperial.ac.uk/advancedalloys  
‡ This thesis was funded as part of a multi-institute EPSRC project (ELFVAR, EP/D50502X) and the core 
macroscale model was developed at the University of Greenwich. 
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experimental measurements via a critical Rayleigh number. The mechanisms of freckle 
formation based on simulation results are discussed. 
In Chapter 6, the transient behaviour in the liquid pool was studied by the 3D VAR model. 
The results are compared with available measurements. The tendency for freckle 
formation in VAR is studied by examining the microstructures via the Rayleigh number. 
In Chapter 7, the final conclusions and future work are presented. 
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Chapter 2  Literature Review 
2.1  The vacuum arc remelting process 
VAR is a secondary remelting process which is employed for the production of fully 
dense and homogeneous ingots of reactive and segregation sensitive alloys, such as 
INCONEL 718, commonly used in turbine discs of aero engines. A number of process 
parameters during the VAR process, principally the arc current, voltage and electrode gap, 
have a particularly decisive influence on the geometry of the molten pool and the 
solidification conditions. Fluctuations in these parameters will directly alter the melt rate 
of the electrode and the electromagnetic forces in the pool, influencing the solidification 
processes occurring in the ingot and, hence, the final microstructures [3, 32, 33]. In some 
cases, such variations will contribute to the formation of solidification defects causing 
considerable economic loss.  
2.1.1  Definition and characteristics of the VAR process 
The VAR process can be described as the continuous remelting of a consumable electrode 
(typically an ingot cast in the vacuum induction melting (VIM) process, electroslag 
remelting (ESR) process or even the VAR process) by means of a DC arc under 
vacuum [1]. Figure 2–1 shows the schematic principle of the VAR process. A consumable 
electrode is mounted vertically inside an evacuated water-cooled copper crucible, with its 
base just above some starting materials in the crucible bottom. Voltage is applied between 
the electrode and the crucible. This produces a metal vapour plasma arc between the 
electrode and the crucible bottom. The arc heats both the starting materials and the 
electrode tip, eventually melting both. As the electrode tip is melted away, the molten 
metal drips off, and solidifies in contact with the cold copper crucible. An ingot forms 
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with a liquid upper region feeding the shrinkage during solidification of the mushy zone 
below it, with a solid region below that. A high vacuum is maintained throughout the 
remelting process. The space between the outer surface of the ingot and the inner surface 
of the crucible acts as a vacuum insulator where heat transfer occurs by radiation. Helium 
is injected into the gap between the ingot and crucible wall in order to enhance heat 
transfer between the ingot centre and the water cooling. The objective of VAR is to 
produce an ingot that is free of macrosegregation, porosity, shrinkage cavities, or any 
other defects associated with uncontrolled solidification during casting. 
The primary benefits of remelting a consumable electrode under vacuum are [1]: 
1.  Removal of dissolved gases, such as hydrogen and nitrogen; 
2.  Reduction of undesired trace elements with high vapour pressure; 
 
Figure 2–1. Schematic principle of the VAR process, after Patel et al [34]. 
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3.  Improvement of oxide cleanliness; 
4.  Achievement of directional solidification of the ingot from bottom to top, thus 
avoiding macro-segregation and reducing micro-segregation. 
Oxide removal is achieved by chemical and physical processes. Less stable oxides or 
nitrides are thermally dissociated or are reduced by carbon present in the alloy and are 
removed via the gas phase. However, in special alloys and in high-alloyed steels the 
non-metallic inclusions, e.g. alumina and titanium-carbides, are very stable. Partial 
removal of these inclusions takes place by flotation during remelting. The remaining 
inclusions are refined and evenly distributed in the cross-section of the solidified ingot. 
Operational process parameters determine the final solidification structures of the VAR 
ingot by means of the temperature distribution and fluid motion within the molten pool. 
In industrial practice, several process variables are monitored and recorded to track the 
progress and evaluate the status of the VAR process. These include arc voltage, current 
density, electrode position, electrode mass and furnace atmosphere pressure. Moreover, 
drip-shorts may occur when a molten metal droplet hanging down from the electrode tip 
comes into contact with the surface of the molten pool at the top the ingot, thereby 
causing a momentary interruption of the arc [35]. Drip short rate is subsequently added to 
the measured parameters’ list. 
Other parameters measured are electrode gap and melt rate. Typically, the crucible 
diameter is 0.05 to 0.15 m larger than the electrode diameter. The electrode must be 
translated downward toward the molten pool to keep the mean distance between the 
electrode tip and the pool surface constant. This mean distance is called the electrode gap, 
which is estimated by arc voltage and drip short rate. Any changes in the drip short rate 
indicate that the electrode gap has changed and will alter the focus of the arc, altering the 
heat flow and electromagnetic stirring [36]. Electrode melt rate, calculated from electrode 
mass measurements, is also an important parameter in the VAR process. Melt rate 
variations, which affect the molten pool shape and solidification behaviour, can cause 
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transient behaviours in the ingot growth rate and mushy zone thermal gradient, a 
condition conducted to the formation of melt related defects [4]. Under steady-state 
conditions, a reasonably constant melt rate is produced by applying constant melting 
power. However, at the start-up and end stage, it is away from steady state. This is due to 
the fact that the temperature distribution in the electrode at the beginning has not had 
sufficient time to achieve steady state, while heat conduction is impeded at the end 
because of the large difference in electrode and stub diameters. Small pressure 
fluctuations or minor electrode contamination can cause melt rate variations during the 
steady state regime and the magnitude of melt rate can vary from a few percent to 
hundreds of percent [37]. An extremely dynamic situation arises when the melt passes 
through a transverse crack in the electrode. The crack impedes heat flow causing 
materials below the crack to heat more rapidly than normal while materials above the 
crack remain relatively cold. This will lead to an increasing melt rate when the melt zone 
approaches the crack, followed by a rapid decrease as the melt zone passes through the 
crack. Crack disturbances can last an hour or more and are unpredictable. Dynamic, 
nonlinear current schedules are used to control the melt rate variations and crack 
disturbances [38] through the entail process.  
In the VAR process, ingot defects may originate from several sources [39]: foreign 
materials in the melt stock or electrode, drop-in material from the furnace interior, and 
solidification defects. Although improved control of melting processes has reduced the 
incidence of many melt-related defects, e.g. freckles, white spots, tree rings, such defects 
are still occasionally found in VAR ingots, which may, particularly in the case of 
superalloys, lead to a reduction in performance or even ingot rejection [40]. 
2.1.2  Macroscale models of the VAR process 
Due to the high cost of experiments and the difficulties in monitoring the various 
parameters involved in the VAR process (most alloys under consideration melt in the 
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range of 1600-1800 K and arc reactive), numerical models provide an alternative way to 
study the process, which offers an insight into the effect of melting parameters on the 
molten pool and the solidification region. This is necessary for understanding the 
complex physical and chemical phenomena during the VAR solidification process and for 
the optimization of the operational parameters, in order to obtain high quality ingots. 
Numerical simulations of heat transfer and fluid flow during the VAR process have been 
developed over the past 30 years growing in complexity and scope with increasingly 
powerful algorithms and computers. Recently, a number of efforts has been made on 
prediction and control of microstructure evolution for reducing solidification related 
defects. Kinetic microscopic solidification models of grain nucleation and growth have 
been developed [41-44]. By coupling the microscale solidification models with the 
macroscale VAR models, the microstructure formation can be predicted as a function of 
various processing strategies [32, 45]. The development of the macroscale multi-physics 
models of VAR is reviewed in detail in this section and the multiscale studies on defects 
formation of VAR will be described in the next section.  
The aim of the macromodel for the VAR process is to predict the temperature field and 
residual convection in and around the region where solidification takes place. 2D 
axisymmetric VAR models have been developed by several authors and some also 
become commercialized. [46-49].  
Three decades ago, Bertram [26] described an analytical mathematical model for VAR. It 
considered the mean flow in the melt under the combined effects of buoyant and Lorentz 
forces and heat transfer among the ingot, crucible wall and electrode. Transport equations 
for velocity and enthalpy, and conventional stream function-vorticity equation are solved. 
Due to the limitations in computing power and mathematical algorithms at that time, 
those concepts had not developed into a calculable program for real predictions. However, 
it provided the prototype for upcoming numerical models. In the same year, Ballantyne 
and Mitchell [50] developed a model for consumable electrode remelting by simulating 
the thermal conduction only within the ingot. An unsteady-state, partial differential heat 
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transfer equation was solved in a two-dimensional axisymmetric domain. A boundary 
condition of a time-independent temperature distribution at the top of the melt pool was 
applied for simulating the quasi-steady state process of VAR and the mushy zone was 
treated by taking into account the latent heat release linearly over the entire liquid-solid 
temperature range. The results of the model were compared with thermal fields measured 
in a number of industrially remelted ingots and good agreement was obtained only in the 
cases of low melt rates. The model only solved thermal conduction within the ingot. The 
influence of convection motion in heat transport was not included in the model. The 
electromagnetic effect in VAR can lead to a downward flow of the hot metal from the top 
of the pool to the mushy zone, causing the measured pool depths to be deeper than those 
predicted by the model.  
Bertram and Zanner [51, 52] solved fluid flow as well as magnetohydrodynamic (MHD) 
heat transfer for the quasi steady-state solution. They added a contribution from the 
Lorentz force into the body force term in addition to a gravity contribution in the 
Navier-Stokes equations and the Joule heating into the heating source, allowing the effect 
of electromagnetic stirring to be studied. In place of a fully coupled calculation, which 
consisted of solving a liquid flow problem in the melt pool down to some 
“immobilization” isotherm in the mushy zone, they used a simple procedure: computing 
the high speed flows (order of 10-2 m/s) and thermal problem ignoring the motion of 
liquid in the mushy zone (order of 10-4 m/s). The previous solution supplied thermal 
histories for each point inside the mushy zone, allowing solution of the constitutive 
equation relating the specific permeability to the density of liquid. Finally the momentum 
equation in the mushy zone was solved, in which the thermal buoyancy and MHD forces 
were taken into account. Since the model was not fully coupled to solve thermal and fluid 
flow, the melt pool boundary was fixed. Therefore changes in flow pattern inside the melt 
pool and the change of pool shape in the real process could not be fully simulated.  
The limitation in early coupled models requiring the pool shape to be imposed as a 
boundary condition rather than being a calculable variable, was later removed by Gartling 
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et al. [27]. In their model, interdendritic region was modelled using a Brinkman-Darcy 
model for flow in a porous medium. The modified momentum conservation equation 
including the advective transport and stress terms permits the smooth transition from the 
flow in the melt pool to the flow in the mushy zone.  
As the high current generated between the electrode and the ingot surface enters into the 
molten pool, inducing strong electromagnetic forces, especially when using 
electromagnetic stirring, fluid flow turbulence is taken into account in VAR models. A 
classical Reynolds-Averaged Navier-Stokes k ε− model has been chosen and 
implemented by Jardy et al. [24, 25]. It took into account the effect of thermal gradient on 
turbulence dissipation. The simulation results showed that the turbulence is dissipated by 
horizontal temperature stratification, and generated and propagated by applied magnetic 
stirring [47]. The numerical model has been developed to software, named “SOLAR”. It 
has been validated by comparison of calculated and experimental liquid pool profiles for 
a range of alloys, i.e. Ti alloys, Zr alloys, Ni based superalloys and specialty steels.  
Another technique of introducing helium gas into the ingot and the crucible wall, 
theoretically analyzed by Yu et al. [53], enhances the heat transfer effect on the ingot 
boundary. Rao et al. [28] quantified the heat transfer coefficient (HTC) for an industrial 
scale VAR and applied it into a solidification model for VAR (Figure 2–2). It is found that 
increasing the pressure of Helium can decrease the depth of the molten pool, which 
agreed well with experiments done by Hosamani et al. [54] (Figure 2–3). Later, 
Quatravaux et al. [46, 47, 55] also simulated the pressure of helium in the shrinkage gap 
into their model and, furthermore, developed a mesh-splitting method to simulate the 
continuous supply of metal in the crucible, which is employed to study the transient 
melting process including start-up, steady-state and hot-top. 
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Figure 2–2. Variation of HTC with shrinkage gap 
width with different helium gas pressures. (After 
Rao et al.[28]) 
Figure 2–3. Variation of molten pool profiles with 
helium gas injection for a 500 mm diameter ingot. 
(After Hosamani et al. [54]) 
Not only all the control equations which represent the real physical phenomena but also 
accurate boundary conditions are required to represent the real VAR process. Thermal 
boundary conditions are generally studied and validated using thermocouples mounted in 
the crucible. Reiter et al. [29] used the measured temperatures as input parameter to 
calculate the heat transfer coefficient among the mould, cooling water and the ingot by an 
inverse calculation approach. It provides a way to obtain more accurate heat transfer 
boundary conditions. Differently, Chapelle et al. [56] proposed a 2D numerical model to 
describe unsteady heat transfer in a VAR crucible and then compared with experimental 
data. The model accounts for both longitudinal and transversal heat transfer in the 
crucible. More importantly, the possibility of water boiling effects at the crucible-water 
interface was also considered. Comparing to the experimental data monitored on the outer 
surface of the crucible, numerical results showed similar key features: an initial heating 
stage with a sharp peak of temperature followed by a very slow temperature decrease. 
Chapter 2 Literature Review 
-13- 
 
Figure 2–4. Distribution of position of the arc centre for normal electrode (420 mm diameter, solid 
line) and narrow electrode (330 mm diameter, dashed line). ( FromWard et al.[57]) 
Electrical boundary conditions also play a critical role in correctly modelling the VAR 
process. The amount of current (that flows through the ingot and the crucible wall) and 
the radial distribution of current at the ingot top surface are the most important 
information for macroscale models, because they determine the magnitude and 
distribution of Lorentz force in the liquid pool and also the heat input from electrode to 
the ingot. Williamson et al. [58] measured the crucible voltage and temperature profiles 
during the steady-state VAR process of 0.54 m diameter Alloy 718 ingot. It was found 
that 50% to 80% of the total current passes through the top ingot surface. Ward et al. [57, 
59] carried out experimental measurements and computer modelling to detect and 
interpret current flows and magnetic fields under different operational conditions. A 
result similar to that of Williamson et al. [58] was drawn, approximately 55-75% (±17%) 
of the total current actually entered the ingot and flowed to the electrode under conditions 
close to those used industry-wide in production of 0.508 m diameter alloy 718 ingots. 
Furthermore, when reducing the electrode diameter and increasing arc gap, an increase to 
approximately 73-83% (±13%) was found. By interpreting magnetic field measurements, 
statistics for distribution of position of the arc centre was deduced (Figure 2–4). The 
information above has been used for determining appropriate boundary conditions for 
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VAR models, allowing accurate predictions of the temperature profiles and fluid flow 
field in the molten pool [32, 60].  
2.1.3  Multiscale models of VAR 
Multiscale and multi-physics numerical techniques have been used to enhance the 
understanding of the wide range of physical and chemical phenomena including fluid 
flow, heat transfer, electromagnetic effect and formation of microstructures in the VAR 
process. Macroscale VAR models not only allow the visualization of the process but also 
provide the field variable inputs (e.g. thermal, pressure and fluid flow fields) required by 
microscale solidification models to simulate corresponding microstructures. 
Solidification defects originating from the microscale, such as tree ring and freckles, can 
be studied in detail by examining the variation of microstructures. Several authors have 
predicted the grain structures in VAR using multiscale mathematical models.  
Xu et al. [61] combined a 2D axisymmetric laminar model with a CA mesoscale model of 
the grain nucleation and growth. Passing the predicted thermal profiles, the multiscale 
model successfully studied the formation of grain structures. Through experimental study 
[62], they proposed that strong perturbations of the thermal field ahead of the 
solidification front can cause a temporary transition from columnar-to-equiaxed growth 
and generate a chain of small equiaxed grains called tree rings. This fact was later proved 
using the multiscale model. The simulated results predicted that perturbations in the 
thermal field can cause the formation of tree rings if the perturbation is strong enough. 
However, the formation of tree rings is most sensitive to changes in current and arc radius. 
The same multiscale model was also extensively used to investigate the effect of 
variations in process parameters on the solidified microstructures [63], i.e. equivalent 
grain diameter. Nastac et al. [64] developed a similar multiscale model, but at the 
microscale, only the columnar front was stochastically tracked. The model was used to 
analyze the effects of the production rate and power interruption on the resultant 
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secondary phases. Freckles tendency was also calculated by applying a Rayleigh number 
criterion which will be discussed in the next section. This suggested that increasing the 
input power could increase the potential for freckling. 
 
Figure 2–5. Predicted grain nucleation and growth in the VAR ingot. Tree rings were simulated due 
to thermal perturbation [61].   
A multiscale model developed by Zhang et al. [65] simulated the simultaneous motion 
and dissolution of dendrite cluster particles in the melt pool of the VAR process. The 
same macromodel was used as in Xu et al. [61], but at the microscale, interdendritic 
solute diffusion, dendrite arm dissolution and cluster particle interaction with the bulk 
melt by convection were considered. By using this multiscale model, the dendrite cluster 
trajectory, temperature distributions and dissolution were calculated, shown in Figure 2–6. 
As undissolved particles or dendrite clusters surviving as foreign inclusions or white-spot 
compositional heterogeneities, can significantly reduce the mechanical properties, 
operational safety windows were also calculated as functions of size and solid fraction of 
clusters for each variable, such as the drop height, element concentration, and initial 
temperature. 
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Figure 2–6.Predicted trajectories for different diameters (left) and residual volume of dendrite 
clusters as a function of initial diameter and initial temperature (right). (from Zhang et al. [65]) 
Noticeably, current macroscale VAR models are all 2D axisymmetric. However, observed 
arc motion and pool surface motion lead to transient non-axisymmetric behaviour of the 
liquid pool [30, 31]. In this case, a 3D transient model is required to study instabilities in 
the process. On the other hand, in order to reveal the mechanisms of defect formation in 
depth, a finer scale model is required to investigate dendritic growth during the VAR 
solidification process. 
2.2  Freckle formation and prediction 
2.2.1  Mechanisms of freckle formation 
Freckles are channel segregates and show up as dark etched spots in a macro-etched 
condition in Ni base superalloys in both directionally solidified polycrystalline and single 
crystal ingots. Freckles are highly undesirable defects because they decrease the 
mechanical properties dramatically, in both tension and fatigue. [66] In addition, they 
cannot be removed by post thermo-mechanical treatments, leading to extra scrap and high 
cost. In this section, the origins of freckle formation in the VAR process will be described.  
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Detailed analyses have been carried out by Giamei et al. [67], Brooks et al. [68] and 
Genereux et al. [66] to define and characterise the structure and composition of freckles 
in Ni based superalloys. It is found that freckles consist of high concentrations of Ti and 
Nb in Alloy 718. Brooks and Krafcik [68, 69] mapped the chemistry of practical IN 718 
VAR ingots at both the macro- and micro- scale using x-ray fluorescence analysis. Figure 
2–7 shows freckle orientation in a 520 mm alloy 718 ingot. The growth direction of the 
freckles is from the upper left to lower right corner, in which the dark etching channels are 
rich in Nb. In Figure 2–8, freckles grew from the steep mid-radius portion of the pool 
toward the centre of the ingot, and the growth vector always crossed the pool profile at a 
low angle, which means that it can grow into high temperature region in the molten pool. 
Figure 2–7. IN 718 freckles at mid-radius, 520 
mm VAR ingot (from Brooks et al. [68]). 
Figure 2–8. Freckle location and orientation with 
a pool profile in a 520 mm VAR ingot (after 
Brooks et al. [68]). 
It is now agreed that freckles arise due to channels associated with thermosolutal 
convection in the mushy zone and that they are driven by a variation in density 
originating from interdendritic segregation [2, 67, 70-73]. In the VAR solidification 
process, due to chemical segregation of alloy elements at the scale of dendrites, the 
microsegregation can cause the local melt density to increase or decrease, which depends 
on the composition of the alloy. In INCONEL 718, the partitioning of Nb evidently results 
in an increase in liquid density. The density difference drives the Nb-rich interdendritic 
liquid to flow downwards. Since the mass diffusivity of the liquid is much lower than its 
heat diffusivity, segregated liquid retains its composition as it flows through the mushy 
Pool shape and freckle map
Pool shape
Freckle chains
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into regions of higher temperature. Then, the liquid causes delayed growth and localised 
remelting of solid. This dissolution process is the basis of the mechanism by which the 
channel defects form and propagate. As shown in Figure 2–9, in the channel, the dendrite 
arms can either be remelted or become fragmented. These fragments can remain in the 
channels and grow into the equiaxed grains later observed as freckle chains [71, 73], or 
are advected out of the channels by the flow and, if not remelted completely, may form 
spurious grains inside the columnar structure or develop into equiaxed grains and even 
block the columnar front and cause a columnar-to-equiaxed transition [6, 39, 73, 74]. The 
formation of freckles depends on the persistence of such channels in the mushy zone 
which relies upon the ability of the segregated liquid to flow down from the upper 
channel to its lower end. Therefore, two conditions can be identified as the main causes 
for freckle formation [33].  The first one is the variation of density, which serves as a 
driving force for buoyancy-driven flow to form the channel. With higher liquid density, 
channels with a steeper inclination have a greater driving force for flow. The second one 
is the permeability of the mushy zone. In order to keep segregated liquid persistently 
flowing downward within the channel, continuity demands that the liquid must be 
replenished with additional liquid from the neighbouring regions of the mushy zone and 
the local permeability of the mushy zone must be high enough to allow flow from the 
mushy zone to infiltrate into the channel. This relates to the morphologies of 
microstructures. 
Figure 2–9. The mechanism of freckle formation showing how a density-driven downward-forming 
channel may form into a freckle. (after Van Den Avyle et al. [39]) 
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The local solidification environment directly affects the conditions under which freckle 
initiates. In the VAR process, factors that may lead to freckle formation are possibly 
disruptions in electromagnetic fields and variation in heat transfer rates in the molten pool 
and mushy zone. In terms of the mechanism for freckle formation, increasing the thermal 
gradient and decreasing the local solidification time can reduce freckle potential, because 
the faster growth of dendrites can prohibit channel initiation.  
2.2.2  Mathematical criteria for freckle prediction 
A variety of mathematical models for predicting the onset of freckling have been 
proposed for Ni-based superalloy castings, especially for directional solidification and 
single crystal processes. All of these models can be classified into two groups: one based 
on the use of mathematical criteria; and the other based on solution of mass, momentum, 
energy, and species conservation equations [75]. The mathematical criteria approach 
provides an efficient means of evaluating stability for freckle formation by considering 
the average solidification environment. And the latter approach gives more direct 
fundamental insight into the freckle initiation with more detailed solidification conditions. 
Both approaches have shown good correlations of freckle formation. In this section, the 
varieties of mathematical criteria will be reviewed first and the numerical simulation of 
freckle formation will be presented in the next section.  
The mathematical criteria must be sufficient to represent the fluid flow dynamics and also 
find measures to control segregated channel formation, which is responsible for freckle 
initiation. Many criteria have been proposed in the literature. They are classified into 
three categories by Yang et al. [76]. The first type is the cooling rate criterion, also termed 
the G-R criterion. The second type comes from the microflow continuity principle,[70, 
76-79] proposed by Mehrabian et al. [80]. The third is the Rayleigh number criterion 
which is based on convective flow instability theory [72, 81].  
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Copley et al. [71] suggested a criterion, which is based on the cooling rate calculated by 
G R×  for the first time, (G: thermal gradient, R: casting speed ). When the value is below 
a constant which varies due to different alloy system, freckles are likely to form. Suzuki 
and Miyanoto’s study found that G and R do not have an equal influence on freckle 
formation. For example, a relationship describes the freckle formation in 0.7wt% carbon 
steel is: 
 2.1 8.75G R⋅ ≤  (2.1) 
Pollock and Murphy [6] studied a wide range of directional solidification conditions on 
the grain and freckles formation using Ni-based superalloys. They found a strong 
correlation between the primary dendrite arm spacing ( 1λ ) and freckle initiation. The 
results showed that decreasing the interdendritic spacing would decrease the permeability 
of the mushy zone and retard feeding and development of plumes essential for freckle 
formation. They proposed that 1/2 1/4G R− −× as an improved freckle criterion. This criterion 
showed a better agreement with experimental results than Copley’s criterion when the 
temperature gradient is higher than 0.15 K/m. Due to the difficulty of performing 
experiments over large ranges of G and R, the relative merits of the various thermal 
criteria are sometimes difficult to assess. This criterion has good application for given 
alloy systems to study the effect of solidification parameters on freckles. Yang et al. [82] 
expressed the effect of permeability as a function of G and R and proposed nG R⋅ as the 
criterion. The less the value is, the greater is the chance of freckle formation. It is found 
that n is between 1.87 and 2.5 for Ni-based superalloys. This criterion also indicates that 
the growth speed has a stronger influence on freckles formation than the temperature 
gradient. Despite its qualitative useful predictions, this type of criterion cannot be applied 
widely because it does not directly take into account the effect of composition. 
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The second type of criterion comes from the micro-flow continuity principle. When 
considered macroscopically a unit volume in the mushy zone in which mass exchanges is 
only realized by liquid flow in or out of the element, the criterion for freckling is: 
 1V G
T
⋅
< −&  (2.2) 
where V is the velocity of the interdendritic liquid and T& is the cooling rate. This criterion 
gives very concise physical meaning: if the interdendritic fluid flow velocity is greater 
than the growth rate, freckles are easy to form. This criterion has not been widely applied 
for applications due to the implicit fluid flow velocity involved. Examples can be found 
when liquid velocity is explicitly calculated in numerical models [83].  
The Rayleigh number, which is used to describe convective fluid instability, has been also 
suggested as a criterion for freckle initiation. It measures the ratio of the driving 
buoyancy force to the retarding frictional force associated with the permeability of the 
mushy zone. It includes the influence of alloy composition, elemental segregation, 
processing effects and the solidification status of the system. Several investigators have 
either interpreted their experimental results with the Rayleigh number [6, 71, 75, 76, 
84-88] or deduced it from the micro-flow continuity principle [70, 76-79]. However, 
since the nature of the convective instability in the mushy zone is not fully understood, 
the exact form of the Rayleigh number and the magnitude of the critical value for the 
onset of channel formation are unclear, and investigators have assumed different forms.  
Table 2-1 shows the different versions of the Rayleigh number that have been suggested, 
in which the characteristic length h has been assigned various values. In Table 2-1, ν  is 
the viscosity of the liquid, κ is the thermal diffusivity, DL is the liquid diffusion 
coefficient, ρ is the liquid density, Π  is the permeability in the mushy zone, C is the 
composition of a solute element, Lf is the average liquid fraction in the mushy zone, λ1 is 
the primary arm spacing  and cβ  is the solutal expansion coefficient of the density: 
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where 0ρ is the liquid density at the melting point of an alloy. *β  is the composite 
thermal and solutal expansion coefficient of the density:  
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where lm is the slope of the liquidus line for binary alloys, α is the thermal expansion coefficient 
of density: 
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Beckermann et al. [84] examined the above definitions and found a definition similar to 
R2 in Table 2-1 proposed by Worster [86] to be physically most meaningful, which 
accounts for the resistant drag force from structure (permeability) and the driven force 
from density variation: 
 0
( / )
h
gRa hρ ρ
υκ
Δ Π
= ⋅  (2.6) 
They evaluated the two different characteristic length scales (mushy zone depth and 
thermal diffusion length: / Rκ ) and two alternative ways of computing the average 
mushy zone permeability alone the growth direction: one is the Blake-Kozeny equation: 
 
3
4 2
1 2
S
(1 )6 10 Sz
f
f
λ− −Π = ⋅ ⋅ ⋅  (2.7) 
Another is given by Felicelli et al. [89]: 
 ( )( )221 S S S0.074 ln 1.49 2 0.5z f f fλΠ = ⋅ ⋅ − − + −  (2.8) 
where Sf is the average solid fraction in the mushy zone.  
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Table 2-1. Rayleigh Number Proposed for Freckle Analysis 
 
The calculated Rayleigh numbers were compared to previous experimental data and the 
results indicate that only two of the possible combinations of length scale and 
permeability relations provide a maximum value within the mush that can be chosen as a 
representative value for the given conditions. Examinations also reveal that the Rayleigh 
number that uses the thermal diffusion length provides a reasonable prediction of the 
formation of freckles for the widest array of data. Nevertheless, the exact form of the 
Rayleigh number is still controversial. Consequently, the critical value for one specific 
alloy is different depending on the length scale and the form of criteria selected. 
However, even applying the same form of Rayleigh number, the critical value still varies 
due to the following reasons:  
1. Thermo-physical properties may not be known accurately and also are 
temperature and composition dependent;  
2. Permeability in the mushy zone is related to the local microstructure. No formula 
can be used yet to give a uniform value as it is still under study. Although 
numerical simulation can help to identify the permeability value, the detailed 
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microstructure and the local solid fraction determine the value calculated. In fact, 
it can vary in magnitude by 2 orders; and  
3. Density variation depends on the local temperature and chemical composition, 
which are difficult to evaluate experimentally. And, numerically, the evaluation 
also meets the same problem as the permeability calculation. 
The effect of an inclined solidification front on Rayleigh number has also been 
studied [75, 82, 84]. The results showed that the critical value of Rayleigh number 
decreases with increasing inclination angle, φ . This means an inclination angle increases 
the possibilities of freckle formation. It can be understood that in an inclined situation, 
buoyancy flow advects lower density segregated liquid along the sidewall out of the mush; 
while heavier segregated liquid is driven down across the primary dendrites with 
enhanced angular driving force (see Figure 2–10). Beckermann et al. [84] developed a 
linear fit to describe the relationship between the critical Rayleigh number and the 
inclination angle of the domain. Auburtin et al. [75] proposed a multiplication factor that 
involves the inclination angle and the permeability in the direction parallel and 
perpendicular to the dendrite arms.  
 
Figure 2–10. The relationship of fluid flow and crystal growth at the tilted solidification front. (From 
Yang et al. [76]) 
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2.2.3  Numerical models of freckle formation 
Numerical simulation models of the transport phenomena during alloy solidification 
using the full set of conservation equations have been developed in order to study freckle 
initiation [89-94]. These models are usually referred to as continuum models; because the 
conservation equations are developed using mixture theory or volume averaging that 
prevents modelling of the interface between the liquid, mushy and solid zones. They treat 
the mushy zone as a porous medium with mean isotropic or anisotropic permeability. The 
natural convection problem becomes that of analyzing the motion of fluid overlying a 
porous medium. The developed models have successfully predicted the formation of fluid 
flow channels due to thermosolutal buoyancy force and the results also qualitatively 
match experimental measurements. One advantage of using these models is that this 
approach can account for a large range of solidification conditions. Meanwhile, it visually 
provides the information of channel formation. 
Due to the limited computational power available before the early 1990s, numerical 
models from this period were restricted to 2D. Felicelli et al. [95] developed a 
mathematical model of solidification with thermosolutal convection to study the 
segregated channel formation of Pb-10 wt% Sn alloy. In the model, the solidification was 
initiated from an all-liquid state. The mushy zone was allowed to grow as the volume 
fraction of liquid in the mushy zone adjusts according to local thermodynamic 
equilibrium conditions. The prediction of channels in directional solidification is the first 
of its kind and shows the correct qualitative behaviour observed in experiments [71, 85]. 
This solidification model for binary alloys is not suitable for multicomponent alloys, 
because in a multicomponent alloy each element contributes to the change in the liquid 
density and the phase diagram becomes much more complex. Realistically, the 
macrosegregation in multicomponent alloys requires accurate models of phase 
equilibrium, solidification path and microsegregation. Felicelli et al.[91] assumed that 
there were no cross effects between the diffusion of each alloy element. They simulated 
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the flow patterns for a ternary alloy Ni-Ta-Al and emphasized the effect of partition 
coefficients on segregation patterns. Similar information of channel formation was 
simulated as the binary alloy.  
  
Figure 2–11. Predicted velocity vectors and solid 
fraction contours (left ) and macrosegregation 
patterns (right )showing freckle formation of 
CMSX2 alloy. (from Schneider et al. [96]) 
Figure 2–12. Simulated fluid flow vectors and 
volume fraction of liquid for Pb-10wt%Sn alloy 
in 3D. (from Felicelli et al.[89]) 
Schneider et al. [94, 96] used a thermodynamic phase equilibrium subroutine developed 
by Boettinger et al. [90] to solve the macrosegregation problem which naturally treats the 
temperature and/or concentration dependence of partition coefficients and liquidus slopes, 
and the formation of secondary phases. One of their simulated results is shown in Figure 
2–11. They found that for a given alloy composition, the onset of convection occurs at a 
critical primary dendrite arm spacing which agrees well with Pollock and Murphy’s 
analysis [6]. 
3D simulations were carried out and expected to provide more accurate results. Felicelli 
et al. [89, 92] extended their previous 2D model into 3D, and used it to study both binary 
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and multicomponent alloy systems. The result of a channel formation in a Pb-Sn binary 
alloy is shown in Figure 2–12. The simulations revealed regions of enhanced solid growth 
that developed around the mouths of the channels appeared as volcanoes on top of the 
mushy zone, which was not predicted in the previous 2D models.  
Applying models to actual cast components based on conservation equations is still 
extremely difficult due to excessive computational costs required to resolve small 
macrosegregation features over a scale of the entire component. Considering the 
computational cost, the balance between the mesh size and the enclosed domain was 
investigated by Sung et al. [97]. They suggested that the computational domain should be 
discretised with elements that are less than a primary dendrite arm spacing in the 
horizontal direction ( λ1) and less than the thickness of solutal boundary layer (D/R) in the 
vertical direction. A further study of Frueh et al. [98] determined that the minimum 
domain height required for predicting freckles is only twice the height of the mushy zone. 
Guo et al. [99] performed a detailed grid independence study for freckle formation in a 
upward directional solidification in 3D. Their results supported the recommendation of 
Sung et al. [97] regarding a minimum spacing. However, considerable differences 
between the various simulations became apparent on a local scale, indicating that the 
minimum spacing recommendation was not sufficient to achieve grid-independent results. 
These differences were caused primarily by the random nature of the initial convective 
instabilities, resulting in solutal plumes appearing at various locations and times. On the 
other hand, various methods were used to reduce the computational time, including 
starting convection only after the mushy zone was fully developed and employing a 
non-uniform mesh [83].  
Interestingly, all the numerical models only simulated the plume-like channel formation 
caused by upward buoyancy force, which is the case when the lighter segregated liquid 
dominates the flow. None of the prior numerical models predicts channel formation along 
the solidification front due to the downward flow, which is the case for freckle formation 
in the VAR process. Mathematical criteria based on the Rayleigh number have been 
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recently employed in this particular casting process to predict the tendency for freckling 
and to optimize the operation parameters such as melt rate and current density [34, 100, 
101]. Patel et al. [34] calculated the Rayleigh number for a 0.5 m diameter VAR ingot at 
different current levels based on the VAR model developed by the Specialty Metals 
Processing Consortium (SMPC) [49] , and showed that the Rayleigh number increases 
with increasing VAR current density. Hans et al. [100] investigated the Rayleigh number 
at different melt rates using “SOLAR” built by the School of Mines of Nancy (Figure 
2–13). They both agreed that the Rayleigh number reaches a maximum at about the mid 
radius. 
 
Figure 2–13. Rayleigh number evolution with different melt rates. (from Hans et al. [100]) 
2.3  Microscale models of solidification 
The major goal for simulation of microstructure formation is to be able to assess the 
material properties and the effect of the processing parameters. Such simulations would 
not only lead to unparalleled insight into the role of microstructures, but would also open 
up the possibility to design and carefully control the formation of desirable 
microstructures.  
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The evolution of microstructures is of metallurgical interest since microstructures formed 
during metal casting influence mechanical material parameters and the corrosion 
behaviour of the product. In recent years there has been an increased activity in the area of 
simulation of solidification microstructures, particularly dendritic growth. Various 
techniques, including phase field [102, 103], cellular automata [44, 104], level sets [105, 
106], and front tracking [19, 107] methods, have been employed to simulate this 
pattern-forming phenomenon. Two of the most popular techniques, the cellular automata 
and phase field methods, are summarised in the following sections. 
2.3.1  Cellular automata (CA) models 
A cellular automaton (CA) is an algorithm that describes dynamic systems where space, 
time, and variables are discrete on all sites of a lattice and local, global deterministic or 
stochastic rules can be applied to each site [108, 109]. The CA system consists of a 
regular grid of cells, each in one of a finite number of states. The grid can be in any finite 
number of dimensions. Time is also discrete, and the state of a cell at time t is a function 
of the states of a finite number of cells (called its neighbourhood) at previous time step. 
These neighbours are a selection of cells relative to the specified cell, and do not change. 
Every cell has the same rule for updating, based on the values in this neighbourhood. 
Each time the rules are applied to the whole grid and a new generation is created. The CA 
technique has been widely used for the modelling of physical phenomena in Materials 
Science. Generally the model can be characterised by: a) geometry of the cell; b) state of 
the cell; c) neighbourhood configuration; and d) several transition rules that determine the 
state of the cell. During solidification process, each cell has three possible states. There 
are “liquid”, “solid” and “interface”. The change of state of the cells from “liquid” to 
“interface” to “solid” is initiated either by nucleation or by growth of the dendrites, which 
depends on a great extent on the transition rules. In this section the application of CA 
technique in solidification process is reviewed, focusing on how to simulate nucleation 
and growth of the dendrites. 
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Modelling of nucleation 
Most of the microscopic models of solidification assume that bulk heterogeneous 
nucleation occurs on a continuous distribution of nucleation site, which become active 
when the undercooling, ΔΤ, increases [110]. The basic theory of heterogeneous 
nucleation has been outlined by Turnbull and Fisher [111]. Taken into account that the 
initial nucleation site density n0 within the melt will decrease as nucleation proceeds, the 
nucleation rate n
t
∂
∂
at a given undercooling TΔ is given by 
 21 0 2[ ( )]exp( )( )
Kn K n n t
t T T
−∂
= −
∂ Δ
 (2.9) 
where K1 is proportional to the collision frequency of the atoms of the melt with the 
nucleation sites of the heterogeneous particles and K2 is related to the interfacial energy 
balance between the nucleus, the liquid and the foreign substrate on which nucleation 
occurs.  
Oldfield [112] proposed a nucleation model using the pragmatic approach to reconsider 
the heterogeneous nucleation theory, based upon observations of eutectic cast iron. The 
nucleation increases continuously as the undercooling increases, which is described as: 
 2( )n A T= Δ  (2.10) 
where n is the number of nuclei, and A is a constant for a certain alloy system, which can 
be determined for one measurement of nucleation and undercooling. This model was 
employed by Nastac et al. [113, 114] to simulate the nucleation in the volume of the liquid 
and at the surfaces of the mould. Assuming no grain movement in the liquid, the 
nucleation rate is given by  
 s2 ( ) (1 )n
n TT f
t t
μ∂ ∂= − Δ −
∂ ∂
 (2.11) 
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where nμ  is a nucleation parameter that is evaluated experimentally and sf  is the 
fraction of solid to take into account the extinction of nucleation sites by the growing 
grains.  
Following the pragmatic approach of Oldfield [112], a continuous nucleation distribution, 
( )dn d TΔ , can be used to describe the grain density increase, dn, which is induced by an 
increase in the undercooling, ( )d TΔ [104]. Besides the simple polynomial law 
mentioned above, a Gaussian distribution has been employed to describe the nucleation 
[44, 104, 115-117]:  
 
2
1max exp
( ) 22
n T Tdn n
d T nn σπσ
Δ − Δ
= −
Δ
⎡ ⎤⎛ ⎞⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (2.12) 
where nTΔ  is the average undercooling for nucleation, nσ  is the standard deviation, 
and maxn  is the maximum number density of nuclei. 
Modelling of growth of dendrites 
To identify the growth rule of dendrites, two general questions should be answered: a) 
propagation law for dendrite growth; and b) preferred orientation of the dendrite. Two 
main solutions are employed to calculate the dendrite growth velocity. One is based on 
analytical solutions of dendritic growth [104, 115]; another is determined by solving 
diffusion equations [44, 113]. The velocity of the solid/liquid interface is calculated from 
the KGT model [118] , when the solute diffusion equations are not solved. This model 
correlated local undercooling as a function of temperature to steady-state velocity: 
 2 31 2( ) ( )tipV A T A T= Δ + Δ  (2.13) 
where 1A  and 2A are constants related to material properties. In this model, it is assumed 
that the dendrite has an ideal parabolic shape and the effect of thermal gradient on the 
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diffusion field around the tip is neglected. When the solidification model is combined 
with solute diffusion equations, they can be solved using the conditions at the solid/liquid 
interface of temperature/composition equilibrium and heat/solute balance. The change of 
the solid fraction in each cell deduced from the solute equations stands for the interface 
moving velocity. 
The preferred dendrite growth directions of cubic metals are along the <100> 
crystallographic orientations [119]. Grains which are nucleated either at the mould 
surface or in the volume of the melt are assumed to have a random crystallographic 
orientation. Thus, the probability, ( )dp θ , that a newly nucleated grain has a principal 
growth direction in the range [ ], dθ θ θ+  is simply given by  
 2( )dp dθ θ
π
=  (2.14) 
where 2 π  takes into account the four-fold symmetry of the cubic crystal [104, 113].  
Brown and Spittle [120, 121] used a hexagonal 2D lattice in order to better leverage the 
anisotropy. However, this 6-cell neighbourhood results in elongated grains oriented at 45o 
with respect to the grid. Nastac et al. [114] applied a probabilistic neighbourhood 
selection scheme to adjust the anisotropy depending on the orientation of the grain.  
 
Figure 2–14. Schematic diagram of 2D decentred square CA algorithm, after Gandin et al. [122]. 
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A 2D decentred square growth algorithm was first embedded in to a CA model by Rappaz 
and Gandin [122] to incorporate the crystallographic anisotropy and the growth kinetics, 
based on the observations by Ovsienko et al. [123] (Figure 2–14). This approach 
introduced a dendrite morphology correct method to retain the original misorientation of 
dendrites and was later extended to a 3D octahedron model [115, 124]. The predicted 
dendrite is defined by the diagonals of a square correspond to the <10> (in 2D) primary 
trunks of the dendrites. The half size of the ‘growing’ square at time t is given by: 
 0 tip
1 ( )
2 v
tt
v t
L L V T dt= + Δ ⋅∫   (2.15) 
where tip ( )V TΔ is the velocity of the dendrite tips calculated with the KGT model. vt  is 
the time when a nucleus forms or a cell is captured by growing dendrites. 0L  is the 
relative distance of the envelope centre and growing centre. Once the square edges 
overpass the centre of neighbour cells, they are entrapped.  
Based on the concept of decentred square algorithm, Wang et al. [44] solved diffusion 
equations directly and modified the 3D octahedron algorithm to take into account solute 
composition on the dendrite growth. The increment of the half width of the square is 
related to the increment of solid fraction by: 
 sL x fΔ = Δ ⋅ Δ  (2.16) 
xΔ is the grid size and the update of sfΔ depends on the solute diffusion. This model 
successfully predicted the primary spacing [44], stray grain formation [117] in Ni-based 
superalloy castings and was further developed to study the columnar-to-equiaxed (CET) 
transition [125]. The model is also widely extended to study the formation of pores [42, 
43, 116, 126], intermetallics [127] and interdendritic fluid flow effects [128].  
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Modified cellular automaton method 
A modified CA (MCA) method has also been developed in recent years to predict the 
evolution of dendritic growth [16, 129, 130]. Different from the classical CA method, the 
model also included solute redistribution and effects of constitutional undercooling and 
curvature undercooling on the equilibrium interface temperature. The growth of dendrite 
tip velocity was calculated according to the KGT model: 
 ( )tip kV Tμ θ= ⋅Δ  (2.17) 
where ( )kμ θ is the interface kinetics coefficient and θ is the angle between the normal 
of the solid/liquid interface and the horizontal direction. It is given by: 
 ( ) ( )( )( )01 cos 4k k kμ θ μ δ θ θ= + −  (2.18) 
where kδ is the degree of kinetic anisotropy and 0θ is the preferred growth orientation of 
the crystal. The local undercooling is calculated through: 
 ( ) ( )liq T 0T T T m C C θ κΔ = − + − − Γ  (2.19) 
where TC is the local solute concentration which is determined by solute conservation 
equations; κ is the interface mean curvature; ( )θΓ is the Gibbs-Thomson coefficient, 
which is defined as: 
 ( ) ( )( )( )01 cos 4tθ δ θ θΓ = Γ − −  (2.20) 
where Γ is the average Gibbs-Thomson coefficient; tδ  is the degree of surface energy 
anisotropy.  
By solving Eqs. (2.17) - (2.20), the growth velocities of interface cells are determined. 
The change rate of solid fraction of the interface cell can be evaluated from the growth 
velocity [15, 131].  
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2.3.2  Phase-field (PF) models 
The phase-field method is a popular technique for the direct numerical simulation of 
microstructure evolution in solidification [132]. The widely recognised appeal of 
phase-field methods is that it avoids the explicit tracking of macroscopically sharp phase 
boundaries. An order parameter, φ , called the phase field, is introduced to avoid tracking 
the interface. This variable varies smoothly from one value in the liquid to another value 
in the solid across a spatially diffuse interface region of thickness, W, as shown in Figure 
2–15. It converts the problem of simulating the advance of a sharp boundary to that of 
solving a stiff system of partial differential equations that govern the evolution of the 
phase and diffusion fields [133].  
 
Figure 2–15. Phase-field variable describing the local phase state 
The phase-field model associated with the solidification of a pure material was first 
proposed by Langer [134]. Collins and Levine [135] have also written down 
independently similar phase-field equations and analyzed one dimensional steady state. 
They proposed the following governing equations for the phase field and temperature 
where the surface energy is isotropic: 
 2 2
( , )f TM
t
φ φ
ε φφ
⎡ ⎤∂ ∂
= − − ∇⎢ ⎥∂ ∂⎣ ⎦  (2.21) 
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2p
T Lc k T
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φ∂ ∂
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 (2.22) 
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where M is positive mobility related to the interface kinetic coefficient, ( , )f Tφ is the 
free energy density; ε is gradient energy coefficient. 
Ginalp [136] has shown that the classical phenomenological description of the underlying 
microscopic physics of the solid-liquid interface are recovered under certain limits of the 
phase-field equations. The original derivation of the phase-field equations was justified 
by requiring the free energy of the system to decrease monotonically in time. Penrose and 
Fife [137] and Wang and Wheeler et al. [138-140] applied the arguments of irreversible 
thermodynamics to the derivation of the phase-field equations, establishing that they are 
consistent with non-negative local entropy production. Another approach to obtain the 
phase-field equations has been deduced by Beckermann et al. [7]. It is concerned with 
reproducing the traditional sharp-interface approach, and the derivation starts from the 
classical velocity-dependent Gibbs-Thomson interface condition including the effect of 
surface tension and the attachment kinetics of atoms at the interface. 
In actual computations, it is critical to understand how the quality of the solution 
deteriorates with increasing interface thickness, because the grid spacing needs to be of 
the order of, or smaller than, the interface thickness. Kobayashi [141] has proposed large 
scale numerical simulations and they revealed qualitatively correct features of dendritic 
structures. However, the simulation parameters had to be carefully adjusted to produce 
the desired structures. Wheeler et al. [102] and Wang et al. [139] have focused on testing 
quantitatively the convergence of the phase-field method. Their research showed that the 
interface thickness must be smaller than the capillary length for the solution to converge 
to the sharp-interface limit, which can limit the use of phase-field approach. Karma and 
Rappel [103, 133] re-examined this issue and derived coefficients for the so-called 
thin-interface limit of the phase-field equation, where the interface thickness only needs 
to be small compared to the mesoscale of the heat solute diffusion field, and the classical 
interface conditions were satisfied for a finite thickness. This thin-interface approach was 
employed to investigate the limit of vanishing interface kinetics, i.e. local equilibrium at 
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the solid-liquid interface and improve the computation efficient. To compare the models 
developed by Wheeler et al. [102] and Karma et al. [133], the main difference is that in 
Wheeler’s model the ratio between kinetic and capillary anisotropy is fixed, whereas in 
Karma’s model for low super-cooling the kinetic term can be cancelled by appropriately 
chosen expressions. 
Phase-field models were first used to investigate equiaxed growth under isothermal 
conditions in binary alloys by Wheeler et al. [140]. They related the parameters to 
material and growth parameter in real systems and improved the model that can recover 
classical sharp interface models of alloy solidification when the interfacial layers are thin. 
Non-isothermal dendritic solidification of binary alloy was studied by Loginaov et al. 
[142] with solving both the solute and heat redistribution. The first fully quantitative 
phase-field model that allows for unequal solute diffusivities in the liquid and solid was 
developed by Karma [143], which allows simulations to be performed in a thin-interface 
limit, with a vanishing kinetic effect and no solute trapping. This model has been 
extended by Ramirez et al. [144] to account for coupled heat and solute diffusion and by 
Echebarria et al. [145] to directional alloy solidification with an applied temperature 
gradient.  
Recently, Ramirez and Beckermann [146] used this phase-field model to study free 
dendritic growth of dilute binary alloys into a super-cooled melt. In this model an 
adaptive grid that permitted calculations for large ratios of thermal to solutal diffusivity 
was used. The results showed good agreement between numerically predicted and 
theoretical values of growth Péclet numbers. The columnar-to-equiaxed transition in 
Al–3 wt.% Cu alloy solidification process was modelled by Badillo et al. [147] to 
investigate the effects of the applied temperature gradient and pulling speed, the seed 
spacing and nucleation undercooling for the equiaxed grains, and the crystalline 
anisotropy strength on the CET.  
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The phase field methods described above have been extended to 3D [103] and 
multi-component systems [148, 149], as well as melt convection effects on the dendrite 
formation [7, 150-153]. Compared to CA methods, one of the obvious drawbacks is that a 
smaller cell size must be applied for the simulation, which leads to much longer 
computation time and limitations of the system size. Although Karma et al. [133] 
introduced thin-interface approach into phase-field model and improved the 
computational efficiency, the largest size that could be found in calculation is 2 μm[154]. 
As the presence of an interface region with a minimal length scale must be resolved, 
adaptive algorithms, which dynamically coarsens the mesh away from the front, were 
first developed and applied by Braun et al. [155] and improved by Provatas et al. [156, 
157]. Adaptive meshes enable the phase field method to be applicable in a domain with 
complex geometry shape and also in a large scale. However, the computational cost is still 
massive in particular in 3D. Another problem in phase field method is that large number 
of parameters involved in the solution of the evolution equations. These parameters are 
difficult to determine but nevertheless needed for accurate physical crystal growth 
simulation of real materials.  
2.4  Melt convection in solidification processes 
Melt convection in solidification processes plays a fundamental role in the phase 
transition and solidification patterns. Convective heat and mass transfer alters the solute 
concentration and the thermal gradients in the vicinity of the solid/liquid interface. It adds 
new length and time scales to the solidification problems and results in morphologies that 
are potentially much different from those generated by purely diffusive heat and solute 
transport. Convection could also alter the rate and the mode of the solidification, and so 
the final microstructures of the products [158].  
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During a realistic solidification process, convection is impossible to avoid. It is generated 
in the liquid state and can be classified in one of the following categories: 
1. Convection due to volume change during phase transition;  
2. Convection induced by a forced field in the liquid state, such as buoyancy driven 
flow due to temperature or composition changes, or induced by a force field at the 
interface, such as Marangoni flow due to surface tension gradients; and  
3. Convection induced by external flow, such as electromagnetic force driven flow. 
In the VAR process, the fluid flow in the molten pool is driven not only by the buoyancy 
force, but also the Lorentz force generated by electromagnetic effects. The fluid flow in 
this case is strong enough to alter the solidification conditions at the solid/liquid interface. 
Therefore, it is impossible to ignore the effects of fluid flow on the microstructure 
formation. 
2.4.1  Experimental studies of convection effects on solidification 
Convection within the melt influences solidification at both the macroscopic and 
microscopic levels. At the macroscopic level, it can change the shape of the isotherms and 
the thermal gradients within the liquid region, and thus modifies the progression of 
solidification. At the microscopic level, the orientation of columnar dendritic 
microstructure, the occurrence of a columnar-to-equiaxed transition (CET), nucleation 
initiated by dendrite arm detachment, and microscopic solute repartition are all 
influenced by convection. These phenomena have been studied and proved 
experimentally.  
Huang and Glicksman [159, 160] first investigated experimentally the effect of 
buoyancy-driven flow in succinonitrile on dendritic growth. They showed that dendrites 
growing in the gravity field with different directions have different tip velocities and 
interface shapes. Murakami et al. [161, 162] investigated an array of columnar crystal 
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growing in flowing melts (Aluminium-copper alloys) and measured the deflection angle 
of the crystal growth direction in the upstream direction. They found that the deflection 
angle increased only slightly with an increase in flow rate, while the inclination angle of 
the growth direction of columnar dendrites from the <100> direction increased with an 
increase in flow rate. Similar phenomena were observed by Fredriksson et al. [163] who 
studied the effect of stirring the Al-Cu melt. Stewart et al. [164] reported that oscillatory 
rotation of the crucible made the CET occur earlier while continuous rotation delayed the 
CET. Szekely and Jassal [165] observed that flow was strong enough to shear off some of 
the dendrite arms during the solidification process of an aqueous solution of ammonium 
chloride, which accumulated in the form of debris at the bottom of the experimental 
container. The fragmented dendrite arms if considered as a nucleation source may cause 
the formation of an equiaxed zone. McDonald and Hunt [166] added zinc chloride into 
NH4Cl-H2O solution in order to change the density of liquid with temperature, which 
altered the fluid motion. The experimental results proposed that macrosegregation was a 
result of interdendritic fluid motion and it might be eliminated by controlling the fluid 
motion in certain alloys. Although the trends observed were consistent, it had been hard 
to quantify relationships between the flow conditions and these effects. 
Experiments were also carried out to quantitatively study the dendritic tip growth velocity 
under forced convection. The settling of equiaxed grains in an undercooled melt was 
investigated by using transparent alloys [167-170]. In these measurements, the average 
length of dendritic arms and the locations of the dendritic centre were used to determine 
the average tip growth velocity and the corresponding settling velocity, respectively. 
Generally, it was found that when the dendritic tip keeps its relative direction to the forced 
flow, the dendrite tips pointing into the flow grow faster than the dendrite tips in the wake. 
Ramani et al. [170] and Appolaire et al.[167, 168] investigated NH4Cl crystals settling in 
NH4Cl-H2O solutions with different undercooling. They found that the tip velocities were 
significantly affected by the flow relative to the settling crystal. The measured tip 
velocities were around two orders of magnitude higher than those calculated from a 
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theory that assumes purely diffusive solute transport in the melt. However, the 
measurements carried out by Badillo et al. [169] using succinonitrile - acetone alloys 
showed inconstant results. They found that the average growth velocity of all six primary 
dendrite arms of the settling equiaxed crystal was in almost perfect agreement with the 
value predicted by the standard diffusion theory, despite the presence of considerable 
settling speed changes and crystal rotation. The reason was thought to be the large 
uncertainties in the properties, e.g. the Gibbs-Thomson coefficient or the dendrite tip 
stability parameter.  
Recently, in-situ observations have been performed by several research groups to obtain 
quantitative data on solidification morphologies and solute distribution using synchrotron 
x-radiation for metals [171-174]. The solute enrichment introduced by thermosolutal 
convection can be observed both at the dendritic tip and in the interdendritic regions [175]. 
However, the uncertainties during measurements, such as the resolution and the 2D 
nature of the recorded images, the uncertain movement of settling crystals, may also play 
an important role in the final conclusions. Nevertheless, the average growth velocities can 
be determined and these are useful to shed some light on the growth kinetics of crystals.  
2.4.2  Dendritic tip stability with the effect of convection  
Although the influence of convection on the formation of morphological features in the 
solidification of pure materials and alloys has been investigated over many years, further 
fundamental research is required to elucidate the influence of natural or forced 
convection on microstructure development.  
In experiments, a given undercooling leads to both a well-defined growth velocity and a 
well-defined tip radius of a dendrite. Theoretically, when capillary effects are neglected, 
with the diffusion field ahead of an isolated, isothermal conditions and steadily growth in 
the shape of a parabola in 2D or a paraboloid in 3D, the crystal growth can be described 
by the Ivantsov solution (Eq. (2.23) is for 2D and Eq. (2.24) is for 3D): 
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The Ivantsov solution determines the Péclet number, Pe, as a function of the tip 
dimensionless undercooling or supersaturation ( Δ ). Pe is defined as: 
 tip tipPe
2
V R
D
=  (2.25) 
where tipV  and tipR is the dendrite tip velocity and tip radius, respectively. D is either the 
thermal or solutal diffusivity, depending on whether the solidification happens for a pure 
undercooled melt or the isothermal solidification of an alloy.  
Under a given solidification condition, the product of the tip velocity and radius is 
determined by the solutions above, but another equation needs to be solved to determine 
the unique values of the two quantities separately. A stability parameter σ  is introduced 
based on the understandings of solvability theories [176, 177]: 
 02
tip tip
2Dd
R V
σ =  (2.26) 
where d0 is either the thermal or chemical capillary length. It controls the operating state 
of a dendrite tip with the Ivantsov solutions. The stability parameter is found to be 
dependent on the crystalline anisotropy strength ε . The anisotropic strength is a material 
property, but is very difficult to measure experimentally in metallic systems. The effect of 
convection on the stability parameter is still controversial. Numerical simulations have 
been carried out to evaluate the stability theory, which will be discussed in the next 
section.  
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Experimental investigations of the operating state of a dendrite tip in the presence of a 
forced flow have failed to yield consistent results. Lee et al. [178] experimentally studied 
the free growth of fully developed succinonitrile (SCN) with controlled, well defined, 
forced convention velocities, up to 0.01 m/s, which is much larger than the velocity due to 
thermal convection and the dendrite growth velocity. Experiments have shown that for a 
large range of fluid flows the shape of the dendrite tip does not change, but the inverse of 
the stability parameter, 1/σ , decreases with increasing flow velocity. The change is 
significant only for fluid flows that are ten times larger than the tip velocity. Moreover, 
the component of the fluid flow velocity that is perpendicular to the tip motion has very 
little influence on the operating point of the dendrite tip, but changes the side branch 
structure. Emsellem and Tabeling [179] performed growth experiments using ammonium 
bromide and found 1/σ to be almost independent of the external flow velocity in their 
experimental range. On the other hand, Bouissou et al. [180] found that the inverse of the 
stability parameter 1/σ increases for pivalic acid (PVA) dendrites almost linearly with 
the longitudinal component of the external flow velocity, but is independent of the 
transverse component of the flow velocity.  
2.4.3  Numerical simulation of convection during solidification 
Numerical modelling of convection effects on solidification has been carried out with the 
aim to give better understanding of the physical phenomena that occur on the microscale. 
However, the handling of convection in the modelling of non-stationary solidification 
problems is rather difficult, because the liquid region within which fluid flow has to be 
considered changes continuously with time. Furthermore, this region includes not only 
the liquid melt but also the porous-like mushy zone. Various approaches found in the 
literature, to the modelling of convection in solidification problems are:  
1. The effect of convection on the thermal field is simulated simply by replacing the 
advection term in equations by an increased thermal conductivity;  
Chapter 2 Literature Review 
-44- 
2. The fluid flow pattern is replaced by a liquid region where complete stirring is 
assumed, plus a boundary layer whose thickness is estimated by a dimensional 
analysis; and  
3. The fluid flow pattern is calculated using the Navier-Stokes equations and the 
continuity equation.  
Since the development of capability of numerical computation and the requirements for 
precisely evaluating the simulation results, solving the full sets of governing equations 
has become the primary choice. 
In the 1970s and 1980s, researchers developed different approaches to solve the 
Navier-Stokes equations with proper assumptions for the entire domain including liquid, 
solid and mushy zone. They studied the relationships between heat flow, density 
variations, and fluid flow on the stability of the solidification interface, and the effect on 
the microstructures. Szekely et al. [165] developed a mathematical model for describing 
the unsteady state temperature and velocity field in controlled solidification in a 
rectangular cavity. The interdendritic region was regarded as a porous medium and thus 
the viscous terms in the Navier-Stokes equations were replaced by the resistance terms in 
Darcy’s Law. Gartling [181] progressively increased the viscosity in the Navier-Stokes 
equation as solidification proceeds. Morgan [182] set velocities to zero as soon as a 
certain solid fraction is reached. Voller et al. [183] and Bennon et al. [184] had 
simultaneously developed a procedure in which appropriate fluid and heat source terms 
were defined in Navier-Stokes and continuity equations, so as to decrease the velocity 
field progressively within the mushy region. The basic feature of the proposed method lay 
in the representation of the latent heat of evolution, and of the flow in the solid-liquid 
mushy zone, by suitably chosen sources. As there is complete freedom within the 
methodology for the definition of such sources so that a variety of phase-change 
situations can be modelled, the driving source terms they chose were the Darcy source 
and the latent heat source. The Darcy source was used to model the effect of the nature of 
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the porosity of the mushy region on the flow field. Both of them are a function of solid 
fraction which is a function of temperature. Although these models do not perfectly 
represent real systems, these are the usual ways to carry out simulations. Nonetheless, 
these quantitative approaches provide a first step toward tackling these much more 
complex problems. 
Since the formation of dendrites controlled by purely diffusive heat and solute transport 
without fluid flow is successfully simulated by various techniques which are mentioned 
in section 2, those methods have been extended to simulate the growth of dendrites with 
melt flow in recent years, providing a unique means of studying the interactions between 
flow and solidification through numerical simulations.  
Tonhardt and Amberg [153, 185] adapted a 2D phase-field model using adaptive finite 
elements to consider the dendritic growth in a shear flow for pure Ni metal. The liquid 
and solid were assumed to have the same thermal-diffusivity, conductivity, density and 
specific heat. Meanwhile, it was assumed that the dynamic viscosity, ν , was varying 
with phase-field variable φ , and increased the viscosity during solidification: 
 0 (1 )fνν ν= +  (2.27) 
where 0ν is the tabulated viscosity of the liquid and fν is defined as: 
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where C is a constant which stands for the critical liquid fraction with stable viscosity. 
The standard Navier-Stokes equations were solved combined with the viscosity changes. 
In this model, the dendrite growth was controlled by the local heat transfer at the 
solid/liquid interface. A nucleus was considered to be attached to an insulated solid wall. 
When the forced flow was increased, the vertical main stem tilted increasingly towards 
the upstream direction, and side branches on the downstream side were inhibited by the 
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flow, which agrees qualitatively with experimental observations [186]. Simultaneously, 
Anderson et al. [150] derived a thermodynamically consistent set of phase-field 
equations that included convection in the liquid phase. It allowed a quasi-incompressible 
thermodynamic description where the densities in the solid and liquid phases were each 
spatially uniform and depend solely on the phase field. They treated both the solid and 
liquid as Newtonian Viscous fluid in which the viscosity of the putative solid phase was 
specified to be much larger than that of the liquid phase and assumed to depend on the 
solid fraction. The model was used to investigate the solidification of a planar interface at 
constant velocity driven by either density change or a shear flow. These methods were 
effective, but convergence can be very sensitive to the relative magnitude of the viscosity 
change and the interface thickness.  
Beckermann et al. [7] introduced a mixed formulation of the continuity, Navier-Stokes, 
energy and species equations. It was assumed that the solid phase was rigid and stationary 
and surface tension driven flows were not considered. In this model, the porosity of the 
mushy zone was identified with the phase-field variable. The usual no-slip condition at a 
sharp solid-liquid interface was enforced through an interfacial stress term in the diffuse 
interface region. The conservation equations for mass (Eq. (2.29)), momentum (Eq. 
(2.30)), energy (Eq. (2.31)), and solute (Eq. (2.32)) were derived by treating the 
microscopically sharp solid/liquid interface as a diffuse region where the solid and liquid 
phases coexist. They can be written, respectively, as: 
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where vr , P, ρ , μ  are liquid velocity, pressure, density, and kinematic viscosity 
respectively. All properties were assumed constant, and the densities of the solid and the 
liquid phases were assumed equal. S is the source term which represents the dissipative 
interfacial force and is written as 
 dl
vS M hμφ φδ= = ∇
r
  (2.33) 
Where h is a dimensionless constant, whose value is analytically determined to be 2.757. 
δ  is the interface thickness. This term acts as a spatially distributed momentum sink in 
the diffuse interface region that forces the liquid velocity to zero as the phase-field turns 
to zero. The main advantage of this approach is that accurate velocity profiles are 
obtained regardless of the diffuse interface thickness. Furthermore, this method can be 
used with any diffuse interface technique.  
Tong et al. [187, 188] applied the model proposed by Beckermann and incorporated 
thermal noise into energy conservation equation to generate dendritic side branches. The 
results showed good agreement with the two-dimensional (parabolic cylinder) 
Oseen–Ivantsov solution of Saville and Beaghton [189] for heat transport from a dendrite 
tip in the presence of an axial flow. They also found that the stability parameter σ did not 
depend on the flow velocity within the ranges of the parameters they varied, which was in 
agreement with the two-dimensional solvability theory of Bouissou and Pelcé [190]. The 
simulated flow field around a growing dendrite can be seen in Figure 2–16. Two 
symmetric recirculation cells appeared in the wake region. Simulation results showed that 
side-branching was enhanced with increasing flow velocity, and both the amplitude and 
frequency of the side-branches increased from left to right. On the other hand, the primary 
tip radius decreased with increasing flow velocity.  
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Figure 2–16. The simulated flow field around a growing dendrite by Tong et al [187, 188]. 
Three-dimensional phase-field simulations of the effects of convection on dendritic 
growth of a single crystal in an undercooled melt were performed by Jeong et al. [8, 9] 
and Lu et al. [12]. Jeong et al. [9] found that the effect of flow on the upstream growing 
dendrite tip in two dimensions is much larger than in three dimensions. For the one 
three-dimensional simulation with flow they reported, the stability parameter σ for the 
upstream tip was lower than without flow. Jeong et al. [8] reported results of several three 
dimensional simulations and compared them to the experiments of Lee et al. [178]. The 
results at high undercooling and high anisotropy agreed well with the transport solution 
for an axisymmetric paraboloid of Saville and Beaghton [189]. Some disagreement was 
observed at low undercooling where the flow field was modified by the presence of other 
dendrite branches. The stability parameter σ was found to decrease slightly with flow 
velocity, but the variations were small enough to be within the uncertainty of the 
calculations. All the simulated cases were in a regime where the solvability theory of 
Bouissou and Pelcé [190] predicts that σ was independent of velocity. Jeong et al. [8] 
concluded that significant open questions remained about the evolution of the dendritic 
microstructure when flow was present. Lu et al. [13] numerically investigated 
three-dimensional free dendritic growth of a pure material into an undercooled melt in the 
presence of fluid flow using the phase-field method (shown in Figure 2–17). The effect of 
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the flow on the upstream growing dendrite tip velocity and radius of curvature was 
investigated as a function of the imposed flow velocity, undercooling, crystalline 
anisotropy, and Prandtl number. The results were compared to available theories of 
dendritic growth with and without convection. The predicted growth Péclet numbers as a 
function of the flow Péclet number were in reasonable agreement with theoretical 
predictions. The dendrite tip stability parameter was essentially independent of the flow 
velocity within the range studied, which was also in accordance with theory. The 
three-dimensional dendrite tip shape was found to be well fitted by the same universal 
scaling relation as without flow. 
 
Figure 2–17. Streamlines around the dendrite viewed in the z-direction [13]. 
The front tracking method is also used to simulate dendritic growth of pure substances in 
the presence of flow. The liquid-solid interface is explicitly tracked. Al-Rawahi and 
Tryggvason [21, 22] presented a front tracking method in which the heat source was 
found directly from the temperature gradient near the interface and the no-slip boundary 
condition was enforced by directly setting the velocity in the solid to zero. The energy 
conservation and momentum and mass conservation equations were solved as followed. 
The temperature was found by solving the energy equation: 
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where vr is the fluid velocity (equal to zero in the solid), λ  is the thermal conductivity, 
and fx
uur
is the front location. The integral term is the heat liberated during solidification 
and the source strength q& is related to the normal velocity of the phase boundary nv and 
the latent heat L by: 
 nq Lvρ=&  (2.35) 
The motion of the phase boundary is found by integrating: 
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where n
r
is the normal vector to the phase boundary. The heat released by the motion of 
the front must be balanced by heat conduction form the front: 
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The interface temperature satisfies the Gibbs-Thompson relation: 
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where γ is the surface tension, η is the kinetic mobility and κ is the curvature. The 
surface tension and the kinetic mobility are generally anisotropic, the form of which sets 
preferred directions of growth, resulting in different folds of dendrites. Figure 2–18 
shows the simulation results from Al-Rawahi and Tryggvason’s model, which showed the 
same trends as in Jeong et al. [8, 9]. 
Chapter 2 Literature Review 
-51- 
Similar simulations also were carried out by Tan el al. [17], which used a level set method 
to study the dendritic growth under fluid flow in both 2D and 3D. In their model, a 
diffusion interface was used to track the solidification front which was implicitly 
expressed by liquid fraction defined in terms of the level set function, similar to the phase 
field variable. This method avoids applying the temperature boundary conditions 
explicitly at the freezing interface which can lead to energy conserving issues associated 
with the discretization errors.  
It has been shown that the redistribution of the fluid can have a significant effect on how 
dendritic arms grow. The growth of arms directed against the flow is enhanced and the 
growth of the downstream arm is reduced. Chen et al. [191] compared the 2D and 3D 
morphologies under forced fluid flow in detail by using adaptive phase field simulations. 
They found that thermal gradients remain about the same along the upstream surface of 
the 3D crystal, while they drop quickly along the 2D crystal as a result of the convective 
heat transport and the release of heat of fusion. The difference of flow patterns in 2D and 
3D is responsible for the changes of morphology. As a 2D dendrite grows, the dendrite 
obstructs the flow and a large wake forms behind it. However, in 3D the fluid can go 
  
Figure 2–18. A single frame from a simulation of the growth of a dendrite in flow using the 
Front-Tracking method. The phase boundary between the undercooled melt and the solid is shown 
along with the velocity and the temperature in 2D (left) and 3D (right). (From Al-Rawahi  and 
Tryggvason [21, 22]) 
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around the side of the arms growing perpendicularly to the flow. This also results in the 
suppressed side branches in 2D and the enhanced branch growth in 3D.  
The studies described above have all focused on thermal dendritic growth in pure 
materials. Extensions of these models to study binary alloy and multi-component alloy 
systems have been made available in recent years. Lan and Shih [10, 11] presented a two 
dimensional phase-field model by using an anti-solutal trapping scheme to simulate 
isothermal and non-isothermal dendritic growth of a binary Ni/Cu alloy in forced flow. 
Different interface thicknesses were examined and good agreement was obtained when 
compared with the Oseen-Ivantsov solution. Steinbach [23] simulated constrained 
dendritic growth in directional solidification environment with melt convection driven by 
solutal buoyancy in a 2D approximation. The results demonstrated that solutal buoyancy 
had a significant effect on the spacing of dendritic arrays which agreed with experimental 
measurements. However, due to solutal trapping, as well as the large thermal and viscous 
boundary layers, simulation appears a great challenge for phase field simulation 
especially in three dimensions, even when adaptive grid methods were adopted [10]. 
Zhao et al. [20] developed a two dimensions sharp-interface finite element model for the 
simulation of dendritic solidification with natural and forced convection by explicitly 
tracking the solid-liquid interface. The model handled the imposition of the solute and 
velocity boundary conditions at the evolving interface better. It remains a problem to 
extend the model into three dimensions efficiently. A modified cellular automaton model 
was developed to predict the dendritic growth of Al/Cu alloys with convection by Shin 
and Hong[129] and updated by Zhu et al.[14, 16, 192]. The dendritic growth was 
controlled by the transport of solute without release of latent heat. Their model can 
produce most of the dendritic features with an acceptable computational efficiency.  
A 3D equiaxed dendritic growth coupled with fluid flow for a binary alloy has been 
previously reported only by Tan et al. [18] (shown in Figure 2–19). The simulation was 
carried out by a level set method combining features of front tracking to demonstrate the 
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capability of the model. This model showed a relatively efficient approach for modelling 
multi-phase and multi-component alloys.  
 
Figure 2–19. Ni-Cu crystal growth with inlet flow from the top. (From Tan et al. [18]) 
Although the fundamental theory is more recognised and various numerical techniques 
have been developed for dendritic growth under convection, it is still a challenge to apply 
those methods to study industrial problems in 3D due to the extensively heavy 
computational cost. More effects are still required to improve existing algorisms or even 
develop new algorisms. Nevertheless, numerical simulation of dendritic growth under 
convention has been approved as a powerful tool to study the fundamental phenomenon 
in solidification processes. 
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Chapter 3  Model Theory 
3.1  Introduction 
Numerical simulations of the VAR process at macroscale have been carried out for nearly 
three decades. The high cost of experiments and difficulties in monitoring actual physics 
in the crucible drive the development of numerical models. On the other hand, the fast 
growing computational power makes it possible for the models to more accurately mimic 
the real process, which enables numerical models finally to optimize process parameters 
for producing homogeneous and defect free ingots. Recently, some of the models have 
already been used for industrial practises [34, 46]. Taking the VAR process parameters as 
input variables, solidification conditions that include the temperature distribution and 
fluid motion in and around the solidification front can be predicted. From the simulation 
results, the effects of perturbations from process parameters on the solidification 
conditions also allow to be visualised and analyzed, which provides efficient feedback of 
these process parameters. Continuing on the simulation beyond macroscale, microscale 
solidification models have also been developed to study the formation of microstructures. 
By coupling with macromodels, microstructures including solidification defects can be 
studied with respect to the input process parameters [45, 101]. In this chapter, a multiscale 
model for modelling the VAR process will be presented.  
As described in Chapter 2, high electric current is passing through the electrode to the 
ingot surface, which not only generates a metal vapour arc to provide the energy source, 
melt the electrode tip, and heat the ingot surface, but also drives the liquid flow by 
electromagnetic effect. The water cooling system in the crucible and the injected helium 
gas between the ingot and crucible wall enhance the heat transfer between the crucible 
wall and the solidifying ingot. Therefore, in macroscopic modelling of the VAR process, 
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heat transfer, mass transfer, fluid flow and electromagnetic effects have to be modelled. In 
other words, energy, mass, momentum and electric charge conservation equations need to 
be solved. PHYSICA [193], which is a modular suite of software components for the 
simulation of coupled physical phenomena in three spatial dimensions and time, is 
employed to study the macroscopic phenomena in VAR.  
At the microscale, prior studies have shown that convection has significant impact on the 
microstructure formation [161, 180, 194, 195]. Various methods have been developed to 
simulate solidification in the presence of fluid flow as reviewed in Chapter 2. A numerical 
model, μMatIC, developed by Lee and co-workers [44, 116, 117] is extended to 
incorporate the interdendritic fluid flow and used to study the dendritic growth under 
fluid flow. The model combines a stochastic nucleation model and a modified decentred 
square/octahedron method to describe dendritic growth with a finite difference 
computation of solute diffusion. It is fully coupled with momentum, mass and energy 
transportation in the solidifying zone. Simultaneously, the solidification model was 
coupled with the macroscopic VAR model to study the microstructure formation as well 
as defect formation. The predicted temperature profiles in macromodel were passed into 
the micromodel. Then, the process of nucleation and dendritic growth can be simulated, 
which can give a better understanding of the formation of dendritic structures and 
solidification defects (Freckles) in VAR. 
In this Chapter, theories for modelling the macroscale VAR process and the microscale 
dendritic growth will be presented in detail. Firstly, the governing equations for fluid flow, 
heat transfer and magnetohydrodynamics for VAR are introduced. Then, descriptions of 
nucleation and diffusion controlled dendritic growth in the presence of fluid flow are 
presented for the microscale solidification model. Finally, a link between these two 
different-scale models is introduced to achieve multiscale modelling by using a moving 
mesh method. 
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3.2  Macromodel of the VAR process 
One of the aims of the macroscale VAR model is to predict the temperature field and the 
convection in and around the region where solidification takes place. In order to achieve 
this, fluid flow, heat transfer, electromagnetic effects and solidification need to be 
modelled on the scale of the VAR furnace. The interactions of the component physics are 
shown in Figure 3–1. Assumptions applied in the model are introduced first, followed by 
governing equations of each physical phenomenon. Boundary conditions for numerical 
models which are critical to the final results are described last in this section.  
 
Figure 3–1. Interactions between the physics involved in VAR. 
3.2.1  Assumptions 
All the prior work on modelling treated the VAR process as a 2D axisymmetric model. 
However, experimental measurements have shown that the arc movement is 
time-dependent and asymmetric, which determines the time-varying electromagnetic 
force in the liquid pool and the heat input from both the arc and the drips from the 
electrode. In order to simulate the transient and non-symmetrical effects of the 
magnetohydrodynamic behaviour, the time-dependent arc movement has to be accounted 
for the model. As a result, the simulation exhibits to be a 3D problem.  
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Before introducing the governing equations for the transient 3D VAR model, the 
following assumptions are proposed to simplify the complex multi-physical VAR model 
with considerations of the accuracy and efficiency of computation: 
1.  Mass, momentum, energy and electric charge conservation equations are all 
solved for the VAR ingot. Only the calculation of electric charge conservation 
is extended to the electrode and crucible wall; 
2.  Molten metal from the electrode drops into the melt pool is considered to be a 
uniform addition of mass and enthalpy over the free surface; 
3.  The location and movement of arc centre have time-averaged distributions 
measured by Ward et al. [57] and heating from the arc obeys the same 
regulation; 
4.  A Gaussian distribution is assumed for both current density and heat flux from 
the arc on the top of the liquid pool. No attempt is made to model the physics 
of the arc itself; 
5.  Thermo-physical properties are constant in the liquid and solid, and the fluid 
is Newtonian and incompressible; 
6.  The pool surface is assumed flat; 
7.  Boussinesq’s approximation is used for buoyancy-driven flow;  
8.  Macroscopic solute transport is neglected; and 
9.  Marangoni forces due to surface tension gradients are neglected. 
3.2.2  Governing Equations for VAR model 
Since fluid flow, heat transfer, electromagnetic effects and phase change are taken into 
account in the macroscopic VAR model, Navier-Stokes equations accompanying mass, 
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energy and electromagnetic conservation equations are solved to illustrate all the 
multi-physics phenomena in VAR in a 3D manner.  
 
Figure 3–2. Mesh used for 3D VAR model. (a) z-y central cross section; (b) x-y cross section at the top 
of the ingot; (c) zoomed in region A in (a). 
The 3D mesh is shown through z-y and x-y cross sections, which covers the upper part of 
the ingot (liquid pool, mushy region and part of the solid, as shown in Figure 3–2). A 
moving frame method is applied for the simulated ingot region. It is assumed that the 
ingot grows with a constant speed at the pseudo steady state (the transient phenomena are 
generated by the regularly moving arc behaviour) and the simulation mesh is moving at 
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the same speed as the growing ingot. Therefore, the simulation can focus on the upper 
region of the ingot without extending the original mesh. In this approach, the transient 
effects of start-up and the end of the process are not modelled.  
Electromagnetic model 
The electromagnetic force is one of the main sources driving the fluid flow. Before 
solving Navier-Stokes equations, the electric current conservation equation should be 
solved to supply information for one of the source terms (Lorentz force) in the 
momentum equation. Because the liquid momentum flow is slow relative to the electric 
current flow, a quasi-steady state electric field is calculated at each time step. The current 
conservation is given by: 
 0eφΔ =  (3.1) 
where φe is the electric potential. Upon solving Eq. (3.1), the electric current density J
r
 
is obtained by Ohm’s Law: 
 e eJ σ φ= − ∇
r
 (3.2) 
where σe is electrical conductivity. Then the Biot-Savart integral is used to evaluate the 
3D magnetic field: 
 e 34
J rB dV
r
μ
π
×
= ∫
ur rur
r  (3.3) 
where the volume integral accounts for all the possible current segments in the calculation 
domain which may have any influence on the local value of the magnetic flux density B
r
; 
μe is the magnetic permeability of the ingot metal and r
r
 is the vector connecting the 
source point with the evaluation point.  
For an accurate evaluation, the calculation of magnetic flux density has to take account of 
any single grid including those in the electrode and crucible parts, as shown in Eq. (3.3). 
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Accordingly, this can significantly reduce the computational efficiency since the 
calculation of current segments has to be repeated for all cells. To achieve a better speed 
with same order of accuracy, the remote current segments are clustered together into 
bigger elements with their total current applied in the centres of the remote clusters [196].  
Fluid flow model 
In order to fully describe the motion of fluid flow, Navier-Stokes equations (Eq. (3.4)) 
must be solved accompanying continuity equation (Eq. (3.5)) which is shown:  
 
T
f( ) ( ) ( )effu uu u u P St
ρ ρ μ∂ + ∇ ⋅ − ∇ ⋅ ∇ + ∇ = −∇ +
∂
r rr r r
 (3.4) 
 0u
t
ρ ρ∂ +∇⋅ =
∂
r
 (3.5) 
where ur  is the velocity vector in the liquid, ρ is density for both liquid and solid phase, 
and t is time, P is the pressure, μeff is the viscosity of liquid augmented by the effective 
turbulent viscosity and assumed constant in the calculation , and fS is the source term and 
defined as: 
 
( )2l
f T ref3
l
1
(1 ( ))
f
S u J B g T T
f
β ρ⎛ ⎞−= −Π + × + − −⎜ ⎟⎜ ⎟⎝ ⎠
r r r
 (3.6) 
where Π  is permeability of partially solidified regions, Tβ  is the volume expansion 
coefficient, T is the temperature and Tref is the reference temperature, fl is the fraction 
liquid. In the model the fraction liquid is a function of the local temperature, calculated as 
the following linear function which can be customised by users: 
 ( )
S
S
l S L
L S
L
0,                    
            
1,                    
T T
T Tf f T T T T
T T
T T
⎧ <⎪
−⎪
= = ≤ <⎨
−⎪⎪ ≥⎩
 (3.7) 
where Ts and Tl are the solidus and the liquidus temperatures of the remelted alloy.  
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As the material flows from the liquid, through the mushy zone and finally becomes solid, 
it becomes increasingly difficult to maintain momentum transfer through the material. 
This retardation of the flow as the liquid fraction value decreases is modelled in 
PHYSICA through a Darcy type source that is a function of the fraction liquid, shown as 
the first term in Eq. (3.6). The electromagnetic effect generates a Lorentz force that is also 
one source for driving liquid flow, which is the second term. The last term in the source 
term represents the buoyancy force where the Boussinesq approximation was used. It is 
caused by the density difference due to temperature variation.  
Heat transfer model 
The energy conservation equation was solved for the temperature distribution in the 
whole ingot region, which is shown: 
 ( ) 2 T
p p
ST uT T
t c c
ρ λρ∂ + ∇⋅ = ∇ +
∂
r
 (3.8) 
where pc is the heat capacity, and λ is the thermal conductivity. The source term, ST, 
accounts for the latent heat and Joule heat produced inside a unit volume per unit time: 
 
( ) ( )
2
l
T l
e
Jf L
S u f L
t
ρ ρ
σ
∂
= − − ∇ ⋅ +
∂
ur
r
 (3.9) 
where L is the latent heat. The first term is the latent heat released due to the local phase 
change, and the second term is latent heat fluxes associated with relative phase motion. 
The last term is the Joule heat. 
3.2.3  Boundary conditions 
The boundary conditions applied to the macroscale VAR model are shown in Figure 3–3.  
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Figure 3–3. Boundary conditions used in the macroscale VAR model.  
Electromagnetic boundary conditions 
Experiments have already shown that the arc movement in VAR is transient and unstable 
[57, 197]. Time-dependent boundary conditions are required for better understanding of 
the transient phenomena in VAR. However the random movement of arc can not be fully 
described even where advanced experimental techniques are used. Only the arc centre can 
be deduced from the magnetic field which can be measured from the outside wall of the 
crucible [59]. Considering that the time scales for arc behaviour are much faster than the 
thermal and momentum transport in the melt pool, a time averaged arc movement 
evaluated from measurements can be applied as a good approximation. Ward et al. [57] 
suggested that most of the time the electrical centre of the arc was rotating in a 
time-averaged sense around the ingot centre line with a constant speed [197] (20 to 40 s 
when a 440 mm INCONEL 718 electrode melt into a 508 mm ingot under nominally 
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diffuse conditions). The statistics of the distribution of the arc centre under different 
conditions are analyzed and shown in Figure 2-4. In order to simplify the implementation 
of the moving arc centre, it is assumed that the distribution of current flow follows in 
some way the distribution of arc centre location (from Figure 2-4), retaining the arc centre 
100 mm away from the ingot centre line in the model. Furthermore, the dielectric constant 
and electric conductivity were also assumed constant in the pool, mushy zone and solid 
ingot, since only strong current exists on the upper region of the liquid pool and less than 
10% of the total current passing through the mushy and the solidified ingot [27]. 
The experiments [59, 60] also showed that not only a large amount of current flows 
through the crucible to the ingot and then to the electrode (main arcing) but also there is a 
certain amount of current from the crucible wall to the electrode (side arcing). Both 
current paths contribute to heat the electrode and ingot and generate electromagnetic 
force in the liquid pool. It is assumed that the current density of the side arc has a 
Gaussian distribution as a function of arc radius, as: 
 
2
sidearc
22
sidearcsidearc
( ) exp( )
22
I rJ r
RRπ
= −  (3.10) 
where Rsidearc is the standard deviation of the Gaussian distribution which indicates the 
spreading range of the side arc, r is the distance from the distribution centre and Isidearc is 
the intensity of the current density which is identified by experimental measurements.  
The ingot bottom touches the crucible base which is electrically grounded, so the electric 
potential at this boundary is: 
 e 0φ =  (3.11) 
On the ingot-crucible boundary, due to solidification shrinkage, only the top section of the 
ingot is connected with the crucible wall and below this section there is a shrinkage gap 
(Figure 3–3 ). In the model, the height of the contact zone is pre-defined and presented by 
connecting the ingot mesh and crucible mesh (shown in Figure 3–2(c)). For the contact 
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zone, grounded boundary conditions are applied as Eq. (3.11). For the shrinkage gap zone, 
an electrically insulated condition is used: 
 0J =
ur
 (3.12) 
Numerical analysis showed that even with a ground-type boundary along the entire 
sidewall more than 90% of the current passes to the crucible sidewall in the top of the 
ingot and the current flux through the shrinkage gap region is small [27].  
Momentum boundary conditions 
No slip boundary conditions are applied to the ingot and crucible wall and the bottom of 
the ingot. Once the liquid becomes fully solid, the velocity becomes zero and no slip 
boundary conditions are also applied to the molten liquid and solid ingot. At the top of the 
ingot, a flat and steady surface is assumed. Random droplets falling from the electrode are 
approximately considered by adding an equivalent mass to the melt rate to the top surface, 
however, without adding any momentum.  
Thermal boundary conditions 
The thermal boundary conditions at the top of the ingot are bringing in energy from the 
electrode to the top surface. The energy essentially comes from the superheated droplets 
from the electrode and the heat flux from the arc where thermal radiation is neglected 
here. The sum of the enthalpy from two sources is equal to the effective total arc power: 
 e droplet arcV I q qε ⋅ = +  (3.13) 
where εe is the power efficiency factor, V is input voltage and I is the total current in the 
electrode. qdroplet and qarc are the enthalpy from the melted droplets and the arc 
respectively.  
The enthalpy from droplets, qdroplet, is uniformly added to the top surface of the ingot at 
each time step. The remaining enthalpy from Eq. (3.13) is added to the melt surface 
according to the arc intensity distribution, shown in Figure 3–3. 
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At the side wall of the ingot, due to solidification shrinkage different heat transfer 
coefficients are used for the contact zone and the gap zone. For the contact zone, the heat 
transfers from the ingot to the crucible wall directly with a high heat transfer coefficient, 
hc; for the gap zone, the heat transfer coefficient, hg, is based on conduction through the 
helium gas layer with the consideration of radiation, which is much lower compared with 
hc. Therefore, the heat flux is defined as: 
 wall ingot wall( )q h T T= −  (3.14) 
where Tingot and Twall are the temperature at the surface of the ingot and at crucible wall 
respectively, and hwall is the heat transfer coefficient: 
 cwall
g
    contact zone
     gap zone
h
h
h
⎧⎪
= ⎨⎪⎩
 (3.15) 
At the bottom of the ingot, heat transfer is by conduction and the heat flux across the 
bottom is: 
 ingot wall( )q T Tz
λ
= −  (3.16) 
where λ is the thermal conductivity of the solid ingot and z is the height of its lower part 
not included in the mesh. The heat flux decreases as the lower part of the ingot (not 
included in the mesh) grows. 
3.3  Micromodel of the solidification process 
A microscale model that combines a modified decentred square/octahedron method [44] 
to describe dendritic growth and a finite difference solution of solute diffusion has been 
developed by Lee and co-workers [41, 42, 45]. The model has been validated against 
experimental and numerical predictions of primary dendrite spacing selection and 
columnar-to-equiaxed transition [44, 198]. In this study, it is significantly extended to 
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fully couple with momentum, mass and energy transportation in liquid, solid and mushy 
zones, which allows studying the fluid flow effects on dendritic structure formation and 
defects formation associated with interdendritic flow.  
The model runs on the same regular spatial Cartesian grid. Each cell can have three states 
to represent three status of the solidification process: Liquid, solid and growing (mushy 
cells). At the beginning of calculation, all the cells are in the liquid state. They are 
transferred to growing state by two mechanisms. One is the event of nucleation; another 
is the action of growth. The growth will stop when a cell becomes fully solid after 
growing. The crystallographic aspect of growth is implemented by a modified version of 
the decentered square/octahedron algorithm which was originally developed by Gandin 
and Rappaz [122, 199]. Modifications to the decentered square algorithm were adopted 
by Wang et al.[200]. It not only solved the problems of crystallographic anisotropy but 
also of diffusion controlled growth velocity at the solid/liquid interface. Each of these 
processes requires some degree of undercooling in the cell. During the solidification, the 
dissolved solutes are partitioned between the solid and liquid phase with the 
consideration of convection in liquid and mushy zone. The change in the solute 
concentration affects the degree of undercooling and hence feeds back to the nucleation 
and growth processes. The details of the techniques used to simulate the processes of 
nucleation solute diffusion controlled growth and interdendritic convection are described 
below. 
3.3.1  Assumptions 
In order to clarify the solidification process and make the simulation possible at a 
reasonable computational cost, several basic assumptions are proposed. Since the 
diffusivity of heat is usually several orders higher than that of solute, it is assumed that the 
heat diffusion has reached an equilibrium state at the scale of dendrites. A linearised 
phase diagram is used in the model, as shown in Figure 3–4. The slope of the liquidus and 
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solidus, ml and ms, are constant. And the ratio of them is defined as the equilibrium 
partition coefficient, k, therefore, constant too. When the undercooling of a cell reaches 
the critical undercooling set by the program, a nucleus may form. According to the phase 
diagram, the concentration in the solid grain becomes kC0. The rejected solute is 
transported to the neighbouring cells by diffusion in the absence of convection. Constant 
liquid and solid diffusion coefficients, lD  and sD , are assumed to simplify the 
calculation process.  
 
Figure 3–4. Schematic illustration of the linearised phase diagram and undercooling of a binary 
alloy system. 
The total undercooling, totalTΔ , which is the difference between the cell temperature and 
the liquidus temperature of pure composition A (Tp) consists of four parts: thermal 
undercooling (ΔTt), constitutional undercooling (ΔTc), curvature undercooling (ΔTr), and 
kinetic undercooling (ΔTk), as seen in Figure 3–4. This is expressed as: 
 total t c r kT T T T TΔ = Δ + Δ + Δ + Δ  (3.17) 
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Usually, the possibility of a kinetic undercooling for atom attachment is neglected, as the 
metals exhibit low entropy of melting under normal solidification conditions. From the 
linearised phase diagram, ΔTc caused by the concentration difference, can be calculated 
by: 
 ( )*c l 0 lT m C CΔ = −  (3.18) 
where *lC  is the solute concentration at the solid/liquid interface. The undercooling for 
considering random nucleation process, ΔT is: 
 ( )0 *l r l 0 lT T T m C CΔ = − Δ − −  (3.19) 
where 0lT  is the liquidus temperature of the alloy.  
3.3.2  Nucleation 
The precise nature of nucleation is still unknown. Several nucleation models have been 
proposed by researchers, which have been reviewed in Chapter 2. In the present model, 
nucleation of grains within the melt is achieved by specifying prefixed nucleation sites, or 
by using a stochastic nucleation model, or both. As the probability that a nucleus forms in 
a particular cell is determined by the degree of undercooling in that cell by the theories of 
heterogeneous nucleation, the stochastic model is set up based on the local undercooling.  
When prescribed nucleation is applied, the specified cell is set with a small value of the 
fraction solid with certain level of undercooling. And this cell is regarded as a growing 
cell for the next step growth. Although this process is not physically justified, it is useful 
for running simulations with specified initial conditions. 
When stochastic nucleation is applied, it is assumed that a certain amount of critical 
undercooling, ΔTciritical, is required to activate a nucleation site and a number of potential 
nucleation sites exist within the domain. First the critical undercooling is allocated to 
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each cell. Then, under a given undercooling, ΔT, the density of nuclei which determines 
how many nucleation sites form is calculated as a Gaussian function of the undercooling, 
expressed by the integral of the distribution: 
 
2
1max exp
( ) 22
n T Tdn n
d T nn σπσ
Δ − Δ
= −
Δ
⎡ ⎤⎛ ⎞⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (3.20) 
where ΔΤn  is the average undercooling for nucleation, σn is the standard deviation, and 
nmax is the maximum number density of nuclei, which is obtained from experimental 
measurements. Finally, when the real undercooling in a cell calculated from the local 
temperature and solute changes exceeds the critical undercooling, nucleation happens and 
the fraction solid of the cell is set to a small value to identify the status and may then grow. 
Nucleation will ignore cells where the fraction solid is bigger than zero.  
3.3.3  Solute diffusion controlled dendritic growth 
The governing equation for solute redistribution by convection and diffusion in both solid 
and liquid phases is given by the solute conservation equation: 
 ( ) ( )C uC D Ct∂ + ∇ ⋅ = ∇ ⋅ ∇∂
r
 (3.21) 
where C is the solute concentration, D is the solute diffusion coefficient. 
At the solid/liquid interface, the growth of a dendrite is determined by local equilibrium 
partitioning of the solute, coupled to solute diffusion in the solid and liquid phases. 
Assuming the partition coefficient, k, is a constant, solute partitioning in a growing cell at 
the solid/liquid interface is given by: 
 s lC kC=  (3.22) 
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where the subscripts s and l indicate the average values in the solid and liquid, 
respectively (note, this is used for all variables). Cl at the interface can be calculated from 
a linearised equilibrium phase relation: 
 l
0
l 0
l
T T
C C
m
κ− Γ −
= −  (3.23) 
where C0 is the initial concentration, Γ is the Gibbs-Thompson coefficient, κ is the 
average curvature of the solid/liquid interface, T is the local temperature and ml is the 
liquidus slope.  
If an equivalent concentration, Ce, and an equivalent solute diffusion coefficient, De, are 
defined as:  
 ( )( )e l l s s 1 1l sC C f C f C k f= + = − −  (3.24) 
 e l l s sD D f k D f= + ⋅  (3.25) 
Then Eq. (3.21) can be written as: 
 ( ) ( )e l e lC uC D Ct∂ + ∇ ⋅ = ∇ ⋅ ∇∂
r
 (3.26) 
Eq. (3.25) has the benefit of being applicable over the entire domain, including the solid, 
liquid and interfacial regions. Once the change of solute concentration is obtained by 
solving this equation, the change of solid fraction is given by:  
 ( )s e ls
l
1 1 1
(1 )
f C Ck f
t C k t t
∂ ∂ ∂⎡ ⎤
= − + − −⎡ ⎤⎣ ⎦⎢ ⎥∂ − ∂ ∂⎣ ⎦  (3.27) 
which can be derived from Eq.(3.24). This equation is used to correlate the growth rate in 
a growing cell. By using this algorithm, the calculation of solidification or remelting of 
alloy can be achieved depending on the sign of sfΔ . If s 0fΔ > , the cell is solidifying and 
if s 0fΔ < , it means the cell is remelting.  
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The anisotropy in interfacial energy of the solid-liquid interface is approximated using 
the modified decentered square/octahedron algorithm as implemented and validated by 
Wang et al. [44], based on an algorithm first developed by Gandin and Rappaz [104, 201]. 
This algorithm allows a much coarser grid to be used as compared to other numerical 
methods (e.g. phase field or level set). The computational cost of this algorithm is very 
similar to phase field or level set per control volume, hence for an explicit solution using 
the current 5 μm cell size instead of 0.5 μm (the size at least required in those models to 
correctly resolve interfacial energy anisotropy) reduces the computational cost by 10,000 
and 100,000. However, the imposed anisotropy is correlated to grid size, introducing an 
error in tip undercooling, as discussed in Wang [200], where full grid size dependency 
studies were performed for cases without flow. For a typical case without flow this error 
was found to be on the order of 5% [198]. Apart from this issue, the current model has 
been validated in terms of solute diffusion at the interface and the predictions of primary 
dendritic arm spacing as well as the columnar to equiaxed transition [198, 200, 202].  
3.3.4  Momentum, mass and energy transport 
The fluid is assumed to be incompressible and the density of the solid and the liquid are 
assumed to be the same. Thermal convection due to changes in volume with temperature 
is therefore absent. The Navier-Stokes equations controlling the fluid motion has the 
same form as Eq.(3.4), rewritten as: 
 l l l l
1( )u u u u P S
t
μ
ρ ρ
∂
+ ∇ ⋅ − Δ = − ∇ +
∂
r r r r
 (3.28) 
lu
r
 is the velocity vector in liquid. In the present study of dendritic growth with fluid flow, 
the solidified dendrite is assumed to be rigid and stationary, so that the velocity vector in 
solid, su
r
, equals to zero: 
 s 0u =
r
 (3.29) 
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Buoyancy forces are taken into account by adding the source term S. Boussinesq 
approximation and linear density changes by temperature and composition are applied in 
the present calculation: 
 ( ) ( )( )T ref c ref1S g T T C Cβ β= − − − −  (3.30) 
Tβ  and Cβ are the thermal and solutal expansion coefficients, respectively.  
In order to solve the governing equations on a single grid, the velocity field in the whole 
domain can be defined as:  
 llu f u=
r r
 (3.31) 
where lf  is the liquid fraction, which is directly updated from the solidification model. 
Then, the mass conservation equation for the whole domain becomes: 
 0u∇⋅ =
r
 (3.32) 
A projection algorithm [203, 204] based on the staggered mesh is applied to solve the 
Navier-Stokes equations using the finite volume method. A preconditioned conjugate 
gradient solver is coded to solve the Pressure Poisson Equation deduced in the algorithm. 
The momentum sink in the mushy zone has been taken into account by slightly modifying 
the standard projection algorithm. The adaptation was proposed and also validated by 
Al-Rawahi et al. [21]. The Navier-Stokes equations are split in the usual way and then the 
original intermediate velocity, *u
uur
, and the pressure gradient are multiplied by liquid 
fraction to update the new velocity:  
 ( )( )* n nlu f u tF u= + Δuur uur uur  (3.33) 
 1 * l
nu u f t P+ = − Δ ∇
uuur uur
 (3.34) 
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where ( )nF u  is the discrete convection and diffusion term in the Navier-Stokes 
equations. This approximation makes the computations essentially identical to standard 
projection methods without other terms to dump velocity in the mushy zone.  
Assuming specific heat, pc , thermal conductivity, λ , in the liquid and solid are constant, 
the energy conservation equation is in the following form: 
 ( ) 2 l
p p
fT LuT T
t c c t
λ
ρ
∂∂
+ ∇⋅ = ∇ −
∂ ∂
r
 (3.35) 
where L is the latent heat.  
To solve the above equations, a control volume solution was implemented using a regular 
orthogonal grid over the entire domain. The domain is set as liquid initially, with 
pre-fixed nuclei. The initial temperature and velocity fields are prescribed as required for 
the specific test cases. The velocity and temperature fields are updated first. Solute 
convection and diffusion is then solved together with phase change, via Eqs.(3.22) - (3.27) 
Although both explicit and semi-implicit solutions were implemented, all the calculations 
presented in this paper used the explicit solution for ensured stability.  
This modelling methodology has the benefit that it can calculate complex, multi-grain 
solidification microstructures directly with primitive parameters on a relatively coarse 
mesh, and hence with a reasonable computationally efficiency for a large domain.  
3.4  Multiscale model 
A link between the macromodel and micromodel was defined in order to study the 
microstructure formation as well as the defect formation in the VAR process. Due to the 
scale difference (the grid size for dendrite growth is much finer (4-6 orders) than that of 
the macromodel), specified small areas were selected in the mushy zone from the 
macromodel to implement the microscale solidification calculation.  
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Two ways had been used to transfer data from macromodel to micromodel [115, 201]. 
One is the so called post-process method; the temperature of each cell is simply 
interpolated from the temperature of macro-nodes. This method is simple and saves 
computational cost but there is no interaction between the micro- and macro- 
solidification processes. Another is the so called data-exchange method. The temperature 
field is also interpolated from the macroscale nodes to the microscale cells. However, a 
fraction of solid increment is computed for each mushy cell during the dendritic growth 
process and these fractions of solid increments are then fed back to the macroscale nodes 
in order to update the new temperature field, thus accounting for a more accurate release 
of the latent heat (i.e., the solidification path is no longer unique).  
 
Figure 3–5. Moving grid method for generating temperature profiles at different micro-time steps. 
Region A is the specified area for dendrite growth simulation .After n micro-time steps the 
temperature of region A is read from region B. 
In this study the post-process method is applied to investigate the development of 
microstructure in order to save computational time. The temperature for each micro-cell 
is obtained by doing linear interpolations of the temperature at surround macro-nodes. 
Since the time step in macromodel is also 3 to 4 orders larger than microscale 
solidification model, a linear interpolation on the time scale was also implemented along 
with the spatial interpolation. 
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Because the 3D transient VAR process was modelled with a moving frame, a backwards 
movement of the location of interest was needed to keep the relevant position in the 
growing ingot and track the right temperature changes in the ingot. For this reason, a 
moving-mesh method was developed to read in the imported data for each micro-grid 
node. As indicated by Figure 3–5, at the beginning of the calculation, the specified area 
for microstructure prediction was located at position A. After n  micro-time steps, the 
temperature of position A was read from position B, the coordinate of which was 
ingotn t vδ× ×  lower than position A in the ingot growth direction. vingot  is the ingot growth 
velocity.  
Finally, any part of the whole microstructure calculation domain located above the 
macro-mesh was assigned the maximum temperature found in the macro-mesh, and the 
part below the macro-mesh was assigned the minimum temperature to avoid missing any 
calculation data. 
3.5  Solution Method 
In the macroscale VAR model, a finite control volume method was applied to discretise 
the governing equations and obtain the solution of electromagnetic fields, temperature 
and velocity distributions in the liquid pool. An initial steady state simulation assuming 
axisymmetric distributions of current input was carried out first. The results were used as 
the starting point for 3D transient simulations. Each of the transient results can be used as 
a starting point of a short time-dependent calculation to study the effects of various 
perturbations (of power/melt rate, cooling rate, arc radius, etc. [205]). These allow much 
more efficient parametric studies.  
In the microscale solidification model, if multiscale modelling is required, the 
temperature of each node in microscale was interpolated from the macroscale nodes 
before each time step. If only microscale simulation is need, the temperature can be 
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obtained by either the implemented temperature profiles or solving the energy 
conservation equation. Simultaneously, interdendritic flow is calculated by solving 
Navier-Stokes equations, which affects the distribution of both temperature and solute. 
Based on the temperature and convection information, undercooling and solute diffusion 
were calculated to perform which cell nucleates or grows. In order to briefly link the 
theories above with the numerical modelling schedule, a flow chart for the multiscale 
model is shown in Figure 3–6. 
 
Figure 3–6. Flow chart of the numerical models.
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Chapter 4  Numerical Simulations of Dendritic Growth 
under Convection in 2D and 3D and their Comparisons* 
4.1  Introduction 
Dendritic structures are commonly observed during the solidification of metals and alloys 
and are accompanied by melt convection which can strongly influence microstructure 
formation [72, 158-160, 206]. The dendritic patterns and flow affect both the type, size 
and solute distributions in the resulting alloy, directly affecting its properties. This in turn 
affects the subsequent processing steps, such as heat treatment and any thermal 
mechanical processing [207, 208], as well as the final component properties. 
Experimental studies and theoretical analysis have been carried out for decades to 
understand the fundamental effects of melt convection on dendritic growth and also 
characterise the growth behaviour, as reviewed in Chapter 2. However, quantitative 
measurements of the flow effects on dendritic tip selection are fraught with experimental 
difficulties and hence suffer inconsistent results [168, 169, 178-180]. In terms of 
                                                 
*Note, portions of this chapter have been published in: 
Yuan L., Lee P. D., Djambazov G. and Pericleous K., Three-Dimensional Simulation of the Influence of 
Convection on Dendritic Solidification, In: Cockcroft S. and Maijer D., editors, Modelling of Casting, 
Welding and Advanced Solidification Processes XII, Canada, 2009, pp. 451-458. 
Yuan L., Lee P. D., Djambazov G. and Pericleous K., Numerical Simulation of the Effect of Fluid Flow on 
Solute Distribution and Dendritic Morphology, International Journal of Cast Metals Research, 2009, 
vol. 22, pp. 204-208. 
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analytical approaches, solutions of dendritic solidification in the presence of convection 
are limited to simplified and idealised conditions [186, 190, 209].  
Several numerical models of dendritic growth in the presence of convection have been 
developed to understand solidification processes via numerical techniques such as phase 
field [7, 8, 11], level set [17, 18], cellular automata [14, 192] and front tracking methods 
[20]. Predictions from numerical models provide information about the interactions 
among fluid dynamics, energy and solute transport and solidification which could not be 
detected in experimental measurements. They can also give details of dendritic 
morphology and solute segregation under various solidification conditions. These can be 
compared with experimental results, and can be used, subsequently, to develop 
fundamental theories and gain understanding of underlying mechanisms. Unfortunately, 
they were limited to either a single dendrite or 2D solutions for multi-grains due to 
computational demands.  
In this chapter, the numerical model described in Chapter 3 was used to study dendritic 
growth under unconstrained and constrained solidification environments with forced and 
natural convection. Equiaxed dendritic growth with forced convection was investigated 
first, examining the different crystallographic orientations and the influence of inlet 
velocities. Since there have been very few published studies on columnar dendritic 
growth under convection, and all of those were in 2D, the second case focuses on this 
situation, as it is also of both strong academic and industrial interest. Both cases were 
performed in 2D and 3D. The differences due to dimensionality were demonstrated in 
detail and severe limitations of 2D simulations were identified.  
4.2  Simulation parameters and material properties 
A Ni-Nb binary alloy system was used for simulations of dendritic growth in the presence 
of convection. The Ni-Nb system was selected since it is a typical eutectic binary system. 
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The simulations of its equiaxed and columnar dendritic structures are not only typical for 
Face-Centred Cubic (FCC) alloys but are also important in predicting defects in 
aerospace components produced in vacuum arc remelted ingots practically 
( INCONEL 718, the nickel based superalloy used in VAR, is also normally approximated 
as a Ni-Nb binary alloy). The thermophysical properties used for Ni-Nb binary alloy are 
listed in Table 4-1.  
Due to the implementation of the modified decentered square/octahedron algorithm, the 
tip growth velocity of dendrites depends on the grid size used (on the order of 5%, as 
stated in Chapter 3). Therefore, identical grid size is used for both 2D and 3D simulations 
in order to eliminate the uncertainty induced by different grid size.  
Table 4-1. Material Properties for Ni-Nb binary alloy [44, 45] 
 
 
Property Variable Value Unit
Initial concentration C0 4.85 wt%
Liquidus slope Ml -10.9 K/wt%
Liquidus temperature Tl0 1609 K
Partition coefficient k 0.48 ---
Diffusion coefficient in liquid Dl 3.0×10-9 m2/s
Diffusion coefficient in solid Ds 3.0×10-12 m2/s
Density ρ 7491 kg/m3
Thermal expansion coefficient T 1.2×10-5 1/K
Solutal expansion coefficient Cβ 8.0×10-4 1/wt%
Latent heat L 2.72×105 J/kg
Specific heat cp 620 J/kg·K
Thermal conductivity λ 25 W/m·K
Viscosity ν 5.0×10-3 Pa·s
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4.3  Unconstrained equiaxed dendritic growth  
Simulations of a single thermal dendrite under unconstrained growth conditions have 
been carried out by a number of prior authors to study the effect of convection by various 
numerical models in both 2D and 3D [8, 13, 17, 22, 185]. Extensions of these models for 
binary or multi-component alloy systems have also been developed in recent years [10, 11, 
18, 20]. However, most of these models are focusing on 2D simulations due to either 
method limitations or extreme computational costs. Only one publication by 
Tan et al. [18] has simulated equiaxed solutal dendritic growth under forced convection 
in 3D using a Ni-Cu binary alloy. In this thesis, similar solidification conditions have 
been applied to study effects of forced convection on unconstrained dendritic growth in 
both 2D and 3D for a Ni-Nb binary alloy (material properties are listed in Table 4-1). 
These simulations allow both partial validation (by comparison to prior simulations) and 
an examination of differences between 2D and 3D simulations. 
 
Figure 4–1. Schematic of physical system used in the simulation of equiaxed dendritic growth under 
forced convection. The dash-dot frame indicates the domain used for 2D simulation. 
The physical system used for the equiaxed dendritic growth is schematically shown 
in Figure 4–1. The computational domain was a 0.5×0.5 mm2 square or 0.5×0.5×0.5 mm3 
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cube with 100 cells in each direction in 2D or 3D respectively. A fixed nucleus was placed 
in the centre of it and it was treated as being both rigid and stationary. The 
crystallographic orientation was aligned with coordinate axis. Incompressible Newtonian 
fluid was assumed to pass through the domain. A forced convective flow boundary 
condition with a uniform velocity, Vin, was applied to the left hand face and Neumann 
boundary conditions were imposed on the other faces. Zero-flux boundaries were 
imposed for both thermal and solutal transfer on all faces. As solidification started, the 
initial temperature was set to the liquidus temperature, 1609 K, and heat was extracted 
over the entire domain at a constant rate equivalent to 0.5 K/s. Since the substance 
releases heat during phase change, impacts on the temperature profile due to the release 
of latent heat were also taken into account. 
4.3.1  2D Dendritic growth under forced convection 
Under the simulation conditions described above, the predicted results for the dendrite 
morphology, solute concentration and temperature increase due to the latent heat release 
are demonstrated in Figure 4–2 for cases with and without fluid flow. The velocity of 
forced inlet flow was 5×10-4 m/s for the case with flow.  
It can be seen that dendrite morphologies and solute distributions were significantly 
influenced by fluid flow. When there was no convection, a symmetric four folder 
equiaxed dendrite was simulated. Each arm grew with the same speed (Figure 4–2 (a)) 
and the solute concentration field around dendritic tips was evenly distributed due to 
purely diffusion (Figure 4–2 (b)). When forced inlet flow was added, the upstream arm 
grew much faster than the downstream and perpendicular arms (Figure 4–2 (d)). A typical 
asymmetrical dendritic growth was predicted under the forced convection. The result is 
consistent with prior simulations [10, 16, 20, 21]. When a dendrite grows, solute is 
rejected from the primary phase into the liquid. It is swept away from the upstream side to 
the downstream side, leading to an asymmetrical solute profile (Figure 4–2 (e)).  
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Figure 4–2. Predicted dendritic morphology, concentration and temperature increase profiles at t=4s without fluid flow ((a),(b),(c)) and with fluid flow ((d),(e),(f)) for 
a bulk velocity of 5×10-4 m/s. (a), (d) fraction solid; (b),(e) Nb wt%; and (c),(f)temperature increase above the bulk temperature due to latent heat release.  
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Figure 4–3. Comparison of the measured undercooling and average growth velocity of dendrite tips 
during growth for no-flow (black squares) and when Vin = 5×10-4 m/s (colours). 
In an isothermal environment, a lower concentration results in a higher undercooling. 
Therefore, the diluted solute on the upstream side increases the local undercooling and, 
thus, enhances the tip growth. In contrast, the accumulated solute on the downstream side 
decreases the undercooling and retards the growth of the downstream dendrite tip, 
resulting in the asymmetrical dendrite morphology. Thermal distributions due to latent 
heat release are shown in Figure 4–2 (c) and (f). Since the latent heat release is 
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proportional to the change in interface growth rate, the temperature increase has a 
symmetric distribution with the highest value along the dendritic interface without 
convection (Figure 4–2 (c)). Under forced convection, it can be seen that the upstream tip 
released more latent heat than other arms due to the faster growth and the thermal profile 
of temperature increase follows the figure of the morphology of the dendrite (Figure 
4–2 (f)). Interestingly, the forced fluid flow has much less impact on the thermal transport 
compared to solute concentration (Figure 4–2 (e) and (f)). The diffusion of heat is still 
essentially controlled by conduction and not advection.  
The Lewis number, Le, is usually used to characterize fluid flows where there is 
simultaneous heat and mass transfer by convection. It is defined as: 
 Le
D
α
=  (4.1) 
where α is the thermal diffusivity and D is the mass diffusivity (solute diffusivity here).  
In this simulation, the Lewis number is more than 2000 in the liquid, which means that 
heat diffusion is more than 2000 times faster than solute diffusion. Therefore, convection, 
compared with diffusion, is much more efficient in transporting solute than heat. A much 
stronger convection is expected to compete with diffusion for heat transfer. This explains 
the difference in the distributions between heat and solute. 
Note that few attempts have been made to study the coupled thermosolutal solidification 
problems [11, 210], especially with primitive parameters. This is due to severe multiscale 
nature of the diffusion problem. Typically the Lewis number is 103 to 104 for metals. This 
makes it difficult to solve both thermal and solutal diffusion in the same domain with both 
the same space and time scales. In the cases where the thermal diffusion has big impact on 
dendritic growth, such as in very dilute alloys or rapid solidification conditions, an 
extremely large domain is required for accurate thermal prediction in order to eliminate 
the boundary effect. Advanced numerical techniques such as adaptive meshing, implicit 
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time stepping and multigrid methods are required to solve the thermosolutal dendritic 
growth with large Lewis number [210, 211].  
The evolution of tip undercooling and tip growth velocity was measured against time 
(shown in Figure 4–3). Due to the continuous extraction of heat, the thermal undercooling 
increased with time, which led to the increase of tip undercooling (Figure 4–3(a)) and, 
consequently, an increase in tip growth velocity. Since a uniform temperature field was 
applied for the whole domain, the thermal undercooling was identical for each arm at the 
same time when there is no convection. Although forced convection varied the tip growth 
velocities of each arm and altered the thermal undercooling at different tips, the increase 
was very small (in the order of 10-3 K), having a negligible effect on growth. Thus, the 
difference of undercooling between arms was primarily due to constitutional 
undercooling which depends on the local solute concentration. In terms of the phase 
diagram (Figure 3-4), the constitutional undercooling is smaller with lower solute 
concentration. Under the forced fluid flow, solute at the upstream side is transported to 
the downstream side. The lower solute concentration at the upstream tip results in smaller 
constitutional undercooling, which leads to larger local undercooling for solidification.  
From Figure 4–3(a), the undercooling at each tip increased with the tip’s velocity, with 
the upstream tip having the largest gradient whilst the downstream tip had the smallest. 
The forced convection is more efficient at transferring solute than pure diffusion. This 
causes different solute concentrations and gradients at tips. When t = 6 s, the 
undercooling at the upstream tip was approximately 3 times larger than the downstream 
tip. This resulted in the upstream tip growing more than three times faster than the 
downstream tip (Figure 4–3(b)). Compared with the upstream arm, the convection has 
less impact on the perpendicular arms. It still suppresses the solute layer at the tip front, 
sweeping some solute to the downstream side, leading to faster tip growth than non-flow 
conditions.  
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4.3.2  Examinations of different crystallographic orientations 
When the crystallographic orientation is not aligned with the grid axis, the grid anisotropy 
can alter the preferred growth orientations depending on the capture algorithm applied. 
Some numerical algorithms, such as cellular automata neighbourhood selection 
algorithms, can lead to the grain orientation shifting to the fastest capture direction [212]. 
For instance, a 4-cell nearest neighbourhood configuration produces grains with the 
fastest growth direction aligned with the axis. Thus, arbitrary corrections have to be made 
to ensure that the grain grows with the preferred direction correctly [114, 213]. The 
decentred square/octahedron algorithm developed by Gandin and Rappaz [122] offers a 
solution to this problem. It was modified and adopted to the current model by Wang et al. 
[44] to account for solute diffusion. Dendritic growth with its preferred growth direction 
lining up with forced flow was investigated in the previous section. In this section, 
different crystallographic orientations were simulated with respect to the flow direction. 
The dendritic growth without forced convection was also calculated for comparison.  
 
Figure 4–4. Predicted dendritic morphology and solute concentration profiles at t = 8 s with different 
crystalline orientations related to grid direction: (a), (b), (c), without fluid flow; (d), (e), (f), 
Vin = 5×10-4 m/s; (a), (d), θ = 0°; (b), (e),θ = 10°; (c), (f),θ = 30°. 
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Figure 4–4 shows the simulated morphologies and solute distributions with three 
different preferred growth orientations: (a) and (d) θ = 0o; (b) and (e) θ = 10o; and (c) and 
(f) θ = 30o. The solidification conditions and materials properties used are the same as the 
case in the above section.  
 
Figure 4–5. Comparison of average solid fraction under various preferred growth orientations with 
and without forced convection: (a) Solid fraction vs time; and (b) amplified region in (a).  
Symmetric dendrite morphology and solute distribution were predicted in terms of the 
preferred 〈110〉 direction without forced convection (Figure 4–4(a)-(c)). Comparison of 
the measured length of primary arms under different orientations showed that differences 
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between them were less than 2%. When a forced melt flow was applied to the solidifying 
domain, the expected asymmetric dendritic growth was simulated due to the transport of 
segregated solute. In all three cases, dendrite arms located on the upstream side grow 
faster than those on the downstream side. It was found that the tip growth speed depended 
on the angle between the tip growth and inlet flow directions (α, shown in Figure 4–4(d)): 
the larger the angle, the faster the tip growth. This is caused by rejected solute at dendrite 
tips being transported away more efficiently at larger angles when the same inlet velocity 
is applied. For example, the longest arm can be observed in all cases when the tip growth 
direction is opposite to the inlet flow direction (α = 180o).  
Figure 4–5 shows the evolution of overall solid fraction under various crystallographic 
orientations with and without forced convection. The solidification paths are almost 
identical in the same solidification conditions (Figure 4–5(a)). A local region in Figure 
4–5(a) was amplified and plotted in Figure 4–5(b). It shows that the grid anisotropy can 
slightly affect the solidification rate with different orientations. However, the differences 
in solid fraction between the 0o and 30o cases are less than 0.01, which agrees with the 
fact that the solidification rate is independent of preferred crystallographic orientations.  
The simulated results above demonstrated the ability of the modified decentred square 
method to overcome grid anisotropy. However, side branches reveal one inadequacy of 
the present method. From Figure 4–4 (a) and (d), side branches have not fully developed 
when the preferred orientation is perfectly aligned with grids. In contrast, they were 
formed when the crystallographic orientation has an angle of either 10o or 30o. Probably, 
the grid anisotropy introduces instabilities at solid/liquid interface when the capture 
method is applied, which promotes the development of side branches. Further 
investigation is needed to produce consistent results. A second major limitation is that the 
decentred modified square technique is a geometric approximation to interfacial energy 
and its anisotropy, and hence has a grid size dependency, as investigated by Wang [200].  
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4.3.3  Effect of inlet velocity  
The forced convection leads to the asymmetric growth of the equiaxed dendrite due to the 
transport of solute which alters the tip undercooling so as to alter the tip growth velocity. 
Effects of different inlet velocities on equiaxed dendritic growth were investigated in this 
section. Figure 4–6 shows the predicted dendritic morphologies and the solute 
concentration profiles at the solidification time t = 6 s with various inlet flow velocities: 
(a) without forced flow, (b) 1×10-4 m/s, (c) 5×10-4 m/s and (d) 1×10-3 m/s. The lines 
in Figure 4–6 indicate outlines of dendrites when the local solid fraction is equal to 
0.5. Figure 4–7 assembles the outlines together in a larger scale to illustrate differences in 
dendrite morphologies. It can be seen that the stronger inlet velocity causes faster growth 
of the upstream and perpendicular arms and slower growth of the downstream arm.  
 
Figure 4–6. Predicted Nb concentration profiles in 2D at t=6 s with different inlet velocities: (a) 
without convection; (b) Vin = 1×10-4 m/s; (c) Vin = 5×10-4 m/s; and (d) Vin = 1×10-3 m/s. 
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Figure 4–7. Comparison of dendritic morphology at t = 6s with different inlet velocities. 
With larger inlet velocity, the stronger convection increased the transport of solute and 
transferred solute more efficiently from the upstream side to the downstream side. 
Thinner solute layers for both upstream and perpendicular dendrite arms and a thicker 
layer around the downstream tip further enhanced the asymmetric growth of dendrite 
arms, shown in Figure 4–6.  
On the other hand, when the inlet velocity increases from 5×10-4 m/s to 1×10-3 m/s, the 
growth speed of downstream arm varied only slightly (Figure 4–7). Once the Pe number 
becomes large (i.e. when convection is significant compared to diffusion), the impact on 
the downstream arm is small since the accumulated solute behind the perpendicular arms 
reaches a sustained high level. Therefore, only the solute concentration ahead of each 
dendrite tips was compared in Figure 4–8 in order to further quantitatively evaluate the 
influence of inlet velocity on the dendritic growth. When there was no convection, the 
solute ahead of each dendritic arm was distributed identically, which corresponds to the 
symmetrical growth. Once the forced convection was applied, the solute concentration at 
the upstream tip decreased significantly (Figure 4–8 (a)). The stronger the incoming fluid 
flow was, the lower the tip solute concentration exhibited, which resulted in higher local 
undercooling at the dendrite tip. When the inlet velocity increased from 0 to 1×10-3 m/s, 
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the solute concentration at the tip reduced from 5.03 wt% to 4.91 wt%. This can add 
1.3 K to the local undercooling. The increase was approximately the same value as that 
for the undercooling at the dendrite tip without fluid flow, which explained the much 
faster growth velocity of the upstream tip. Similar feature occurred for the perpendicular 
arms (Figure 4–8(b)): the stronger inlet fluid flow increasingly reduced the solute 
concentration at the dendrite tip. Since the growth direction of perpendicular arm is 
normal to inward flow, the effect of convection was weaker than that for the upstream 
arm.  
With the inlet velocity at 1×10-3 m/s, the solute concentration at the perpendicular tip 
dropped to 4.97 wt%, which implied that the local undercooling was 0.6 K higher than 
that for the pure diffusion case and but 0.6 K lower than that for the upstream tip. Figure 
4–8 (c) shows the solute concentration at the front of downstream tip. Inlet flow built up 
the solute at the downstream side and increased the solute concentration at the tip. The 
stronger the inlet flow was, the higher the solute concentration remained in the 
downstream region. When the inlet velocity was 1×10-3 m/s, the tip solute concentration 
at the downstream tip reached 5.07 wt%, which made the undercooling 0.44 K lower than 
that in no convection case, presenting the lowest growth velocity for all the arms studied.  
The solute gradient ahead of upstream and perpendicular tips became sharper with 
increasing inlet velocity, resulting in a thinner solute layer under stronger convection 
(revealed in both Figure 4–6 and Figure 4–8). Higher solute gradients enhanced the solute 
diffusion, which also enforced the effect of convention on the growth of dendrite tips. On 
the other hand, the solute at the downstream tip exhibited a lower gradient when the inlet 
velocity increased. The lower gradient reduced the solute diffusion speed, thus further 
retarding the growth of the downstream arm together with the higher solute 
concentration.  
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Figure 4–8. Comparison of the Nb concentration profiles across the dendrite tips for different inlet 
velocity at t = 6 s: (a) for upstream tips; (b) for perpendicular tips; and (c) for downstream tips.  
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Figure 4–9. The evolution of solid fraction at different inlet velocities.  
Overall solidification paths with different inlet velocities are shown in Figure 4–9 in order 
to investigate the effect of inlet velocity on solidification rate. It illustrates that the 
stronger the inlet convection the higher the solidification rate. When the inlet velocity 
was 1×10-3 m/s and local temperature was 1605 K, the solid fraction was about 200% 
higher than the value obtained in the absence of flow. It can be explained by the stronger 
forced convection further enhancing the transport of solute and brings in more solute 
from far fields with the initial concentration, thereby lowering the solute enrichment at 
the upstream side. This can result in drastically faster growth of the upstream arms. 
Although more solute was built up on the downstream side with the increase of inlet 
velocity, the variation of solute concentration at the interface of downstream arms was not 
as significant as that for upstream arms, which can be found from Figure 4–8 (a) and (c). 
The overall growth rate, therefore, increased with the faster melt inlet velocity.  
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4.3.4  3D equiaxed dendritic growth under forced convection and 
comparison with 2D 
Comparison of purely thermal-controlled dendrites growing under 2D and 3D domains 
has been carried out by Chen et al. [191] using a phase field method. Significant 
differences have been found in morphologies and thermal distributions. However, for 
alloys, solute diffusivity is 103~104 times slower than the thermal diffusivity, controlling 
dendritic structure for most real applications [210]. Consequently, models determining 
the influence of convection for solutal and combined thermal and solutal dendritic growth 
are required. Therefore an examination for binary alloys was carried out. 
Based on the 2D simulations above, the same conditions were applied in 3D using a 
uniform mesh of 1003 for comparison. The predicted morphology of a dendrite grown 
with an inlet velocity of 5×10-4 m/s is shown in Figure 4–10. 
 
Figure 4–10. 3D morphology of a dendrite under forced convection with V
in
 = 5×10
-4
 m/s (surface 
shows the position of the solid/liquid interface at f
s 
= 0.5). 
Vin
100 μm
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The dendrite has the typical asymmetrical growth, with the upstream arm growing 
significantly faster, matching the features seen in prior phase field and front tracking 3D 
simulations of thermal dendrites in pure materials [9, 22]. The flow path illustrated by 
streamlines shows that the flow goes around the perpendicular arms, where 2D 
predictions force the flow to go over dendrite tips, since they can be considered infinitely 
thick into the page [128]. This difference in flow has a significant impact on solute 
transport from the leading edge to the trailing edge of the dendrite. To illustrate the 
difference, the solute concentration fields with/without forced convection in both 2D and 
3D are shown in Figure 4–11. When there is no convection (Figure 4–11 (a) and (b)), the 
solute field around every arm is equal. Under forced flow, rejected solute from the leading 
dendrite tip is swept downstream, leading to a thicker solute layer around the downstream 
tip, leading to asymmetric growth.  
 
Figure 4–11. Simulated Nb concentration profiles in 2D (left column) and 3D (right column) at 
t = 6 s: (a), (b) without fluid flow; and (c), (d) Vin = 5×10-4 m/s. The dark line indicates the 
morphology of the dendrite. 
(a) (b)
(c) (d)
100 μm
2.6
5.0
Nb, wt%
Chapter 4 Numerical Simulations of Dendritic Growth under Convection 
-96- 
Under forced convection, the arms perpendicular to flow are thicker on the upstream side 
than the downstream side, especially in the 3D case. The mass transport of solute causes 
the upstream solute concentration layer to be much thinner than that downstream 
(see Figure 4–11 (c) and (d)). This variation is much stronger in the 3D simulations, thus 
providing thicker growth for the perpendicular arms than that in the 2D predictions. In 2D, 
the solute has to flow all the way around the tips of the perpendicular arm, whereas, in 3D 
it can go around the trunks. Solute transport is significantly enhanced in 3D. 
Consequently, a 2D simulation tends to significantly underestimate the growth velocity of 
all arms. Additionally, a more stagnant solute field around the arms tends to suppress 
secondary arm formation when compared with that for 3D. This can just be seen by 
comparing Figure 4–11 (b) to (d), although the effect is much greater after more growth. 
Secondary branching is preferential on the upstream arm as well as the leading edge of 
the perpendicular arms, thereby matching prior simulations in thermal dendrites [191]. 
 
Figure 4–12. The ratio of the dendritic tip growth velocity in 3D to that in 2D. 
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Figure 4–13. Comparison of Nb concentration profiles across the dendrite along the x axis with/ 
without flow, and for 2D/3D simulations (t = 6 s). (a) for upstream tips; (b) for downstream tips.  
From the plot of 3D/2D growth ratio in Figure 4–12, it can be seen that dendrites grow 
faster at all times in 3D, to those found for 2D. Within a few seconds of growth the tip 
velocity in 3D is about twice that in 2D. In these simulations the driving force 
(undercooling) is continuously increasing, therefore, the ratio continues to increase, 
although at a slower rate. The solute profile ahead of the dendrite tips for the cases of 2D 
versus 3D, and flow versus no flow are plotted in Figure 4–13 (a) for the upstream tip, 
and in Figure 4–13 (b) for the downstream tip. With no flow, the solute concentration 
profile is symmetric (compare Figure 4–13 (a) and (b)) which explains the even growth of 
each arm. When forced flow is added, at the upstream side, the solute concentration 
buildup at the tip decreases (2D and 3D) due to solute transport to the downstream side. 
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The solute concentration at tips in 2D is around 0.07 wt% higher than that in 3D without 
convection, giving almost 0.8 K lower undercooling in the 3D tips. With convection, the 
difference increases to 0.09 wt% for upstream tips, which further extends the diversity of 
tip growth velocities for 2D and 3D. In contrast, the increase of solute concentration for 
the downstream side is more significant in 3D than that for 2D. However, it still has a 
lower concentration, presenting a faster tip growth velocity compared with 2D. 
Interestingly, the upstream solute gradient in 2D becomes significantly steeper compared 
to that for the no flow case, whilst in 3D the solute gradient is decreased. Downstream, 
the solute concentration increases under forced flow, leading to retarded tip growth. 
Comparing the solute gradient in 2D and 3D for the same flow conditions, a higher solute 
concentration and gradient exist for both upstream and downstream tips in 2D, which 
results in a reduction in their growth relative to that for 3D simulations. 
4.4  Constrained columnar dendritic growth 
The majority of prior publications on dendritic growth during convection have focused on 
a single equiaxed dendrite in the presence of forced flow under unconstrained conditions. 
Very few prior publications have been found simulating the effect of flow on constrained 
dendritic growth in 2D [14, 23]. No 3D simulations have been found. In this section, both 
2D and 3D cases of columnar dendritic growth under natural convection have been 
investigated. In addition, since simulated equiaxed dendritic growth (both with and 
without flow) in 3D produced significantly different results from 2D, the comparison of 
the influence of convection on constrained columnar dendritic growth between 2D and 
3D have been compared and analysed. 
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Figure 4–14. Schematic of physical system used in the simulation of columnar dendritic growth 
under nature convection. The dash-dot frame indicates the domain used for 2D simulation. 
The physical system for simulating columnar dendritic growth in 3D is schematically 
shown in Figure 4–14 where the dash-dot frame represents the domain used for 2D 
simulation. 
4.4.1  2D unconstrained dendritic growth under natural convection 
For the 2D case, three dendrites were nucleated (regularly distributed and with the 
crystallographic orientation aligned with axes) at the bottom of a rectangular domain 
consisting of 180×200 cells, each 5 μm in size. A temperature gradient of 5×10-3 K/m was 
imposed and the temperature was decreased across the domain at a rate equivalent to a 
pulling velocity of 5×10-5 m/s in a Bridgeman furnace. Zero-flux boundary conditions 
were applied to the top and bottom faces, and periodic boundary conditions were used on 
the left and right walls for thermal, solute concentration and flow. Buoyancy caused by 
temperature and solute concentration variation was added using a Boussinesq 
approximation. Gravity was artificially inclined to 60 degrees (Figure 4–14), simulating 
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the inclined growth front found in many solidification processes such as vacuum arc 
remelting [205] or direct chill casting [214].  
 
Figure 4–15. Predicted Nb concentration profiles in the 2D columnar dendritic growth at t = 30 s: (a) 
without natural convection; and (b) with natural convection. 
The predicted solute concentrations are shown in Figure 4–15 for t=30 s, with and 
without natural convection. Without convection, the dendrite tips all grow evenly and 
solute diffuses away regularly (Figure 4–15 (a)). When flow is considered, the 
partitioning of solute at the solid/liquid interface causes density variations in the liquid 
and a buoyancy induced flow initiates transport of the heavier solute rich liquid 
downwards (Figure 4–15 (b)). This flow reduces solute buildup at the dendrite tips, 
leading to faster dendritic growth, similar to that in the upstream arm growing under 
forced convection. The different solute layer thickness ahead of the dendrite tips is very 
marked, as seen by comparing Figure 4–15 (a) and (b). Fluid flow also promotes the 
development of secondary arms by a similar mechanism. Natural convection increases 
the solute concentration gradient at the tips of the secondaries near the primary tip, whilst 
more solute is swept down lower in the mush, causing some local remelting. However, in 
2D there is no flow between successive interdendritic regions since the primary arms as 
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they are effectively plates which stop the movement of solute in the interdendritic region. 
Because gravity is at 60°, the flow slides off to the right hand side of each dendrite. This 
accumulates solute on the left hand side of the neighbouring primary, thereby restricting 
the evolution of secondary arms on its neighbour’s left hand side. The difference of the 
secondary arm growth is clearly shown in Figure 4–15 (b).  
4.4.2  3D unconstrained dendritic growth under natural convection and 
comparison with 2D  
In 3D, a domain of 180×60×200 cells was used with other conditions kept identical to the 
2D case (Figure 4–14). The predicted dendrite morphology is shown in Figure 4–16 for 
the flow and no-flow cases. In 3D, the influence of natural convention is much less 
pronounced, with very similar primary tip velocities and secondary structures. Fluid flow 
is still induced, as shown by the flow paths in Figure 4–16 (b); however, in 3D, the 
buoyancy induced flow wraps around the primaries, rather than in the partially 
recirculating flow established between dendrites in 2D. Using a 2D simulation is in effect 
simulating a series of walls close to each other, in contrast to 3D where the dendrites are 
like rods with flow wrapping around them. The very different flow patterns in 2D and 3D 
lead to significant differences in dendritic growth. The wrapping flow with most of its 
velocity component normal to the primary dendrites causes the upstream secondaries to 
grow faster than those downstream (as for the equiaxed forced flow case). This can be 
seen by comparing the left and right secondaries in Figure 4–17 (b). The solute 
concentration profiles are also shown in Figure 4–17 on an x-z vertical section.  
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Figure 4–16. Predicted dendrite morphology for columnar growth: (a) no flow, and (b) with natural 
convection and streamlines illustrating flow (t = 30 s) 
Comparing Figure 4–15 to Figure 4–17, the 3D simulation predicts lower solute 
concentrations in the region both ahead and around the tips since solute can diffuse in/out 
of plane. The average tip growth velocity with natural convection is more than 1.5 times 
faster than that without convection in 2D (note difference in tip location for the same 
growth time in Figure 4–15). However the difference in 3D is subtle (the tips are only 1.5 % 
faster in Figure 4–17(a) and (b)). The solute concentrations ahead of the dendrite tips for 
all conditions are plotted in Figure 4–18. Without flow, the solute concentration in 2D 
reaches a maximum of 5.37 wt% (i.e. 0.27 wt% and 0.36 wt% greater, respectively, than 
that for natural convection in 2D and 3D). This leads to 2.9 K and 3.9 K lower 
constitutional undercooling at the dendrite tips, respectively, resulting in faster tip growth. 
The difference of solute concentration in 3D with and without convection is around 
0.01 wt% which explains the small difference of tip growth velocity in 3D. This clearly 
demonstrates that 2D simulations with flow can produce misleading results. Furthermore, 
since the dendrites acts as a wall in 2D, the flow velocity at the primary tips is 
approximately 5 times faster in 2D than that in 3D (1.4×10-4 m/s versus 2.9×10-5 m/s in 
2D and 3D respectively). The higher concentrations, in 2D, retard the development of the 
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secondary arms in the no flow case. In 3D, both the primaries and secondaries grow faster. 
Unfortunately the author could not find any quantitative experimental measurements of 
columnar dendritic growth with and without convection to compare these predictions 
with. 
 
Figure 4–17. Dendrite morphology and Nb concentration profiles on a 2D slice (shown in Figure 
4–16 (a)) through the 3D simulation: (a) no flow, and (b) with natural convection (t = 30 s) 
During columnar dendritic growth, like for equiaxed, simulating dendrites in 2D 
artificially restricts solute transport, leading to inaccurate results. In constrained growth, 
the difference is even more dramatic – flow patterns were found in the 2D case which did 
not exist in 3D, significantly over predicting the influence of natural convection and its 
affect on dendrite morphology. In both 2D and 3D, flow causes asymmetric growth of 
dendrite branches. However, in 2D the uphill (left hand side, since gravity is at 60°) 
secondaries are retarded, whilst in 3D the left hand secondaries grow faster 
(compare Figure 4–15 (b) to Figure 4–17 (b)). In 3D the flow around the dendrite trunks 
transports less solute than in 2D. From this perspective, simulating columnar dendritic 
growth with fluid flow in 2D may be highly misleading, producing inaccurate results.  
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Figure 4–18. Comparison of the Nb concentration profiles at the dendrite tips along the z axis for 
with and without flow, and for 2D and 3D simulations (t = 30 s) 
4.5  Summary 
A microscale solidification model has been extended to incorporate convection by 
solving the Navier-Stokes equations. The model uses an imposed interfacial energy 
technique which allows relatively large control volume sizes (i.e. 5-15 μm) and primitive 
variables, allowing realistic alloy systems and conditions to be simulated in both 2D and 
3D.  
Equiaxed dendritic growth in a Ni-Nb binary alloy has been studied with and without 
convection in 2D. Simulations have shown that: 
1.  Convection can significantly alter the solute transfer, producing asymmetrical 
dendrites with different crystallographic orientations.  
2.  The forced convection has much less influence on heat transfer which is still 
controlled by purely diffusion because the thermal diffusivity is much higher 
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than solute diffusivity. A much higher inlet velocity is required for any 
noticeable impact on the heat diffusion. From all the cases, the dendritic arms 
in the upstream region grow faster than those without convection, whilst arms 
in the downstream region are inhibited due to the accumulated solute 
transferred from the upstream region.  
3.  The growth speed of the upstream arm increases with the increase of the inlet 
velocity. However, this depends on the flow direction with respect to the tip 
growth direction. With dendrite arm growth either faster or slower to that for 
arms in the absence of convection, the overall average solidification rate 
increases with an increase of inlet velocity.  
The current model was also applied to study the effect of dimensionality (2D vs. 3D) on 
the growth of a single equiaxed dendritic growth under forced fluid flow in an 
unconstrained solidification condition, and with columnar dendrites growing under 
natural convection. Without flow, a significant increase in growth velocity was derived 
for 3D compared to that for 2D due to increased diffusion rates. However, with flow, not 
only were there significant differences in growth rates, but there were also significant 
differences in the predicted growth morphologies, especially for constrained growth. In 
3D, the flow fields can wrap around the dendrite arms, whilst in 2D it is forced to go over 
the tips, altering the solute field predictions. It has been found: 
1.  For unconstrained growth under forced convection, the solute concentration 
gradient for the upstream side becomes steeper in the presence of fluid flow. 
The model correctly predicts enhanced growth of the upstream arm with 
retarded downstream growth. The solute concentration gradient around 
perpendicular arms is more suppressed in 3D than in 2D, promoting side 
branching.  
2.  For constrained growth, under natural convection, the solute transport is 
stopped by primary dendrite arms in 2D. In 3D, the flow wraps around the 
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primaries, reducing the boundary layer on the uphill secondaries, increasing 
their growth, the opposite to predictions based on 2D. Hence in some 
situations simulations in 2D can be highly misleading.
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Chapter 5  Numerical Simulation of the Freckle Initiation 
in Directionally Solidified Pb-Sn Alloys at the 
Microstructural Level in 3D 
5.1  Introduction 
Freckles are severe channel-like segregates commonly observed in directionally 
solidified or single-crystal castings of Ni-base superalloys [6, 67]. The existence of 
freckles has a deleterious impact on mechanical properties of critical components such as 
turbine blades and discs in gas-turbine engines [66]. It is now generally agreed that 
freckles arise due to a complex interaction of solute segregation, thermal variation and 
microstructural length scales, all of which contribute to the onset of thermosolutal 
convection in the mushy zone. 
A number of prior numerical simulations of macrosegregation have been carried out to 
study solute channel (freckle) formation [89-94], however, as reviewed in Chapter 2 these 
have all been at the macroscopic level and without resolving the microstructure. Although 
these prior results show qualitatively agreement to experimental observations of 
macrosegregation, they do not provide insight into the mechanisms of how freckles 
initiate. Segregation starts at microscale. The rejection of solute from the growing 
dendrites is the key driving force, while their morphologies limit interdendritic 
thermosolutal convection. Thereby, a microscale model that provides this information can 
be expected to give a better understanding of the instabilities of the interdendritic 
convection and also the associated channel formation. 
In this Chapter, the microstructural model used to study the dendritic growth under forced 
and natural convection in Chapter 4 was employed to study the onset of freckling in the 
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interdendritic region during directional solidification in 3D. The mechanism for freckle 
initiation on the microstructural level is explained first, and then the alloy system chosen 
for simulations is introduced. The Rayleigh number, a widely-accepted criterion for the 
assessment of the alloy’s freckling propensity, was calculated by using selected analytical 
solutions and it was used to bridge numerical predictions and prior experimental results. 
Using the developed numerical model, 9 cases with different solidification conditions 
were studied to investigate the solute channel formation and two typical cases in them 
were selected to discuss the results in detail. Finally, the influence of initial solute 
concentration, thermal gradient and the casting speed on the tendency for freckling was 
studied.  
5.2  Proposed mechanisms of freckle initiation 
In vertical directional solidification, freckle formation is believed to be associated with 
the thermosolutal convection in the interdendritic region. The proposed mechanism is 
illustrated in Figure 5–1.  
Due to microsegregation, solute elements will be rejected into the melt (Figure 5–1 (a)). 
Two opposite trends of convection can occur:  
1.  If the solute is heavier than bulk, it has the tendency to flow downwards. 
However, the liquid below it will be even higher in solute and hence denser, 
creating a stable pool, as prior study has suggested [23] that this situation is 
unlikely to initiate solute channel/freckle formation. 
2.  If the solute is lighter, it will flow upwards, bringing solute enriched liquid up. 
If the induced buoyancy force overcomes the viscous resistance exerted by the 
dendritic structure (evaluated by permeability, Figure 5–1 (b)), stable vertical 
solute channel may form, leading to freckles in the final microstructure. 
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Figure 5–1. Segregated solute channel formation resulting in freckle initiation on the 
microstructural level: (a) microsegregation of solute elements; (b) initiation of interdendritic 
thermosolutal convection due to density inversion; and (c) sustained flow upwards causing 
development of a solute channel and associated remelting (Red lines: solute iso-contours). 
For the second situation, a plume of segregated liquid rises between the dendrites. The 
higher solute concentration in the plume can decrease the local undercooling and lead to 
the remelting of solidified dendrites, forming an open channel (Figure 5–1 (c)). With 
continuous solute flow upwards, the channel can be self-sustaining. This vertical channel 
can be regarded as the initial stage of freckling. 
Once a channel forms, remelting will occur at the highest curvature portions of the 
dendrites (i.e. at the base of secondary/tertiary arms), with the flow pinching off the arms 
and transporting them into the melt. These dendrite fragments may act as the nucleation 
sites for equiaxed grains. If those grains remain in the channel, they form the structure 
classified as a freckle.  
5.3  Pb-Sn alloys and material properties 
A binary alloy system, Pb-Sn, was selected since this system has the greatest number of 
well controlled experimental studies performed on it [88, 215-219]. The alloy’s low 
Tliq
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melting temperature and large density difference makes it ideal for experimental (and 
numerical) studies of freckle initiation. The prior experimental studies not only provided 
insight into the complicated phenomena, which could be also expected in complex 
systems such as Ni-base superalloys, but also offered sufficient data for the validation of 
numerical studies. In addition, the physical properties of Pb-Sn alloys are well known.  
A linearised Pb-Sn phase diagram was used in this study with constant partition 
coefficient and liquidus slope. Constant thermophysical properties were also assumed for 
different compositions of this binary system, except for the densities. These constants are 
listed in Table 5-1. 
Table 5-1 Properties of Pb-Sn alloys [76, 220, 221] 
Property Variable Value Unit 
Partitioning coefficient k 0.31 - 
Liquidus slope m -2.33 K/ wt% 
Melting point of Pb Tm 600 K 
Latent Heat L 3.76×105 J/kg 
Specific heat cp 167 J/kg·K 
Eutectic temperature Teut 456 K 
Eutectic concentration Ceut 61.9 wt% Sn 
Kinematic viscosity ν  2.47×10-7 m2/s 
Thermal diffusivity α 1.1×10-5 m2/s 
Solutal diffusivity in liquid DL 3×10-9 m2/s 
Solutal diffusivity in solid DS 2×10-13 m2/s 
 
Poirier [222] utilised available data for the density of Pb, Sn and Pb-Sn alloys and 
regression analysis to determine density as a function of temperature and composition 
and is used in this study: 
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 L Sn10.559 0.04251Cρ = −  (5.1) 
where ρL is the liquid density and CSn is the concentration of Sn in weight percent.  
Since the Boussinesq approximation was used in the Navier-Stokes equations to account 
for the buoyancy force, thermal and solutal expansion coefficients, βT and βC, were 
required to calculate the source term (shown in Eq. (3.30)). Two equations (Eqs. (5.2) and 
(5.3) ) adapted from Poirier’s calculations were used in the current simulations and are 
shown below: 
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 (5.3) 
Note that βC is more than an order of magnitude higher than  βT, indicating that solutal 
concentration differences have a much stronger effect on convection than thermal 
differences.  
5.4  Evaluation of the Rayleigh number 
The Rayleigh number has been used in many of the prior experimental studies to classify 
the results, and indeed it has been employed as a criterion to evaluate the tendency for 
freckling. This is reasonable because freckle formation is the result of convective 
hydrodynamic instabilities due to density variations. In this study there is no need to 
determining the Rayleigh number for freckle prediction, as we are directly calculating the 
onset of instabilities. However, it is a useful tool to compare the results from this study to 
prior experimental studies on solute channel formation [6, 80, 215]. Although all studies 
used the Rayleigh number to indicate the relative importance of viscous damping of the 
flow to the buoyancy driving force, their definitions tend to vary significantly, as 
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reviewed in Chapter 2. A version proposed by Worster [86] and examined by 
Beckermann et al. [84] was selected here to evaluate the results from the current 
simulations and prior experiments (identical to Eq. (2.6)): 
 
0
g hRa ρ
υκ ρ
Π Δ
= ⋅  (5.4) 
Analytical and empirical solutions were selected for the calculation of permeability and 
density inversion in Eq. (5.4). There is a large range of solutions for the calculation of 
permeability and different preferences for the selection of characteristic length scale. 
Different combinations certainly lead to different values for the Rayleigh number. 
However, once the same designation is applied to all cases, the uncertainty in the 
Rayleigh number itself will be of a systematic nature. It can result in different values of 
the critical Rayleigh number, but would not affect its evaluation as a freckle criterion.  
The method of determining the density inversion and permeability to calculate the 
Rayleigh number is detailed below. The viscosity (ν ) and thermal diffusivity (κ ) were 
assumed constant, regardless of Sn concentration. The values are listed in Table 5-1. The 
calculation of density inversion and permeability are explained below. 
5.4.1  Density inversion 
The density inversion is given by: 
 0 L 0
0
( ) ( )T CT T C C
ρ β β
ρ
Δ
= − + −  (5.5) 
where βT and βC are the thermal and solutal expansion coefficients. Both values are 
dependent upon the Sn concentration and are given by Eq. (5.2) and (5.3). T0 is the 
liquidus temperature corresponding to the initial Sn concentration C0, T is the actual 
temperature and CL can be obtained through the equilibrium Pb-Sn phase diagram: 
 L 0 0 l( )C C T T m= + − ⋅  (5.6) 
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where ml is the liquidus slope, given in Table 5-1. 
5.4.2  Length scale and Permeability 
Ramirez and Beckermann [220] have evaluated a large array of experimental data for 
Pb-Sn. They suggested that the combination of length scale represented by the ratio of 
thermal diffusivity to the casting speed (κ/R) and an average permeability proposed by 
Felicelli et al [89] can provide a maximum value of the Rayleigh number from which 
present reasonable predictions of freckle formation can be derived. The same choice of 
these two parameters was used here. The equation for permeability has been given by Eq. 
(2.8). It is also repeated here for convenience: 
 ( )( )221 S S S0.074 ln 1.49 2 0.5f f fλΠ = ⋅ ⋅ − − + −  (5.7) 
where λ1 is the primary arm spacing and Sf is the average solid fraction.  
The primary arm spacing is calculated by: 
 
0.134 0.354 0.261
1 0921.7C G Rλ − −=  (5.8) 
where C0 is the initial concentration in weight percent, G is the temperature gradient in 
K/cm and R is the casting speed in μm/s. This relation was suggested by Yang et al. [76] 
who fitted a wide range of solidification conditions with the measured data.  
The averaged solid fraction is weighted by the local solid fraction across the mush 
height, h: 
 SS
0
1 hf f dy
h
= ∫  (5.9) 
where fS is the local solid fraction. It is obtained via the Scheil equation: 
 
1
1
L
S
0
1
kCf
C
−⎛ ⎞
= − ⎜ ⎟⎝ ⎠
 (5.10) 
Chapter 5 Numerical Simulation of Freckle Initiations in Pb-Sn Alloys 
-114- 
where k is the partition coefficient, assumed as a constant and given in Table 5-1. 
5.4.3  Maximum Rayleigh Number 
The local Rayleigh number was calculated using Eqs. (5.4) - (5.10) when the 
unidirectional solidification conditions were assigned by setting the temperature gradient, 
G, and casting speed, R. Examples of the local Rayleigh number from two cases 
(Pb-10wt% Sn, G = 3.63×10-2 K/m, R = 3.33×10-5 m/s and Pb-25wt% Sn, G = 
8×10-2 K/m, R = 4.17×10-5 m/s) are plotted in Figure 5–2 .  
 
Figure 5–2. Local variation of Rayleigh numbers for Pb-Sn with two solidification conditions. 
A maximum value across the mushy zone can be identified in both curves and occurs at an 
average solid fraction between 0.15 and 0.2. It can be understood that at this point, the 
buoyancy driven by the density gradient is overcome by frictional force represented by 
permeability. The maximum value represents the most instability of the flow under the 
specified conditions. Therefore, this single value was used as the representative Rayleigh 
number to evaluate each solidification condition.  
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5.5  Numerical simulation of the onset of freckle formation  
In this study, we propose that the onset of freckle formation occurs on the microstructural 
level and is directly associated with microsegregation and dendritic growth. Previous 
models on the macroscale level have provided an insight into the development of the 
solute channels [83, 92, 96, 221]. However, the initiation of freckle channels is not well 
known. Normally small perturbations are introduced into the concentration field during 
the starting stage to induce the thermosolutal convection. A model accounting for 
microsegregation can help to avoid this artificial effect. The microscale solidification 
model developed in Chapter 3 and employed in Chapter 4 has been used here to study the 
solute channel formation (equally, the onset of freckling) under thermosolutal convection. 
5.5.1  Simulation conditions 
Freckle formation is inherently a tridimensional phenomenon where interdendritic flow 
passes around dendrite arms and feeds the solute channel from all directions. The 
simulations carried out in Chapter 4 proved that 2D simulations can produce highly 
misleading simulation results. The inaccuracies can be attributed to the infinite plate-like 
representation of dendrites in 2D restricting not only the solute diffusion but also the 
convection path. In particular, 2D results are inappropriate when columnar dendritic 
growth under natural convection was studied, the situation in which freckle is most likely 
to form. Therefore, 3D simulations are required to study freckle channel initiation, in 
which the model can give a better evaluation of the dendritic growth and interdendritic 
convection. 
A small domain with a height of 7.5 mm was used to investigate the solute channel 
formation on the dendritic level. The simulated system is shown in Figure 5–3. 
Depending on the solidification conditions, the length of the domain (x direction) is 
approximately 3 to 5 times that of the primary dendritic arm spacing and the width (y 
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direction) is equal to that of the primary dendritic arm spacing. Consequently, 3 ~ 5 seeds 
were preset at the bottom of the domain in a row and the distance between each seed was 
around that of the length of a primary dendritic arm spacing calculated via Eq. (5.8). A 
relatively large cell size of 15 μm was used to reduce the total number of cells in the 
domain and to resolve the secondary dendritic arms. Nevertheless, the total cell number 
of the domain for each case (shown in Table 5-2) reaches around 1 million.  
 
Figure 5–3. Schematic of the directional solidification system with 3 ~ 5 seeds preset at the bottom.  
A constant temperature gradient (G) was applied to the domain with a constant casting 
speed (R). The latent heat release was ignored in the current simulations, considering that 
the thermal expansion coefficient is one order of magnitude smaller than the solutal 
expansion coefficient and thus has less impact on convection. Additionally, it can save 
considerably on calculation time for temperature distributions. Periodic boundary 
conditions were used for velocities and solute concentrations on the domain surfaces 
except for the top and bottom surfaces where zero-flux boundary conditions were applied.  
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Nine cases were simulated to investigate solute channel initiation under various 
solidification conditions (Table 5-2). Note that the combination of these cases allows the 
effects of casting speed (cases 1–4), thermal gradient (cases 2, 5 and 6) and initial Sn 
concentration (cases 6–9) on the onset of freckling to be studied.  
Table 5-2. Solidification conditions of Pb-Sn alloys for numerical simulations 
Case C0, wt% Sn G×10-2, K/m R×106, m/s Ra 
1 10 3.63 330 1.2 
2 10 3.63 41.7 25.7 
3 10 3.63 33 36.1 
4 10 3.63 3.3 1193.6 
5 10 1.5 41.7 47.9 
6 10 8 41.7 6.5 
7 15 8 41.7 15.9 
8 20 8 41.7 37.5 
9 25 8 41.7 46.9 
 
For all cases, the calculation of thermosolutal convection is turned on after the dendrites 
have grown approximately 2 mm in length. This avoids the artificial seeding from 
influencing flow.  
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Figure 5–4. Simulated morphologies of dendrites for case 1: (a) t = 18 s; (b) t = 36 s; (c) t = 54 s; (d) 
t = 66 s; and (e) t = 78 s. 
Cases 1 and 9 are discussed first, as they are with relatively low and large Rayleigh 
numbers, respectively. Then the effects of alloy composition, temperature gradient and 
casting speed on freckle initiation are discussed by comparing the simulated results for 
various selected cases.  
5×10-4 m
(a) (b) (c) (d) (e)
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5.5.2  Benchmark study: case 1 
The simulated morphologies of dendrites for case 1 (Pb – 10 wt% Sn, G = 3.63×102 K/m 
and 3.3×10-4 m/s) at different times are shown in Figure 5–4. Five seeds were placed in 
the simulation domain uniformly. They grew vertically with the same speed and with 
similar morphology before turning on the calculation of thermosolutal convection (Figure 
5–4(a)). Once the convection started, the even-growth was disturbed. One dendrite 
located in the middle and two close to wall enhanced their growth and trapped the other 
two dendrites in between (Figure 5–4(b)). A channel was formed on the right hand side 
((Figure 5–4(c))). However, the channel was terminated by the fast growing dendrite 
((Figure 5–4(d))). Another channel seemed to form in the middle of the domain after the 
closure of the first channel. Similarly, it was closed by a fast-growing dendrite after a 
short distance. From the morphology of the dendrites, it can be seen that there is a strong 
potential for channels, but there is an equally strong potential for another dendrite to grow 
into it, i.e. no self-sustaining solute channels are formed. There is no doubt that 
thermosolutal convection causes variations of dendritic morphology in Figure 5–4. 
Therefore, the solute concentration of Sn, which is the dominating factor inducing 
thermosolutal convection, is plotted in Figure 5–5 to explore the reason.  
When there was no convection, the rejected Sn diffused uniformly into the melt bulk and 
horizontal layers exhibited at the solidification front in Figure 5–5 (a). Once the natural 
convection was taken into account, the lighter Sn was advected out of the interdendritic 
regions and caused the formation of flow circulations in the bulk melt (Figure 5–5 (b)). 
The circulations transported lighter liquid into the bulk in the form of two plumes. 
Because the solute diffusivity of the liquid is much lower than the thermal diffusivity (the 
Lewis number is approximately 3600), the lighter liquid retains its composition as it 
flows upward through the mush into regions of higher temperature. This redistributes the 
solute in the solidifying region and will lead to macrosegregation. 
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Figure 5–5. Simulated Sn concentration profiles and velocity vectors on x-z plane (first row) and x-y 
plane (second row, location is shown by dashed line) for case 1: (a) t = 18 s; (b) t = 36 s; (c) t = 54 s; (d) 
t = 66 s; and (e) t = 78 s. 
The rejected solute was swept by circulations induced by upward convection and fed into 
the channel, together with solute arising from microsegregation. This high solute 
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concentration significantly retarded the growth of dendrite arms in the region and also fed 
the upward convection in the plume. It can be expected that the upward convection was 
responsible for the formation of the vertical channel in Figure 5–4(c). From Figure 
5–5 (c) it can be seen that, higher solute concentrations and upward convection sustained 
the channel. However, much stronger convection occurred above the dendrites, and 
caused mixing of the solute which was transported from interdendritic region. This 
convection prohibited the development of the dendrite in the middle of the domain and 
also promoted the growth the lateral dendrites. In Figure 5–5 (d) and (e), the growth of the 
secondary arms from one lateral dendrite stopped the development of the plume. It can be 
shown that the solute velocity in the channel was less than 3×10-4 m/s which is smaller 
than the casting speed for this case (3.3×10-4 m/s). One possible reason for the formation 
of a freckle channel is that the intrinsic velocity of the interdendritic liquid is faster than 
the dendritic growth velocity [4, 5, 83]. For case 1, even without the help of bulk 
convection, the solute channel does not survive, consistent with prior experiments for 
similar Rayleigh numbers/conditions. 
 
Figure 5–6. Solidification paths with and without natural convection comparing with Lever rule and 
Scheil predictions. 
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The simulations demonstrate that the large density variation in Pb-Sn alloys easily 
encourages thermosolutal convection, thereby increasing the potential for freckle 
formation. However, the competition between upward solute transport and dendritic 
growth ultimately determines the survival of the solute channels.  
The thermosolutal convection increases interdendritic solute transport, locally retarding 
dendritic growth. The effect of natural convection on the solidification rate is plotted 
in Figure 5–6. The solidification path was calculated from the simulation results and was 
compared with both the lever rule and Scheil equations. An additional solidification path 
(under the same solidification conditions as case 1) without convection was also plotted 
here for comparison. Without the consideration of convection, the current model gives 
predictions lying between Scheil and lever rule; confirming the model predictions. A 
considerable decrease in solidification rate occurs when natural convection is included. 
This indicates that significant local remelting is occurring and it is also consistent with the 
simulation predictions of a partially-sustained channel and higher solute concentration in 
the bulk.   
5.5.3  Benchmark study: case 9 
Case 1 has shown that faster dendritic growth can stop the development of solute 
channels and hence freckle formation. In this section, case 9, which involves a much 
lower casting speed and higher initial Sn concentration, is studied to investigate if 
sustained solute channels form under these conditions.  
Figure 5–7 shows morphologies of dendrites at different times for case 9 
(Pb – 25 wt% Sn, G = 8×102 K/m and 4.17×10-5 m/s). As in case 1, four columnar 
dendrites grew evenly before the calculation of the thermosolutal convection was 
switched on. An obvious vertical channel was formed after 100 s and persisted stably 
during the rest of solidification; this can act as the initial site for the onset of freckles.  
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Figure 5–7. Simulated morphologies of dendrites for case 9: (a) t = 40 s; (b) t = 100 s; (c) t = 160 s; (d) 
t = 220 s; and (e) t = 340 s. 
The Sn concentration and velocity vectors at different times are plotted in Figure 5–8. In 
terms of the casting speed, the growth velocity of dendrites in this case was much lower 
than that of case 1. The lower growth speed can decrease the rate of rejection of the 
solute, which results in a decrease in the concentration gradient in the interdendritic 
region. It can be seen that the convection was weaker in the melt bulk when compared 
with case 1. However, the slower growth of dendrites allows the segregated liquid more 
time to develop the flow and to redistribute the solute (Figure 5–8 (b) – (e)). In Figure 5–8 
(b), a circulation occurred on the left hand side and enhanced the dendritic growth on the 
right-hand of the circulation. One potential channel was closed by branching of this 
dendrite. Another circulation on the right-hand side swept way the solute at the tip of the 
dendrite close to the right wall and probably increased its growth. 
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Figure 5–8. Simulated Sn concentration profiles and velocity vectors on x-z plane (first row) and x-y 
plane (second row, location is shown by dashed line) for case 9: (a) t = 40 s; (b) t = 100 s; (c) t = 160 s; 
(d) t = 220 s; and (e) t = 340 s. 
One open solute channel was formed in Figure 5–8 (c), possibly due to the combination of 
the fast growth of the dendrite close to the right wall and the upward flow from the 
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interdendritic region below (it shows higher solute concentration in the x-y plane between 
primary dendrite arms in Figure 5–8 (b)). From Figure 5–8 (d) and (e), it can be seen that 
the solute concentration was always maintained at a high level in the channel. The reason 
can be seen from Figure 5–9.  
The continuous upward flow induces recirculating flows in and around the channel. The 
flow crosses the spaces between dendrite arms, and brings the segregated liquid from the 
neighbouring dendrites into the channel. Therefore, the circulation assisted the retention 
of a high solute concentration level in the channel. This promotes the growth of the 
channel and enables the channel to sustain itself. Additionally, Figure 5–9 also shows the 
inherent 3D feature of the freckle formation. 
 
Figure 5–9. Flow patterns in and around the vertical solutal channel.  
When the higher solute concentration flows upward, the liquidus temperature of the local 
region is decreased and this causes remelting of the solute-rich, solidified dendrites. 
Therefore, the melt causes delayed growth and localised remelting of solid, which 
explains the formation of a self-sustained channel. In addition, the measurements of the 
upward velocity in the channel were in the order of 10-4 m/s, which is slightly higher than 
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the casting speed. On the basis of the simulation results, it would seem that a balance has 
been reached between the various competition mechanisms (Figure 5–8 (e)).  
 
Figure 5–10. Evaluation of average solid fraction on the x-y plane located at z = 2.5 mm comparing 
with Lever rule and Scheil predictions. 
The average solid fraction on the x-y plane located at the height of 2.5 mm was calculated 
from the simulation and is plotted with the analytical solutions from lever rule and Scheil 
equation in Figure 5–10. When dendrites grew across that plane, the solid fraction 
increased sharply and reached a much higher fraction solid level than that given by 
analytical predictions. The circulations caused by the upward thermosolutal convection 
decreased the solute concentration at the dendritic tips and increased the growth rate of 
dendrites. The enhanced solidification rate was found to decrease dramatically when 
dendrites crossed the plane. Comparison of the analytical predictions indicates that 
significant remelting occurs on the plane. The predicted profiles of the solid fraction at 
two different time steps are shown in Figure 5–11 for comparison. Significant local 
remelting can be observed in the channel, which prevents the shrinkage of the vertical 
channel.  
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Figure 5–11. Predicted solid fraction at different time on the x-y plane located at z = 2.5 mm: 
(a) t = 180 s; and (b) t = 340 s. 
For case 9, a self-sustaining channel was simulated and it can develop into the initial site 
for the formation of freckles. This result agrees with experimental studies, in which 
freckles were observed under the same solidification conditions [216]. It can be seen that 
continuous circulation of segregated liquid feeds the channel from around dendrites and 
also maintains a high concentration level in the channel. The continuous upward solute 
flow and significant local remelting play critical roles in sustaining the channel and 
finally cause the formation of freckles. 
5.5.4  Comparison with prior experiments 
Experimental data for the upward directional solidification of Pb-Sn alloys from the 
literature have been collected together by Yang et al. [76] and Ramirez et al. [220]. These 
data were revised in this study and shown in the Appendix (Table A-1). The primary arms 
spacing and Rayleigh number were calculated from Eqs. (5.8) and (5.4), respectively. 
Values for both parameters are different from those calculated by Yang et al. [76] and 
Ramirez et al. [220]. This is due to the different collection of analytical solutions for the 
terms used in the Rayleigh number. However, the trend of the variation in the Rayleigh 
number for different solidification conditions calculated here is identical to that explained 
in both publications.  
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Figure 5–12. Calculated Rayleigh number for Pb-Sn experiments from publications (Group 1- 6) 
and comparison with numerical simulation results from current studies (Group 7). 
Figure 5–12 shows the calculated Rayleigh numbers for all Pb-Sn samples from each 
publication [88, 215-219]. The filled and hollow markers present the cases with and 
without freckles, respectively. A line has been drawn between the data for with and 
without freckles in each group, and is indicated by the red line in Figure 5–12. Thus, a 
critical Rayleigh number (of approximately 33) can be identified from the separation line. 
This value provides a cut-off below which no freckles are formed.  
When a self-sustained open solutal channel was formed in the interdendritic region (as 
demonstrated in case 9), it assumed the formation of freckles. The simulated results 
obtained here are plotted in Figure 5–12 as group 7 to provide comparison (the results of 
cases 1 and 9 have already been discussed above and other cases will be discussed in the 
following sections). Below the critical value of the Rayleigh number, no freckles were 
predicted. It shows good agreement with measurements from experiments via the 
Rayleigh number. Note that, there were several cases without freckle formation when 
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their Rayleigh number is larger than 33. This illustrates the stochastic nature of freckle 
formation with the critical Rayleigh number only a indicator of values below which 
freckles will not form, as previously pointed out by Yang et al. [76] and Ramirez et al. 
[220].  
From the data set in Table A-1, the critical Rayleigh number from current simulations 
should be anywhere between 37.5 and 46.9. Ramirez et al. [220] tentatively removed the 
sample with the lowest Rayleigh number in all the freckling cases (because the Rayleigh 
number of this sample is much lower than the others with freckle formation), and then 
suggested the critical Rayleigh number for freckle formation. Surprisingly, if the same 
procedure is adopted here, the critical value would be located between 38.9 and 40.3, 
which is in the range of current predictions.  
The current model, therefore, provides good predictions of the freckle formation in Pb-Sn 
alloys both in terms of direct comparison to experimental results and via a critical 
Rayleigh number. This agreement of the Rayleigh number suggests that the model can be 
used to predict the critical Rayleigh number for new alloy systems, thereby providing a 
valuable tool for determining alloy castability with minimal experimental validation. 
Nevertheless, a much larger range of solidification conditions and different alloy systems 
need to be examined before a solid conclusion can be drawn.  
5.5.5  Effects of initial concentration  
The Rayleigh number has been validated as a good indicator for freckle formation. 
Therefore, it has been plotted versus initial Sn concentration in Figure 5–13, by keeping 
all other parameters constant. The temperature gradient and casting speed were 
8×102 K/m and 4.17×10-5 m/s for the plot, respectively. The Rayleigh number is found to 
increase as the initial concentration increases. The dashed line in Figure 5–13 shows the 
critical Rayleigh number and the corresponding initial Sn concentration. This suggests 
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that freckles could not form unless the initial concentration is higher than 21 wt% under 
the specified solidification conditions. 
 
Figure 5–13. Variation of the Rayleigh number with initial concentration for G = 8×102 K/m and 
R = 4.17×10-5 m/s.  
Numerical simulations were carried out to investigate the initiation of Freckle formation 
at the microstructural level. Four initial concentrations ranging from 10 wt% to 25 wt% 
of Sn was selected (cases 6–9 listed in Table 5-2). The solute concentration distributions 
and vectors for cases 6–8 are shown in Figure 5–14. The results for case 9 can be found 
in Figure 5–8. 
No open channels were found in cases 6–9, indicating that no freckles form in these three 
cases. On the other hand, potential sites for channel formation were observed in each case 
but were closed by the growth of dendrites during solidification. From Figure 5–14, it 
seems there is a correlation between the number of these sites and the initial solute 
concentration; more potential sites for channel formation are found at higher initial 
concentrations. This observation is consistent with the simulations using NH4Cl-H2O 
solutions carried out by Jain et al. [223]. Furthermore, the longer channel in 
case 6 (a lower initial concentration results in thicker mushy zone) also match their  
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Figure 5–14. Comparison of predicted Sn concentration profiles and velocity vectors on x-z plane 
(first row) and x-y plane (second row, location is shown by dashed line) with different initial Sn 
concentrations: (a) case 6: C0 = 10 wt%, t = 160 s; (b) case 7: C0 = 15 wt%, t = 200 s; and (c) case 8: C0 
= 20 wt%, t = 230 s. 
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Figure 5–15. Comparison of average solute concentrations across the whole height of the simulated 
domain for different compositions at the time when the upward solute is transported to the top 
boundary: t = 96 s for case 9; t = 98 s for case 8; t = 100 s for case 7; and t = 98 s for case 6. 
explanations for the possible correlation [223]. “A thicker mushy zone implies more 
availability of high-solute-content liquid which sustains the initially formed plumes for a 
longer period of time, thus reducing the possibility of new plumes and hence new 
channels.” 
At the time when the segregated liquid is just transported to the top boundary, the average 
solute concentrations across the whole height of the simulated domain for different 
compositions are plotted in Figure 5–15. For cases 6–9, the segregated liquid reached the 
top boundary at almost the same time (96 s to 100 s), indicating that the intensity of 
convection in the bulk melt is similar. This is not surprising since the buoyancy forces are 
dependent on the solute gradient, not the actual concentrations. With the same 
temperature gradient and casting speed, similar segregation rates of Sn can be expected. 
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The solute concentration is changing across the whole domain. The first peak corresponds 
to the position where the calculation of convection was turned on and another peak is 
located at the front of dendrite tips. Thus, the increase before the second peak represents 
the average solutal gradient in the mushy zone. The steepest increase in solute arose in 
case 9 and the gradient decreased as the decrease of initial Sn concentration. This 
tendency implies that a higher initial Sn concentration can result in a stronger convection 
in the mushy zone which, in turn, can promote the formation of freckle channels. 
Experimental studies carried out by Sarazin and Hallawell [85] found that there is a 
concentration level in the Pb-Sn systems below which channels do not form. From their 
measurements, they concluded that the lower limit lies between 1.5 and 2.0 wt% Sn. A 
similar tendency was observed by Tewari and Shah [88], however, the limit in this case 
was 16.5 wt% Sn. The different solidification conditions should be accounted for the 
differences between two groups. Nevertheless, both measurements have shown that the 
freckles are more likely to form with higher initial Sn concentration. The current model 
also predicted the same trend and showed that the lower limit lies below 25 wt% Sn 
(21 wt% Sn from Figure 5–13). 
5.5.6  Effects of casting speed 
In this section, the initiation of solute channel formation was simulated for four different 
casting speeds, varying from 3.3 ×10-6 to 3.3 ×10-4 m/s (cases 1 – 4 listed in Table 5-2); 
with the Rayleigh number versus cast speed plotted in Figure 5–16. The initial Sn 
concentration and temperature gradient remain constant (10 wt% and 3.63×102 K/m, 
respectively). As expected, the faster the casting speed, the lower the Rayleigh number. 
This implies that freckles tend to form at low casting speed. In terms of the critical 
Rayleigh number, the highest casting speed for freckling is ~ 3.5×10-5 m/s under the 
specified solidification conditions.  
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The predicted solute concentration and velocity vectors for cases 2–4 are shown in Figure 
5–17. The results for case 1 are presented in Figure 5–5. An apparent open channel was 
predicted in case 4 which has the lowest casting speed (3.3×10-6 m/s) of the four cases 
(Figure 5–17(c)). In the channel, the segregated liquid with high solute concentration 
flowed continuously upwards. Circulations induced by the upward convection were also 
observed in this case, which had the same features as that of case 9 (Figure 5–9). The 
continuous feeding of solute and local remelting resulted in the open channel, leading to 
the formation of freckles.  
 
Figure 5–16. Variation of the Rayleigh number with casting speed for G = 3.63×102 K/m and 
C0 = 10wt%.  
Connected long channels can also be observed for both cases 2 and 3 ((Figure 5–17 (a) 
and (b))). Very high solute concentrations existed in the channel, thereby prohibiting the 
coarsening of surrounding dendrites. However, there was a very weak upward flow 
exhibited in the channel (in the order of 10-5 m/s). It seems that the dendritic structure 
with low permeability does not allow the accumulated solute to sustain a continuous 
upward solute plume into the bulk. The channels finally were terminated by the dendritic 
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growth. Both cases can be regarded as border situations for freckle formation. Further 
reduction of the casting speed could result in freckling. 
 
Figure 5–17. Comparison of predicted Sn concentration profiles and velocity vectors on x-z plane 
(first row) and x-y plane (second row, location is shown by dashed line) with different casting speeds: 
(a) case 2: R = 4.17×10-5 m/s, t = 170 s; (b) case 3: R = 3.3×10-5 m/s, t = 140 s; and (c) case 4: R = 
3.3×10-6 m/s, t = 300 s. 
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The average solute concentrations across the whole height of the simulated domain for 
different compositions for a time when the segregated liquid reached the top surface are 
also plotted in Figure 5–18.  
 
Figure 5–18. Comparison of average solute concentration across the whole height of the simulated 
domain for different compositions at the time when the upward solute is transported to the top 
boundary: t = 56 s for case 1; t = 90 s for case 2; t = 90 s for case 3; and t = 100 s for case 4. 
Case 1 (highest casting speed) has the highest intensity convection of the four cases, since 
it took shortest time for the segregated liquid to reach the top. It can be understood that a 
high casting speed results in a high growth rate for the dendrites. It enhances the rejection 
of solute, and thus leads to a high concentration gradient at the solidification front, which 
results in the intense interdendritic convection flowing upwards into the bulk. This also 
explains the reason why a long vertical channel can form at the initial stage for low 
casting speeds. The lowest growth speed in case 4 still shows a slightly higher average 
solute gradient in the interdendritic region, when compared with cases 1–3 (Figure 5–18).  
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5.5.7  Effects of temperature gradient 
The Rayleigh number as a function of the temperature gradient is plotted in Figure 5–19, 
by keeping the initial concentration of Sn and the casting speed constant (10 wt% and 
4.17×10-5 m/s, respectively). The increase of temperature gradient in the domain results 
in the decrease of the Rayleigh number, reducing the possibility of freckle formation. The 
highest value of the temperature gradient for freckling in current cases lies around 
2.2×102 K/m.  
 
Figure 5–19. Variation of the Rayleigh number with temperature gradient for R = 4.17×10-5 m/s and 
C0 = 10wt%.  
Three cases were carried out here to investigate the effects of temperature gradient on 
freckle initiation, numerically. They were cases 2, 5 and 6 (listed in Table 5-2), the 
temperature gradient in which varies from 1.5×102 to 8×102 K/m. The simulated dendritic 
morphology, solute concentration and velocity vectors for case 5 at 320 s are shown 
in Figure 5–20. The results of case 2 and case 6 are shown in Figure 5–17 (a) and Figure 
5–14(a), respectively.  
0
30
60
90
120
0 20 40 60
R
a
G × 10-2, K/m
Chapter 5 Numerical Simulation of Freckle Initiations in Pb-Sn Alloys 
-138- 
It has already been shown that there was no formation of solute channels in both case 2 
and case 6, although, case 2 can be taken as a borderline case. For case 5 which involves 
the lowest temperature gradient, a highly segregated solute channel was initialized at the 
beginning of solidification, but was overgrown by surrounding dendrites (Figure 
5–20(b)). Another channel was formed later in the middle of the domain. Within it, a 
well-defined solutal layer can be found. This solute gradient provides the continuous 
upward convection, provoking circulations around the channel. As observed in cases 4 
and 9, these circulations can transport solute into the channel and feed the upward plume, 
which ensures the formation of the open solute channels.  
 
Figure 5–20. Simulated results for G = 1.5×102 m/s (case 5) at t = 320 s: (a) dendritic morphology in 
3D; and (b) Sn concentration profiles and velocity vectors on x-z plane. 
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The plots of average solute concentration across the height of the calculation domain are 
shown in Figure 5–21. The time taken for the segregated liquid to reach the top was 
similar in all three cases, although, the bulk convection was a little weaker in case 5. The 
reason for this is that the lower temperature gradient results in lower rejection rate of 
solute and thus slower dendritic growth and weaker upward convection at the 
solidification front. However, the difference between the intensity of interdendritic 
convection is small, this can be indentified from the both the gradient in Figure 5–21 and 
the vectors in Figure 5–20, Figure 5–17 (a) and Figure 5–14 (a). On the other hand, the 
average velocity of dendritic growth in case 5 is approximately half of that of case 6. 
Therefore, the convection in the interdendritic region is relatively strong in case 5, which 
resulted in the formation of solute channel.  
 
Figure 5–21. Comparison of average solute concentration across the whole height of the simulated 
domain for different compositions at the time when the upward solute is transported to the top 
boundary: t = 120 s for case 5; t = 90 s for case 2; and t = 98 s for case 6. 
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5.6  Summary 
The numerical model developed in Chapter 4 was used to study the onset of freckle 
formation in directionally solidified Pb-Sn alloys at the microstructural level in 3D. Nine 
cases were simulated. Two of these have been discussed in detail to gain understanding of 
the phenomena in the interdendritic region causing the onset of freckle formation. The 
different combinations in the nine cases studied allowed the effects of alloy composition, 
temperature gradient and casting speed to be studied. The following conclusions can be 
drawn: 
1.  A version of the Rayleigh number suggested by Beckermann et al. [84] was 
used in this study. The properties of well-studied Pb-Sn alloys were collected. 
The calculation of the Rayleigh number showed that a maximum value occurs 
at an average solid fraction between 0.15 and 0.2. This single value was used 
as the representative Rayleigh number to evaluate each solidification 
condition. 
2.  Local remelting due to high solute concentrations and continuous upward 
convection of segregated liquid result in the formation of an open solute 
channel that may lead to the initiation of freckles. The upward convection 
induces circulations in and around the channel and brings segregated solute 
from surrounding dendrites into the channel. This retains a high solute content 
in the channel and enables the self-sustaining channel to exist during the 
whole solidification process. The simulation results also validated the 3D 
feature of the freckle formation and emphasise the necessity for running 
simulations in 3D.  
3.  A critical Rayleigh number was obtained from previous experimental studies 
for Pb-Sn alloys. The simulated results agree well with experimental results, 
thus, confirming the capability of the current model. The suggested critical 
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value of the Rayleigh number is ~33 when all data are considered (and a value 
of ~38 when one experimental datum is not considered, which is in excellent 
agreement with the value obtained in the current simulations). The agreement 
between numerical and experimental results suggests a possibility for this 
model to predict the critical Rayleigh number for other alloy systems, thereby, 
providing a valuable tool for the selection of experiments.  
4.  Freckles are more likely to form with high initial Sn composition. The 
intensity of convection in the bulk was found to be comparable since the 
rejection rate of solute with different initial compositions was similar. 
Simulations show that higher convection rates exist in the interdendritic 
region and promote the formation of solute channels. A lower limit has been 
suggested by experiments. It was found that there is a limit but this varies with 
the temperature gradient and casting speed. 
5.  A high casting speed prohibits the formation of freckles. It causes strong 
thermosolutal convection at the solidification front and also a fast growth of 
dendrites. The low permeability in the interdendritic region (due to fast 
dendritic growth) prevents the solute from sustaining a continuous upward 
plume that results in a freckle during solidification. However, the strong 
convection generated with a high casting speed can lead to a long solute 
channel at the beginning of solidification, although, the channel can be 
terminated subsequently by the growth of dendrites. 
6.  The lower the temperature gradient, the higher the potential for freckling. A 
higher temperature gradient will cause a higher rejection rate (similar to that 
for a high casting speed) and also a higher dendritic growth velocity. The 
competition between the dendritic growth and the thermosolutal convection 
can potentially result in the formation of freckles. 
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Chapter 6  Multiscale Modelling of the Tendency of 
Freckling in Vacuum Arc Remelting* 
6.1  Introduction 
A number of numerical models have been developed to study the VAR process; these 
provide an alternative approach to understand the complex physical and chemical 
phenomena occurring in VAR [45-49], as reviewed in Chapter 2. All prior models have 
assumed that the behaviour of the arc generated between electrode and ingot can be 
regarded as constant for time periods greater than a few seconds, unless interrupted by 
instabilities of operation conditions such as appearance of defects in the electrode. This 
assumption permits 2D domains and axisymmetric conditions for all prior VAR models. 
However, recently observations and measurements have proved a transient 
non-axisymmetric movement of liquid pool and suggested a possible ensemble arc 
                                                 
*Note, portions of this chapter have been published in: 
Yuan L., Djambazov G., Pericleous K. and Lee P. D., Multiscale Modelling of Dendrite Growth during 
Vacuum Arc Remelting, In: Lee P. D., Mitchell A., Jardy A. and Bellot J. P., editors, Proceeding of 
Liquid Metal Processing and Casting, Nancy, France, 2007, pp. 43-48. 
Yuan L., Lee P. D., Djambazov G. and Pericleous. K., Multiscale Modelling of The Onset of Freckle 
Formation during Vacuum Arc Remelting , In: Williamson R., Lee P. D. and Mitchell A., editors, 
Proceeding of Liquid Metal Processing and Casting, Santa Fe, NM, US, 2009, pp. 39-46. 
Yuan L., Djambazov G., Lee P. D. and Pericleous K., Multiscale Modelling of the Vacuum Arc Remelting 
Process for the Prediction on Microstructure Formation, International Journal of Modern Physics B, 
2009, vol. 23, Nos. 6&7, pp. 1584-1590. 
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motion [57, 197]. Since the plasma arc (also acts as current) not only heats both electrode 
and ingot but also produces electromagnetic force in the pool, the information of arc 
distribution and motion is critical for simulations. A 3D transient VAR model is required 
to give a better understanding of transient flow motion, temperature variation and 
solidification in VAR. Additionally, these transient occurrences may lead to thermal and 
compositional perturbations at the solidification front and thereby, cause the onset of 
freckles during solidification [3, 62, 65]. A better evaluation of transient behaviour can 
also provide more practical circumstances for investigating defect formation.  
On the other hand, macrosegregation models have been developed to study freckle 
formation on the scale of centimetres [83, 92, 97, 173]. The first investigation for the 
direct prediction of the solute channel formation (initiation of freckle) on the scale of 
micrometers was introduced in Chapter 5. It is still difficult to apply those models to 
industrial applications which are at the scale of meters due to their large computational 
requirements and lack of high temperature data for Ni-based superalloys. One option is to 
apply a mathematical criterion based on the Rayleigh number. It has been widely used to 
evaluate experimental studies of freckle formation and also provides promising results for 
the assessment of the propensity of freckle formation [6, 76, 224, 225]. However, no 
attempts have been made to evaluate the Rayleigh number through examining the details 
of microstructures in a suspected region; such a methodology could provide the 
information necessary to calculate permeability and density inversion accurately.  
In this Chapter, a multiscale model introduced in Chapter 3 was used to simulate the 
microstructure formation and the tendency of freckling in selected regions in VAR†. 
Results of this 3D transient VAR model are discussed first. The predicted thermal profiles 
from the macromodel were then exported into a microscale solidification model to 
                                                 
† Note, G. Djambazov, University of Greenwich, assisted in setting up the model in PHYSICA. 
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simulate the dendritic microstructures in both 2D and 3D. Based on the simulated 
dendritic structure, variations in the Rayleigh number as the microstructure fluctuates 
were investigated, providing insight into the onset of freckles. Finally, perturbations of 
operation parameters were carried out to look at their impact on local temperature 
variations. 
6.2  3D transient numerical model of VAR 
The multi-physics modelling software package, PHYSICA, was used to solve the 
Table 6-1 Thermophysical properties of INCONEL 718 and processing conditions [45, 197, 226] 
Property Variable Value Unit 
Ingot radius rin 0.254 m 
Electrode radius rel 0.210 m 
Current I  6.0 kA 
Volts Vingot 23 V 
Casting speed vcast 4.23×10-5 m/s 
Density ρ  7491 kg/m3 
Liquidus temperature Tliq 1609 K 
Solidus temperature Tsol 1533 K 
Thermal expansion coefficient βingot 1.2×10-5 K-1 
Latent heat L  2.72×105 J/kg 
Specific heat cp 620.0 J/kg·K 
Thermal conductivity λ  25.0 W/m·K 
Heat transfer coefficient h  300 W/m2·K 
Viscosity νingot 7.5×10-3 Pa·s 
Electric conductivity σe 7.25×105 1/Ω·m 
Magnetic permeability μm 1.26×10-6 H/m 
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3D phenomena in VAR. Boundary conditions have been given in Chapter 3. Material 
properties and simulation parameters are presented in Table 6-1, followed by the 
simulated results. 
6.2.1  Material properties and simulation parameters  
INCONEL 718 is a commonly used superalloy for gas turbine discs and is primarily 
produced via VAR for rotating grade applications. A typical set of VAR processing 
conditions and thermophysical properties used in the model were listed in Table 5-1.  
The following key points of averaged arc motion and current flow are given, according to 
the experimental measurements by Ward et al. [57, 197]: 
1.  Most of the time the arc centre was located at a radial distance of around 
100 mm from the ingot centre line; 
2.  The effective arc centre rotated around the centre line with a time constant 
between 20 and 40 s clockwise or counter clockwise;  
 
Figure 6–1. Schematic view of the prescribed arc current density and movement of the arc centre on 
the ingot top surface.  
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3.  Distribution of current flow follows in some way the distribution of arc centre 
location (shown in Figure 2-4); 
4.  Approximately 55 – 75% of the total VAR current actually entered the ingot 
and flowed to the electrode. The other 45% of the current (2.7 kA) acted as 
side arcing; and  
5.  90% of the side-arcing current was axisymmetric and the remaining 10% 
followed the rotation of the main arc. 
Based on those measurements, the following settings were applied in the 3D transient 
simulation. It was assumed that the effective centre of arc was at a distance of 100 mm 
from the ingot centre line and it rotated counter clockwise with a period of 36 s. 
Approximately 55% of the total 6 kA electric current (3.3 kA) flowed through the ingot to 
the electrode with a distribution identical to arc centre location (Figure 2-4). Because part 
of the side-arcing heat is absorbed by both the electrode and ingot surface, it helps with 
the heating and melting. It was then assumed that 90 kW total heat power was applied to 
the pool top surface with the same distribution pattern as current density. The summary of 
the arc motion and distribution of current is schematically illustrated in Figure 6–1. 
6.2.2  Initial steady state simulation  
An initial steady state simulation assuming axisymmetric distributions of current input 
was carried out first. The result of this simulation was used as the initial conditions for 
subsequent 3D transient runs. It also offers an initial test of the combined modules in 
PHYSICA. The simulated magnetic induction and current density vectors on z - x plane 
are shown in Figure 6–2. Since the arc centre was located on the centreline of the ingot, an 
axisymmetrical current path was obtained with the highest density around the arc centre. 
It clearly shows that current passed through the crucible wall, entered the ingot via the 
contact zone and finally flowed into the electrode with the prescribed values. The length 
of current density vectors confirm that a Gaussian-style distribution of current density 
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was correctly applied to the model. A magnetic field was generated by axisymmetric 
current flow circling around the arc centre with the highest magnitude on the top surface.  
 
Figure 6–2. Predicted results of the steady state simulation on the vertical plane when y = 0 : 
magnetic induction contours and current density vectors. 
 
Figure 6–3. Simulated temperature distribution of ingot at steady state on the vertical plane when 
y = 0. Liquidus and solidus temperature are highlighted as dark lines, indicating the pool shape. 
Lorentz force and buoyancy force were both ignored in the calculation in order to save 
calculation time and also provide an initial temperature distribution and liquid pool shape 
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for the transient model. Thus no convection was produced in this steady state model. An 
axisymmetrical thermal distribution was simulated, shown in Figure 6–3, because the 
temperature transfer is only controlled by conduction and radiation. The higher 
temperature was just below the spread current distribution where it was assumed that heat 
directly entered the surface.  
Furthermore, steady state simulation without convection allows one to estimate how 
quickly the pool flow will respond to the transient movement of the arc in terms of the 
generated Lorentz force; this will be discussed in the next section.  
6.2.3  3D transient results and validation 
The initial steady state results were used as the starting point for 3D transient simulations. 
The 3D transient phenomena in the VAR process were simulated by applying the motion 
of the assumed arc distribution and additionally solving the convection driven by Lorentz 
force and buoyancy.  
The simulated temperature distribution after 4 s from the steady state is shown in Figure 
6–4. Comparison with the steady state results (Figure 6–3), indicated that the hotter zone 
on the top surface of the ingot had moved away from the centreline and followed the 
motion of the arc centre. A very strong downward convection formed underneath the arc, 
thereby generating a large circulation and taking hotter liquid downwards (at the right 
corner in Figure 6–4 (b)). In order to find out the driving source of this flow, distributions 
of both current and magnetic field were examined in Figure 6–5. The current flow from 
the crucible wall to the electrode in the contact zone at the top of the ingot is also 
displayed. The magnetic flux shifted with the current flow, with its highest strength close 
to the ingot centreline (blue region in Figure 6–5), since all moving charges (electrons) 
contribute to magnetic fields in the liquid pool. 
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Figure 6–4. Predicted temperature distribution and velocity vectors at t = 5 s: (a) top surface of the 
ingot, the arc centre is located on the dashed line; and (b) vertical plane across the ingot centreline 
and the arc centre. 
 
Figure 6–5. Predicted transient results of magnetic induction contours and current density vectors 
on the vertical plane when y = 0 at t = 5 s. 
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Lorentz force was calculated in terms of the electrical and magnetic fields. The vectors 
are shown in Figure 6–6. The combination of both fields gave the strongest force which 
was located on the surface and slightly inclined toward the centreline. Notice that the 
electromagnetic force has a pinching effect on the liquid surface which drives the flow 
downwards. It was concluded that the large downward circulation was driven by the 
Lorentz force. Buoyancy flow can be found at the upper corner opposite to the position of 
the arc centre, sweeping the liquid metal downward at the crucible wall.  
 
Figure 6–6. Predicted transient results of current density contours and Lorentz force vectors on the 
vertical plane when y = 0at t = 5 s. 
It can be seen that the liquid flow driven by Lorentz force had developed in less than 4 s. 
The buoyancy force was much weaker than the Lorentz force and had much less effect on 
melt transport in the liquid pool. A similar investigation has been carried out by 
Shevchenko et al. [60] whose model only focused on the pool behaviour. Their model 
suggested that the VAR liquid pool has a low inertia and less than 5 s of locally 
concentrated arc current was sufficient to significantly change the conditions underneath 
the arc. Therefore, the current 3D transient model showed a good match with their 
conclusions.  
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Although the melt convection in the liquid pool reacted quickly to the Lorentz force, a 
longer time was required to fully develop the flow driven by both Lorentz force and 
buoyancy, diminishing the influence from the steady state simulation, (e.g. the thermal 
field needed sufficient time to reach the distribution fully controlled by transient arc 
motion). The simulation carried out by Shevchenko et al. [60] showed that after 30 s the 
melt flow was fully developed. Therefore, two time steps were selected to show the 
typical transient behaviour from current simulations, 54s and 72s, both after the arc had 
rotated one full circle (36 s).  
 
Figure 6–7. Predicted temperature profiles and velocity vectors at different times. Arc centre was 
located on the dashed line in (a) and (c) at that time; dark lines in (b) and (d) show liquidus and 
solidus temperature, respectively. (a), (b) t = 54 s; (c), (d) t = 72 s; (a) and (c) ingot top surface; (b), 
(d) the vertical plane when y = 0.  
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The temperature distribution, fluid flow vectors and liquid pool shape are shown 
in Figure 6–7. The hottest region of the pool tended to lag slightly behind the arc centre at 
both time steps. A strong Lorentz force was generated that governed the liquid motion in 
the melt pool similar to the starting stage, taking the hot metal from under the arc down to 
the solidification front. However, the velocities ranged from over 40 mm/s under the arc 
to less than 10 mm/s deep in the pool, so it took between 10 to 20 s before the 
solidification front met this hot metal and its peak temperature to be reached; this might 
have an impact on the local solidification. In this transient stage, buoyancy driven flows 
were still generated, but they were the less influential, causing the small recirculation 
flows in the shelf regions. Interestingly, these 3D results all indicated that the Lorentz 
force dominated melt transport and that the buoyancy force was not as important as prior 
2D studies suggested [45]. 
Experimental observations have shown that particles on the pool surface near the shelf 
moved in an azimuthal direction at speeds between 10 and 40 mm/s [57]. These particles 
then paused for 2-8 s in one place, and then moved in the reverse azimuthal direction once 
again. In the current simulations, a surface velocity up to 40 mm/s was predicted; the 
azimuthal component reversed round the pool periphery, which agreed well with the 
observations. This match provides support for the assumption that the time-averaged 
ensemble arc rotation is a reasonable approximation and that the pool surface flow was 
transient, further underlining the importance of a 3D transient VAR model. Furthermore, 
a comparison has been made in Figure 6–8 to demonstrate the differences generated by 
the transient movement of the arc. After 72 s, the developed convection blends the liquid 
sufficiently and the temperature gradient in the liquid pool, especially on the pool surface, 
is much smaller than that of the initial steady stage. This also results in a deeper liquid and 
a compressed mushy zone.  
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Figure 6–8. Comparison of temperature distributions and liquid pool shapes (shown as dark lines) 
the time of (a) 0 s (initial steady status) and (b) 72 s (developed transient status). 
Characterization of the microstructure of a VAR ingot has been carried out by Xu et al. 
[62]. The liquid pool shape is shown in the optical macrograph of a longitudinal section 
in Figure 6–9 (right hand side). It is estimated by the fact that the solidification front (the 
pool shape) is perpendicular to the growth direction of dendrites. Since current simulation 
conditions were chosen to match their operation conditions, a comparison of the pool 
shape was made in Figure 6–9. The liquid fraction from the simulation (t = 72 s) indicates 
the shape of the whole mushy zone. A dark line was highlighted in the simulation result 
when fl = 0.5 and compared with the estimated pool shape. A good agreement was 
reached, providing some validation of the current model. 
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Figure 6–9. Comparison of liquid pool shapes shown as dark lines: (a) given by fl = 0.5 from 
simulated liquid fraction profiles at t = 72 s; (b) estimated from grain structures. (Zone 1 to zone 4 
shown in (a) demonstrate the locations for microscale simulation of dendritic growth).  
6.3  Multiscale modelling of microstructure formation in VAR 
Microstructure determines the mechanical performance of the as-cast ingot. Multiscale 
models have been used to simulate grain formation in the VAR process [45, 227]. 
However, only envelopes outlining shapes of grains were simulated. In this study, the 
solute controlled dendritic growth model was coupled with the 3D transient model to give 
a better prediction of the microstructures in VAR. The methodology of coupling both 
models has been introduced in Chapter 3. Another reason for undertaking such 
simulations at a finer scale is that the detailed microstructures with microsegregation 
information are particularly important in the study of the formation of freckles. The 
initiation of freckles is believed to arise from thermal and solutal composition variations 
in the interdendritic regions. Additionally, this information can be used for optimizing 
subsequent processes, such as heat treatment.  
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Table 6-2. Chemical composition of INCONEL 718 [215] 
Element Concentration, wt% 
Nickel (plus Cobalt) 50.00-55.00 
Chromium 17.00-21.00 
Iron Balance 
Niobium (plus Tantalum) 4.75-5.50 
Molybdenum 2.80-3.30 
Titanium 0.65-1.15 
Aluminium 0.50-0.80 
Cobalt 1.00 Max. 
Carbon 0.08 Max. 
Manganese 0.35 Max. 
Silicon 0.35 Max. 
Phosphorus 0.015 Max. 
Sulphur 0.015 Max. 
Boron 0.006 Max. 
Copper 0.30 Max. 
Typical chemical composition limits for INCONEL 718 are listed in Table 6-2. It has 
more than 5 alloying elements. For the microscopic simulation, the multicomponent alloy 
is approximated as a Ni-Nb binary alloy to demonstrate the dendritic growth. Nb is 
selected due to its combination of a partition coefficient far from and, relatively large 
concentration and high liquidus slope. This combination can make the largest impact on 
diffusion-controlled growth of dendrites in solidification. On the other hand, the 
experimental measurement observed that Nb has large influence on the density inversion 
and higher concentration of Nb always occurs in freckles. Therefore, this simplification 
allows the effect of dendritic growth on freckle formation to be studied without the high 
computational cost associated with incorporating the thermodynamics of the full 
Chapter 6 Multiscale Modelling of Freckling in VAR 
-156- 
multi-component system. The materials properties used for simulation are listed in 
Table 4-1.  
 
 
Figure 6–10. Predicted grain nucleation and dendritic growth in the mushy zone (zone 1 to zone 3 
shown in Figure 6–9. (a), (b) and (c) is the initial stages of dendrite growth; (d), (e) and (f) is 
near-final solidification structure; (a), (d) zone 1; (b), (e) zone 2; and (c), (f) zone 3. 
Three small domains in 2D were selected to investigate microstructures in VAR, 
representing the centre-line, the half radial, and near edge locations in the ingot (Figure 
6–9). Each domain was divided into 500×1000 square cells with a size of 10 μm. The 
temperature was obtained for each node within the microscale solidification model by 
interpolating temperature from the macroscale VAR model spatially and temporally. The 
interpolation started after one full circle of the arc motion to give developed transient 
conditions for the micromodel. With this simple connection, the variation of temperature 
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in the macromodel then can directly influence the microstructure formation. The 
simulated nucleation and solute concentration distributions are shown in Figure 6–10. 
Directional solidification conditions were obtained for dendrites growing in the VAR 
process. Equiaxed dendrites (elongated in the axial direction) formed in the zone close to 
the central line of the ingot (Figure 6–10 (d)). Here the gradients are lowest and 
nucleation occurs frequently ahead of the solidification front. Columnar dendrites were 
prone to form in the region of the mid-radius and the lateral side close to the crucible wall 
(Figure 6–10 (e) and (f)). In the mid-radius region, columnar dendrites almost dominated 
the growth with a few equiaxed grains nucleated in between. In the lateral region, there 
were even less equiaxed grains formed and the domain was totally controlled by 
columnar growth. Comparing with the experimental measurement shown in Figure 6–9, 
the morphology of dendrites predicted by the multiscale model is qualitatively consistent 
with the experimental observations. Additionally, the growth of the predicted grains was 
well aligned with the heat flux direction when random nucleation conditions were applied, 
which was also seen in the measured microstructure.  
From the macromodel, the formed microstructures can be understood by examining the 
local thermal conditions. The casting speed which also reflects the growth rate of 
solidification is identical for all selected regions when the VAR process is in the stable 
casting stage. Consequently, the temperature gradient determines the morphologies of 
dendrites. In the mushy zone, the thickness of the liquid pool near the centreline of the 
ingot was almost a factor of two thicker than that near the crucible wall (Figure 6–7). This 
meant that the temperature gradient close to the crucible wall was nearly double that at 
the centreline region (2226 K/m and 4765 K/s were calculated from the macromodel for 
the temperature gradient at zone 1 and zone 3 at t = 72 s, respectively). With the same 
growth rate, columnar dendritic growth is more likely to occur under a higher temperature 
gradient which explains the current simulation results [119]. 
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The primary dendrite arm spacing (PDAS) for columnar grains estimated from the 
current simulation (Figure 6–10 (f)) is approximately 500 μm. It is close to the measured 
PDAS value of 375 μm. However, it has been reported that the measured value had a 
large uncertainty due to the complexity of the structure [212]. Better microstructure 
simulation results can be achieved by using accurate simulation parameters such as 
nucleation density and nucleation undercooling which are not yet available. 
6.4  Tendency for freckling in VAR 
In VAR, freckles can form as a result of either solute partitioning or temperature 
variations, both of which can result in local density changes in the interdendritic region. 
However, the exact mechanism by which freckles are initiated is not well known. One 
possible hypothesis is that fluid flow fluctuations at the macroscale promote the 
formation of local thermosolutal flow channels at the microscale. The Rayleigh number 
has been used to evaluate the instability of the channel formation. The selected form of 
Rayleigh number (Eq. 2.6) for freckle prediction used in Chapter 5 will be applied here to 
evaluate the potential of freckle formation in VAR.  
One of the difficulties of calculating the Rayleigh number is to determine the values for 
permeability and density inversion. Previously, they were estimated from regression 
equations. These equations are easy to use. However, the selection of a reliable form of 
equation requires more parametric studies. Since the permeability depends on the 
morphology of microstructures and the density inversion relies on the local temperature 
and solute concentration, a simulated microstructure with microsegregation can provide 
all the necessary information and then give a better evaluation of the Rayleigh number. In 
the previous section, 2D microstructures were simulated in different regions by the 
multiscale model. However, because of the inherent three-dimensional nature of the 
channel formation, 3D dendritic structures are required.  
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6.4.1  Simulation of the 3D microstructure  
Prior experimental studies have shown that freckles in VAR formed within the ingot and 
were commonly found near the mid-radius region of the ingot [39]. Therefore, a small 
block (1 × 0.5 × 2 mm3) from this region of the mushy zone was selected (see zone 4 
in Figure 6–9) for microscale simulation of solidification. The average temperature 
variation of this block for a full cycle (36 s) of the arc revolving around the ingot surface 
starting with the initial steady state is shown in Figure 6–11, with time 0 being the point 
under the arc. The temperature increases as the arc centre passed over this region (t = 0 s)., 
However, it reached a peak almost half a cycle later as the hot metal from the surface was 
swept down. This lag of 15 s or about 160˚ provides an explanation as to why the pool 
was hotter on the left hand side of Figure 6–7 (d), than on the right hand side which was 
under the arc itself. These variations in liquid motion lead to a temperature perturbation in 
the mushy zone of over 20 K, which also has been observed in prior simulations [32]. 
 
 
Figure 6–11. Transient VAR model prediction of the average temperature variation in zone 4 
(defined in Figure 6–9). 
1570
1580
1590
1600
1610
1620
0 10 20 30 40
Te
m
pe
ra
tu
re
, K
Time, s
Chapter 6 Multiscale Modelling of Freckling in VAR 
-160- 
The small brick domain was divided into 100×50×200 cells with the cell size of 10 μm. 
Similarly, interpolating the temperature directly from the macroscale VAR model, 
spatially and temporally, the solidification environment for the microscale model was 
obtained. Since no solute information was available in the macromodel at this stage, 
symmetry boundary conditions were used for the solute concentration calculation. A 
stochastic nucleation model was implemented.  
 
 
Figure 6–12. Predicted dendritic growth in the selected zone: (a), (b) at t = 2 s; (c), (d) at t = 8 s; (a), 
(c) morphology of the dendritic structure in 3D illustrated by iso-surface of solid fraction; (b), (d) Nb 
concentration profiles at slice A shown in (a).  
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The microscale simulation was started when the arc centre completed one full rotation 
and time 0 was set for the simulations as the macroscale simulation. The calculated 
results are shown in Figure 6–12. The morphology of the 3D dendritic structures 
indicated by the iso-surface of the solid fraction is demonstrated in Figure 6–12 (a) and (c) 
for different solidification times of 2 s and 8 s, respectively. The solute concentration 
profiles for the two time steps were examined in detail by the vertical section in Figure 
6–12 (b) and (d). It can be seen that columnar dendrites were formed in the selected 
domain with an approximate PDAS of 500 μm which was both consistent with the 
numerical simulations in 2D [32] and with experimental observations [205].  
By simulating the macroscopic heat, mass and EMF flows, the model illustrated that 
thermal perturbations occur with the temperature fluctuation in the mushy zone of more 
than 20 K, depending on the arc location. This is reflected clearly by the dendritic 
structures at the two different time steps. Local remelting clearly occurs in the region of 
interest. The secondary and high order dendrite arms were significantly pinched-off 
during this remelting (Figure 6–12 (d)). These remelted dendrites offered significantly 
less resistance to fluid flow, i.e. they will increase the permeability and hence make the 
initiation of freckles easier. The remelting will also alter the density inversion due to both 
local solute and temperature changes. To quantify the extent of these changes, the 
evolution of the Rayleigh number as a function of time was calculated for the simulated 
domain. 
6.4.2  Evaluation of Rayleigh number 
Although all of the variables in the Rayleigh number (see Eq. 2.6) are functions of 
temperature, the values that change the most are the density inversion and permeability. 
The other properties, thermal diffusivity, viscosity and the characteristic length scale, 
were all assumed to remain constant. The length of the simulated region (0.001 m) was 
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used for the scale length whilst the thermal diffusivity and viscosity values used are given 
in Table 5-1.  
Permeability Calculation 
Dendritic structures in the mushy zone were considered as a porous medium [228]. The 
fluid behaviour can be described by Darcy’s law: 
 ( )q P gρ
μ
Π
= ∇ −
r ur
 (6.1) 
where q
r
 is the Darcy flux or superficial velocity, Π  is a tensor of permeability, P∇ is 
the pressure gradient vector and g
ur
 is the gravity vector.  
A computational fluid dynamics (CFD) model developed by Bernard et al. [228] was used 
in the current study to solve the Stokes flow passing through the simulated dendritic 
structure and to calculate the permeability tensor via Eq. (6.1).  
The permeability in the direction normal to temperature gradient is plotted in Figure 6–13. 
It increases by almost two orders of magnitude during remelting. The Rayleigh number is 
directly proportional to permeability and therefore it will also increase by this amount. 
However, the density inversion might mitigate this increase. To check this, the density 
variation was calculated.  
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Figure 6–13. Variation of the averaged permeability in the direction perpendicular to the primary 
dendrite arms. 
 
Density inversion Calculation 
The density of the interdendritic liquid was estimated using the method developed by 
Mills et al. [229]. A summary of the method was given below, which derived an equation 
for the liquid density accounting for the local temperature and solute concentrations.  
The methodology based on the density difference is a linear function of the Al content as 
shown: 
 69.8 (wt%Al)idealT Tρ ρ ρΔ = − =  (6.2) 
where Tρ  is the actual density and idealTρ  is the ideal density calculated from molecular 
weight (M )and molar volume ( idealTV ) at temperature T: 
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Taking multi-components into account, the molecular weight and volume of alloy are 
sums of each element. Both are calculated by Eq.(6.4) and Eq.(6.5), respectively: 
 i iM X M= ∑  (6.4) 
 liq liq( )
ideal ideal
T
dVV V T T
dT
= + −  (6.5) 
where Xi and Mi are the mole fraction and molecular weight of an alloying element. The 
ideal molar volume of alloy at liquidus temperature, liq
idealV , and the volume expansion, 
dV
dT
, are defined by: 
 liq liq
ideal i
iV X V= ∑  (6.6) 
 i i
dVdV X
dT dT
= ∑  (6.7) 
where liq
iV  and idV
dT
 are the molar volume and the volume expansion for a given element 
at alloy’s liquidus temperature. Both values are from materials properties. As listed by 
Mills et al. the property values for higher alloying elements in INCONEL 718 is listed 
in Table 6-3.  
Table 6-3. Property values for elements in INCONEL 718 
Property  Unit Ni Cr Fe Nb Mo Al Ti Co 
103M Kg/mol 58.7 52.0 55.9 92.9 95.9 27.0 47.9 58.9 
106Vliq m3/mol 11.85 8.11 7.96 11.85 10.26 11.33 11.65 7.37 
109dV/dT m3/mol·K 1.1 0.9 0.95 0.6 0.55 1.3 2.0 1.2 
 
The weight percentage of each element is listed in Table 6-2. Since mole fraction is 
required, the following equation was used to calculate the value: 
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1
n
ji
i
ji j
CCX
M M
=
= ∑  (6.8) 
where Ci is the weight percentage of an element and n is the total number in the alloy.  
Because INCONEL 718 was simplified to a Ni-Nb binary alloy, only the segregation of 
Nb can be calculated. Assuming other elements have partitioning coefficients close to 1, 
their contribution to liquid density due to segregation can be ignored. In other words, the 
liquid density in this case is only a function of Nb concentration and the temperature. 
Using the mean concentration values listed in Table 6-2. Eq. (6.9) was derived to 
calculate the local liquid density.  
 
3
7 11 11 7
5.45 10
1.01 10 6.69 10 9.87 10 5.94 10l Nb NbC T C T
ρ
−
− − − −
×
=
× ⋅ − × ⋅ ⋅ + × ⋅ + ×
 (6.9) 
 
Figure 6–14. An example of calculated density in terms of local concentration and temperature at 
t = 6 s: (a) solute concentration; and (b) calculated density map. 
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Figure 6–15. Variation of density inversion by averaging the calculated density in the 3D domain. 
A 3D density map at each time step can be produced by applying this equation into the 
micromodel. An example of one slice from the density map at t = 6 s is shown in Figure 
6–14. The highest density appeared at the most segregated region which was located at 
the left corner of the region. Averaging the density in the liquid across the whole domain, 
the density inversion is plotted in Figure 6–15. It shows that the highest variation 
occurred around 1 s and decreased continuously till t = 9 s.  
Rayleigh number calculation 
The Rayleigh number is calculated In terms of Eq. 2.6 and is shown in Figure 6–16. It can 
be seen that the variation of the Rayleigh number showed the same tendency as 
permeability which is controlled by the solidifying microstructure. The Rayleigh number 
increased when remelting occurred and subsequently decreased when re-solidification 
started. 
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Figure 6–16. Evaluation of Rayleigh number due to thermal perturbation. 
The range of Rayleigh number varied from 0.001 to 0.04 which is smaller than the values 
Ramirez et al. [220] calculated for other Ni-based superalloys (range from 0.011 to 1.7). 
If the height of the mushy zone (approximately 0.03 m) was used as the length scale in the 
Rayleigh number, the range of Rayleigh number calculated in this study would be 0.03 to 
1.2, which is similar to the range reported by Ramirez et al. [220].  
These results illustrate that the motion of the arc around the top of the ingot induces 
remelting which can amplify the Rayleigh number many hundreds of times. This change 
in the Rayleigh number indicates that freckles are likely to form. In summary, the thermal 
perturbation during the solidification in VAR could be responsible for the onset of freckle 
formation.  
6.4.3  Temperature perturbation caused by processing conditions 
The multiscale model has shown that when temperature increases, the local remelting can 
significantly increase the Rayleigh number, which, in turn, may cause freckles to initiate. 
In order to assess the relative importance of processing conditions on the temperature 
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variations in the mushy zone, a number of runs were carried out to investigate the 
influence of their variations on local temperature. Three modelling parameters, (i) heat 
power on the ingot top surface, (ii) current and (iii) arc centre location were selected, 
assuming that there was no interaction between them. Two points located in the 
mid-radius region were traced during simulations, as shown in Figure 6–17(a).  
 
Figure 6–17. Temperature variation due to perturbations of processing conditions: (a) schematic 
shows the locations of traced points; (b) 100 % increase of heat power on the ingot top surface; (c) 
20% increase of current; and (d) 50% decrease of arc centre location. 
With the simulation parameters given in Table 5-1, a transient run was performed for 
more than 900 s (25 circles of arc motion). Temperature evolution of the two points was 
displayed by dashed lines in Figure 6–17(b)-(c). It can be seen that temperature variations 
(a)
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Lower mid-point
Upper mid-point
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for both points were negligible, suggesting that the model had reached a steady state with 
a balanced heat input and output.  
Perturbations were added in the following manner: independently changing one 
parameter to an allocated value after the standard case has run 720 s (20 circles of arc 
motion) and allowing the perturbation to last to 900 s. The range of variations for each 
parameter is listed in Table 6-4. Simulated results (one example per parameter) are shown 
in Figure 6–17 (b)-(c) for heat power, current and arc centre location, respectively.  
With a 100% increase of the heat power, the heat flux entering the top surface was 
doubled. It can increase the thermal gradient at the beginning of the perturbation, and 
result in an enhanced buoyancy force in the pool. However, as can be seen from Figure 
6–17 (b), the temperature in the mushy zone reacted slowly to the perturbation. Because 
the electromagnetic field was unaffected in this case, the competition of buoyancy and 
Lorentz force mixed up the heat input and resulted in a delay to the transport of heat to the 
bottom of the pool.  
 
Table 6-4. Variations of selected simulation parameters  
Parameter  Unit Standard value Variation (%) 
   Min. Max. 
Heat power kW 90 -50 100 
Current kA 6 -20 20 
Arc centre location  m 0.1 -50 50 
 
A 20% increase of current led to a significant increase in temperature of the mushy zone 
in a short time. In the simulation, the increase of current not only enhanced the 
electromagnetic field but also added more heat input on the top surface. As a 
consequence, hot melt on the top surface was swept downward quickly by the enhanced 
Lorentz force and resulted in the rapid increase of temperature in the mushy zone. 
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Furthermore, the stronger Lorentz force also amplified the temperature perturbation in 
one circle of arc motion, shown in Figure 6–17 (c). 
 
Figure 6–18. Temperature gradient estimated from perturbations of processing conditions: (a) heat 
flux on the ingot top surface; (b) current; and (c) arc centre location.  
The simulated result for a 50% decrease of arc centre location is shown in Figure 6–17 (d). 
A rapid increase of temperature was also explored for each tracing point. The reduction of 
arc centre location meant the arc was closer to the centre line of the ingot (assuming the 
distribution of arc remains unchanged). Thus the swept range was reduced and more 
current was concentrated in the central region. As a consequence, heat was accumulated 
and a stronger Lorentz force was generated under the arc. The hot melt under the arc can 
be rapidly transported downwards similar to the effect of current and cause the rapid 
increase of temperature in the mushy zone close to the centreline. Because the total 
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amount of input power was unchanged, the temperature close to the crucible decreased 
and a deeper pool shape was obtained in the simulations.  
A linear approximation was used to fit the traced temperature evolution after perturbation 
(Figure 6–17 (b)-(c)). For each case, a temperature gradient was then obtained, which can 
reflect the sensitivity of temperature variation to processing parameters. Based on the 
results from a number of runs listed in Table 6-4, the approximated temperature gradient 
against perturbations of each parameter was measured (Figure 6–18).  
Current has the strongest effect on the temperature variation in the mushy zone (Figure 
6–18 (a)). Within 100 s, a 10% increase of current can cause the temperature to increase 
by approximately 15 K, the variation of which is similar to the case for the multiscale 
model. It can be expected that a significant increase of Rayleigh number would also 
occur, leading to the initiation of freckles. The effects from perturbation of arc centre 
location are relatively weaker (Figure 6–18 (b)). With the same arc distribution, a 
centralised arc may lead to a deeper pool shape due to the temperature increase in the 
centreline region. Both local remelting and the steeper solidification front may trigger 
freckle initiation. The temperature in the mid-radius region is much less sensitive to the 
heat power increase/decrease on the ingot top surface (Figure 6–18 (c)). A longer time is 
required for the mushy zone to react due to the unchanged electromagnetic field and the 
enhanced buoyancy force possibly acting as a negative factor for temperature increase in 
the mushy zone.  
To conclude, temperature perturbation is sensitive to current-related processing 
conditions. Perturbations of current and localised arc can cause a significant variation of 
the temperature in the mushy zone in a short time and potentially increase the tendency of 
freckle formation in VAR. 
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6.5  Summary 
A 3D multi-physics macromodel for simulating the transient phenomena in the VAR 
process was developed by solving heat transfer, fluid flow, turbulence, and MHD effects. 
Experimentally measured arc behaviour was applied for the boundary conditions. A 
microscale solidification model accounting for solute diffusion was coupled with the 
macromodel using a post-processing method. Microstructures were simulated in both 2D 
and 3D and the 3D time-dependent microstructure was used to predict the tendency of 
freckle initiation via the Rayleigh number. From the simulation results, the following 
conclusions can be drawn:  
1.  The motion of melt metal in the liquid pool was dominated by the Lorentz 
force. In less than 5 s, the locally concentrated arc current was enough to 
significantly change the melt flow underneath the arc and within 36 s the melt 
flow was fully developed. 
2.  The predicted surface flow velocities and fluctuation near the crucible wall, 
together with pool shape, both agreed well with experimental measurement 
qualitative and also quantitatively. This gives us confidence in the 
macromodel, and indicates the treatment of the arc motion as a regularly 
revolving Gaussian is reasonable for the conditions observed. (Note, Ward, 
personal communication, observed other conditions where such an 
assumption was not appropriate.) 
3.  Equiaxed dendritic growth was simulated in the centreline region and 
columnar dendrites dominated the microstructures in the middle radius and 
lateral parts of the ingot. The predicted results show the same characteristics 
as experimental measurements.  
4.  The formation of 3D dendritic microstructures was predicted in the mid-radius 
region of the ingot where freckles are prone to form. Significant local 
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remelting was simulated through the multiscale model where thermal 
perturbations occurred.  
5.  Permeability was calculated by examining the simulated dendritic structure. It 
increased more than 300 times during remelting, which dominated the change 
of the Rayleigh number. 
6.  An equation of density inversion based on Nb segregation and local 
temperature was devised. A maximum change of 2.8% was found during 
solidification.  
7.  The Rayleigh number drastically increased during remelting. It can be 
concluded that freckles are more likely to initiate during local remelting in the 
mushy zone due to thermal perturbations. 
8.  Perturbations in the current related processing conditions in VAR introduces 
large temperature variations in the mushy zone, potentially increasing the 
probability of freckle formation. 
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Chapter 7  Conclusions and Future Work 
The research in this thesis has focused on enhancing our understanding of transient fluid 
flow effects on: (i) dendritic microstructures; (ii) the initiation of freckles during 
directional solidification; and (iii) macroscopic transient phenomena occurring in VAR 
and their influence on microstructure formation.  
At the microscale, a numerical solidification model, μMatIC, originally developed by Lee 
and co-workers [44, 116, 117] has been extended to include momentum, mass and energy 
transportation in the liquid and mushy zones. This new model was used to study the 
effects of dimensionality for a binary alloy (2D vs. 3D) on dendritic growth (a single 
equiaxed dendrite and multiple columnar dendrites) under both forced and natural 
convection. The model was then used to predict, for the first time, solutal channel 
formation (due to thermosolutal convection) in 3D at a microstructural level. This 
revealed the initial stages of freckle formation. The simulated results were compared with 
experimental measurements via a criterion (based on the Rayleigh number) for freckle 
formation and, consequently provided model validation.  
At the macroscale, a 3D, transient VAR model was developed using the multi-physics 
modelling software package, PHYSICA. Applying boundary conditions proposed from 
experimental measurements, fluid flow, heat transfer, electromagnetic effects and 
solidification were solved, interactively, in the model. The transient phenomena caused 
by the movement of the arc were examined.  
Coupling the macroscale VAR model with the microscale solidification model, the 
formation of microstructures was predicted in both 2D and 3D. The 3D time-dependent 
dendritic structures, together with the microsegregation information, were used to 
evaluate the tendency of freckling in VAR (via the Rayleigh number).  
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The final conclusions drawn from these studies are presented below, followed by 
recommendations for future work. 
7.1  Conclusions 
In terms of the studies described above, the conclusions are given in the followed two 
sections.  
7.1.1  Microscale modelling of dendritic growth under convection and 
freckle initiation  
This work constitutes the first attempt to carry out the numerical simulation of multiple 
dendrite formation at the microstructural level under convection in 3D and the model was 
then applied for the investigation of freckle initiation in directional-solidification 
conditions. The following conclusions can be drawn: 
1.  For equiaxed dendritic growth, convection alters the solute transfer, leading to 
lower solute concentrations and higher solute gradients at the upstream tips 
and, consequently, to higher solute concentrations and lower solute gradients 
at the downstream tips. This results in a faster tip growth velocity of the 
upstream arms and retarded growth of the downstream arms. With an increase 
of convection intensity, the growth speed of the upstream arm increases. 
However, the rate of increase depends on the flow direction with respect to the 
tip growth direction. With dendrite arm growth either faster or slower than 
that for arms in the absence of convection, the overall average solidification 
rate increases with increase in convection intensity. 
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2.  Simulations in 3D provide a realistic representation of the phenomena. Flows 
wrap around the dendritic arms rather than flow over the dendritic tips predicted 
in 2D. For unconstrained growth, solute transport is much more efficient than that 
in 2D, leading to faster dendritic growth of upstream and perpendicular arms and 
slower growth of the downstream arms regardless of whether convection is 
applied. For constrained growth, under natural convection, the solute transport is 
stopped by the growth of primary dendrite arms in 2D. In 3D, the flow wraps 
around the primaries, reducing the boundary layer on the uphill secondaries, 
thereby increasing their growth, which is opposite to predictions based on 2D. 
Therefore, in some situations simulations in 2D can be highly misleading.  
3.  Dendritic growth and solutal channel formation were studied for Pb-Sn alloys for 
various, vertical directional solidifications by taking into account thermosolutal 
convection. Local remelting (due to high solute concentrations) and continuous 
upward convection of segregated liquid result in the formation of an open solute 
channel which causes the initiation of freckles. The upward convection induces 
circulation in and around the channel help the channel to retain a high solute 
content, which, in turn, enables the self-sustaining channel to exist throughout the 
entire solidification process. The simulation results also validate the 3D feature of 
the freckles formation and emphasize the necessity for running simulations in 3D.  
4.  The simulated results for the initiation of freckles agree well with the 
experimental results (via the Rayleigh number), thus, confirming the capability of 
the current model. The agreement between numerical and experimental results 
suggests a possibility that this model can be used to predict the critical Rayleigh 
number for other alloy systems, thereby, providing a valuable tool for the 
selection of experiments.  
5.  A high initial Sn composition, low casting speeds and low temperature 
gradients, all lead to favour freckle formation. The competition between the 
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dendritic growth and the thermosolutal convection in the interdendritic region 
results in the formation of freckles. The simulated results have shown that 
higher initial Sn concentrations result in stronger interdendritic convection 
and that both low casting speeds and temperature gradients cause slower 
dendritic growth.  
7.1.2  Multiscale modelling of VAR and the tendency of freckling 
This is the first 3D numerical model to study the transient phenomena of fluid flow, heat 
transfer, electromagnetic field and solidification occurring in VAR. Coupling with the 
microscale solidification model, the following conclusions can be drawn:  
1. The transient behaviour in the liquid pool is due to the motion of the arc. The 
Lorentz force caused by electromagnetic fields dominates the motion of molten 
metal in the liquid pool. In less than 5 s, the arc current was efficient to cause 
significant changes in the melt flow underneath the arc and within 36 s the melt 
flow had become fully developed. The predicted surface flow velocities in the 
pool (up to 40 mm/s), their azimuthal component reversed around the pool 
periphery, and the pool shape agreed well with experimental measurements 
qualitatively and also quantitatively.  
2. Equiaxed dendritic growth was simulated in the centreline region and columnar 
dendrites dominated the microstructures in the middle radius and lateral parts of 
the ingot with the primary arm spacing of ~500 μm. Significant local remelting 
was simulated in the mid-radius region of the ingot by taking into account of the 
transient arc motion via examining the 3D dendritic microstructures.  
3. Permeability increased more than 300 times during remelting, which dominated 
the change in Rayleigh number. An equation for density inversion (based on Nb 
segregation and local temperature) was devised. A maximum change of 2.8% was 
found during solidification for density. Consequently, the Rayleigh number 
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increased by around 200 fold during remelting. Therefore, freckles are more 
likely to initiate during local remelting in the mushy zone due to thermal 
perturbations. 
4. Perturbations in the processing conditions, especially in arc current and location, 
introduce large temperature variations in the mushy zone, potentially increasing 
the probability of freckle formation. 
7.2  Future work 
According to the results of this study and conclusions drawn, the following 
recommendations are proposed for the future work. 
7.2.1  Microscale modelling of solidification  
The growth algorithm of the current model adapted from decentred square/hexahedron 
technique introduces a geometric approximation to interfacial energy and its anisotropy. 
It allows a much coarser cell size to be used for simulations and provides excellent 
qualitative predictions of dendritic growth. However, it lacks the accuracy to resolve the 
details of dendrites (accurate radius of dendritic tips). This also limits the current model 
to comparison with simulation results from phase field and level set methods. It is 
proposed that an accurate calculation of curvature and the interfacial energy can be 
implemented into the code. Although smaller cell sizes cannot be avoided in the updates, 
such an extension can significantly expand the capability and usage of the current model 
and possibly establish a bridge between molecular dynamic simulations with current 
microscale simulations. 
Several research groups have performed in-situ observations to obtain quantitative data 
on solidification morphologies and solute distribution using synchrotron x-radiation 
[171-173]. These make it possible to validate our current model by comparison with their 
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results. This comparison has not been done in the current studies due to different alloy 
systems. On the other hand, there is still a lack of quantitative experimental data for 
dendritic growth under controlled convection. Additionally, no in-situ observations have 
been carried out to investigate the freckle formation at the microstructural level. 
Advanced techniques based on high-intensity x-ray sources should be capable of carrying 
out such research with the proper selection of Pb-based or Ni-base alloys.  
The computational cost for dendritic growth under convection in 3D is extremely intense. 
Parallization of the current code is mandatory for future use. This extension can permit 
large domains to be studied, providing much more accurate predictions. 
Numerical simulations of solute channel formation have shown promising results. 
However, the use of a larger domain is still preferred. The height of the domain and the 
3D packing patterns of dendrites may affect the results. From macrosegregation models, 
Frueh et al. [98] suggested that the minimum domain height should be as twice the height 
of the mushy zone. It is not possible to satisfy this requirement currently without the aid 
of parallization.  
7.2.2  Multiscale modelling of freckling 
The 3D transient VAR model has already revealed some key phenomena in the process. 
However, the validation is not solid enough. Further validation can be carried out by 
comparing with experimental measurements of the magnetic field and temperature 
evolution outside of the crucible wall. This not only needs reliable experimental data, but 
also requires accurate heat transfer coefficients and consideration of the water cooling.  
A post-processing method was used in current multiscale model. A two-way coupling 
(passing information of temperature, solid fraction, et al. between the two models) is 
recommended for better evaluation of the data for microstructural formation and 
solidification in the VAR model. On the other hand, current density and magnetic field 
density from the macromodel have a certain effect on interdendritic convection. Further 
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investigation is needed to quantify the magnitude of the Lorentz force in the interdendritic 
region and its influence on the microstructure.  
A systematic parametric study needs to be carried out to identify the significance of 
perturbations in operation parameters on freckle formation for the production of safety 
windows for guiding industrial practise. 
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Appendix A Data for Pb-Sn Unidirectional 
Solidification Experiments and Numerical Simulations 
Table A-1. Data for Pb-Sn unidirectional solidification experiments [76, 220] 
Data Group G (k/cm) R (μm/s) C0 (wt%) λ1(μm) Ra Freckle? 
1 75 8 33.4 186 273.0 yes 
17 30 34 223 106.8 yes 
81 24 23.7 130 31.4 no 
77 6 23.4 189 264.4 yes 
59 64 27 114 10.4 no 
30.3 6 30.3 273 710.2 yes 
110 10 10 130 32.1 no 
101 4 16.5 182 561.5 yes 
105 10 57.9 168 307.7 no 
67 40 54.7 136 47.7 no 
2 12 11.75 2.5 227 20.8 no 
12 11.75 5 249 50.0 yes 
12 11.75 10 274 120.6 yes 
12 11.75 15 289 201.7 yes 
10 11.75 20 320 330.5 yes 
9 11.75 30 351 595.5 yes 
7 11.75 40 399 1024.8 yes 
3 4 125 25 246 22.9 no 
8 62.5 25 231 40.3 yes 
8 41.7 25 257 74.7 yes 
8 20.8 25 308 215.4 yes 
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4 20.8 25 393 351.8 yes 
8 10.4 25 369 618.6 yes 
4 10.4 25 471 1010.5 yes 
8 5.2 25 442 1176.6 yes 
4 15.4 34.67 14.9 199 32.3 no 
16.8 11.83 14.9 256 151.0 no 
24.7 6.5 15.3 262 303.5 no 
22.3 4 15.2 308 682.1 yes 
34.2 2 14 314 1303.7 yes 
21.1 5.5 15 289 429.5 yes 
5 1.5 47 20 437 153.5 yes 
1.5 130 20 335 33.8 yes 
2.3 110 20 301 31.1 no 
6 7.75 7.5 10 359 331.5 yes 
1.43 18.33 10 518 281.4 yes 
2.73 6.39 10 542 885.4 yes 
3.47 23.33 10 355 104.1 no 
3.86 3.89 10 546 1474.8 yes 
4.54 26.67 10 312 70.2 no 
5.18 3.06 10 524 1725.6 yes 
3.63 33.33 10 318 38.8 no 
4.64 16.67 10 350 141.3 yes 
Current studies 3.63 33.33 10 318 36.1 no 
 8 41.7 25 257 46.9 yes 
 3.63 3.3 10 582 1193.6 yes 
 3.63 330 10 175 1.17 no 
 8 41.7 10 227 6.47 no 
 8 41.7 15 240 15.9 no 
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 8 41.7 20 249 37.5 no 
 1.5 41.7 10 411 47.9 yes 
 3.63 41.7 10 300 25.7 no 
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Appendix B Numerical Solutions for μMatIC 
Momentum, mass, energy and solute concentration conservation equations are solved in 
the present numerical model. As stated in Chapter 3, a fixed grid single domain 
formulation is adopted, which allows conservation equations are equally valid in the fully 
solid, mushy and liquid regions. The numerical solutions for the Navier-Stokes equations 
and energy conservation equation are introduced here to clarify the numerical procedure 
(solute concentration conservation equation obeys the same diffusion theory and similar 
form as the energy conservation equation. Therefore, only the numerical implementation 
of the latter equation is provided).  
Navier-Stokes equations 
The Navier-Stokes equations employed in the microscale solidification model have been 
given in Eqs. (3.28) and (3.32). They are repeated here for convenience:  
 ( )u Puu u S
t
μ
ρ ρ
∂ ∇
+ ∇ ⋅ − Δ = − +
∂
r rr r
 (B.1) 
 0u∇ ⋅ =
r
 (B.2) 
A projection method [203] based on the staggered mesh is applied in the current study to 
solve the Navier-Stokes equations using a finite volume method. The continuous 
equations are discretised using a forward Euler scheme [230]: 
 
1 ( )( ) ( )
n n n
n n nu u G PH u L u S
t
μ
ρ ρ
+
−
+ − = − +
Δ
 (B.3) 
 1( ) 0nD u + =  (B.4) 
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where u, P are the discrete velocity and pressure respectively, H is the discrete advection 
operator, G is the discrete gradient, L is the discrete Laplace operator and D is the discrete 
divergence. This is a first order in time discretisation using an explicit method.  
In the current projection method, Eq. (B. 3) is solved, using the values from last time step 
to obtain the intermediate velocity, u*, which is an approximation to un+1: 
 
* ( )( ) ( )
n n
n n nu u G PH u L u S
t
μ
ρ ρ
−
+ − = − +
Δ
 (B.5) 
It can be reformed to: 
 * ( )n nu u tF u= + Δ  (B.6) 
where F is the combination of all the other terms in Eq. (B.5). 
This approximate velocity will not initially satisfy the continuity equation. A correction is 
then applied to obtain the actual velocity at next time step: 
 1 *n
tGu u φ
ρ
+ Δ
= −  (B.7) 
Substituting Eq. (B.6) in to Eq. (B.4), a Poisson equation for φ is constructed: 
 
*( )( ) D uL
t
ρφ =
Δ
 (B.8) 
A preconditioned conjugate gradient solver is then applied to solve Eq. (B.8). In order to 
naturally sink the moment in the mushy zone, a modification has been applied to Eqs. 
(B.6) and (B.7) and the updated velocities are given by Eqs. (3.33) and (3.34).  
Taking 2D solution of the Navier-Stokes equation for example, the discrete form of F at 
cell (i, j) at time n is given by: 
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( )22 2
, , , , , , , , ,2 2
n n nn n n
x x yn n n nx x
x i j l i j x i j i j i j i j i j i j i j
u u uu u PF f u t S
x y x y x
μ
ρ
⎧ ⎫⎡ ⎤⎛ ⎞∂ ∂⎛ ⎞∂ ∂ ∂⎪ ⎪⎢ ⎥⎜ ⎟
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  (B.9) 
A scheme mixed with upwind and central differences was used to discretise each term in 
Eq. (B.9): 
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where r is the under-relaxation.  
( )2
,
n
x
i j
u
x
∂
∂
and 
2
,2
n
x
i j
u
y
∂
∂
can be calculated according to Eqs. (B.10) and (B.11), 
respectively.  
Energy conservation equation 
Energy conservation equation used in μMatIC has been given in Chapter 3 (Eq. (3.35)). It 
is also repeated here for convenience: 
 ( ) 2 l
p p
fT LuT T
t c c t
λ
ρ
∂∂
+ ∇⋅ = ∇ −
∂ ∂
r
 (B.13) 
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Assuming the thermophysical properties used in the solution are constant, Eq. (B.13) can 
be discretised into the following form using a forward Euler scheme: 
 
11
l l( ) ( )
n nn n
n n
p p
f fT T LH T L T
t c c t
λ
ρ
++
−−
+ = −
Δ Δ
 (B.14) 
For an approximation, fl is updated before the temperature calculation. Therefore, the 
temperature at the next time step can be obtained by: 
 
( ) ( )2 2 11
2 2
n n
yxn n
p p
u Tu TT T L f fT T t
c x y x y c t
λ
ρ
+
+
⎛ ⎞⎛ ⎞∂∂⎛ ⎞ ⎛ ⎞∂ ∂ −⎜ ⎟⎜ ⎟= + Δ ⋅ + − + −⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ Δ⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠
 (B.15) 
The discretisation of each term in Eq. (B.15) can be obtained by using the same scheme in 
Eqs. (B.10) and (B.11). 
Analogously, the solute diffusion equation (Eq. (3.26)) can be solved in the same manner 
as the energy conservation equation.  
The model was developed on a Linux system. For the current study, all the simulations 
are run on Imperial College High Performance Computing System (CX1 with Intel(R) 
Xeon(R) CPU 5150 @ 2.66 GHz with 32Gb memory/node). 
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Appendix C Validation of the Fluid Flow Model 
In this section, a solution of laminar natural convection flows is presented and compared 
with bench-mark solutions [231, 232] in order to test the fluid flow model and heat 
transfer model introduced in Appendix B.  
 
Figure C-1. Geometry and boundary conditions of the test case. 
The geometry of the test case and boundary conditions are shown schematically in Figure 
C-1. The top and bottom walls are insulated with side walls maintained at different 
constant temperature. The no-slip condition is applied on the velocity at all walls. The 
fluid properties and cavity dimensions used in the calculation are listed in Table C-1.   
Table C-1. Fluid properties and cavity dimensions [231] 
Symbol ρ α βΤ μ g Thot Tcold H(L) 
Unit Kg/m3 m2/s 1/T Pa·s m/s2 K K M 
Value 1.19 2.13×10-5 3.41×10-3 1.8×10-5 9.81 12 2 0.045841
These conditions imply that the Rayleigh number (defined by Eq. (C.1)) for this case is 
105: 
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3( )hot coldg T T LRa ρ β
μα
−
=  (C.1) 
The predicted streamlines and isotherms are shown in Figure C-2 (b) and (d). They are 
compared with the results from the bench-mark solution by Hortmann et al.[231]. Good 
agreement was achieved.  
 
Figure C-2. Comparison of streamlines and isotherms when Ra = 10
5
: (a), (c) from Hortmann et al. 
[231], and (b), (d) current model.  
The velocity components were also compared with another bench-mark solution [232] 
(Figure C-3). The results from the current model match well with their solutions.  
(a)
(c)
(b)
(d)
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Figure C-3. Comparison of the velocity component through the central line of the domain when  
Ra = 10
5
: (a) vertical component v, and (b) horizontal component u  
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