The maximum min-sum dispersion problem (Max-Minsum DP for short) is a representative binary optimization problem that is proved to be NP-hard and has a number of real-world or potential applications. In this paper, to solve efficiently this computationally challenging problem, we propose a tabu search algorithm with a dynamical neighborhood size (TSDNS) by integrating a solution-based tabu strategy, three new hash functions, and a mechanism of adjusting adaptively the size of neighborhood exploited by the algorithm. The performance of the proposed TSDNS algorithm is assessed through extensive experiments on 160 benchmark instances widely used in the literature, and the experimental results show that the proposed algorithm is very competitive compared with the state-of-the-art algorithms in the literature especially for the large scale instances, and that the best known results are improved for a number of benchmark instances. Analysis experiments show that the new hash functions used in the tabu strategy are more efficient than those from the literature for the large scale instances, and that the mechanism of controlling adaptively neighborhood size plays a key role for the high performance of proposed algorithm.
I. INTRODUCTION
Given a set V = {1, 2, . . . , n} of n elements, the distance matrix [d ij ] n×n between the elements, a dispersion problem is to select a subset M from V , such that some dispersion criterion defined on the subset M is maximized or minimized. According to the constraint on the cardinality of subset M , the dispersion problems can be divided to two categories. The first category includes the maximum diversity problem [2] , [33] , the max-min diversity problem [12] , [27] , [29] , the minimum differential dispersion problem [14] , [22] , [26] , [31] , [36] , and the maximum min-sum dispersion problem (Max-Minsum DP) [1] , [20] , [28] , where the cardinality of subset M is limited to a given integer m. The second category includes the Max-Mean dispersion problem (MaxMean DP) [6] , [13] , [19] , [24] and the The associate editor coordinating the review of this manuscript and approving it for publication was Md. Asaduzzaman .
generalized Max-Mean dispersion problem (GMaxMeanDP) [23] , [28] , where the cardinality of subset M can vary between 2 and n.
On the other hand, according to the objective function (i.e., the dispersion criterion), the dispersion problems can also be divided into two categories, i.e., efficiencybased dispersion problems and equity-based dispersion problems [1] , [28] , [36] . The equity-based dispersion problems include the minimum differential dispersion problem, the maximum min-sum dispersion problem, and the maximum mean dispersion problem, and the efficiency-based dispersion problems include the maximum diversity problem and the max-min diversity problem.
For the dispersion problems, there exist a number of real-world or potential applications, such as the urban public facility location [4] , densest k-subgraph identification [5] , equity-based measures in network flows [7] , selection of homogeneous groups [8] , and facility location [15] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ However, these dispersion problems have been proved to be NP-hard [18] , [28] , and thus there does not exist a polynomial time algorithm to solve them unless P = NP. In practice, the heuristic algorithms are used usually to solve the large scale NP-hard problems. For example, the tabu search algorithms are used to solve the spectrum frequency assignment problems [11] , [30] and the hardware/software (HW/SW) partitioning problem [16] , and the variable neighborhood search algorithm is applied to solve the energy consumption scheduling in blocking flow shops [32] , etc.
In this paper, we investigate the Max-Minsum DP that is one of most representative dispersion problems. Given a set V = {1, 2, . . . , n} of n elements, the distance matrix [d ij ] n×n between the elements and a positive integer m, the Max-Minsum DP aims to select a subset M of cardinality m from V , such that minimum sum of the distances between a single element in M and the other elements in M is maximized. Formally, the Max-Minsum DP can be expressed as follows [20] .
Due to the NP-hard feature of the Max-Minsum DP, a number of solution approaches have been proposed in the literature for solving this problem. In 2009, Prokopyev et al. solved the Max-Minsum DP using the CPLEX on the small instances with n ≤ 100 and proposed at the same time a GRASP procedure [28] . In 2015, Aringhieri et al. proposed an attribute-based tabu search algorithm [3] for the Max-Minsum DP. In 2017, Martínez-Gavara et al. proposed several GRASP variants by combining different construction procedures and local search procedures [25] . At the same year, Amirgaliyeva et al. proposed several variable formulation search (VFS) approaches for the Max-Minsum DP, where different optimization objectives are used to improve the solutions [1] . In 2018. Lai et al. proposed a solution-based tabu search algorithm, and the computational results show that the proposed algorithm significantly outperforms the previous algorithms on most instances and can be considered as the best performing algorithm in the literature [20] .
For the existing Max-Minsum DP algorithms in the literature, the neighborhood search is a key component affecting largely the performance of algorithms. Actually, for these algorithms, the neighborhood search process is usually very time-consuming due to the large size of neighborhood and the high complexity of evaluating the neighbor solutions.
In this paper, to overcome the above drawback of the existing algorithms in the literature, we propose a tabu search algorithm with a dynamical neighborhood size (TSDNS) for the Max-Minsum DP. The main contributions of this work can be summarized as follows.
• First, this paper proposes a self-adapting mechanism to dynamically adjust the size of neighborhood for the tabu search algorithm, and the experimental analysis shows that such a mechanism is able to enhance efficiently the performance of solution-based tabu search algorithm.
• Second, this paper proposes a kind of new hash functions for the solution-based tabu algorithms of solving binary optimization problems, and the experimental analysis shows that these hash functions are particularly efficient in determining the tabu status of neighbor solutions for the large scale instances.
• Third, we propose in this paper a new algorithm called TSDNS for solving the Max-Minsum DP, and evaluate its performance by carrying out extensive experiments on 160 benchmark instances commonly used in the literature. The experimental results show the proposed algorithm is very competitive compared with the state-ofthe-art algorithms in the literature. In particular, the proposed algorithm improves the best known result in the literature for a number of instances.
The remaining parts of the paper are organized as follows. In Section II, we describe in detail the proposed TSDNS algorithm. In Section III, we report the experimental results and comparison on 160 benchmark instances widely used in the literature. In Section IV, several key components of algorithm are analyzed to show their impacts on the performance of algorithm. Finally, the present work is summarized in Section V.
II. TABU SEARCH ALGORITHM WITH A DYNAMICAL NEIGHBORHOOD SIZE
The tabu search approach is a very popular meta-heuristic in the field of combinatorial optimization [17] . In this work, we propose a solution-based tabu search approach that employs a self-adapting mechanism to adjust dynamically the size of neighborhood, where the neighborhood is an elaborately constructed and high-quality subset of classic swap neighborhood. The general procedure and the components of algorithm are in detail described in the following subsections.
A. GENERAL PROCEDURE OF THE TABU SEARCH WITH A DYNAMICAL NEIGHBORHOOD SIZE
The TSDNS algorithm described in Algorithm 1 starts from the initialization of tabu lists (i.e., three hash vectors H k (k = 1, 2, 3)) (lines 1-3), and then generates an initial solution by selecting randomly m distinct elements from the set V (line 4). Subsequently, the algorithm enters a 'while' loop and performs a number of iterations until the time limit (t max ) is reached, where s and s * denote respectively the current solution and the best solution found so far, and α prev and α denote respectively the size of neighborhood at the last and current iterations.
At each iteration, the algorithm first determine the size α of the current neighborhood (line 8) and then construct a high-quality neighborhood with a size α (lines [9] [10] [11] [12] [13] [14] . After that, a best non-tabu solution is selected to replace the current solution s according to the tabu strategy in Section II-D (line 16), and the best solution found so far s * is updated if an 8: α ← SizeOfNeighborhood(s * , s, α prev ) // determine the size of neighborhood by Algorithm 2 9: Calculate i for each element i in the current solution s 10:
Sort the elements in I 1 in an ascending order according to their values 13: Sort the elements in I 0 in an descending order according to their values 14: Construct a reduced swap neighborhood N α swap (s) with a size α by I 0 and I 1 , where the neighborhood solutions are chosen from the neighborhood N 2 (s) in a diagonal order as illustrated in Fig. 1 [17] [18] [19] . Finally, the hash vectors are updated with the current solution (line 20).
In Algorithm 1, when the size of current neighborhood has been determined by Algorithm 2, the neighborhood is constructed by the method described in Section II-C (lines 9-14), where I 1 denotes the set of selected elements and I 0 denotes the set of unselected elements.
B. SEARCH SPACE AND EVALUATION FUNCTION
The search space explored by the algorithm can be described as follows. Given a set V = {1, 2, . . . , n} of n elements, the distance matrix [d ij ] n×n (i = j) and a positive integer m, a feasible solution of the Max-Minsum DP problem can be indicated by a n-dimensional binary vector
Algorithm 2 Procedure to Determine the Size (α) of Neighborhood for the Current Iteration Function SizeOfNeighborhood() Input: The best solution found by tabu search (s * ), the current solution (s), the size of neighborhood at the last iteration (α prev ), and the parameters α min , α step , α max . Output: The size of current neighborhood
if the element i is selected, x i = 0 otherwise. The search space explored by the TSDNS algorithm is composed of all feasible n-dimensional binary vectors. Thus, the search space can be written as:
Given a candidate solution x = (x 1 , x 2 , . . . , x n ) in , its quality is directly evaluated by the objective function value which can be written as follows:
The neighborhood explored by the TSDNS algorithm is based on the Swap(·, ·) operator. Given a solution s = (x 1 , x 2 , . . . , x n ), the Swap(v, u) operator exchanges the values of variables x u and x v to generate a neighbor solution denoted by s⊕ < u, v >, where x u = x v . Thus, the full swap neighborhood N full swap (s) defined by the Swap(·, ·) operator can be written as:
Clearly, the size of N full swap (s) equals to m × (n − m). One can find that it is very time-consuming to evaluate the entire N full swap (s) for the tabu search algorithm. To quickly evaluate at each iteration the neighborhood, we construct a high-quality subset N α swap (s) of N full swap (s) as the neighborhood of the TSDNS algorithm, whose size is adaptively determined during the search process.
To construct the high-quality subset N α swap (s), the proposed TSDNS algorithm maintains a n-dimensional vector = ( 1 , 2 , . . . , n ) for the current solution s = (x 1 , 
Then, the elements in I 0 are sorted in an descending order according to their values, and the elements in I 1 are sorted in an ascending order according to their values. After that, all the neighbor solutions of N full swap (s) can be indicated as in Fig. 1 in which (i, j) denotes a neighbor solution that can be obtained by exchanging the i-th element of I 0 and j-th element of I 1 for s, and the search process scans N full swap (s) in an order illustrated in Fig. 1 and the first α neighbor solutions are selected to generate the neighborhood N α swap (s). The size α of N α swap (s) is dynamically determined by Algorithm 2. Specifically, the value of α is set to the minimum value α min if an improving solution is found, and the value of α is increased by α step otherwise. In addition, the value of α is reset to α min when the value of α reaches the maximum value α max .
D. SOLUTION-BASED TABU STRATEGY
The proposed TSDNS algorithm employs a solution-based tabu strategy to determine the tabu status of neighbor solutions. Given a hash function h and a binary-valued hash vector H , h is used to map a neighbor solution s ∈ to an index of H , (i.e., h : s ∈ → {0, 1, 2, . . . , |H | − 1}), which makes it possible for the hash vector H to record the tabu status of solutions in . In other words, a candidate solution s can be determined as a tabu solution if H [h(s)] = 1, and a non-tabu solution otherwise.
To reduce the possible collisions caused by using single hash vector and hash function, the proposed TSDNS algorithm employs simultaneously three hash vectors H k (k = 1, 2, 3) with a length L as the tabu lists, where each hash vector H k is associated a hash function h k , and each position in H k [i] (k = 1, 2, 3, i = 0, 1, . . . , L − 1) denotes a 0-1 variable.
With To find the appropriate hash functions for the solutionbased tabu strategy, we check in this work three kinds of hash functions, including a kind of hash functions used in the previous studies [9] , [10] , [31] , [34] and two kinds of new hash functions proposed in this work.
Specifically, given a candidate solution s = (x 1 , x 2 , . . . , x n ), three kinds of hash functions can respectively defined as follows. The first kind of hash functions hf k (k = 1, 2, 3) were widely used in the previous studies [21] , [31] and can be written as:
where γ k is a parameter which takes the different values in the different hash functions h k (k = 1, 2, 3) and L is the length of hash vectors, which is empirically set to 10 8 in this work. This kind of hash functions work very well for the small instances. However, for the large scale instances with n ≥ 3000, the integer overflow can be detected for some computing platforms since n i=1 i γ k × x i will lead to a very large integer in some cases, which reduces the portability of resulting algorithm.
The second kind of hash functions hf k (k = 1, 2, 3) can be simply written as:
where (w k (1), w k (2), . . . , w k (n) is a sequence of mutually distinct integers generated randomly in the interval [1, β] , and β is a parameter and is empirically set to 10 × n in this work. Similar to the second kind of hash functions, the third kind of hash functions hf k (k = 1, 2, 3) can be written as: 1, 2, 3) is a parameter which takes the different values in the different hash functions hf k (k = 1, 2, 3), and rand(β k /2) represents a random integer between 0 and β k /2. In this work, the values of parameters β 1 , β 2 and β 3 are respectively set to 300, 400 and 500. One can find that compared with the second kind of hash functions hf k , the coefficients w k (i) (i = 1, 2, . . . , n, k = 1, 2, 3) of the hash functions hf k (k = 1, 2, 3) distribute more uniformly. Moreover, compared with the first kind of hash functions hf k , the hash functions hf k can avoid the integer overflow in most cases, which enhances the portability of resulting algorithm. Thus, one can find that the different hash functions lead to different tabu strategies. According to a preliminary experiment on the large scale benchmarks with n = 3000 (see Section IV), the functions hf k (k = 1, 2, 3) in Eq.8 performed best among three kinds of hash functions and thus were chosen as the default ones for the proposed algorithm. In other words, the first two kinds of hash functions are not used in the proposed algorithm, and they are only used for the comparative study in Section IV.
III. EXPERIMENTAL RESULTS AND COMPARISON
In this section, we carried out extensive experiments based on a number of benchmark instances widely used in the literature to assess the performance of the proposed algorithm. The computational results of TSDNS algorithm are compared with those of the state-of-the-art algorithms in the literature.
A. BENCHMARK INSTANCES
In our experiments, we used seven sets of totally 160 benchmark instances as our test bed, where some instances are available at http://www.di.unito.it/ aringhie/benchmarks. html. The main characteristics of these benchmark instances can be summarized as follows: 
B. PARAMETER SETTINGS AND EXPERIMENTAL PROTOCOL
The proposed TSDNS algorithm uses four essential parameters whose settings are given in Table 1 , where α min , α max , and α step were respectively set to 100, min{5000, 0.2×m×(n−m)} and (α max − α min )/100, and the length of hash vectors is set to 10 8 . Note that these settings were empirically determined through a preliminary experiment.
To evaluate the performance of TSDNS algorithm, we used five state-of-the-art algorithms as the reference algorithms, including an attribute-based tabu search algorithm (denoted by TS 0 in this study) [3] , three variable formulation search algorithms called respectively VFS2, VFS2+VFS1, and LS2+VFS1 [1] , and a solution-based tabu search algorithm (denoted by TS in this study) [20] . According to the recent study [20] , the solution-based tabu search algorithm (TS) outperforms significantly other reference algorithms. 1 Thus, in the present study, we used the TS algorithm as the main reference algorithm of the proposed TSDNS algorithm and carried out new experiments by running it according to the following experimental condition.
All the experiments were performed based on a computing platform with an Intel E5-2670 processor, running Linux operating system. Due to the stochastic feature of the algorithms, TS and TSDNS were independently run 40 times for each instance. Moreover, for each algorithm, the time limit per run (i.e., t max ) was set to n seconds, where n is the number of elements in the instance. As for other reference algorithms, the computational results were extracted from the literature.
C. COMPUTATIONAL RESULTS AND COMPARISONS ON THE SMALL INSTANCES
The first experiment aims to assess the performance of the proposed TSDNS algorithm on the small instances and the experimental results are summarized in Tables 2-5 for the SOM-b, APOM, DM1A, and GKD-c sets, respectively. Column 1 of the tables gives the names of instances, and column 2 gives the best known results (BKR) in the literature. Columns 3-7 give the best objective values (f best ) obtained over 40 runs respectively for five reference algorithms, including TS 0 [3] , VFS2 [1] , VFS2+VFS1 [1] , LS2+VFS1 [1] , and TS [20] . The results of the proposed TSDNS algorithm are summarized in the last five columns, including the best objective value (f best ) over 40 runs, the average objective value (f avg ), the worst objective value (f worst ), the standard deviation σ of objective values obtained over 40 runs, and the average computational time (t avg ) needed to reach the final result, where the improved results are indicated in bold in terms of f best compared to the BKR and the best results of reference algorithms, and the worse results are indicated in italic. The row 'Avg.' shows the average results for each column, and the row '#best' shows the number of instances for which the associated algorithm obtained the best results in terms of f best among the compared algorithms. In addition, to verify whether there exist a significant difference between the reference algorithms and the proposed TSDNS algorithm in terms of f best , the p-values from the Wilcoxon signed-rank tests are provided in the TABLE 2. Experimental results and comparison on the SOM-b instances. For the proposed TSDNS algorithm, the improved results are indicated in bold compared with the best known results (BKR) in the literature and the best results of five reference algorithms, and the worse results are indicated in italic. last row of table, and a p-value less than 0.05 means that there exists a significant difference between the associated reference algorithm and the proposed TSDNS algorithm. Table 2 shows that for the SOM-b instances the proposed TSDNS algorithm performs very well compared to all reference algorithms. In particular, the proposed TSDNS algorithm improved and matched the best known result for 4 and 16 instances out of 20 instances, respectively. Moreover, the small p-values (≤ 0.05) means that the TSDNS algorithm outperforms significantly all reference algorithms in terms of f best , and the small standard deviation σ of objective values means that the proposed TSDNS algorithm is particularly robust. Table 3 shows that for the APOM instances the TSDNS algorithm also performs well compared to the reference algorithms. Specifically, the proposed algorithm improved and matched the best known results for 3 and 37 out of 40 instances, respectively. In terms of standard deviation σ , the results of the proposed TSDNS algorithm are 0.0 for 33 out of 40 instances, which means that the proposed algorithm obtained the best objective value (f best ) with a success rate of 100% for these instances. Moreover, the small p-values (≤ 0.05) confirm the significant difference between the TSDNS algorithm and the reference algorithms in terms of f best .
One observes from Table 4 that the TSDNS algorithm obtained the best results for 12 out of 20 instances in terms of f best and outperformed significantly all reference algorithms. Moreover, the TSDNS algorithm improved the best result of reference algorithms for 11 out of 20 instances, and obtained the worse results compared with the BKR and the best results of reference algorithms on 8 out of 20 instances. This outcome implies that the TSDNS algorithm is very competitive on the DM1A instances compared with the reference algorithms. Table 5 discloses that for the GKD-c instances the TSDNS algorithm is particularly robust. Specifically, the TSDNS algorithm obtained the best objective value f best with a success rate of 100% for each instance and the average computational time needed is less than one second. On the other hand, the best result f best of TSDNS algorithm is slightly worse than the BKR on the 8 out of 20 instances. Nevertheless, as mentioned in a previous study [20] , these very small differences were possibly caused by the round-off errors.
In summary, this experiment shows that the proposed TSDNS algorithm is very competitive on the small instances compared with the state-of-the-art algorithms in the literature.
D. COMPUTATIONAL RESULTS AND COMPARISONS ON THE LARGE SCALE INSTANCES
The second experiment aims to assess the performance of the TSDNS algorithm on the large-scale instances. In this experiment, the TSDNS algorithm and the TS algorithm which is the best performing algorithm in the literature [20] and '#worse' indicate respectively the number of instances for which the associated algorithm obtained a better, equal and worse result than the compared algorithm, and other statistical information are the same as in the previous tables.
Tables 6 shows that for the MDG-a instances in which the distances d ij (i = j) between elements are an integer, the TSNDS algorithm outperforms significantly the TS algorithm in terms of f best , f avg , and f worst . In particular, the average objective value f avg of the TSDNS algorithm is superior to or equals the best objective value (f best ) of the TS algorithm for each instance, which means that the TSDNS algorithm has a stronger search ability than the TS algorithm. For the standard deviation σ of the objective values and the average running time t avg to reach the final result, the results of the TSDNS algorithm are significantly superior to that of the TS algorithm, which is also confirmed by the small p-values.
Similarly, Tables 7 and 8 show that for the MDG-b and MDG-c instances the TSDNS algorithm dominates the TS algorithm in terms of f best , f avg , and f worst . Moreover, for the σ and t avg , the TSDNS algorithm significantly outperforms the TS algorithm. Hence, this experiment indicates that the proposed TSDNS algorithm has a much better performance than the TS algorithm in [20] on the large scale instances.
IV. ANALYSIS AND DISCUSSION
In this section, we analyze and discuss two essential components of the proposed TSDNS algorithm, i.e., the mechanism of controlling dynamically neighborhood size and the hash functions used for determining the tabu status of neighbor solutions.
A. EFFECTIVENESS OF CONTROLLING DYNAMICALLY NEIGHBORHOOD SIZE
The mechanism of controlling dynamically neighborhood size is an essential component of the proposed TSDNS algorithm. To show its impacts on the performance of algorithm, we carried out an experiment based on six representative instances with n ≥ 2000, where the solution-based tabu search algorithm (TS) with a fixed neighborhood size and the proposed TSDNS algorithm were respectively performed one time starting from the same initial solution for each instance. For each instance and each algorithm, the best objective value found so far (denoted by f (s)) is plotted as a function of computing time.
One observes from Fig. 2 that compared with the TS algorithm with a fixed neighborhood size the TSDNS algorithm performs much better. At the beginning of algorithm, the TSDNS algorithm is able to improve quickly the objective value relative to the TS algorithm, since the TSDNS algorithm generates usually a small neighborhood due to a number of improvement operations according to Algorithm 2 that is used to determine the size of neighborhood. As the search progresses, the difference between the objective values of the TS and TSDNS algorithms becomes gradually stable, but the objective value of TSDNS is always superior to that of the TS algorithm during the search process. This experiment indicates that the mechanism of controlling adaptively neighborhood size is able to efficiently enhance the performance of solution-based tabu search algorithm for the large scale instances.
B. EFFECTIVENESS OF HASH FUNCTIONS USED
The hash functions are another essential component of the proposed TSDNS algorithm, and different kinds of hash functions will lead to different solution-based tabu search algorithms. In this section, to investigate the influence of hash functions on the performance of solution-based tabu search algorithm and show the effectiveness of the newly proposed hash functions hf k (k = 1, 2, 3), we carried out an additional experiment, where we created respectively two variants of the TSDNS algorithm by replacing the hash functions of TSDNS algorithm with the hash functions hf k and hf k (k = 1, 2, 3), and then ran the resulting algorithms and the TSDNS algorithm 40 times for each instance in the MDG-c set.
The experimental results are summarized in Table 9 . Column 1 of the table gives the name of instances. Columns 2-4 show the best objective value (f best ) obtained over 40 independent runs respectively for three compared algorithms, columns 5-7 show the average objective value (f avg ), and columns 8-10 show the worst objective TABLE 9. The influence of three kinds of hash functions (i.e., hf k , hf k and hf k ) on the performance of TSDNS algorithm based on the large scale instances with n = 3000. The best results among the compared algorithms are indicated in bold in terms of f best , f avg , and f worst , respectively. value (f worst ). The row 'Avg.' shows the average results for each column, and the row '#best' shows the number of instances for which the corresponding algorithm leaded to the best results among the compared algorithms in terms of f best , f avg and f worst . To check whether there is a significant difference between the TSDNS algorithm and its two variants in terms of f best , f avg and f worst , the p-values from the Wilcoxon signed-rank tests are provided in the last row of table.
One observes from Table 9 that the TSDNS algorithm with the hash functions hf k (k = 1, 2, 3) performs best among the compared algorithms. Specifically, the TSDNS algorithm with hf k (k = 1, 2, 3) obtained the best result for 17, 20 and 16 out of 20 instances in terms of f best , f avg and f worst , respectively. However, the hash functions hf k (k = 1, 2, 3) leaded to the best result only for 2, 0 and 1 out of 20 instances in terms of f best , f avg , and f worst , respectively, and the hash functions hf k (k = 1, 2, 3) leaded to the best result only for 1, 0, and 3 instances. In addition, the small p-values imply also that the differences between the results of TSDNS and that of its two variants are statistically significant. This experiment shows that the performance of TSDNS algorithm depends largely on the hash functions used, and that the newly proposed hash functions hf k (k = 1, 2, 3) are particularly efficient in enhancing the performance of solution-based tabu search algorithm for the large scale instances.
C. SENSITIVITY ANALYSIS FOR THE PARAMETERS OF HASH FUNCTIONS
The TSDNS algorithm employs three parameters β 1 , β 2 , and β 3 to define respectively three hash functions hf k (k = 1, 2, 3). To check whether their settings have a significant influence on the performance of TSDNS algorithm, we carried out another experiment based on 20 MDG-c instances, where the TSDNS algorithm was run 40 times for each com-bination of (β 1 , β 2 , β 3 ) given in Table 10 and each instance, and the time limit t max of algorithm was set to one hour for each run.
The experimental results are summarized in Table 10 , where the first column and the second row of table respectively give the names of instances and the settings of (β 1 , β 2 , β 3 ). Columns 2-8 give the average objective values (f avg ) obtained over 40 independent runs of the TSDNS algorithm respectively for each combination of (β 1 , β 2 , β 3 ) and each instance. The last row of table shows the number of instances for which the corresponding parameter combination of (β 1 , β 2 , β 3 ) leaded to the best result among the tested ones. In addition, the best results among those obtained by the tested parameter combinations are indicated in bold for each instance. Table 10 discloses that the performance of TSDNS algorithm is sensitive to the setting of parameter combination (β 1 , β 2 , β 3 ). At first, the effectiveness of the setting of parameter combination (β 1 , β 2 , β 3 ) depends on the instances to be solved. For example, the setting of (β 1 , β 2 , β 3 ) = (300, 400, 500) leaded to the best result in terms of f avg for the instance named MDG-c_9_n3000_m400, but the setting of (β 1 , β 2 , β 3 ) = (10, 20, 30) leaded to the best result for another instance named MDG-c_10_n3000_m400. Second, statistically speaking, the setting of (β 1 , β 2 , β 3 ) = (300, 400, 500) leaded to the best result for 9 out of 20 instances, and is obviously superior to other six settings. Specifically, other six parameter settings leaded to the best result only for 3, 1, 2, 2, 0 and 3 instances, respectively. Thus, (β 1 , β 2 , β 3 ) = (300, 400, 500) was adopted as the default setting of the proposed algorithm in this work.
V. CONCLUSION AND FUTURE WORK
In this paper, we propose a heuristic algorithm called the tabu search with dynamical neighborhood size (TSDNS) for solving the maximum min-sum dispersion problem that is a NP-hard binary optimization problem with a number of real-world or potential applications. The proposed algorithm integrates a solution-based tabu strategy and a self-adapting mechanism of adjusting the size of neighborhood exploited by the tabu search.
The experimental results on the 160 benchmark instances show that the proposed TSDNS algorithm is very competitive compared with the state-of-the-art algorithms in the literature, and the best known results are improved for a number of benchmark instances widely used in the literature. Moreover, we propose two kinds of new hash functions for the solution-based tabu search algorithm, and the experimental results show the newly proposed hash functions work very well especially for the large scale instances.
The basic idea of proposed algorithm, i.e., adjusting adaptively the size of neighborhood exploited by the tabu search during the search process, is very general, and it is very interesting to check its effectiveness and availability on other binary optimization problems. In future, we intend to adapt the proposed algorithm to other combinatorial optimization problems.
