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Abstract
The paper studies the problem on matrix similarity over a commutative rings. The condi-
tions are determined, under which the matrix is similar to a companion or diagonal matrices.
© 2004 Elsevier Inc. All rights reserved.
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Let R be a commutative ring with the unit element e = 0 and U(R) the set of
divisors of unit element e. Further, letRn,m andRn,m[x] be the sets of n×mmatrices
over R and the polynomial ring R[x], respectively. Denote by I and O, respectively,
the identity and zero matrices of order n. Let b(x) = xk − b1xk−1 − b2xk−2 − · · · −
bk−1x − bk be a monic polynomial of degree k in R[x]. The k × k matrix
Fb =
∥∥∥∥∥∥∥∥∥∥
0 e 0 · · · 0
0 0 e · · · 0
· · · · · · · · · · · · · · ·
0 . . . . . . 0 e
bk bk−1 . . . b2 b1
∥∥∥∥∥∥∥∥∥∥
is called the companion matrix of b(x).
Recall two matrices A and B in Rn,n are said to be similar, if A = T BT −1 for
some matrix T ∈ GL(n,R). Let A ∈ Rn,n be a matrix with a characteristic polyno-
mial
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det(Ix − A) = a(x) = xn − a1xn−1 − a2xn−2 − · · · − an−1x − an.
The aim of the present paper is to find the conditions of similarity of matrices A and
Fa . In case, if det(Ix − A) =∏nk=1(x − αk), we establish conditions for existence
of matrix T ∈ GL(n,R) such that TAT −1 = diag(α1, α2, . . . , αn) ∈ Rn,n—a diag-
onal matrix. For the case, where R is a field or a ring, these problems were studied
in [1–7].
Proposition 1. Let the characteristic polynomial of a matrix A ∈ Rn,n admit the
representation
det(Ix − A) = d1(x)d2(x) . . . dm(x),
where di(x) = xki − di,1xki−1 − · · · − di,ki−1x − di,ki – are monic polynomials over
R, deg di(x) = ki, 1  ki  n, i = 1, 2, . . . , m; k1 + k2 + · · · + km = n. If the mat-
rix A is similar to a block diagonal matrix DA = diag(Fd1 , Fd2 , . . . , Fdm), then for
every matrix T ∈ GL(n,R) such that TAT −1 = DA, there exist rows t1, t2, . . . , tm
∈ R1,n such that
T =
∥∥∥∥∥∥∥∥∥
T1
T2
...
Tm
∥∥∥∥∥∥∥∥∥
, where Ti =
∥∥∥∥∥∥∥∥∥∥∥
ti
tiA
...
tiA
ki−2
tiA
ki−1
∥∥∥∥∥∥∥∥∥∥∥
, i = 1, 2, . . . , m.
Proof. Let T ∈ GL(n,R) be such matrix that
TAT −1 = DA = diag(Fd1 , Fd2 , . . . , Fdm). (1)
Note that T can be rewritten as
T =
∥∥∥∥∥∥∥∥∥∥∥∥
T1
...
Ti
...
Tm
∥∥∥∥∥∥∥∥∥∥∥∥
, where Ti =
∥∥∥∥∥∥∥∥∥∥∥
t¯i,1
t¯i,2
...
t¯i,ki−1
t¯i,ki
∥∥∥∥∥∥∥∥∥∥∥
∈ Rki,n; t¯i,j ∈ R1,n;
j = 1, 2, . . . , ki ; i = 1, 2, . . . , m. From equality (1) we find that TiA =∥∥O1 Fdi O2∥∥ T , where O1 and O2 are zero (ki × (k1 + · · · + ki−1)) and (ki ×
(ki+1 + · · · + km)) matrices respectively. From the last equality we conclude that

t¯i,1A = t¯i,2,
t¯i,2A = t¯i,1A2 = t¯i,3,
· · · · · · · · ·
t¯i,ki−2A = t¯i,1Aki−2 = t¯i,ki−1,
t¯i,ki−1A = t¯i,1Aki−1 = t¯i,ki .
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This implies that
Ti =
∥∥∥∥∥∥∥∥∥∥∥
t¯i,1
t¯i,1A
...
t¯i,1Aki−2
t¯i,1Aki−1
∥∥∥∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥∥∥
ti
tiA
...
tiA
ki−2
tiA
ki−1
∥∥∥∥∥∥∥∥∥∥∥
,
where ti = t¯i,1 ∈ R1,n. So as 1  i  m, now the Proposition is proved. 
In what follows we shall denote by ‘a(x)’ the characteristic polynomial of a
matrix A ∈ Rn,n, i.e. a(x) = det(Ix − A). Further, we shall study the matrices, for
which the minimal polynomial and the characteristic polynomial are the same.
Theorem 1. Let A ∈ Rn,n and det(Ix − A) = a(x). The matrix A is similar to the
matrix Fa if and only if there exists a row u ∈ R1,n such that∥∥∥∥∥∥∥∥∥∥∥
u
uA
...
uAn−2
uAn−1
∥∥∥∥∥∥∥∥∥∥∥
∈ GL(n,R).
Proof. The necessity follows from Proposition 1.
Sufficiency. Let u ∈ R1,n so that T =
∥∥∥∥∥∥∥∥∥∥∥
u
uA
...
uAn−2
uAn−1
∥∥∥∥∥∥∥∥∥∥∥
∈ GL(n,R). Obviously, we can
write the matrix T −1 in the form T −1 = ∥∥v1 v2 . . . vn−1 vn∥∥, where vj ∈
Rn,1. From the equality
T T −1 = I =
∥∥∥∥∥∥∥∥∥∥∥
uA0
uA
...
uAn−2
uAn−1
∥∥∥∥∥∥∥∥∥∥∥
· ∥∥v1 v2 . . . vn−1 vn∥∥
it follows that{
uAkvm = e, if m− k = 1;
uAkvm = 0, if m− k /= 1.
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One can check that
TAT −1 =
∥∥∥∥∥∥∥∥∥∥∥
uA0
uA
...
uAn−2
uAn−1
∥∥∥∥∥∥∥∥∥∥∥
A
∥∥v1 v2 . . . vn−1 vn∥∥
=
∥∥∥∥∥∥∥∥∥∥
0 e 0 · · · 0
0 0 e · · · 0
· · · · · · · · · · · · · · ·
0 . . . . . . 0 e
an an−1 · · · a2 a1
∥∥∥∥∥∥∥∥∥∥
= Fa.
This proves the Theorem 1. 
Let x1, x2, . . ., xn−1, xn – be independent variables. With a matrix A ∈ Rn,n and
the row x¯ = ∥∥x1 x2 · · · xn−1 xn∥∥ we associate a polynomial
FA(x1, x2, . . ., xn)= det
∥∥∥∥∥∥∥∥∥∥∥
x¯
x¯A
...
x¯An−2
x¯An−1
∥∥∥∥∥∥∥∥∥∥∥
=
n∑
i=1
fix
n
i +
∑
i1+i2+···+in=n
fi1i2...inx
i1
1 x
i2
2 . . . x
in
n .
The polynomial FA(x1, x2, . . . , xn) we call a companion polynomial for the mat-
rix A ∈ Rn,n. Let m(x) = xk +m1xk−1 + · · · +mk−1x +mk , k < n, the minimal
polynomial of matrixA ∈ Rn,n. In this case it is easily verified that FA(x1, . . . , xn) ≡
0.
Theorem 2. Let A ∈ Rn,n and det(Ix − A) = a(x). The matrix A is similar to the
matrix Fa if and only if there exist elements c1, c2, . . ., cn ∈ R such that FA(c1, c2,
. . ., cn) ∈ U(R).
Proof. Let for the matrix A ∈ Rn,n there exists a matrix T ∈ GL(n,R) such that
TAT −1 = Fa . By Theorem 1 we conclude that there exists row c =
∥∥c1 c2 . . . cn∥∥ ∈ R1,n such that T =
∥∥∥∥∥∥∥∥∥∥∥
c
cA
...
cAn−2
cAn−1
∥∥∥∥∥∥∥∥∥∥∥
. It is easy to verify that
FA(c1, c2, . . . , cn) ∈ U(R).
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Conversely, let c1, c2, . . ., cn ∈ R such that FA(c1, c2, . . ., cn) ∈ U(R). Taking
into account definition of the companion polynomial we obtain that for the row c =
∥∥c1 c2 . . . cn∥∥ ∈ R1,n matrix T =
∥∥∥∥∥∥∥∥∥
c
cA
...
cAn−1
∥∥∥∥∥∥∥∥∥
∈ GL(n,R). By Theorem 1 the
matrix T satisfies the relation TAT −1 = Fa . The Theorem 2 is proved. 
From Theorem 2 we obtain following statements.
Corollary 1. Let FA(x1, x2, . . . , xn) be a companion polynomial for matrix A ∈
Rn,n. If
FA(x1, x2, . . ., xn) = βF1(x1, x2, . . ., xn),
where β /∈ U(R) and F1(x1, x2, . . . , xn) is a nonzero polynomial in x1, x2, . . . , xn,
then matrices A and Fa are not similar.
Corollary 2. Let
FA(x1, x2, . . ., xn) =
n∑
i=1
fix
n
i +
∑
i1+i2+···+in=n
fi1i2...inx
i1
1 x
i2
2 . . .x
in
n
be a companion polynomial for the matrix A ∈ Rn,n. If fk ∈ U(R) for some 1  k 
n, then matrices A and Fa are similar.
Proof. Put xk = α ∈ U(R) and xj = 0 for j /= k. Then FA(0, . . ., 0, α, 0. . ., 0) =
fkα
n ∈ U(R), which proves the Corollary 2. 
Remark 1. Let for a matrix A ∈ Rn,n
FA(x1, x2, . . ., xn) = fi1i2...inxi11 xi22 . . .xinn .
If fi1i2...in ∈ U(R) then the matrices A and Fa are similar.
Proof. Put x1 = x2 = · · · = xk = α ∈ U(R). Then FA(α, α, . . . , α) = ai1i2...inαn ∈
U(R), which proves the Remark 1. 
Remark 2. Let A = diag(h1, h2, . . . , hn) ∈ Rn,n be a diagonal matrix. Matrices A
and Fa are similar if and only if (hi − hj ) ∈ U(R) for all i /= j ; i, j = 1, 2, . . . , n;
(where a(x) =∏nk=1(x − hk)).
Let A ∈ Rn,n and det(Ix − A) = a(x) =∏nk=1(x − αk), where αk ∈ R. The aim
of this part is to find conditions of similarity of matrices A and D =
diag(α1, α2, . . ., αn).
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We consider a nonzero polynomial matrix A(x) ∈ Rn,n(x). An element α ∈ R is
called an eigenvalue of A(x) if detA(α) = 0. Obviously, if detA(x) = 0 then every
element α ∈ R is an eigenvalue of the matrixA(x). SupposeA(x) has an eingenvalue
α ∈ R. Then there exists a nonzero element (vector) v ∈ R1,n such that vA(α) = 0¯,
where 0¯—zero element of R1,n. The element (vector) v will be called an eigenvector
of A(x) associated with α.
Theorem 3. Let α1, α2, . . . , αn ∈ R be eigenvalues of a matrix A(x) ∈ Rn,n[x].
The matrix A(x) admits the factorization A(x) = (Ix − B)C(x), where B = T −1
diag(α1, α2, . . . , αn)T and T ∈ GL(n,R), if and only if for A(x) there exist eigen-
vectors v1, v2, . . . , vn ∈ R1,n associated with eigenvalues α1, α2, . . . , αn such that
the matrix
∥∥∥∥∥∥∥∥∥
v1
v2
...
vn
∥∥∥∥∥∥∥∥∥
∈ GL(n,R).
Proof. Let matrix A(x) be represented in the form A(x) = (Ix − B)C(x), where
B = T −1diag(α1, α2, . . ., αn)T and T ∈ GL(n,R). So, we have
TA(x) = diag(x − α1, x − α2, . . . , x − αn)T C(x). (2)
Write T in the form T =
∥∥∥∥∥∥∥∥∥
v1
v2
...
vn
∥∥∥∥∥∥∥∥∥
, where vi ∈ R1,n. Since detA(αi) = 0 for all i =
1, 2, . . ., n, and from the equality (2) we obtain viA(αi) = 0¯C(αi) = 0¯ for all i =
1, 2, . . . , n. It is clear that vi are eigenvectors belonging to eigenvalues αi , i =
1, 2, . . . , n.
Conversely, let v1, v2, . . . , vn ∈ R1,n be eigenvectors of matrix A(x), belonging
to eigenvalues α1, α2, . . . , αn such that T =
∥∥∥∥∥∥∥∥∥
v1
v2
...
vn
∥∥∥∥∥∥∥∥∥
∈ GL(n,R). Let us denote by B
the matrix B = T −1diag(α1, α2, . . ., αn)T . Then for matrix (Ix − B) the following
relation holds:
A(x) = (Ix − B)C(x)+Q, (3)
where Q is a matrix of Rn,n.
From equality (3) we obtain
viA(αi) = viQ = 0¯, i = 1, 2, . . ., n.
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It follows from those equalities that TQ = O. Since T ∈ GL(n,R) we obtain that
Q = O. Thus A(x) = (Ix − B)C(x), where matrix B is similar to a diagonal mat-
rix. The Theorem is proved. 
This kind of divisors of a nonsingular polynomial matrices over an algebraically
closed field of characteristic zero are described in [8,9]. Note that it is easy to obtain
next Remark (see also [5, p. 217]).
Remark 3. Let A ∈ Rn,n. Matrix A is similar to a diagonal matrix if and only if
1. det(Ix − A) =∏nk=1(x − αk), where αk ∈ R;
2. for the matrix A there exist eigenvectors v1, v2, . . ., vn ∈ R1,n associated with
eigenvalues α1, α2, . . ., αn ∈ R1,n, such that the matrix
∥∥∥∥∥∥∥∥∥
v1
v2
...
vn
∥∥∥∥∥∥∥∥∥
∈ GL(n,R).
In what follows assume that R is a unique factorization domain, i.e. R is the
integral domain, where an arbitrary noninverse element a /= 0 can be uniquely fac-
torized. Let A∗(x) be the classical adjoint matrix of matrix A(x) ∈ Rn,n[x], i.e.
A(x)A∗(x) = I · detA(x). We shall consider only polynomial matrices of Rn,n[x]
for which classical adjoint matrices are nonzero matrices.
Let α1, α2, . . ., αn ∈ R be eigenvalues of a matrix A(x) ∈ Rn,n[x] such that αi /=
αj if i /= j andA∗(αk) /= O for all k = 1, 2, . . ., n. Consider a nonzero rowA∗kj (αj ),
1  kj  n, of the matrix A∗(αj ). It is obviously that every nonzero row A∗kj (αj ) of
the matrix A∗(αi) admits the representation
A∗kj (αj ) = dkj Ckj , (4)
where dkj is the greatest common divisor of elements of the nonzero row A∗kj (αj ).
Obviously, that every nonzero row of matrix A∗(αj ) and Ckj from the relation (4)
are eigenvectors for matrix A(x) associated with eigenvalue αj . With nonzero rows
A∗k1(α1), A
∗
k2
(α2), . . ., A
∗
kn
(αn) we associate the (n× n) matrix
D =
∥∥∥∥∥∥∥∥
A∗k1(α1)
A∗k2(α2)
. . .
A∗kn(αn)
∥∥∥∥∥∥∥∥
= diag(dk1 , dk2 , . . ., dkn)Q. (5)
In this case we obtain.
Theorem 4. Let αk ∈ R, k = 1, 2, . . . , n; be eigenvalues of a matrix A(x) ∈
Rn,n[x] such that αi /= αj for all i /= j and A∗(αk) /= O for all 1  k  n. For
matrix A(x) there exists the factorization A(x) = (Ix − B)C(x), where B ∈ Rn,n
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is similar to the diagonal matrix D = diag(α1, α2, . . . , αn) if and only if a matrix Q
from Eq. (5) is an element of GL(n,R).
Proof. Sufficiency follows from Theorem 3.
Necessity. LetA(x) = (Ix − B)C(x), whereB = T diag(α1, α2, . . ., αn)T −1. Let
A(x) = (Ix − B)C(x), where B ∈ Rn,n is similar to the diagonal matrix D =
diag(α1, α2, . . . , αn), (αi /= αj if i /= j ), T ∈ GL(n,R) and A∗(αj ) /= O for all
j = 1, 2, . . ., n. Let us denote by
bi(x) = (x − α1). . .(x − αi−1)(x − αi+1)· · ·(x − αn)
and by
bi = bi(αi), i = 1, 2, . . . , n.
It is clear that
A∗(x) = C∗(x)(T −1)∗diag(b1(x), b2(x), . . ., bn(x))T ∗.
From the last equality it implies that
A∗(αi) = C∗(αi)(T −1)∗diag(0, . . ., 0, bi, 0, . . ., 0)T ∗.
By virtue of the argument presented above, the matrix A∗(αi) admits the repre-
sentation
A∗(αi) =
∥∥∥∥∥∥∥∥
A∗1(αi)
A∗2(αi)
. . .
A∗n(αi)
∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥
d1,i ti
d2,i ti
. . .
dn,i ti
∥∥∥∥∥∥∥∥
,
where ti is an ith row of the matrix T ∗. So as 1  i  n and A∗(αi) /= O we have∥∥∥∥∥∥∥∥
A∗k1(α1)
A∗k2(α2)
. . .
A∗kn(αn)
∥∥∥∥∥∥∥∥
= diag(dk1 , dk2, . . ., dkn)Q, where Q ∈ GL(n,R),
which proves the Theorem 4. 
Corollary 3. Let A ∈ Rn,n and detA(x) = det(Ix − A) =∏nk=1(x − αk), where
αk ∈ R and αi /= αj for all i /= j. Matrix A is similar to diagonal matrix D =
diag(α1, α2, . . . , αn) if and only if a matrixQ from Eq. (5) is an element ofGL(n,R).
Let R = K be principal ideal domain (see [10]).
Proposition 2. Let A ∈ Kn,n and det(Ix − A) = a(x) =∏nk=1(x − αk), where
αk ∈ K. If (αi − αj ) ∈ U(K) for all i = j (i, j = 1, 2, . . ., n), then there exist matri-
ces T ,U ∈ GL(n,K) such that
TAT −1 = diag(α1, α2, . . ., αn)
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and
UAU−1 =
∥∥∥∥∥∥∥∥∥∥
0 e 0 · · · 0
0 0 e · · · 0
· · · · · · · · · · · · · · ·
0 · · · · · · 0 e
an an−1 · · · a2 a1
∥∥∥∥∥∥∥∥∥∥
.
Proof. Let for the matrix A ∈ Kn,n det(Ix − A) =∏nk=1(x − αk), where αk ∈ K
and (αi − αj ) ∈ U(K) for all i /= j (i, j = 1, 2, . . . , n). Then there exists matrix
V ∈ GL(n,K) (see [10]) such that
VAV −1 = HA =
∥∥∥∥∥∥∥∥∥∥
α1 0 0 · · · 0
h21 α2 0 · · · 0
· · · · · · · · · · · · · · ·
hn−1,1 hn−1,2 · · · αn−1 0
hn,1 hn,2 · · · hn,n−1 αn
∥∥∥∥∥∥∥∥∥∥
.
Since (αi − αj ) ∈ U(K) for all i /= j there exists a lower triangular matrix W ∈
GL(n,K) (see [11], Theorem 2) such that
WHAW
−1 = D = diag(α1, α2, . . ., αn).
By Remark 1 the matrix D is similar to the matrix Fa , where a(x) = det(Ix − A).
The proposition is proved. 
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