Abstract-Since the FCC's approval of unlicensed use of TV white spaces, the issue of how to use these white spaces has led to innovative technologies such as cognitive radios as well as a variety of spectrum policy proposals. There have been proposals to devise alternate rules for spectrum usage citing the overly conservative restrictions on secondary transmissions to protect incumbents. In this paper, instead, we propose to utilize white spaces for a backhaul network for internet traffic based on existing restrictions. Using the available white spaces and backhaul traffic demands in New Jersey as a case study, we evaluate the feasibility of such backhauling and present a methodology that can be used for other areas as well. Using a basic design involving fixed towers and directional antennas, our results show that the TV white spaces can be an effective medium for radio backhaul as an alternative to the costly laying of optical fiber. We also show that meeting FCC requirements on sensing and avoiding harm to wireless microphones will have only a minor impact on capacity.
I. INTRODUCTION
T He FCC's opening up of TV white spaces for unlicensed use has led to innovations in cognitive radio technology [1] , spectrum sensing [2] as well as novel proposals for dynamic spectrum access [3] . In its Second Report and Order [4] , the FCC set forth rules for TVBDs (TV Band Devices) by allowing transmission only in certain channels (see Table I ). To further protect the licensed TV towers, FCC has also set forth rules for secondary antennas and transmission power, which in turn restricts the transmission coverage for a "secondary-tosecondary" system. These restrictive requirements have raised several objections and have also resulted in proposals for alternative rules that can still provide sufficient protection to the incumbents (e.g. [5] ). To date, in spite of these objections, nothing has changed; the rules remain the same.
In this paper, we address the following question: How can one use the TV white spaces within the existing rules? While proposals have been set forth for use of white spaces for local area networks [6] , one potential use which might be of interest is a backhaul network for rural areas and areas with no pre-existing wired infrastructure. We propose a system using fixed towers and directional antennas which would provide backhaul and/or distribution for internet access in places where it is needed and is presently not available. Using New Jersey as a "testbed", we calculate the available white space and backhaul traffic demands and evaluate the feasibility of such backhauling and present a general methodology that can be used for other areas as well.
While optical transport networks are evolving rapidly [7] , [8] , having ubiquitous deployment of these, including in rural areas, is far from being a reality. The backhaul network concept we propose is an attractive alternative to laying optical fiber, which is costly, while radio towers using TV white spaces is far less so. New Jersey is an appropriate testbed for evaluating this concept. It is the most densely populated state in the US; has large pockets of urban, suburban and rural areas; and is adjacent to two large metropolitan areas-New York and Philadelphia. The rest of this paper is organized as follows: In Section II, our methodology is outlined and the available TV white space spectrum in the UHF channels for fixed TVBDs is mapped to the geography of New Jersey. In Section III, we discuss issues related to wireless microphones and avoiding interference to them. In Section IV, we describe our method for calculating achievable capacity in the links of our proposed network. In Section V, we compare the achievable rate and the demand in each part of the state. Our findings indicate that the proposed backhaul network in the TV white spaces is feasible, and any further relaxation of the FCC rules for white space transmission can only enhance the performance of such wireless backhauling.
II. METHODOLOGY
To quantify white space availability in New Jersey, we first divide the state into a grid of 5 mi x 5 mi square cells, as shown in Fig. 1a . Now assuming there is a radio tower in (or near) the middle of each of these cells, the distance to transmit data from one cell to another would be 5 miles. We also assume that each radio tower has 4 sector antennas covering all directions instead of one isotropic antenna, as shown in Fig. 1b . This allows more concentrated line-of-sight (LOS) transmission and less interference.
To determine whether TV white spaces can be used for backhaul, we need to compare the achievable capacity for each link with the demand for service in each square cell. Achievable capacity will be derived using FCC power limits 978-1-4244-5638-3/10/$26.00 ©2010 IEEE and widely accepted propagation models. Traffic demand per cell will be derived using a Cisco data traffic survey [9] .
If the deliverable capacity is less than the demand in any area, connectivity cannot be provided by utilizing the white spaces and fiber would be needed instead. Interestingly, the areas in which fiber would be needed are found here to be those already provided with wired service. We also find, as we will show, that in the vast majority of cells in New Jersey, the deliverable capacity is greater than the likely demand.
A major step towards finding the achievable rates is to map the allowed channels to New Jersey's geography, in order to calculate the available bandwidth per cell-to-cell link. We do that next.
Other than a list of allowed channels for secondary transmission, the FCC has set a protected radius (r p ) around each licensed TV tower in which no secondary transmission is allowed. On top of that, for fixed devices (base-stations or towers), co-channel or even adjacent-channel transmission is not allowed. Also, to compensate for the interference introduced by the secondary radio towers, FCC has set an extension to the protected radius for co-channel transmission as well as adjacent channel transmission. Figure 2 shows the protected radius, the additional separation radius and the noise limited radius around a TV tower in comparison with a secondary antenna and its presumed coverage.
In order to build up a database of available channels per square cell in New Jersey, we used Google maps and implemented all FCC restrictions on all TV towers in New Jersey along with all TV towers in New York, Pennsylvania and Delaware which had coverage extending into New Jersey [10] . We include these three states because a given TV tower's coverage can span up to 100 km, which can limit use of the same channel in a neighboring state.
After mapping these rules for all allowed UHF channels (i.e. channels available from channel 14 to 51, as shown in Table  I ) to our grid, we have the available channels per square cell. Figure 3 illustrates a geographical map of available channels for fixed TVBDs, where the degree of shading indicates the number of channels available. In this case, the minimum number of available channels is 7 and the maximum is 31. This would mean that at every point in New Jersey as least 42 MHz of bandwidth (7 channels of 6-MHz bandwidth) is available for unlicensed use. Also note that for this exercise, only full-power TV stations have been considered and inclusion of low-power TV, PLRMS/CMRS and other licensed services would slightly reduce the channel availability in some localities. Nevertheless, the number of available channels from our calculations is comparable to those obtained using online databases such as [11] and [12] .
III. WIRELESS MICROPHONES Any scheme for using white spaces, including the one proposed here, must be able to sense wireless microphones (WMs) and shut down transmission in TV channels where they are detected. The operative definition of 'detected' is that the received power is measured to be at or above -114 dBm when using an isotropic antenna mounted 10 m or higher above ground. For our system in New Jersey, we assume an antenna height 30 m above ground and make a first-order (conservative) calculation of the number of detectable WMs per radio tower. 978-1-4244-5638-3/10/$26.00 ©2010 IEEE A typical WM transmits at a power of 50 mW (17 dBm), so a path loss above 131 dB would yield received WM signals below threshold. To estimate path loss vs. distance, we use Hata's Suburban model [13] in the UHF band, and we add 10 dB for transmission loss into buildings, a very conservative increment according to most reports (cf. [14] ). The result is that ground-level WMs inside buildings would be detectable within a 1-mile radius around our radio towers. The radius would be even smaller using Hata's Urban model and/or a higher (and more likely) transmission loss into buildings.
Next, we estimate the expected number of WMs in a 1-mile radius, i.e., within an area of 3.14 square miles, in New Jersey. According to [15] and [16] , there are about 2500 schools and 4500 churches in the state, and these are assumed here to be the dominant WM users. Given a total area of 7836 square miles, this translates to averages of 1 school and 1.8 churches per 1-mile radius. Thus, at most three 6-MHz channels might require shutdown in a typical cell at a given time, which is small compared to the number of channels available per cell (7-31, as noted above).
Several additional ameliorating factors can be noted. First, the affected WMs in a given cell may congregate in one or two channels rather than three; second, data on school and church locations could be used to advantageously tailor the positions of radio towers; third, the focus of our study is rural areas, where the densities of schools and churches may be below the average; fourth, peak-hour usages of WMs in schools and churches (daytimes and evenings, respectively) differs from those for internet users (9 pm -1 am [9] ), thus reducing the 'duty cycle' of channel shutdowns needed to protect WMs. We conclude that the unavailability of channels due to WMs would have a minor impact on the performance of our proposed system.
Aside from meeting FCC requirements, we believe that our system would pose little potential danger to WM usage. This is because of the height, directionality and fixed positions of the radio tower antennas, and the fact that most WMs would be near the ground. A more detailed study would be needed to confirm this result or to engineer around potential problems. At this stage, however, ignoring channel shutdowns due to WMs seems to be a reasonable working assumption.
IV. ACHIEVABLE CAPACITY CALCULATIONS
In order to compute the achievable capacity, we assume that all TV white space transmitters (towers) have the ability to execute perfect spectrum sensing and avoid causing any interference to any of the primary (protected) devices using this spectrum. We calculate the achievable capacity based on the available bandwidth and spectrum efficiency achieved by these TV white space transmissions. The available bandwidth was described in Section II. For determining the spectral efficiency, we need the received signal-to-noise ratio (SNR) of the TV white space transmission. The SNR at the receiving antenna depends on the transmission power, path loss and noise. The transmission power for fixed devices has been limited by the FCC to 4 watts (6 dBW) and noise consists of thermal noise augmented by the receiver noise figure, assumed here to be 10 dB.
Path loss: To determine the path loss in our 5-mile LOS links, we use the ITU Terrain Propagation Model [17] . This model is ideal for LOS transmissions with regular obstructions on the path. Under this model the median path loss (P L 50% ) is given by
where FSL is the free-space path loss given as F SL = 20 log 10 d + 20 log 10 1000f + 32.44 dB.
The inter-terminal distance d is in km, the frequency f is in GHz, and A d is the excess path loss above and beyond freespace loss. It is based on the antenna height, the obstruction height and the link distance, and is given by
where h is the height difference between the most significant path blockage and the line-of-sight path between the transmitter and the receiver; and F 1 is the radius of the first Fresnel zone given by
where d is in km and f is in GHz. Note that the obstruction is considered to be at the mid-point between the two antennas.
To be on the conservative side, we add a dB term to the path loss to account for random variations about the ITU prediction; and we model this term as a Gaussian variate of zero mean and standard deviation σ . Also, to be conservative, we assume the random variation term is at its 99% value on all links (only 1% of all links have a greater value), in which case we can write the path loss on every link as
SNR and Spectral efficiency: The received path loss can be written as
where P T is transmit power, B is bandwidth (6 MHz), kT is thermal noise density, and N F is the receiver noise figure (10 dB). The theoretical upperbound, η, on spectral efficiency is given by η = log 2 (1 + 10
bps/Hz.
The parameters used for our analysis are given in Table  II . Note that we consider two different values for obstruction height; this is due to different structure heights in cities and is based on population. In our model, we have assumed 15 m obstruction heights (5-story buildings) for sparsely populated areas, and 30 m heights (10-story buildings) for densely populated areas. Also, note that some parameters in Table II 978-1-4244-5638-3/10/$26.00 ©2010 IEEE Figure (N F ) 10 dB Shadowing margin (σ) 3 dB are specified by the FCC and others are typical numbers used in similar studies.
The effect of obstruction height on path loss in the ITU model is illustrated in Fig. 4 , which plots SNR vs. obstruction height for different frequencies. Now, for the two different obstruction heights, we can compute the SNRs and the corresponding spectral efficiencies as follows:
bps/Hz
To determine where to assume a sparse population and where to assume a dense one we estimated the population for each cell based on US Census 2000 data for population density in New Jersey [18] . The shadings of Fig. 5 indicate the population distribution of New Jersey based on our grid. Frequency planning: Most available channels are similar in neighboring cells. Thus, when using same channels in neighboring cells, we will have co-channel interference problems. In an array of cells, frequency planning would insure that the receiving terminal in a link receives a relatively higher signal power from its corresponding transmitter rather than any other neighboring transmitter. In other words, in Fig. 6 , if cell 1 is transmitting to cell 2 in a certain channel, cell 2 cannot use that channel to transmit to cell 3. To guarantee this, cells 1 and 2 should transmit on different channels. For example, with a frequency reuse factor of 2, cells 1 and 3 would both use frequency f a but not f b , and cells 2 and 4 would both use frequency f b but not f a . Note that cell 4 will receive signals from cells 1 and 3, though the latter signal will be stronger by about 14.5 dB (see lower part of Fig. 6 , which shows the decay of the received SNR with distance, using our path loss model).
To alleviate co-channel interference (e.g., the interference to the cell 4 receiver from the cell 1 transmitter), we can assume that each tower has a second receive antenna, used to effect interference cancellation. Alternatively, we can assume a larger reuse factor (3 or higher), at a cost in capacity. In our calculations here, we will assume that a second receive antenna 978-1-4244-5638-3/10/$26.00 ©2010 IEEE is used to cancel interference, and that the reuse factor is 2. Under these assumptions, we can construct a database for the maximum deliverable rate from each cell.
V. DEMAND
To characterize the internet traffic demand in each location in New Jersey, we use a Cisco survey on internet traffic [9] . This survey says that an average broadband connection generates 11.4 GB traffic per month (375 MB per day per connection). In peak hours generated traffic is 18 MB per connection per hour in comparison to nonpeak hours in which generated traffic in 15 MB per connection per hour. In addition, Cisco has estimated that peak internet traffic may grow seven-fold by 2013, compared to a five-fold increase of average Internet traffic.
In our model, we used this information to estimate a futuristic demand. We take into consideration two parameters: usage per household and simultaneous active users.
Usage per household:
We have the Year 2000 population data for each cell of the grid shown for New Jersey. The average population per household in the US is 2.48 [19], which we round up to 3. Also, 74.2% of people in the US have internet access [20] . From these estimates, we can estimate the number of internet clients in each cell. In making this calculation, we assume a current peak traffic of 18 MB/hour, with a potential future growth in traffic by factors of 5, 7 and 10 (corresponding to 90, 126 and 180 MB/hour in the future). Active users: We parameterize the percentage of active households for any given time and take 10%, 30% and 50% active households as three different scenarios.
Based on these two parameters, we can construct a database, consisting of the demand for different hourly traffics and different active user percentages for each cell.
VI. FEASIBILITY OF A BACKHAUL NETWORK IN NEW JERSEY
A comparison of achievable rates and demand per cell lead us to some findings on the feasibility of our proposed backhaul system. If the achievable capacity is less than demand in a given cell, fiber would be needed. Otherwise, radio towers and TV white spaces could be used to transfer traffic between neighboring cells. Table III shows the number of cells (out of a total of 307 cells) that would need fiber connectivity to its neighbors, under our study assumptions. Also, Fig. 7 illustrates the geographical distribution of these cells on a New Jersey map, assuming 30% simultaneous active users.
Note that most places that cannot be supported by using radio towers and white spaces are in the New York or Philadelphia metropolitan areas. It is safe to assume, therefore, 
VII. CONCLUSION
In this paper, we have proposed to utilize white spaces for a backhaul network for internet traffic based on existing FCC restrictions. Using the available white spaces in the UHF channels for fixed TVBDs and backhaul traffic demands in New Jersey for our case study, we have evaluated the feasibility of such backhauling and have presented a methodology that can be used for other areas as well. Our results show that the TV white spaces can be an effective medium for radio backhaul as an alternative to the costly laying of optical fiber.
Most parameters used in our calculations are conservative, with results that are correspondingly pessimistic. Under these conservative assumptions, and for the most extreme conditions considered, only 50% of New Jersey cannot be covered using radio towers and TV white spaces. This is a very satisfying result, leading to a positive finding for the proposed backhaul concept. Further, any future relaxation of the FCC rules for white space transmission will only enhance the performance of such wireless backhauling. In addition, the methodology used here can be transported to other cases (e.g., other states) to see if the same concept can be beneficially applied elsewhere.
The next round of investigation should go deeper into the issue of wireless microphones, and also examine the cost issues in detail to estimate how much the proposed system could save. Another issue, not addressed in this initial study, is the potential for conflict with other secondary users of the white spaces.
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