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A Distributionally Robust Approach to Fair Classification
BAHAR TASKESEN, VIET ANH NGUYEN, DANIEL KUHN, JOSE BLANCHET
Abstract. We propose a distributionally robust logistic regression model with an unfairness penalty that
prevents discrimination with respect to sensitive attributes such as gender or ethnicity. This model is equiva-
lent to a tractable convex optimization problem if a Wasserstein ball centered at the empirical distribution on
the training data is used to model distributional uncertainty and if a new convex unfairness measure is used
to incentivize equalized opportunities. We demonstrate that the resulting classifier improves fairness at a
marginal loss of predictive accuracy on both synthetic and real datasets. We also derive linear programming-
based confidence bounds on the level of unfairness of any pre-trained classifier by leveraging techniques from
optimal uncertainty quantification over Wasserstein balls.
1. Introduction
Machine learning algorithms are increasingly used to support human decision-making in sensitive domains
and may impact, for example, which individuals will receive jobs, loans, medication, bail or parole. There
are several reasons to believe that algorithms will make better decisions than human beings because they
are capable of handling much more data than any human may grasp and because they can perform complex
computations much faster than humans. In addition, human decisions are often subjective and prone to
biases.
Although algorithmic decision processes are arguably efficient and make good use of all available data,
they are not always as objective as one would expect. For example, recent studies have revealed that an
algorithm used by the United States criminal justice system had falsely predicted that African Americans
are twice as likely to engage in criminality as white Americans [11, 51]. Also, it was recently discovered that
a hiring system used by Amazon AI was discriminating against female candidates for software development
and technical positions [14]. In addition, it was shown that Google’s ad-targeting algorithm had proposed
higher-paying executive jobs more often to men than to women [15].
There are several possible explanations for biased behaviour of machine learning algorithms. First, the
training data could already be corrupted by human biases due to biased device measurements or historically
biased human decisions, amongst others. Machine learning algorithms are designed to learn and preserve
these biases [9, 46]. Second, minimizing the average prediction error privileges the majority populations over
the minorities. Third, sensitive attributes can have an implicit detrimental effect on the decision making
process even if they are not explicitly represented in the training data. Sensitive attributes are any attributes
such as the race, gender or age of a person that distinguish privileged from unprivileged individuals. It
is often illegal to use these sensitive attributes for decision making. Thus, a naïve approach to mitigate
algorithmic biases would be to remove all sensitive information from the training data. This leads to fairness
through unawareness. However, sensitive attributes are often correlated to other attributes that seem less
problematic (such as a person’s hair length or skin pigmentation), and this enables algorithms to make unfair
recommendations based on predictions of the sensitive attributes. Ultimately, this results in an implicit use
of the sensitive attributes under the guise of fairness [2, 5, 39, 43].
The authors are with the Risk Analytics and Optimization Chair, EPFL, Switzerland (bahar.taskesen,
daniel.kuhn@epfl.ch) and the Department of Management Science and Engineering, Stanford University (viet-anh.nguyen,
jose.blanchet@stanford.edu).
1
ar
X
iv
:2
00
7.
09
53
0v
1 
 [c
s.L
G]
  1
8 J
ul 
20
20
A DISTRIBUTIONALLY ROBUST APPROACH TO FAIR CLASSIFICATION 2
The scientific community has spent substantial efforts to establish mathematical definitions of algorithmic
fairness and to ensure that machine learning models are actually fair in the sense of these definitions. In the
following, we explain some of the most popular fairness definitions in the context of binary classification and
identify without loss of generality the positive outcome with the “advantaged” outcome, such as “admission
to a college” or “receiving a promotion.” Demographic parity [18] requires the likelihood of a positive outcome
(e.g., a person being hired) to be the same regardless of whether the person is in the protected (e.g., female)
group or not. Equalized odds [30], which is also referred to as disparate treatment [67], requires the probability
of a person in the positive class being correctly classified and the probability of a person in a negative class
being misclassified should both be the same for persons in the privileged and unprivileged groups. Equalized
opportunities [30] can be viewed as a relaxation of the equalized odds criterion as it requires non-discrimination
only within the privileged group. Hence, equalized opportunities requires the true positive rates to be equal
in the privileged and unprivileged groups. Other notions of fairness include the disparate impact [22] and
disparate mistreatment [67] criteria. The central idea behind any notion of fairness is to require the decisions of
a classifier to be balanced among the privileged and unprivileged groups and label sets. For a comprehensive
survey and further discussions of fairness in machine learning we refer to [4, 12, 13, 48].
Logistic regression is one of the most popular classification methods [32]. Its objective is to establish a
probabilistic relationship between a random feature vector X ∈ X = Rp and a random binary explanatory
variable Y ∈ Y = {0, 1}. We assume here that there is a single sensitive attribute A ∈ A = {0, 1}, which is also
random and is not contained in the feature vector X, and we consider the privileged learning setting [61, 55],
where the sensitive information is only available at the training stage but not at the testing stage. Note that
predicting Y from X ensures fairness through unawareness. In the remainder, we denote by {(xˆi, aˆi, yˆi)}Ni=1
a finite set of training samples that are drawn independently from the probability distribution P of the joint
random vector (X,A, Y ). In logistic regression, the conditional probability P[Y = 1|X = x] is modeled as the
sigmoidal hypothesis
hβ(x) = [1 + exp(−β>x)]−1,
where the weight vector β ∈ Rp constitutes an unknown regression parameter. Classical logistic regression
determines β by solving the tractable convex optimization problem
min
β
1
N
N∑
i=1
`β(xˆi, yˆi), `β(x, y) = −y log(hβ(x))− (1− y) log(1− hβ(x)) (1.1)
which minimizes the empirical log-loss, that is, the negative log-likelihood function of the training data. To
make logistic regression fair, we will include an unfairness measure in problem (1.1). Specifically, we will
either include a fairness constraint that requires the unfairness measure to fall below a given threshold, or
we will include the unfairness measure as a penalty term in the objective function. As it is not possible to
satisfy multiple notions of fairness simultaneously [4, 40], we focus on unfairness measures related to equalized
opportunities. However, our method is general enough to cater for other notions of fairness.
Definition 1.1 (Unfairness measure). If f : [0, 1] → R is measurable, then the unfairness of a hypothesis
h : X → [0, 1] with respect to f under a distribution Q of (X,A, Y ) is
Uf (Q, h) =
∣∣EQ[f(h(X))|A = 1, Y = 1]− EQ[f(h(X))|A = 0, Y = 1]∣∣.
The larger Uf (Q, h), the more unfair is the hypothesis h, and if Uf (Q, h) = 0, then the hypothesis is
maximally fair. Different choices of f induce different notions of fairness. If f(z) = 1{z≥τ}, then Uf (Q, h) = 0
means that h is fair in view of the equalized opportunities criterion [30]. Here, τ ∈ [0, 1] is the classification
threshold. If f(z) = z, then Uf (Q, h) = 0 means that the hypothesis h is fair in view of the probabilistic
equalized opportunities criterion for probabilistic classifiers [53].
It is well known that increasing the fairness of an algorithm typically reduces its accuracy [23, 43, 49].
This prompts us to introduce an ideal fair logistic regression model
min
β
EP[−Y log(hβ(X))− (1− Y ) log(1− hβ(X))] + ηUf (P, hβ), (1.2)
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where η ∈ R+ is a tuning parameter that balances the trade-off between accuracy and fairness. Unfortunately,
problem (1.2) is difficult to solve for several reasons. If f(z) = 1{z≥τ}, then the unfairness measure Uf (P, hβ)
is discontinuous in β, and if f(z) = z, then Uf (P, hβ)—though smooth—is still non-convex in β. In both
cases, it seems difficult to solve (1.2) to global optimality. In addition, the distribution P is unknown and only
indirectly observable through theN independent training samples. Thus, an important input for problem (1.2)
is unavailable in practice. The latter shortcoming could be addressed by simply replacing the unknown true
distribution P in (1.2) with the empirical distribution PˆN , which is defined as the discrete uniform distribution
on the N training samples. However, this naïve approach could result in over-fitting and yield classifiers with
a poor out-of-sample performance (both in terms of accuracy and fairness) if N is small relative to p.
The concerns over poor out-of-sample performance prompt us to pursue a distributionally robust approach,
whereby the objective function in (1.2) is minimized in view of the most adverse distribution Q within some
ambiguity set that reflects all available distributional information. The ambiguity set could be characterized
through moment and support information [16, 28, 63], or it could be defined as a ball around PˆN with respect
to a distance measure for distributions such as the Prohorov metric [21] or the Kullback-Leibler divergence
[33]. Due to its attractive measure concentration properties, we use here the Wasserstein metric to construct
ambiguity sets [41, 50, 52]. Moreover, Wasserstein distributional robustness offers probabilistic interpretations
for popular regularization techniques [6, 25, 58, 59].
The main contributions of this paper can be summarized as follows.
(1) Log-probabilistic equalized opportunities: We propose a new unfairness measure and the correspond-
ing fairness criterion, termed log-probabilistic equalized opportunities, which approximates the probabilis-
tic equalized opportunities criterion. We then prove that the empirical (i.e., P = PˆN ) fair logistic regression
model (1.2) with the new unfairness measure is equivalent to a tractable convex program.
(2) Distributionally robust fair logistic regression: We robustify the fair logistic regression model
against all distributions in a Wasserstein ball centered at PˆN , and we prove that this model is still
equivalent to a tractable convex program if unfairness is quantified under the log-probabilistic equalized
opportunities criterion. Experiments suggest that the resulting classifiers improve fairness at a marginal
loss of accuracy.
(3) Unfairness quantification: Using similar techniques from Wasserstein distributionally robust optimiza-
tion, we develop two highly tractable linear programs whose optimal values provide confidence bounds on
the unfairness of any fixed classifier with respect to the (classical) probabilistic equalized opportunities
criterion. We also devise a hypothesis test that checks whether a given classifier is fair in view of equalized
opportunities.
The existing literature on algorithmic fairness can be subdivided into three categories. Papers in the
first category propose to pre-process the training data before solving a plain-vanilla classification problem
[10, 29, 22, 35, 44, 57, 69]. Papers in the second category enforce fairness during the training step by
appending fairness constraints to the classification problem [17, 49, 64, 67, 68], by including regularization
terms that penalize discrimination [1, 34, 36, 37] or by (approximately) penalizing any mismatches between
the true positive rates and the false negative rates across different groups [3]. Several other papers in this
category propose adversarial approaches to algorithmic fairness [20, 27, 31, 38, 45, 56, 66, 70]. Papers in the
third category modify a pre-trained classifier in order to increase its fairness properties while preserving its
classification performance as much as possible [13, 19, 30, 49].
The method proposed here can be viewed as an adversarial approach pertaining to the second category.
There are only few other papers that study fairness from a distributionally robust perspective. A classification
model with fairness constraints embedded in the ambiguity set is proposed in [56], a repeated loss minimization
model with a χ2-divergence ambiguity set is considered in [31] and robust fairness constraints based on a total
variation ambiguity set that captures noisy protected group information is described in [62]. In addition, a
fair distributionally robust classification model with a Wasserstein ambiguity set is studied in [66], but this
model deals with individual fairness and does not admit a tractable convex reformulation. In contrast, we
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consider marginally constrained Wasserstein ambiguity sets to enforce a notion of group fairness and provide
a tractable convex reformulation.
2. Fair Logistic Regression
Recall that the fair logistic regression model (1.2) is non-convex if f(z) = 1{z≥τ}, which induces equalized
opportunities, or if f(z) = z, which induces probabilistic equalized opportunities. In order to convexify (1.2),
we thus propose a new unfairness measure corresponding to f(z) = 1 + log(z), and we refer to the fairness
criterion induced by the condition Uf (Q, h) = 0 as log-probabilistic equalized opportunities. A classifier is
fair in view of this criterion if the expected log-probability of a person in the positive class being correctly
classified is the same for persons in the privileged and unprivileged groups. We also note that the log-
probability function f(hβ(x)) = 1 − log(1 + exp(−β>x)) can be viewed as a concave approximation of the
sigmoid function hβ(x). Concave (or convex) approximations of non-convex functions are routinely used in
machine learning and arise, for example, when one replaces a non-convex loss function (such as the zero-one
loss) with a convex surrogate loss function (such as the hinge loss or the log-loss) or when one replaces a
non-convex risk measure (such as the value-at-risk) with a convex one (such as the conditional value-at-risk).
We now denote by pˆay = PˆN (A = a, Y = y) the empirical proportion of people with attribute a ∈ A in
class y ∈ Y, and we define ra = 1/pˆa1 for all a ∈ A. Using this notation, we can prove that the logistic
regression model (1.2) with the log-probabilistic equalized opportunities unfairness measure is tractable under
the empirical distribution for all sufficiently small η.
Theorem 2.1 (Fair logistic regression). If f(z) = log(z), η ≤ min {pˆ11, pˆ01} and P = PˆN , then problem (1.2)
is equivalent to the tractable convex program
min
β∈Rp,t∈R
t
s.t. EPˆN [`β(X,Y ) + ηr1 log(hβ(X))1(1,1)(A, Y )− ηr0 log(hβ(X))1(0,1)(A, Y )] ≤ t
EPˆN [`β(X,Y ) + ηr0 log(hβ(X))1(0,1)(A, Y )− ηr1 log(hβ(X))1(1,1)(A, Y )] ≤ t,
where the expectation under PˆN is a finite sum.
3. Distributionally Robust Fair Logistic Regression
Approximating the unknown data-generating distribution P with the empirical distribution PˆN may result
in overfitting. Following [6, 25, 58, 59], we thus regularize the nominal classification problem under PˆN by
robustifying it against all distributions in a Wasserstein ball around PˆN that contains the unknown true
distribution P with high confidence.
Definition 3.1 (Wasserstein distance). The type-1 Wasserstein distance between two probability distributions
Q1 and Q2 of a random vector ξ ∈ Rn is defined as
W(Q1,Q2) = inf
pi∈Π(Q1,Q2)
Epi[c(ξ1, ξ2)], (3.1)
where Π(Q1,Q2) denotes the set of all joint distributions of the random vectors ξ1 ∈ Rn and ξ2 ∈ Rn under
which ξ1 and ξ2 have marginal distributions Q1 and Q2, respectively, and where c : Rn × Rn → [0,∞]
constitutes a lower semi-continuous ground metric.
When computing Wasserstein distances between distributions on X ×A× Y, we will use
c
(
(x, a, y), (x′, a′, y′)
)
= ‖x− x′‖+ κA|a− a′|+ κY |y − y′| (3.2)
as the ground metric, where ‖ · ‖ is a norm on Rp and κA, κY ∈ (0,∞]. Using the Wasserstein distance with
the ground metric (3.2), we define the ambiguity set Bρ(PˆN ) as the Wasserstein ball of radius ρ ≥ 0 around
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the empirical distribution PˆN , intersected with the set of all distributions under which the marginal of (A, Y )
matches the empirical marginal. Thus,
Bρ(PˆN ) =
{
Q ∈M :W(Q, PˆN ) ≤ ρ, Q(A = a, Y = y) = pˆay ∀a ∈ A, y ∈ Y
}
,
where M stands for the set of all possible distributions on X × A × Y. Note that Bρ(PˆN ) is non-empty
as it contains at least PˆN . Note also that all distributions in Bρ(PˆN ) can be obtained by reshaping PˆN at
a transportation cost of at most ρ. The parameter κA represents the transportation cost of changing the
sensitive attribute from A to 1 − A, and thus it can be viewed as our trust in A. A similar interpretation
applies to κY . We can now formally introduce the distributionally robust fair logistic regression model
min
β
sup
Q∈Bρ(PˆN )
EQ[−Y log(hβ(X))− (1− Y ) log(1− hβ(X))] + ηUf (Q, hβ), (3.3)
which minimizes a combination of the expected log-loss and some unfairness measure under the most adverse
distribution in Bρ(PˆN ). Wasserstein ambiguity sets with marginal constraints were first studied in [24],
where it was found that restricting the marginals of the outputs and/or the features eliminates unrealistic
data distributions from the ambiguity set and often improves the performance of the resulting classifiers
while maintaining strong robustness guarantees. We are now ready to prove that (3.3) is tractable if the
log-probabilistic equalized opportunities unfairness measure is used and if η is sufficiently small.
Theorem 3.2 (Distributionally robust fair logistic regression). If f(z) = log(z) and η ≤ min{pˆ11, pˆ01}, then
problem (3.3) is equivalent to the tractable convex program
min t
s.t. β ∈ Rp, t ∈ R, λ0, λ1 ∈ R+, µ0, µ1 ∈ R|A|×|Y|, ν0, ν1 ∈ RN
‖β‖∗(1 + ηr0) ≤ λ1, ‖β‖∗(1 + ηr1) ≤ λ0
ρλa′ +
∑
a∈A, y∈Y
pˆay µa′ay + 1N
N∑
i=1
νa′i ≤ t ∀a′ ∈ {0, 1}
log(hβ(−xˆi)) + κA|a− aˆi|λa + κY |yˆi|λa + µaa0 + νai ≥ 0
log(hβ(−xˆi)) + κA|a′ − aˆi|λa + κY |yˆi|λa + µaa′0 + νai ≥ 0
(1− ηra) log(hβ(xˆi)) + κA|a− aˆi|λa + κY |1− yˆi|λa + µaa1 + νai ≥ 0
(1 + ηra′) log(hβ(xˆi)) + κA|a′ − aˆi|λa + κY |1− yˆi|λa + µaa′1 + νai ≥ 0

∀i ∈ [N ],
∀a, a′ ∈ A :
a′ = 1− a,
where ‖ · ‖∗ represents the norm dual to ‖ · ‖ on Rp.
Note that the assumption on η implies that ηra = η/pˆa1 ≤ 1 for all a ∈ A, and thus it is easy to verify that
the reformulation of Theorem 3.2 is indeed convex. For many commonly used norms, this reformulation can
be addressed with an exponential cone solver such as MOSEK. Alternatively, one may develop customized
first-order methods by adapting the algoritghm proposed in [42] to account for an unfairness measure in the
objective.
4. Unfairness Quantification
A regulator may find it difficult to decide whether or not a given classifier is susceptible to discrimination
because this decision may critically dependent on the test data at hand. As a remedy, we develop here a
method for quantifying the unfairness of a pre-trained probabilistic classifier h under perturbations of the
test distribution, and we propose a systematic approach to decide whether this classifier is fair or not. To this
end, we first define the worst (highest) and best (lowest) possible unfairness levels of the classifier h across
all distributions in a Wasserstein ambiguity set of the form Bρ(PˆN ) as
Uf = supQ∈Bρ(PˆN )Uf (Q, h) and Uf = infQ∈Bρ(PˆN )Uf (Q, h),
respectively. Here, by slight abuse of notation, PˆN should be interpreted as the discrete uniform distribution
on N test samples {(xˆi, aˆi, yˆi)}Ni=1 drawn independently from P.
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The first main result of this section is to show that both Uf and Uf can be re-expressed in terms of
the optimal values of two highly scalable linear programs when f(z) = 1{z≥τ}, that is, when unfairness is
measured with respect to the standard equalized opportunities criterion. Thus, there is no need to resort to
approximations involving log-probabilities.
To see this, we define X0 = {x ∈ X : h(x) < τ} and X1 = {x ∈ X : h(x) ≥ τ}, and we set
V(a, a′) = sup
Q∈Bρ(PˆN )
Q[X ∈ X1|A = a, Y = 1]−Q[X ∈ X1|A = a′, Y = 1] ∀a, a′ ∈ A. (4.1)
In addition, we define dyi = infx∈Xy ‖x− xˆi‖ for all y ∈ Y and i ∈ [N ] as the distances of the testing features
xˆi to the sets Xy. Our ability to quantify the fairness of h will critically depend on whether dyi can be
computed efficiently. For linear classifiers the sets X1 and X0 constitute half-spaces, and therefore dyi can be
computed in closed form. For more complicated classifiers such as neural networks, however, one may have
to resort to heuristics to estimate dyi. Using this notation, we can state the following main result.
Theorem 4.1 (Unfairness quantification). If f(z) = 1{z≥τ}, then we obtain Uf = max{V(1, 0),V(0, 1)} and
Uf = −min{0,V(1, 0),V(0, 1)}, where V(a, a′) can be computed for all a, a′ ∈ A with a 6= a′ as the optimal
value of a tractable linear program, that is,
V(a, a′) =

min ρλ+ pˆ>µ+N−11>ν
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
νi + κA|a− aˆi|λ+ κY |yˆi|λ+ µa0 ≥ 0
νi + κA|a′ − aˆi|λ+ κY |yˆi|λ+ µa′0 ≥ 0
νi + κA|a− aˆi|λ+ κY |1− yˆi|λ+ µa1 ≥ 0
νi + d1iλ+ κA|a− aˆi|λ+ κY |1− yˆi|λ+ µa1 ≥ ra
νi + d0iλ+ κA|a′ − aˆi|λ+ κY |1− yˆi|λ+ µa′1 ≥ 0
νi + κA|a′ − aˆi|λ+ κY |1− yˆi|λ+ µa′1 ≥ −ra′

∀i ∈ [N ].
The bounds on the unfairness measure related to equalized opportunities can be computed even faster if we
have absolute trust in A and Y , that is, if κA = κY =∞. To see this, we select xˆ?i ∈ arg minxi∈∂X1 ‖xi − xˆi‖
and we assume for the simplicity of exposition that ‖xˆi − xˆ?i ‖ > 0 for all i ∈ [N ]. We define non-negative
rewards and weights through
(caa′i, waa′i) =

(ra, d1i) if xˆi ∈ int(X0), aˆi = a, yˆi = 1,
(ra′ , d0i) if xˆi ∈ int(X1), aˆi = a′, yˆi = 1,
(0,+∞) otherwise
for all a, a′ ∈ A and i ∈ [N ]. In addition, we introduce the notational shorthand
Vˆ(a, a′) = PˆN [X ∈ X1|A = a, Y = 1]− PˆN [X ∈ X1|A = a′, Y = 1] ∀a, a′ ∈ A,
which can be evaluated by computing a finite sum. We can then prove the following theorem.
Theorem 4.2 (Absolute trust in A and Y ). If f(z) = 1{z≥τ} and κA = κY =∞, then
V(a, a′) = Vˆ(a, a′) + max
z∈[0,1]N
 1N ∑
i∈[N ]
caa′izi :
1
N
∑
i∈[N ]
waa′izi ≤ ρ
 ∀a, a′ ∈ A. (4.2)
Theorem 4.2 asserts that evaluating V(a, a′) is tantamount to solving a continuous knapsack problem in
N variables, which can be solved by a greedy heuristics in time O(N logN).
It is instructive to study the worst- and best-case distributions that determine Uf and Uf . By Theorem 4.1,
these extremal distributions can be constructed from the extremal distributions that determine V(1, 0)
and V(0, 1). As the objective function of (4.1) represents a conditional expectation of a discontinuous in-
tegrand that fails to be upper semi-continuous, however, the supremum in (4.1) is not attained. We thus
construct suboptimal distributions that attain the supremum of (4.1) asymptotically. For linear classifiers,
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the projections xˆ?i of the test samples to the decision boundary may be constructed analytically. For more
sophisticated classifiers, however, they may have to be approximated using heuristic methods.
Proposition 4.3 (Extremal distributions). If f(z) = 1{z≥τ}, κA = κY = ∞ and z? is a maximizer of the
linear program in (4.2) for some fixed a, a′ ∈ A, then
Q? = 1
N
(∑N
i=1 z
?
i δ(xˆ?i ,aˆi,yˆi) +
∑N
i=1(1− z?i )δ(xˆi,aˆi,yˆi)
)
,
is feasible in (4.1), and for any ε > 0 there exists Q?ε ∈ Bε(Q?) that is ε-suboptimal in (4.1).
Note that Q? is in general strictly suboptimal in (4.1), but every neighborhood of Q? contains ε-suboptimal
distributions Q?ε for any ε > 0. In principle, Q?ε can be constructed explicitly from Q?. However, the
construction is cumbersome and therefore omitted.
The unfairness quantification procedure of this section can be used to devise a hypothesis test that checks
whether a given classifier h is fair with respect to the equalized opportunities criterion. By definition, h is
fair if Uf (P, h) = 0, where f(z) = 1{z≥τ} and P is the unknown true distribution of (X,A, Y ). If F = {Q ∈
M : Uf (Q, h) = 0} represents the family of all distributions under which h is fair, then testing for fairness
is equivalent to testing whether the true distribution P belongs to F . This can be expressed formally as a
hypothesis testing problem with the null hypothesis H0 : P 6∈ F and the alternative hypothesis H1 : P ∈ F .
Given the empirical distribution PˆN on the test data, the proposed hypothesis test rejects H0 whenever
ρˆ = infQ∈FW(PˆN ,Q) > s, where s represents a test statistic. The distance between PˆN and F can be
expressed as ρˆ = inf{ρ : infQ∈Bρ(PˆN )Uf (Q, h) = 0}, where the outer minimization problem can be solved
efficiently by bisection over ρ ≥ 0, while the inner unfairness quantification problem can be solved by the
linear programming techniques developed in this section. It remains to compute the test statistic s, which
could be obtained by a subsampling procedure [54]. We leave this for future research.
5. Numerical Experiments
Below we refer Uf (P, h) as the deterministic unfairness (Det-UNF) if f(z) = 1{z≥τ}, the probabilistic
unfairness (Prob-UNF) if f(z) = z and the log-probabilistic unfairness (LogProb-UNF) if f(z) = 1 + log(z).
Details regarding the setup of the experiments such as the data generation procedure and parameter selection
etc. are relegated to Appendix B.
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Figure 1. Classification boundaries
(top), Pareto Frontiers (bottom)
Synthetic Experiments. To show the effects of the unfairness
penalty and the robustification, we compare the classical, fair
and distributionally robust fair logistic regression models (LR,
FLR and DR-FLR, respectively) on a dataset with N = 25 train-
ing samples and p = 2 features. As the sensitive attribute A
strongly correlates with X1, fair classifiers assign low weight to
X1, which leads to horizontal decision boundaries. Penalizing un-
fairness with η = 0.1 and robustifying the model with a Wasser-
stein radius of ρ = 0.05 ostensibly increases the fairness of the
classifier, see Figure 1 (top). Compared to the LR classifier, the
DR-FLR classifier lowers Det-UNF from 0.86 to 0.58 at the ex-
pense of reducing the accuracy from 69% to 62%.
The fair logistic regression model (3.3) constitutes a bi-criteria
optimization problem that simulataneously minimizes the log-loss
and the log-probabilistic unfairness. It is thus reminiscent of the
Markowitz mean-variance model that seeks an optimal trade-off
between the risk and return of an investment portfolio. The opti-
mal classifers for different values of η trace out a Pareto frontier in
the unfairness/loss plane. Following [8], we can now distinguish
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Dataset Metric LR FLR DOB+[17] ZVRG [67] DR-FLR
Drug
Accuracy 0.78±0.01 0.78± 0.01 0.78± 0.01 0.79± 0.01 0.78± 0.00
Det-UNF 0.08± 0.06 0.08± 0.05 0.10± 0.09 0.48± 0.09 0.03± 0.05
Prob-UNF 0.08± 0.04 0.08± 0.04 - - 0.05± 0.02
LogProb-UNF 0.23± 0.19 0.24± 0.19 - - 0.15± 0.10
Adult
Accuracy 0.80±0.01 0.80± 0.01 0.78± 0.02 0.77± 0.01 0.79± 0.01
Det-UNF 0.08±0.05 0.06± 0.05 0.08± 0.08 0.10± 0.06 0.06± 0.04
Prob-UNF 0.17±0.07 0.12± 0.07 − − 0.12± 0.07
LogProb-UNF 0.98±0.55 0.64± 0.51 − − 0.56± 0.42
Compas
Accuracy 0.65±0.01 0.65± 0.02 0.58± 0.04 0.65± 0.01 0.58± 0.04
Det-UNF 0.25±0.03 0.24± 0.03 0.12± 0.07 0.22± 0.01 0.11± 0.07
Prob-UNF 0.12±0.02 0.11± 0.02 − − 0.02± 0.02
LogProb-UNF 0.28±0.07 0.24± 0.07 − − 0.06± 0.04
Arrhythmia
Accuracy 0.63±0.03 0.62± 0.03 0.61± 0.03 0.62± 0.03 0.61± 0.03
Det-UNF 0.17±0.08 0.12± 0.07 0.08± 0.06 0.23± 0.13 0.07± 0.06
Prob-UNF 0.10±0.05 0.06± 0.04 − − 0.03± 0.03
LogProb-UNF 0.21±0.10 0.14± 0.08 − − 0.07± 0.05
Table 1. Testing accuracy and unfairness (average ± standard deviation) for N = 150.
true, estimated and actual Pareto frontiers. The true frontier is
obtained by training and evaluating the classifier under the (unknown) true distribution, while the estimated
and actual frontiers are obtained by training the classifier on the training dataset and evaluating it on the
training and testing datasets, respectively. It is known that the estimated frontier optimistically underesti-
mates and the actual frontier pessimistically overestimates the true frontier on average [8]. It has also been
argued that robustifying a bi-criteria model tends to move the actual and estimated frontiers closer to each
other as well as closer to the true frontier [47], thus improving out-of-sample performance. Figure 1 (bottom)
visualizes this effect for a synthetic dataset, where the sensitive attributes correlate with the labels.
Experiments with Real Data. We now benchmark the LR, FLR and DR-FLR classifiers against fair clas-
sifiers proposed in [17] (DOB+) and [67] (ZVRG) on four publicly available datasets (Adult, Drug, COMPAS,
Arrhythmia1). While the Adult dataset comes with designated training and testing samples, in all other
datasets we randomly select 2/3 of the samples for training. Ultimately, the ratio of training samples to
features is of the order of 10 in all datasets.
To train the DR-FLR classifier, we draw 150 training samples and keep the others as validation samples.
We then set η = min{pˆ11, pˆ01}/2, κA = κY = 0.5 and tune ρ ∈ [10−5, 10−1]2 on a logarithmic search grid
with 50 discretization points using the validation procedure from [17]. Using these hyperparameters, we then
re-train the DR-FLR classifier on another set of 150 randomly drawn training samples. The DOB+ and ZVRG
classifiers are computed using the authors’ code. The accuracy and unfairness measures of all classifiers is
then evaluated on the testing data.
Table 1 suggests that the DR-FLR classifier performs favorably relative to its competitors in that it always
decreases LogProb-UNF substantially and often yields the lowest Det-UNF with only a moderate loss in
accuracy.
Worst-Case Distribution. Next, we visualize the extremal distribution Q? from Proposition 4.3 for 4 pre-
trained classifiers (classical logistic regression, support vector machine with RBF kernel, Gaussian processes
with RBF kernel, AdaBoost). Figure 2 illustrates which test samples are projected to the decision boundary
under the adversarial distribution Q? until the transportation budget corresponding to the Wasserstein radius
ρ is exhausted.
1 We only use the first 12 out of 278 non-sensitive features of the Arrhythmia dataset so that we can use the same search
grid for ρ across all datasets (in the other datasets p ranges from 5 to 12).
2After we obtain the logarithmic scale, we multiply the values by 5, and thus ρ ∈ [5.10−5, 5.10−1] at the end.
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A=0
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A=0
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A=0
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A=0
(a) Logistic Regression (b) SVM (RBF) (c) GP (RBF) (d) AdaBoost
Figure 2. Visualization of the extremal distribution Q? for different classifiers. The
red/blue background color represents the class partitions. The top row shows the test data,
and the bottom row (zoomed) shows how samples with z?i > 0 are moved to the decision
boundary.
Appendix
This appendix is organized as follows. Section A contains all proofs omitted from the main text, while
Section B provides detailed information on the numerical experiments and reports on additional numerical
experiments.
Appendix A. Proofs
We first describe a strong semi-infinite duality result that forms the basis for several proofs. To this end,
assume that φ : X ×A×Y → R is a Borel measurable loss function, and recall that pˆay = PˆN (A = a, Y = y)
for all a ∈ A and y ∈ Y. The semi-infinite program
sup
Q∈M
EQ[φ(X,A, Y )]
s.t. W(Q, PˆN ) ≤ ρ
Q(A = a, Y = y) = pˆay ∀a ∈ A, ∀y ∈ Y
(A.1)
thus evaluates the worst-case expected loss over all distributions in a Wasserstein ball of radius ρ ≥ 0 around
the discrete nominal distribution PˆN under which the marginal distributions of A and Y coincide with their
nominal marginal distributions. The following proposition generalizes existing strong duality results without
marginal distribution information [7, 26, 50, 71] and can be seen as a variant of [24, Theorem 2], which includes
information on the marginal distribution of features and outputs. The proposition can also be derived from
a general theory of moment problems [60, Section 3]. We omit the proof for brevity.
Proposition A.1 (Strong duality). If pˆay ∈ (0, 1) for all a ∈ A and y ∈ Y and if ρ > 0, then (A.1) admits
the strong semi-infinite dual
inf ρλ+
∑
a∈A
∑
y∈Y
pˆayµay +
1
N
N∑
i=1
νi
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
λ c
(
(xi, ai, yi), (xˆi, aˆi, yˆi)
)
+ µaiyi + νi ≥ φ(xi, ai, yi)
∀(xi, ai, yi) ∈ X ×A× Y, ∀i ∈ [N ].
(A.2)
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Also, if the supremum of (A.1) is finite, then the infimum of (A.2) is attained.
Corollary A.2 (Absolute trust in A and Y ). If pˆay ∈ (0, 1) for all a ∈ A and y ∈ Y and if ρ > 0 and
κA = κY =∞, then (A.1) admits the strong semi-infinite dual
inf ρλ+ 1N
∑N
i=1 νi
s.t. λ ∈ R+, ν ∈ RN
λ‖xi − xˆi‖+ νi ≥ φ(xi, aˆi, yˆi) ∀xi ∈ X , ∀i ∈ [N ].
(A.3)
Proof of Corollary A.2. When κA = κY = ∞, the left hand side of the i-th semi-infinite constraint in (A.2)
evaluates to∞ unless ai = aˆi and yi = yˆi. In this case, the constraint is trivially satisfied and can be omitted.
Furthermore, by definition of pˆay we have∑
a∈A
∑
y∈Y
pˆayµay =
1
N
N∑
i=1
µaˆiyˆi .
Consequently, problem in (A.2) reduces to
inf ρλ+ 1
N
N∑
i=1
µaˆiyˆi +
1
N
N∑
i=1
νi
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
λ ‖xi − xˆi‖+ µaˆiyˆi + νi ≥ φ(xi, aˆi, yˆi) ∀xi ∈ X , ∀i ∈ [N ].
(A.4)
We can further simplify problem (A.4) by applying the change of variables νi ←− µaˆiyˆi + νi, i ∈ [N ], which
yields the reformulation (A.3). This observation completes the proof. 
A.1. Proofs of Section 2
Proof of Theorem 2.1. We define the log-loss function through
`β(x, y) = −y log(hβ(x))− (1− y) log(1− hβ(x)) ∀x ∈ X , ∀y ∈ Y.
By introducing an auxiliary epigraphical variable, problem (1.2) can then be reformulated as
min
β,t
t
s.t. EP[`β(X,Y )] + ηUf (P, hβ) ≤ t.
(A.5)
As f(z) = log(z) and P = PˆN by assumption, the unfairness measure simplifies to
Uf (PˆN , hβ) = |EPˆN [log(hβ(X))|A = 1, Y = 1]− EPˆN [log(hβ(X))|A = 0, Y = 1]|.
By the definition of conditional expectations, we further have
EPˆN [log hβ(X)|A = a, Y = 1] =
EPˆN [log hβ(X)1{(a,1)}(A, Y )]
PˆN (A = a, Y = 1)
= ra EPˆN [log hβ(X)1{(a,1)}(A, Y )]
for all a ∈ A, where the second equality follows from the definition of ra. For any fixed a, a′ ∈ A with a 6= a′
and β ∈ Rp we then introduce the function
Tˆaa
′
β = EPˆN [`β(X,Y ) + ηra log(hβ(X))1{(a,1)}(A, Y )− ηra′ log(hβ(X))1{(a′,1)}(A, Y )].
By expanding the absolute value in the definition of Uf (PˆN , hβ), problem (A.5) simplifies to
min
β,t
t
s.t. Tˆ10β ≤ t, Tˆ01β ≤ t,
(A.6)
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which is manifestly equivalent to the optimization problem in the theorem statement. Note that by the
definition of the log-loss function, we obtain
Tˆaa
′
β = EPˆN [−Y log(hβ(X))− (1− Y ) log(1− hβ(X)) + ηra log(hβ(X))1{(a,1)}(A, Y )
− ηra′ log(hβ(X))1{(a′,1)}(A, Y )]
= − 1
N
( ∑
i∈[N ]:
yˆi=1
aˆi=a
(1−ηra) log(hβ(xˆi))+
∑
i∈[N ]:
yˆi=1
aˆi=a′
(ηra′ +1) log(hβ(xˆi))+
∑
i∈[N ]:
yˆi=0
log(1− hβ(xˆi))
)
,
where the second equality holds because the expectation under the empirical distribution PˆN can be expressed
as a finite sum, and terms can be grouped by the labels and the sensitive attributes of the training samples.
Thus, Tˆaa′β is convex in β for η ≤ min{pˆ11, pˆ01}, in which case problem (A.6) becomes a tractable convex
program. This concludes the proof. 
A.2. Proofs of Section 3
The proof of Theorem 3.2 relies on the following simple corollary of [59, Lemma 1].
Lemma A.3. If β ∈ Rp and γ ∈ R+, while gβ(x) = γ log(1 + exp(−〈β, x〉)) is a convex function of x ∈ Rp,
then we have
sup
x∈Rp
γgβ(x)− λ‖x− xˆ‖ =
{
γgβ(xˆ) if γ‖β‖∗ ≤ λ
+∞ otherwise
for all λ ∈ R++, where ‖ · ‖∗ represents the dual norm of ‖ · ‖.
Proof of Theorem 3.2. To simplify notation, we define the log-loss function as usual as
`β(x, y) = −y log hβ(x)− (1− y) log(1− hβ(x)) ∀x ∈ X , ∀y ∈ Y.
By introducing an auxiliary epigraphical variable, problem (3.3) can then be reformulated as
min
β,t
t
s.t. sup
Q∈Bρ(PˆN )
EQ[`β(X,Y )] + ηUf (Q, hβ) ≤ t. (A.7)
As f(z) = log(z) by assumption, the unfairness measure simplifies to
Uf (Q, hβ) = |EQ[log(hβ(X))|A = 1, Y = 1]− EQ[log(hβ(X))|A = 0, Y = 1]|.
By the definition of conditional expectations, we have for all Q ∈ Bρ(PˆN ) and a ∈ A that
EQ[log hβ(X)|A = a, Y = 1] =
EQ[log hβ(X)1{(a,1)}(A, Y )]
Q(A = a, Y = 1)
= raEQ[log hβ(X)1{(a,1)}(A, Y )],
where the second equality holds because Q(A = a, Y = 1) = pˆay = 1/ra for any Q ∈ Bρ(PˆN ). For any fixed
a, a′ ∈ A with a 6= a′ and β ∈ Rp we then introduce the function
φaa
′
β (x˜, a˜, y˜) = `β(x˜, y˜) + η ra log(hβ(x˜))1{(a,1)}(a˜, y˜)− η ra′ log(hβ(x˜))1{(a′,1)}(a˜, y˜)
of x˜ ∈ X , a˜ ∈ A and y˜ ∈ Y, and we define
Taa
′
β = sup
Q∈Bρ(PˆN )
EQ[φaa
′
β (X,A, Y )].
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The integrand φaa′β satisfies the linear growth condition of [65, Theorem 2.2], which guarantees that Taa
′
β is
finite. By using the above notational conventions and introducing an auxiliary epigraphical variable as in the
proof of Theorem 2.1, problem (A.7) is simplified to
min
β,t
t
s.t. T10β ≤ t, T01β ≤ t.
(A.8)
To convert problem (3.3) to a convex program, we need to simplify the constraints that involve Taa′β . To this
end, we may use Proposition A.1 to obtain
Taa
′
β =

min ρλ+
∑
a∈A
∑
y∈Y
pˆayµay +
1
N
N∑
i=1
νi
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
λ c
(
(xi, ai, yi), (xˆi, aˆi, yˆi)
)
+ µaiyi + νi ≥ φaa
′
β (xi, ai, yi)
∀(xi, ai, yi) ∈ X ×A× Y, ∀i ∈ [N ].
(A.9)
As Taa′β is finite, Proposition A.1 also ensures that the minimum of problem (A.9) is attained.
We now investigate the i-th semi-infinite constraint in (A.9) for a fixed ai and yi. Thanks to the additive
separability of the transportation cost, this constraint can be reformulated as
νi ≥ sup
xi∈X
{
φaa
′
β (xi, ai, yi)− λ‖xi − xˆi‖
}
− κA|ai − aˆi|λ− κY |yi − yˆi|λ− µaiyi (A.10)
If yi = 0 and ai ∈ A, then φaa′β (xi, ai, 0) = − log(1− hβ(xi)), and by Lemma A.3, we have
sup
xi∈X
{
φaa
′
β (xi, ai, 0)− λ‖xi − xˆi‖
}
= sup
xi∈X
− log(1− hβ(xi))− λ‖xi − xˆi‖
=
{
− log(1− hβ(xˆi)) if ‖β‖∗ ≤ λ,
+∞ otherwise,
which implies that the constraint (A.10) is equivalent to the inequalities
‖β‖∗ ≤ λ and νi ≥ − log(1− hβ(xˆi))− κA|ai − aˆi|λ− κY |yˆi|λ− µai0.
If ai = a and yi = 1, then φaa
′
β (xi, a, 1) = (ηra − 1) log(hβ(xi)), and by Lemma A.3, we have
sup
xi∈X
{
φaa
′
β (xi, a, 1)− λ‖xi − xˆi‖
}
=
{
(ηra − 1) log(hβ(xˆi)) if (1− ηra)‖β‖∗ ≤ λ,
+∞ otherwise,
which implies that the constraint (A.10) is equivalent to
(1− ηra)‖β‖∗ ≤ λ and νi ≥ (ηra − 1) log(hβ(xˆi))− κA|a− aˆi|λ− κY |1− yˆi|λ− µa1.
If ai = a′ and yi = 1, finally, then φaa
′
β (xi, a′, 1) = −(1 + ηra′) log(hβ(xi)), and we can use an analogous
argument involving Lemma A.3 to show that
sup
xi∈X
{
φaa
′
β (xi, a′, 1)− λ‖xi − xˆi‖
}
=
{
−(1 + η ra′) log(hβ(xˆi)) if (1 + η ra′)‖β‖∗ ≤ λ,
+∞ otherwise,
which implies that the constraint (A.10) is equivalent to
(1 + η ra′)‖β‖∗ ≤ λ and νi ≥ −(1 + η ra′) log(hβ(xˆi))− κA|a′ − aˆi|λ− κY |1− yˆi|λ− µa′1.
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Substituting the above reformulations of constraint (A.10) corresponding to all possible combinations of ai
and yi into (A.9) yields
Taa
′
β =

min ρλ+
∑
a∈A
∑
y∈Y
pˆayµay +
1
N
N∑
i=1
νi
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
‖β‖∗ ≤ λ, ‖β‖∗(1− ηra) ≤ λ, ‖β‖∗(1 + ηra′) ≤ λ
νi ≥ − log(1− hβ(xˆi))− κA|a− aˆi|λ− κY |yˆi|λ− µa0
νi ≥ − log(1− hβ(xˆi))− κA|a′ − aˆi|λ− κY |yˆi|λ− µa′0
νi ≥ (ηra − 1) log(hβ(xˆi))− κA|a− aˆi|λ− κY |1− yˆi|λ− µa1
νi ≥ −(1 + ηra′) log(hβ(xˆi))− κA|a′ − aˆi|λ− κY |1− yˆi|λ− µa′1
∀i ∈ [N ].
Note that the constraints ‖β‖∗ ≤ λ and ‖β‖∗(1− ηra) ≤ λ are redundant in view of the constraint ‖β‖∗(1 +
ηra′) ≤ λ. The claim then follows by substituting the dual reformulations for Taa′β into (A.8) and eliminating
the embedded minimization operators. 
A.3. Proofs of Section 4
Proof of Theorem 4.1. By the definition of V(a, a′) for a, a′ ∈ A, one readily verifies that the bounds on the
unfairness measure can be expressed as
Uf = max{V(1, 0),V(0, 1)} and Uf = max{0,−V(1, 0),−V(0, 1)}.
For any fixed a, a′ ∈ A with a 6= a′ we then introduce the function
φaa
′
(x˜, a˜, y˜) = ra1X1×{(a,1)}(x˜, a˜, y˜)− ra′1X1×{(a′,1)}(x˜, a˜, y˜),
which depens on x˜ ∈ X , a˜ ∈ A and y˜ ∈ Y, and which allows us to re-express V(a, a′) as
V(a, a′) =

sup
Q∈M
EQ[φaa
′(X,A, Y )]
s.t. W(Q, PˆN ) ≤ ρ
Q(A = a, Y = y) = pˆay ∀a ∈ A, ∀y ∈ Y.
Note that the function φaa′ is piecewise constant and thus bounded, which implies that V(a, a′) is finite. The
strong duality result from Proposition A.1 further implies that
V(a, a′) =

min ρλ+ pˆ>µ+ 1N 1>ν
s.t. λ ∈ R+, µ ∈ R4, ν ∈ RN
λc
(
(xi, ai, yi), (xˆi, aˆi, yˆi)
)
+ µaiyi + νi ≥ φaa
′(xi, ai, yi)
∀(xi, ai, yi) ∈ X ×A× Y, ∀i ∈ [N ].
(A.11)
Note that the minimum of problem (A.11) is attained because V(a, a′) is finite. By the definition of the
transportation cost, the i-th semi-infinite constraint in (A.11) can be expressed more explicitly as
νi ≥ sup
xi∈X
{
φaa
′
(xi, ai, yi)− λ‖xi − xˆi‖
}
− κA|ai − aˆi|λ− κY |yi − yˆi|λ− µaiyi
∀ai ∈ A, ∀yi ∈ Y.
(A.12)
If yi = 0 and ai ∈ A, then φaa′(xi, ai, 0) = 0, and thus (A.12) simplifies to
νi ≥ −κA|ai − aˆi|λ− κY |yˆi|λ− µai0 ∀ai ∈ A.
If ai = a and yi = 1, then φaa
′(xi, a, 1) = ra1X1(xi), and we have
sup
xi∈X
ra1X1(xi)− λ‖xi − xˆi‖ =
{
ra if xˆi ∈ X1
max{0, ra − λd1i} if xˆi 6∈ X1
= max{0, ra − λd1i},
A DISTRIBUTIONALLY ROBUST APPROACH TO FAIR CLASSIFICATION 14
where the last equality holds because d1i = 0 if xˆi ∈ X1. Thus, constraint (A.12) reduces to
νi ≥ max{0, ra − λd1i} − κA|a− aˆi|λ− κY |1− yˆi|λ− µa1.
If ai = a′ and yi = 1, finally, then we have φaa
′(xi, a′, 1) = −ra′1X1(xi), and thus
sup
xi∈X
−ra′1X1(xi)− λ‖xi − xˆi‖ =
{
max{−ra′ ,−λd0i} if xˆi ∈ X1
0 if xˆi 6∈ X1
= max{−ra′ ,−λd0i},
where the last equality holds because d0i = 0 whenever xˆi 6∈ X1. Because the set X1 is closed, the supremum
in the above expression is not attained. Constraint (A.12) now becomes
νi ≥ max{−ra′ ,−λd0i} − κA|a′ − aˆi|λ− κY |1− yˆi|λ− µa′1.
In summary, the semi-infinite constraint (A.12) is equivalent to the six linear constraints
νi ≥ −κA|a− aˆi|λ− κY |yˆi|λ− µa0
νi ≥ −κA|a′ − aˆi|λ− κY |yˆi|λ− µa′0
νi ≥ ra − λd1i − κA|a− aˆi|λ− κY |1− yˆi|λ− µa1
νi ≥ −κA|a− aˆi|λ− κY |1− yˆi|λ− µa1
νi ≥ −ra′ − κA|a′ − aˆi|λ− κY |1− yˆi|λ− µa′1
νi ≥ −λd0i − κA|a′ − aˆi|λ− κY |1− yˆi|λ− µa′1.
The claim now follows by substituting this reformulation into (A.11) for every i ∈ [N ]. 
Proof of Theorem 4.2. If κA = κY =∞, then the linear programming reformulation derived in Theorem 4.1
simplifies to
min ρλ+
∑
a∈A
∑
y∈Y
pˆayµay +
1
N
N∑
i=1
νi
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
νi + µaˆi0 ≥ 0 if yˆi = 0
νi + µa1 + d1iλ ≥ ra if aˆi = a, yˆi = 1
νi + µa1 ≥ 0 if aˆi = a, yˆi = 1
νi + µa′1 ≥ −ra′ if aˆi = a′, yˆi = 1
νi + µa′1 + d0iλ ≥ 0 if aˆi = a′, yˆi = 1

∀i ∈ [N ].
(A.13)
Furthermore, the first constraint µaˆi ≥ −νi force µaˆi0 = −νi for all {i ∈ [N ] : yˆi = 0}. Hence, by definition
of pˆay we have ∑
a∈A
pˆa0µa0 = − 1
N
∑
i∈[N ]:yˆi=0
νi.
Consequently, by defining the sets I¯a = {i ∈ [N ] : aˆi = a, yˆi = 1} and I¯a′ = {i ∈ [N ] : aˆi = a′, yˆi = 1},
problem in (A.13) is further simplified to
min ρλ+ pˆa1µa1 + pˆa′1µa′1 + 1N
∑
i∈I¯a∪I¯a′
νi
s.t. λ ∈ R+, µ ∈ R2×2, ν ∈ RN
νi + µa1 + d1iλ ≥ ra
νi + µa1 ≥ 0
}
∀i ∈ I¯a
νi + µa′1 ≥ −ra′
νi + µa′1 + d0iλ ≥ 0
}
∀i ∈ I¯a′ .
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By introducing the Lagrangian multipliers γ1, γ2 ∈ R|I¯a|+ and γ3, γ4 ∈ R|I¯a′ |+ , we obtain the linear dual problem
of the above problem as
max ra
∑
i∈I¯a
γ1i − ra′
∑
i∈I¯a′
γ3i
s.t. γ1 ∈ R|I¯a|+ , γ2 ∈ R|I¯a|+ , γ3 ∈ R|I¯a′ |+ , γ4 ∈ R|I¯a′ |+
ρ− ∑
i∈I¯a
γ1id1i −
∑
i∈I¯a′
γ4id0i ≥ 0
pˆa1 −
∑
i∈I¯a
(γ2i + γ1i) = 0
pˆa′1 −
∑
i∈I¯a′
(γ3i + γ4i) = 0
1/N − γ1i − γ2i = 0 ∀i ∈ I¯a
1/N − γ3i − γ4i = 0 ∀i ∈ I¯a′ .
(A.14)
We now define the sets Ia = {i ∈ I¯a : xˆi ∈ int(X0)} and Ia′ = {i ∈ I¯a′ : xˆi ∈ int(X1)}. Due to the last
two constraints, γ2i + γ1i = 1/N and γ3i + γ4i = 1/N , the third and the forth constraints of (A.14) become
redundant as
∑
i∈I¯a 1/N = pˆa1 and
∑
i∈I¯a′ 1/N = pˆa′1 by definition of the sets I¯a and I¯a′ . Notice that due
to last constraint in (A.14), we have γ3i = 1/N − γ4i for all i ∈ I¯a′ . Then, we can further simplify problem
(A.14) to
max ra
∑
i∈I¯a
γ1i − ra′
∑
i∈I¯a′
( 1
N − γ4i
)
s.t. γ1 ∈ R|I¯a|+ , γ2 ∈ R|I¯a|+ , γ3 ∈ R|I¯a′ |+ , γ4 ∈ R|I¯a′ |+
ρ− ∑
i∈Ia
γ1id1i −
∑
i∈Ia′
γ4id0i ≥ 0
γ1i + γ2i = 1/N ∀i ∈ I¯a
γ3i + γ4i = 1/N ∀i ∈ I¯a′ .
(A.15)
Because the variables γ2i ∈ R|I¯a|+ and γ3i ∈ R|I¯a′ |+ do not appear in the objective of problem (A.15) and
ra, ra′ > 0, we can further simplify problem (A.15) to
max ra
∑
i∈I¯a
γ1i − ra′
∑
i∈I¯a′
( 1
N − γ4i
)
s.t. γ1 ∈ R|I¯a|+ , γ4 ∈ R|I¯a′ |+
ρ− ∑
i∈Ia
γ1id1i −
∑
i∈Ia′
γ4id0i ≥ 0
γ1i ≤ 1/N ∀i ∈ I¯a
γ4i ≤ 1/N ∀i ∈ I¯a′ .
(A.16)
Note that for γ?1 and γ?4 that optimize problem (A.16) for all i /∈ Ia, γ?1i takes the value 1/N , and similarly
for all i /∈ Ia′ , γ?4i takes the value 1/N . Hence, it is sufficient to optimize over values of γ1i and γ4i for all
i ∈ Ia ∪ Ia′ . By applying the variable transformations γ1i ←− zi/N for all i ∈ Ia and γ4i ←− zi/N for all
i ∈ Ia′ , where z ∈ R|Ia|+|Ia′ |+ , the problem (A.16) can be restated as
max ra |I¯a\Ia|N +
ra
N
∑
i∈Ia
zi − ra′ |Ia′ |N + ra′N
∑
i∈Ia′
zi
s.t. z ∈ R|Ia|+|Ia′ |+∑
i∈Ia
zid1i +
∑
i∈Ia′
zid0i ≤ Nρ
zi ≤ 1 ∀ i ∈ Ia ∪ Ia′ .
(A.17)
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Observe that ra|I¯a\Ia|/N − ra′ |Ia′ |/N is equivalent to empirical value function Vˆ(a, a′), which is defined as
in the theorem statement. By introducing the non-negative rewards and weights through
(caa′i, waa′i) =

(ra, d1i) if i ∈ Ia,
(ra′ , d0i) if i ∈ Ia′ ,
(0,+∞) otherwise,
we can re-write the optimization problem in (A.17) as
Vˆ(a, a′) + max
z∈[0,1]N
 1N ∑
i∈[N ]
caa′izi :
1
N
∑
i∈[N ]
waa′izi ≤ ρ
 ∀a, a′ ∈ A, a 6= a′,
where the equivalence of the two problems holds because z?i = 0 for all {i ∈ [N ] : waa′i = +∞}. This
observation concludes the proof. 
Proof of Proposition 4.3. For ρ = 0, we have V(a, a′) = Vˆ(a, a′) and Q? = PˆN is the optimal solution that
attains the supremum in (4.1). For the rest of the proof, it suffices to consider when ρ > 0.
We define the set I = {i ∈ [N ] : aˆi = a, yˆi = 1, xˆi ∈ int(X0)} ∪ {i ∈ [N ] : aˆi = a′, yˆi = 1, xˆi ∈ int(X1)}.
First, we show that Q? defined in the statement of the Proposition 4.3 satisfies Q? ∈ Bρ(PˆN ). Notice that
Q? does not flip any label on A and Y as κA = κY =∞, thus it preserves the marginals
Q?(A = a, Y = y) = PˆN (A = a, Y = y) ∀a ∈ A, y ∈ Y.
Moreover, the distance from Q? to PˆN satisfies
W(Q?, PˆN ) ≤ 1
N
∑
i∈[N ]
z?i ‖xˆ?i − xˆi‖ =
1
N
∑
i∈I
waa′iz
?
i ≤ ρ,
where the first inequality follows by definition of the Wasserstein distance, the equality is from the definition
of waa′i, and the last inequality is from the feasibility of z? in the linear program in (4.2).
In what follows, we will construct a distribution Q?ε ∈ Bε(Q?) that is ε-suboptimal in (4.2) for ρ > 0. For
simplicity of exposition, we assume that xˆi 6= xˆ?i for all i ∈ [N ] and the norm on X used in the Wasserstein
ground metric is a 2-norm. For any given ε, we choose θ ∈ [0, 1] that satisfies θ ≥ 1−Nε/∑i∈J ra′z?i , where
J = {i ∈ [N ] : xˆi ∈ X1, aˆi = a′, yˆi = 1}. We set 0, 1, 2 ∈ R+ to satisfy the following criteria{
θ0 + (1− θ)1 ≤ ε,
(1− θ)(1 + 2) ≥ ε
so that for all i ∈ [N ], the set
{x ∈ X1 : ‖x− xˆ?i ‖ ≤ 1, ‖x− xˆi‖ ≤ ‖xˆ?i − xˆi‖ − 2}
is non-empty. When the norm on X is a 2-norm, the above condition is satisfied by setting θ0 = ε/2,
(1− θ)1 = ε/2, and 2 = 1. For other norms, this requirement can be satisfied by properly scaling 0 down
and scaling 1 and 2 up to meet the criteria. For each i ∈ [N ], consider the tuple (xˆε0i, xˆε1i) defined as
(xˆε0i, xˆε1i) =
{
(xˆ0i, xˆ1i) if i ∈ J ,
(xˆ?i , xˆ?i ) otherwise,
where xˆ0i ∈ X0 such that ‖xˆ0i−xˆ?i ‖ ≤ 0, and xˆ1i ∈ X1 such that ‖xˆ1i−xˆ?i ‖ ≤ 1, and ‖xˆ1i−xˆi‖ ≤ ‖xˆ?i−xˆi‖−2.
Notice that the existence of xˆ0i is guaranteed because xˆ?i is the projection of xˆi onto ∂X1, or equivalently
onto cl(X0), and hence X0 ∩ {xi : ‖xi − xˆ?i ‖ ≤ 0} is non-empty for any 0 ∈ R++. Consider now distribution
Q?ε that is constructed as
Q?ε =
1
N
(
N∑
i=1
θz?i δ(xˆε0i,aˆi,yˆi) +
N∑
i=1
z?i (1− θ)δ(xˆε1i,aˆi,yˆi) +
N∑
i=1
(1− z?i )δ(xˆi,aˆi,yˆi)
)
.
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We will show that Q?ε ∈ Bρ(Q?). By definition of Q?ε, we have
W(Q?ε,Q?) ≤
1
N
∑
i∈J
(
θz?i ‖xˆ0i − xˆ?i ‖+ (1− θ)z?i ‖xˆ?i − xˆ1i‖
)
≤ θ0 + (1− θ)1 ≤ ε,
where the first inequality is due to z?i ≤ 1 for all i ∈ [N ], J ⊂ [N ], ‖xˆ0i − xˆ?i ‖ ≤ 0 and ‖xˆ1i − xˆ?i ‖ ≤ 1.
The last inequality follows by assumption on 0 and 1. Next, we show that Qε ∈ Bρ(PˆN ). Similarly, by
construction of Q?ε we have
W(Q?ε, PˆN ) ≤
1
N
∑
i∈[N ]
θz?i ‖xˆε0i − xˆi‖+
∑
i∈[N ]
(1− θ)z?i ‖xˆε1i − xˆi‖

= 1
N
∑
i∈[N ]\J
θz?i ‖xˆ?i − xˆi‖+
1
N
∑
i∈J
θz?i ‖xˆ0i − xˆi‖
+ 1
N
∑
i∈[N ]\J
(1− θ)z?i ‖xˆ?i − xˆi‖+
1
N
∑
i∈J
(1− θ)z?i ‖xˆ1i − xˆi‖
≤ 1
N
∑
i∈[N ]\J
θz?i ‖xˆ?i − xˆi‖+
1
N
∑
i∈J
θz?i ‖xˆ0i − xˆi‖
+ 1
N
∑
i∈[N ]\J
(1− θ)z?i ‖xˆ?i − xˆi‖+
1
N
∑
i∈J
(1− θ)z?i ‖xˆ?i − xˆi‖ − (1− θ)2
= 1
N
∑
i∈[N ]
z?i ‖xˆ?i − xˆi‖+
1
N
∑
i∈J
θz?i (‖xˆ0i − xˆi‖ − ‖xˆ?i − xˆi‖)− (1− θ)2
≤ ρ+ 1
N
∑
i∈J
θz?i ‖xˆ0i − xˆ?i ‖ − (1− θ)2 ≤ ρ+ θ0 − (1− θ)2 ≤ ρ,
where the first equality is due to the definition of xˆε0i and xˆε1i. The second inequality follows by construction
of xˆ1i, that is, it satisfies ‖xˆ1i − xˆi‖ ≤ ‖xˆ?i − xˆi‖ − 2. The third inequality follows from triangle inequality,
that is, ‖xˆ0i − xˆi‖ ≤ ‖xˆ0i − xˆ?i ‖ + ‖xˆi − xˆ?i ‖ and since z?i is feasible in (4.2). The last equality is due to the
choice of 0 and 2 that satisfies θ0 + (1− θ)2 ≤ 0. As a consequence, we have Q?ε ∈ Bρ(PˆN ).
In the last step, we verify that Q?ε is an ε-suboptimal solution of the maximization problem that defines
V(a, a′). Notice that because PˆN is an empirical distribution, we have
Vˆ(a, a′) = 1
N
∑
i∈[N ]: xˆi∈X1
aˆi=a, yˆi=1
ra − 1
N
∑
i∈[N ]: xˆi∈X1
aˆi=a′, yˆi=1
ra′ .
By definition of Q?ε, we have the following equalities
Q?ε(X ∈ X1|A = a, Y = 1) = Q?(X ∈ X1|A = a, Y = 1) (A.18a)
Q?ε(X ∈ X1|A = a′, Y = 1) = Q?(X ∈ X1|A = a′, Y = 1)−
θ
N
∑
i∈J
ra′z
?
i (A.18b)
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Similarly by definition of Q?, we have the following equalities
Q?[X ∈ X1|A = a, Y = 1]−Q?[X ∈ X1|A = a′, Y = 1]
= 1
N
∑
i∈[N ]:aˆi=a
yˆi=1
raz
?
i +
1
N
∑
i∈[N ]:xˆi∈X1
aˆi=a,yˆi=1
ra(1− z?i )−
1
N
∑
i∈[N ]:aˆi=a′
yˆi=1
ra′z
?
i −
1
N
∑
i∈J
ra′(1− z?i )
= Vˆ(a, a′) + 1
N
∑
i∈[N ]:xˆi∈int(X0)
aˆi=a,yˆi=1
raz
?
i −
1
N
∑
i∈[N ]:xˆi∈int(X0),
aˆi=a′,yˆi=1
ra′z
?
i
= Vˆ(a, a′) + 1
N
∑
i∈[N ]:xˆi∈int(X0)
aˆi=a,yˆi=1
raz
?
i +
1
N
∑
i∈[N ]:xˆi∈int(X1)
aˆi=a′,yˆi=1
ra′z
?
i −
1
N
∑
i∈[N ]:xˆi∈int(X1)
aˆi=a′,yˆi=1
ra′z
?
i
= V(a, a′)− 1
N
∑
i∈[N ]:xˆi∈int(X1)
aˆi=a′,yˆi=1
ra′z
?
i , (A.19)
where the first equality follows by construction of Q?, and the second equality follows from the definition
of Vˆ(a, a′). The third equality follows by realizing that z?i = 0 for all indices in the set {i ∈ [N ] : xˆi ∈
int(X0), aˆi = a′, yˆi = 1}, and we add and subtract the same term to have a representation in terms of
V(a, a′). Moreover, the last equality is due to the definition of V(a, a′).
Now, we will show that Q?ε provides ε-suboptimal solution to the maximization problem that defines
V(a, a′). By taking the difference of (A.18a) and (A.18b),
Q?ε(X ∈ X1|A = a, Y = 1)−Q?ε(X ∈ X1|A = a′, Y = 1)
= Q?(X ∈ X1|A = a, Y = 1)−Q?(X ∈ X1|A = a′, Y = 1) + θ
N
∑
i∈J
ra′z
?
i
= V(a, a′)− 1
N
∑
i∈J
ra′z
?
i +
θ
N
∑
i∈J
ra′z
?
i ≥ V(a, a′)− ε,
where the second equality is due to (A.19). The last inequality follows as θ ≥ 1 − Nε/∑i∈J ra′z?i . This
concludes the proof. 
A.4. Additional Theoretical Results
In the main paper, we solve problem in (3.3) for general κA and κY . If κA and κY ceases to be finite then
the problem can be substantially simplified.
Corollary A.4 (Absolute trust in A and Y ). If f(z) = log(z), η ≤ min{pˆ11, pˆ01} and κA = κY = ∞, then
problem (3.3) simplifies to the following tractable convex program
min t
s.t. β ∈ Rp, t ∈ R, λ0, λ1 ∈ R+, ν0, ν1 ∈ RN
‖β‖∗(1 + ηra′) ≤ λa
ρλa + 1N
∑N
i=1 νai ≤ t
νai + log(hβ(−xˆi)) ≥ 0 if yˆi = 0
νai + (1− ηra) log(hβ(xˆi)) ≥ 0 if aˆi = a, yˆi = 1
νai + (1 + ηra′) log(hβ(xˆi)) ≥ 0 if aˆi = a′, yˆi = 1
 ∀i ∈ [N ]

∀a, a′ ∈ A :
a′ = 1− a.
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Proof of Corollary A.4. The proof follows the same steps as the proof of Theorem 3.2 until the reformulation
of Taa′β . Thanks to Corollary A.2, Taa
′
β coincides with the optimal value of
inf ρλ+ 1N
∑N
i=1 νi
s.t. λ ∈ R+, ν ∈ RN
λ‖xi − xˆi‖+ νi ≥ φaa′β (xi, aˆi, yˆi) ∀xi ∈ X , ∀i ∈ [N ],
(A.20)
where the function φaa′β is as it is defined in the proof of Theorem 3.2. We now proceed to consider the
constraint of problem (A.20), which can be written in a simplified form as
νi ≥ sup
xi∈X
{
φaa
′
β (xi, aˆi, yˆi)− λ‖xi − xˆi‖
}
. (A.21)
Suppose that yˆi = 0, then φaa
′
β (xi, aˆi, 0) = − log(1− hβ(xi)), and by Lemma A.3, we have
sup
xi∈X
{
φaa
′
β (xi, ai, 0)− λ‖xi − xˆi‖
}
= sup
xi∈X
− log(1− hβ(xi))− λ‖xi − xˆi‖
=
{
− log(1− hβ(xˆi)) if ‖β‖∗ ≤ λ,
+∞ otherwise,
and so the constraint (A.21) when yˆi = 0 becomes{
νi ≥ − log(1− hβ(xˆi))
‖β‖∗ ≤ λ.
If aˆi = a and yˆi = 1, then φaa
′
β (xi, a, 1) = (ηra − 1) log(hβ(xi)). We thus have by Lemma A.3 that
sup
xi∈X
{
φaa
′
β (xi, a, 1)− λ‖xi − xˆi‖
}
=
{
(ηra − 1) log(hβ(xˆi)) if (1− ηra)‖β‖∗ ≤ λ,
+∞ otherwise.
If aˆi = a and yˆi = 1, then the constraint (A.21) becomes{
νi ≥ (ηra − 1) log(hβ(xˆi))
(1− ηra)‖β‖∗ ≤ λ.
Using an analogous argument for the case where aˆi = a′ and yˆi = 1, we have φaa
′
β (xi, a′, 1) = −(1 +
ηra′) log(hβ(xi)). By Lemma A.3, we have
sup
xi∈X
{
φaa
′
β (xi, a′, 1)− λ‖xi − xˆi‖
}
=
{
−(1 + η ra′) log(hβ(xˆi)) if (1 + η ra′)‖β‖∗ ≤ λ,
+∞ otherwise.
If aˆi = a′ and yˆi = 1, then the constraint (A.21) is equivalent to{
νi ≥ −(1 + η ra′) log(hβ(xˆi))
(1 + η ra′)‖β‖∗ ≤ λ.
Injecting all the specific cases of constraint (A.21) into problem (A.20), the value Taa′β is equal to the optimal
value of the following optimization problem
min ρλ+ 1N
∑N
i=1 νi
s.t. λ ∈ R+, ν ∈ RN
‖β‖∗ ≤ λ, ‖β‖∗(1− ηra) ≤ λ, ‖β‖∗(1 + ηra′) ≤ λ
νi ≥ − log(1− hβ(xˆi)) if yˆi = 0
νi ≥ (ηra − 1) log(hβ(xˆi)) if aˆi = a, yˆi = 1
νi ≥ −(1 + ηra′) log(hβ(xˆi)) if aˆi = a′, yˆi = 1
 ∀i ∈ [N ].
(A.22)
Note that the constraints ‖β‖∗ ≤ λ and ‖β‖∗(1 − ηra) ≤ λ are redundant in view of the constraint
‖β‖∗(1 + ηra′) ≤ λ. The claim then follows by substituting the dual reformulations for Taa′β into (A.8) and
eliminating the embedded minimization operators. 
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Appendix B. Further Discussion and Details of Numerical Results
In this section, we provide further details about the experiments in the Section 5, including synthetic ex-
periments, real dataset experiments and illustrations of the extremal distribution. All optimization problems
are implemented in Python 3.7 and all experiments were run on an Intel i7-700K CPU (4.2 GHz).
Synthetic Experiments. To show the decision boundaries in Figure 1, we generate binary classification
data that has 2 dimensional feature vectors with two subgroups one of them being the minority (i.e., A = 0).
We generate 5000 and 2000 binary class labels Y ∈ {0, 1} uniformly at random for majority subgroup (A = 1),
and minority subgroup (A = 0) respectively. Then, we set the conditional true distributions of 2 dimensional
feature vectors as following Gaussian distributions.
X|A = 1, Y = 1 ∼ N ([6, 0], [3.5, 0; 0, 3.5]),
X|A = 1, Y = 0 ∼ N ([2, 0], [3.5, 0; 0, 3.5]),
X|A = 0, Y = 0 ∼ N ([−4, 0], [5, 0; 0, 5]),
X|A = 0, Y = 1 ∼ N ([−2, 0], [5, 0; 0, 5]).
Next, we use stratified sampling3 to obtain N = 50 points from the generated data as a training dataset. We
set the rest of the dataset the test dataset that we calculate the accuracy and the unfairness of the trained
models.
To obtain the Pareto frontiers in Figure 1, we use the synthetic experiment from [68]. In this setting,
we set the true distributions of the class labels P(Y = 0) = P(Y = 1) = 1/2. Next, we set the conditional
distributions of the 2 dimensional feature vectors as the following Gaussian distributions
X|Y = 1 ∼ N ([2; 2], [5, 1; 1, 5]), X|Y = 0 ∼ N ([−2;−2], [10, 1; 1, 3]).
Then, we draw sensitive attribute of each sample x from a Bernoulli distribution,
P(A = 1|X = x′) = pdf(x′|Y = 1)/(pdf(x′|Y = 1) + pdf(x′|Y = 0)),
where x′ = [cos(pi/4), sin(pi/4); sin(pi/4), cos(pi/4)]x is a rotated version of the feature vector x and pdf( · |Y =
y) is the Gaussian probability density function of X|Y = y.
We sample 400 i.i.d. samples from P as our dataset, and we stratify sample 100 data points from this dataset
and set it as training set, while we set the rest as the test dataset. The procedure to obtain the frontiers is
explained as in Section 5. We fix ρ for DR-FLR to 0.01 and and the range of η is [10−4,min{pˆ11, pˆ01}] with
5 equi-distant points.
Experiments with Real Data. We consider four publicly available datasets (Adult, Drug, COMPAS,
Arrythmia). We obtain Adult dataset from UCI repository4, it contains 14 features concerning demographic
characteristics of 45222 instances (32561 for training and 12661 for test). The prediction task is to determine
whether a person makes over 50000$ a year, where we consider gender as the sensitive attribute. The Drug
dataset5 have records for 1885 respondents. Each respondent is described by 12 features, including level
of education, age, gender, country of residence and ethnicity. The task is to determine whether the user
ever used heroin or not. We consider ethnicity as the sensitive attribute. COMPAS (Correctional Offender
Management Profiling for Alternative Sanctions)6 is a popular algorithm used by judges and parole officers for
scoring criminal defendant’s likelihood of recidivism. It has been shown that the algorithm is biased in favor
of white defendants based on a 2 year follow up study. This dataset contains variables used by the COMPAS
algorithm in scoring defendants, along with their outcomes within 2 years of the decision for over 10000
criminal defendants. We concentrate on the one that includes only violent recidivism, where ethnicity is the
3Stratified sampling is a method of sampling from a population which can be partitioned into subgroups, and requires sampling
each subgroup independently.
4https://archive.ics.uci.edu/ml/datasets/adult
5https://archive.ics.uci.edu/ml/datasets/Drug+consumption+%28quantified%29
6https://www.propublica.org/datastore/dataset/compas-recidivism-risk-score-data-and-analysis
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sensitive attribute. We obtain the Arrhythmia dataset from UCI repository7 which contains 279 attributes8,
where the aim is to distinguish between the presence and absence of cardiac arrhythmia and to classify it
in one of the 16 groups. In our case, we changed the task with the binary classification between normal
arrhythmia against 15 different classes of arrhythmia.
Training, Validation and Testing Procedure. In all other datasets we randomly select 2/3 of the samples
for training and we set the rest of the data for testing. We repeat the training, validation and testing process
for K3 times, while the Adult dataset comes with designated training and testing samples, and thus K3 = 1.
Validation. We select the hyper-parameter(s) of the classifier(s) (e.g., the radius of the Wasserstein ball for
DR-FLR) using a cross-validation procedure on the training set similar to [17]. First, we collect statistics of
the parameters of the model by splitting the training set into sub-training set (N samples) and a validation
set for K1 times. In the first step, the value of the parameter in the grid with highest accuracy calculated over
the validation set is identified. In the second step, we shortlist all the values of parameter in the grid with
accuracy close (in our case 70% − 98%) to the maximum accuracy in that range minus the lowest possible
accuracy. Finally, from this list, we select the parameter value that provides the lowest unfairness measure
with respect to the log-probabilistic equalized opportunity.
Testing. We stratify sample N samples from the training set and we collect the statistics regarding the
performance of the classifiers on the test dataset. We repeat this process for K2 times.
Discussion on Table 1 in Section 5. Table 1 summarizes the testing accuracy and unfairness of averaged
over K1 = 3,K2 = 100,K3 = 2, where we tune the radius of Wasserstein ball ρ ∈ [10−5, 10−1]9 for DR-FLR
classifier on a logarithmic search grid with 50 discretization points: All methods are trained with N = 150 and
we set η = min{pˆ11, pˆ01}/2 both for FLR and DR-FLR, κA = κY = 0.5 for DR-FLR, DOB+ [17] (the model
parameter  = 0), and ZVRG [68] (the model parameter  = 10−4). We use the following accuracy thresholds
at the validation step to tune radius of Wasserstein distance for DR-FLR: 95% for Drug and Adult, 97% for
Arrhythmia dataset and 73% for COMPAS dataset. The difference of the threshold is due to the structure of
dataset. For example, the COMPAS dataset is mostly categorical (other than one attribute that is numerical)
and thus to decrease the unfairness, the threshold that we use in the validation step for the accuracy should
be smaller than the one would use for other datasets that consists mostly numerical attributes. Moreover, the
accuracy threshold also depends on the unbalancedness of the dataset, which determines the lowest possible
accuracy that is attained when a classifier only predicts 1 (or 0) for all samples.
Worst Case Distribution. To illustrate the extremal distribution Q? from Proposition 4.3, we generate
two interleaving half circles, which is a simple toy dataset to visualize binary classification algorithm. We
assign the sensitive attributes of the binary classification data points uniformly at random by setting 2/3 of
the data as the majority subgroup and while the rest as the minority subgroup. We generate 500 samples and
split it into training and test sets by 85% and 15% respectively. Next, we train the classifiers with the training
set and calculate the worst-case unfairness Uf for prescribed ρ. The illustrated extremal distribution Q? in
Figure 2 are obtained with radius of the Wasserstein ball 0.02, 0.05, 0.05, 0.01 for classical logistic regression,
support vector machine with RBF kernel, Gaussian process wiht RBF kernel and AdaBoost, respectively.
B.1. Additional Numerical Experiments
In this section, we provide additional experiments that we provide to compare performance of different
classifiers.
Discussion on Table A.2. An interesting experiment would be to compare the performance of DOB+ and LR,
FLR and DR-FLR, when we also tune the parameter of the classifier that is used in DOB+. Since, SVM is
7https://archive.ics.uci.edu/ml/datasets/Arrhythmia
8 We only use the first 12 out of 278 non-sensitive features of the Arrhythmia dataset so that we can use the same search
grid for ρ across all datasets (in the other datasets p ranges from 5 to 12).
9After we obtain the logarithmic scale, we multiply the values by 5, and thus ρ ∈ [5.10−5, 5.10−1] at the end.
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Dataset Metric LR FLR DOB+[17] DR-FLR
Drug
Accuracy 0.79±0.01 0.79± 0.01 0.79± 0.01 0.79± 0.01
Det-UNF 0.06± 0.05 0.06± 0.05 0.09± 0.07 0.04± 0.04
Prob-UNF 0.06± 0.05 0.06± 0.05 - 0.05± 0.04
LogProb-UNF 0.21± 0.20 0.20± 0.20 - 0.16± 0.14
Adult
Accuracy 0.80±0.01 0.80± 0.01 0.79± 0.01 0.79± 0.01
Det-UNF 0.08± 0.06 0.06± 0.06 0.16± 0.10 0.06± 0.06
Prob-UNF 0.17± 0.08 0.12± 0.08 − 0.12± 0.08
LogProb-UNF 1.01± 0.77 0.68± 0.68 − 0.64± 0.65
Compas
Accuracy 0.65±0.01 0.65± 0.02 0.60± 0.03 0.60± 0.03
Det-UNF 0.24± 0.04 0.23± 0.04 0.17± 0.06 0.15± 0.07
Prob-UNF 0.12± 0.02 0.10± 0.03 − 0.03± 0.02
LogProb-UNF 0.25± 0.06 0.22± 0.06 − 0.07± 0.04
Arrhythmia
Accuracy 0.63±0.03 0.63± 0.03 0.65± 0.02 0.62± 0.03
Det-UNF 0.21±0.11 0.15± 0.10 0.11± 0.08 0.09± 0.08
Prob-UNF 0.14±0.07 0.09± 0.06 − 0.05± 0.04
LogProb-UNF 0.28± 0.17 0.19± 0.15 − 0.09± 0.08
Table A.2. Testing accuracy and unfairness (average ± standard deviation). For DR-FLR ρ
and for DOB+ method regularization parameter C of linear SVM is tuned given the training
data. LR, FLR, DOB+ and DR-FLR are trained with N = 150 samples stratify sampled
from the training split.
a deterministic classifier (we cannot calculate log-probabilistic unfairness), in the cross-validation procedure
from the acceptable parameter grid, that provides accuracy higher than the given threshold, we choose the
parameter that gives the lowest unfairness with respect to the deterministic equalized opportunity both for
DR-FLR and DOB+.
The results in the Table A.2 summarize the testing accuracy and unfairness averaged over K1 = 5, K2 =
100, K3 = 5, where we tune the radius of Wasserstein ball ρ ∈ [10−5, 10−1]10 for DR-FLR classifier and
regularization parameter C ∈ [10−1, 102] of linear support vector machine for DOB+ method on a logarithmic
search grid with 50 discretization points. Next, we keep training sample size N = 150 for all LR, FLR, DOB+
and DR-FLR. We use the following accuracy thresholds at the validation step to tune ρ for DR-FLR and C
for DOB+: 95% for Drug, Adult, and Arrhythmia datasets and 70% for COMPAS dataset.
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