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 Fuzzy c-means algorithm (FCM) is among the most commonly used in the 
medical image segmentation process. Nevertheless, the traditional FCM 
clustering approach has been several weaknesses such as noise sensitivity 
and stuck in local optimum, due to FCM hasn’t able to consider the 
information of contextual. To solve FCM problems, this paper presented 
spatial information of fuzzy clustering-based mean best artificial bee colony 
algorithm, which is called SFCM-MeanABC. This proposed approach is used 
contextual information in the spatial fuzzy clustering algorithm to reduce 
sensitivity to noise and its used MeanABC capability of balancing between 
exploration and exploitation that is explore the positive and negative 
directions in search space to find the best solutions, which leads to avoiding 
stuck in a local optimum. The experiments are carried out on two kinds of 
brain images the Phantom MRI brain image with a different level of noise 
and simulated image. The performance of the SFCM-MeanABC approach 
shows promising results compared with SFCM-ABC and other stats of the 
arts. 
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1. INTRODUCTION  
Segmentation of Image is a method that divides a raw image into a group of regions without 
overlapping, and each region has distinctive aspects to obtain certain interesting objects. Conventional image 
segmentation methods contain region extraction, edge detection, clustering-based, and histogram method 
(threshold). Segmentation of medical image is a process to determine the region of interest (RIO), for 
instance, structures of anatomical and anomalies such as tumor and cyst. Also, for medical usages like 
planning of therapeutics, diagnostics, and guidance [1]-[3]. Methods of image segmentation were merging 
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with several current computation models, including the clustering approach, wavelet analysis, and 
evolutionary algorithms, which have gained significant attention medical image applications has been 
restriction, because the problems of overlapping between regions and homogeneities-based intensity contrast 
limitations and resolution, which were led to a complex process of segmentation. Fuzzy set theory was 
proposed to avoid this challenge; with a goal to enable partial membership classification using an objective 
membership feature. Fuzzy clustering methods are used as a segmentation method, which is most commonly 
implemented and used effectively in the segmentation of images [4]-[6]. Fuzzy c-means algorithm (FCM) is 
among the most frequently used clustering algorithms. The FCM is based on the repeat optimization of the 
fuzzy fitness function. Because it has high performance in the computational process, effectiveness and 
straight forward, it is commonly used in the clustering of image. In contrast, it has serious shortcomings such 
as sensitivity to noise and stuck in local optimum [7], [8]. In order to solve these problems, evolutionary 
algorithms and variants such as firefly algorithm (FA) [9], [10], particle swarm optimization (PSO) [11], 
cuckoo search (CS) [12], [13], and artificial bee colony (ABC) [14] and harmony search (HS) [15]-[17] have 
been successes in many domains such as segmentation of images [1], [2], [8], [18]-[20], clustering [21] and 
in several fields [22], [23]. In this paper, several studies have been reviewed, which are related to image 
segmentation methods based clustering approach with evolutionary algorithms, these studies are reviewed as 
follow, In Alrosan et al. [20], proposed fuzzy c-means were combined with ABC algorithms and called 
ABC-FCM, and this method was carried out by two kinds of MRI images namely the simulated brain MRI 
images, Alrosan et al. [8], [24] presented a novel version of ABC algorithm, namely (Mean WBC) that is 
merged with the FCM clustering approach. This method was conducted on real brain MRI images. Bose and 
Mali [5] proposed an image segmentation method known as FABC, in this study the conventional FCM is 
merged with the ABC algorithm. The membership fitness function of fuzzy-type2 is used, where ABC has 
been used to find centroids location. Relevantly, Ouadfel and Meshoul [25] presented FCM based on a 
modified ABC, namely MoABC-FCM. The outcomes of the proposed approach show that promising when 
compared to other related works. Salima et al. [26] introduced a fuzzy clustering method based on the ABC 
algorithm, called ABC-SFCM. This research has been applied to medical, synthetic, and real images. 
Furthermore, Hancer et al. [27] proposed an image segmentation method using hydride ABC to extract brain 
tumours from the MRI brain image.  
Mekhmoukh and Mokrani [28] presented a new technique for image segmentation including the 
particle swarm optimization (PSO) algorithm and collaboration between both the outer rejection and the set 
of a level. The findings have been contrasted with many related works approaches, and it has been more 
efficient, where it’s high computational time. An automatic clustering K-means algorithm, namely DCPSO 
was presented by [29]-[31]. In addition, an optimum number of clusters have been selected through the use of 
binary PSO and different cluster validity indices, the value of the objective function for measurement of the 
evolving process. And then, centroids of the selected clusters were defined using the K-means approach. So 
this paper applied the approach for segmenting multispectral, real, synthetic images. 
Additionally, Alia et al. [7] Developed a novel dynamic fuzzy clustering technique (DC) and used 
the FCM hybrid harmony search (HS) algorithm to generate an automatic segmentation methodology named 
DCHS for actual and simulated MRI brain images. Meanwhile, Zhang et al. [32] Presented the FCM 
combination with biogeography-based optimization (BBO) with a different version of BBO algorithms. The 
experiments were tested on groups of natural images. Also, Alomoush et al. [18] introduced an unsupervised 
clustering algorithm based hybrid fuzzy c-means algorithm with a firefly algorithm by (FA), namely FFCM. 
The proposed method was tested by sets of real MRI brain image (IBSR) and simulated brain image (SBD). 
The evaluation process of FFCM proved promising outcomes when compared with FCM and other related 
works. in contrast, the FFCM was stilling has limitations such as sensitivity to noise [19].  
Based on above mentioned studies, many of these approaches are stuck in local optima, can’t solve 
overlapping problem between regions in images segmented and are very sensitive to noise. Accordingly, the 
proposed method (SFCM-MeanABC) is developed to solve or reduce these limitations using contextual 
information in the spatial fuzzy clustering algorithm to reduce sensitivity to noise and its used MeanABC 
capability of balancing between exploration and exploitation that is explore the positive and negative 
directions in search space to find the best solutions (location of centroids), which leads to avoiding stuck in a 
local optimum. This paper is represented in six sections: the second is the spatial FCM algorithm, the original 
ABC and MeanABC are represented in section three, the proposed of SFCM-MeanABC is presented in 
section four, in section five the experiments are discussed, finally, the conclusion is presented in Section six. 
 
 
2. THE SPATIAL FCM ALGORITHM 
Salima et al. [26] presented SFCM clustering algorithm to compute the local spatial correlation 
between neighboring pixels by reformulated the membership function of the standard FCM algorithm using 
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spatial information. The new fuzzy membership function of SFCM is computed in (1) and the centers of 
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Where Uik is the membership function value in the conventional FCM. The probability pkj to find the 
influence of the adjacent pixels on the central pixel Xk and exploits the spatial information. Nk stands for the 
elements of adjacent locating into an around the central pixel Xk. the interaction between elements is 
increased when the nearest adjacent has similar features and the influence is strong, the Pkj of the neighbor Xj 
is based on two factors: the pixels intensity or feature attraction dfkj and the spatial positions of the neighbors 
or distance attraction dskj. The feature attraction dfkj is defined as the absolute intensity difference between the 
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And the distance attraction dskj is defined as the Euclidean distance between the coordinates of the 
pixel and its neighbors as shown in (4) and the factor Pkj is defined as shown in (5): 
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k  represents the local density around of the central pixel Xk. The probability Pkj increases when the 
grey level of the nearest jth neighbours is close to the grey level of the central pixel Xk. The new objective 
function of SFCM algorithm is computed in (6): 
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3. THE ORIGINAL ABC AND MEANABC ALGORITHMS  
The standard of ABC algorithm was presented by Karaboga and Basturk [33], that is inspired using 
swarms bee of behavior. The ABC and MeanABC are explained. 
 
3.1.  The artificial bee colony (ABC) 
The bees into ABC algorithm are classified into three types: the kind of employed bees that is focus 
on finding sources of food and sending their search information to the kind bee of onlookers. Then, the 
onlooker bees retrieve searches to carry out better solutions based on the food sources quality which is 
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Where (i = 1,…, SN) and SN are indicated to the solutions D of parameters value (j = 1,2, ..., D), while xj min 
and xj max are the upper and lower value of the dimension j, respectively. The value of the updated source of 




Where: 𝐾 ∈ (1,2, … 𝑆𝑁) and 𝑗 ∈ (1,2, …𝐷) indices, which are randomly selected and 𝐾 ≠ 𝑖. ∅𝑖𝑗  is value 
from [-1, 1]. The value of fitness function f(xi) that is calculated using (9). That kind of onlooker bee chose 
solutions with certainty, that is considered the correlation exists between fitness value of a source of food and 























In this way, when several trials of the solution are same, the employee bees will convert to scout 
bees and abandon their solutions. Accordingly, (7) shows how the scout bees start new searches and solutions 
randomly until they reached the criterion of termination.  
 
3.2.  The mean artificial bee colony (MeanABC) 
In Alrosan et al. [8], [24] an improved new version of ABC that is called MeanABC, and it presents 
a new modified search equation for the kind of employ bee phase, which depends on the information about 
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Where xi,j is the first part of the equation that is indicated to present position, then ∅𝑖𝑗(𝑥𝑖𝑗 − 𝑥𝑘𝑗) is the 
difference between the current position and the new position, and ∅𝑖𝑗  between [-1,1] which is a random 
value. Part one and two are identical to standard ABC. The third part is the new modified search equation 
into (MeanABC). Where the first side is very important for switching the present position of employ bee 











The second side is switching the present mean position of pbest, which is the positive way of own 
best position and the –gbest negative way of the best global position. The value of ψ between [0, C], that is a 
random value, and C is a positive value. The value of C is constant that plays an important role in balancing 
between exploration and exploitation.  
 
 
4. THE SPATIAL FUZZY CLUSTERING BASED MEAN ARTIFICIAL BEE COLONY 
ALGORITHM (SFCM-MEANABC) 
The spatial fuzzy clustering algorithm (SFCM) is improved the performance of the image 
segmentation process with a noisy level. In contrast, SFCM is still trapped into local optimum. So, to avoid 
stuck into local optimum, this paper proposed a new clustering algorithm for image segmentation based on 
the MeanABC optimization algorithm, which uses the mean global best searching ability of the MeanABC to 
search the optimum cluster centers. In the proposed clustering algorithm (SFCM-MeanABC), a swarm of Np 
bees represents a set of cluster centers. Each single bee zi in set of solutions G is formulated as 
Zi={vi1,vi2,…,vic } where vik represents the kth cluster center for the ith bee. The solutions quality is computed 
by the objective function in (12) and (13): 
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When the value of 
*
iJ  is small, that leads to greatest value of fitness equation fiti and the clustering 
outcomes were improved. When the approach reached to the convergence, the fuzzy partition matrix is 
converted to matrix of a crisp partition. The defuzzification is come using allocate each pixel to the cluster 






Figure 1. Spatial fuzzy clustering based mean artificial bee colony algorithm (SFCM-MeanABC) 
 
 
5. RESULTS AND DISCUSSION 
In this section, the experiments are conducted on the phantom MRI brain image. This section is 
divided into two parts. The first experiment is carried out on the phantom MRI brain image dataset which is 
consists of 3%, %5 and 7% noise level, and no intensity in-homogeneity. The second experiment is carried 
out using simulated brain database (SBD). These images were obtained from the results of a simulated brain 
dataset performed by McGill University [34]. According to [26, 35], the number of clusters (region) assigned 
is 4: gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), and background (BKG). 
The parameter settings for SFCM-MeanABC follow the parameter setting in [26], where the 
population size SN (Np)= 20, maximum cycle number (MCN)=2000, weighting exponent m= 2 nonnegative 
constant parameter C=1.43 and limit=100. The accuracy for proposed method SFCM-MeanABC and other 
related works FCM, FCM_S, GA-FCM, GA-FCM_S, FCMA-ES and FCMA-ES_S [35], also, FCM_S1, 
FCM_S2, NGFCM, SFCM and ABC-SFCM [26], these algorithms are evaluated by Jaccard similarity (J) 
where J between (0,1) and the best value for J is the maximum value =1. The Jaccard similarity measures the 
similarity of two sets as the ration of the size of their intersection divided by the size of their union as defined 
in (19). Let 𝑉𝑔
𝑘 and 𝑉𝑠
𝑘 denote the total number of pixels labeled into a cluster k in the ground truth (g) and 




















A good segmentation is obtained when ( )sg,J k  is near 1 which means that the cluster k is well detected. 
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5.1.  First part 
In this experiment, SFCM-MeanABC is compared with other related works of image segmentation 
approach like FCM, FCM_S1, FCM_S2, novel generalized FCM (NGFCM), spatial fuzzy c-means (SFCM) 
and ABC-SFCM [26]. In Table 1, the first column contains the noise level for the image. The second column 
represents the name of fuzzy clustering approaches as reported in [26] and SFCM-MeanABC. The rest of the 
columns contain the accuracy values by Jaccard similarity (J) for 4 clusters (CSF, GM, WM, and BKG) 
respectively with different noise levels. The bold items represent the better outcomes obtained by clustering 
approaches in this study. Table 1 compares the accuracy and reliability outcomes obtained from the different 
clustering algorithms: SFCM-MeanABC, FCM, FCM_S1, FCM_S2, NGFCM, SFCM and ABC-SFCM. 
 
 
Table 1. Jaccard Index for different clustering methods on phantom MR image with different noise levels 





























































































SFCM-MeanABC 0.89 0.94 0.93 0.96 
 
 
It’s clearly shown in Table 1 that SFCM-MeanABC outperforms other clustering algorithms [26]. 
SFCM-MeanABC has much robustness and stability because the SFCM-MeanABC approach employs the 
reformulated objective function based SFCM, this leads to the reduction of the sensitivity to noise. Also, 
SFCM-MeanABC has better accuracy owing to the good ability of MeanABC in balancing between 
exploration and exploitation. It also has the ability to search in the positive and negative direction in search 
space, which is why SFCM-MeanABC outperforms other approaches. Figure 2 shows the original image, 
SFCM-MeanABC outcomes of segmented image, and ground truth image, respectively. In Figure 2, the 
segmented image by SFCM-MeanABC is much closer to the ground truth because SFCM-MeanABC has the 
capability to reduce the effectiveness of noise on segmentation accuracy. These capabilities are based on the 
employment of the reformulated objective function of SFCM and the improvement of the ABC search 
mechanism. 
 
5.2.  Second part of experiments 
In this experiment, SFCM-MeanABC is compared with other related works of image segmentation 
approach like FCM, FCM_S, GA-FCM, GA-FCM_S, FCMA-ES and FCMA-ES_S [35]. In Table 2, The first 
column represents the name of fuzzy clustering approaches as reported in [35] and SFCM-MeanABC. The 
rest of the columns contain the accuracy values by Jaccard similarity (J) for CSF, GM and WM. The bold 
items represent the better outcomes obtained by clustering approaches in this study. It’s clearly shown in 
Table 2 that SFCM-MeanABC outperforms other clustering algorithms [35]. SFCM-MeanABC has much 
robustness and stability because the SFCM-MeanABC approach employs the reformulated objective function 
based SFCM. Also, SFCM-MeanABC has better accuracy owing to the good ability of MeanABC in 
balancing between exploration and exploitation. Figure 3 shows the original image, ground truth of WM, GM 
and CSF, and SFCM-MeanABC outcomes of segmented image of WM, GM and CSF, respectively.  
In general, the segmentation outcomes of SFCM-MeanABC for WM, GM and CSF tissues are 
robust than those of the related works approaches [35], because SFCM-MeanABC has the ability to decrees 
the sensitive to noise by utilizing the new equation of fitness function of SFCM. Also, most related works 
approaches have misclassification between CSF, GM and WM tissues based on three causes: first one is the 
images artifacts affect the levels of intensity images which have overlapping between image segments as in 
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brain tissues, secondly the structure complexity of SDB images that have high levels of noise which leads to 
wrong classification based on other related works approaches. 
 
 
   
 
Figure 2. Phantom MR original image, segmented image by SFCM-MeanABC and  
ground truth image, respectively 
 
 
Table 2. Jaccard index for different clustering methods 
Algorithms CSF GM WM 
SFCM-MeanABC 0.9520 0.9036 0.9611 
FCMA-ES_S 0.9114 0.8219 0.9145 
FCMA-ES 0.9007 0.8238 0.8965 
GA-FCM_S 0.9038 0.8194 0.8981 
GA-FCM 0.8982 0.8073 0.8954 
FCM_S 0.9106 0.8242 0.9102 
FCM 0.9042 0.8021 0.8872 
 
 
    
(a) (b) (c) (d) 
 
   
(e) (f) (g) 
 
Figure 3. Segmented image by SFCM-MeanABC; (a) original image, (b) ground truth (WM), (c) ground 
truth (GM), (d) ground truth (CSF), (e) SFCM-MeanABC outcomes (WM), (f) SFCM-MeanABC outcomes 




In this paper, spatial information of fuzzy clustering-based mean best artificial bee colony algorithm, 
is presented, SFCM-MeanABC. This proposed approach is used contextual information in the spatial fuzzy 
clustering algorithm to reduce sensitivity to noise and its used MeanABC capability of balancing between 
exploration and exploitation that is explore the positive and negative directions in search space to find the 
best solutions, which leads to avoiding stuck in a local optimum. The experiments are carried out on two 
kinds of brain data set, the Phantom MRI brain image with a different level of noise and simulated image. 
The performance of the SFCM-MeanABC approach shows promising results compared with SFCM-ABC 
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and other stats of the arts. The future works of this research as follow, firstly, to use different type of fuzzy 
clustering algorithm based other kind of swarm intelligence algorithm. Secondly, to reduce noise sensitive of 
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