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Kivonat A felügyelt gépi tanulási módszerek alkalmazásához nagymé-
retű annotált korpuszokra van szükség, amelyek előálĺıtása rendḱıvül em-
berierőforrás-igényes. Több lehetőség van az annotációs költségek csök-
kentésére, ezek közül az egyik az automatikus annotálás. Cikkünkben egy
nyelvfüggetlen módszert mutatunk be, mellyel bármely Wikipédiával ren-
delkező nyelvre előálĺıtható tulajdonnévi ćımkéket tartalmazó korpusz.
Az automatikus annotálás során a DBpedia ontológiai kategóriáit képez-
tük le CoNLL-névosztályokra. Cikkünkben a magyar korpusz részletes
hibaelemzését és kiértékelését adjuk.
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1. Bevezetés
Az automatikus tulajdonnév-felismerés (Named Entity Recognition, NER) a
természetes nyelv feldolgozását célzó alkalmazások közül az egyik legnépszerűbb,
mivel hatékonyan automatizálható, és eredménye hasznos bemenete különböző
magasabb szintű információkinyerő és -feldolgozó rendszereknek. A feladat során
strukturálatlan szövegben kell azonośıtani és az előre definiált osztályok vala-
melyikébe besorolni a neveket. A tulajdonnév-felismerés feladata a 6. Message
Understanding Conference (MUC) egyik versenykíırásában jelent meg először
1995-ben [1]. Itt három alfeladatot külöńıtettek el: tulajdonneveket, temporális
és különböző numerikus kifejezéseket kellett felismerni. A NER-közösségen belül
a temporális és a numerikus kifejezések annotálása is elfogadott, de a leginkább
vizsgált t́ıpusok a személy-, földrajzi és intézménynevek. Ezek mellé vezettek be
a CoNLL-versenyeken [2,3] egy negyedik t́ıpust, amely az előző háromba nem
tartozó egyéb tulajdonneveket foglalja magában. Az azóta eltelt időben ezek az
annotációs sémák váltak nemzetközileg elfogadottá.
A versenyekre éṕıtett és aztán közzétett tulajdonnév-annotált korpuszok ké-
pezik azokat a sztenderdeket, amelyek összemérhetővé teszik az egyes névfelis-
merő rendszereket. Ezek a korpuszok meglehetősen korlátozott méretűek és té-
maspecifikusak. Kellően robusztus tulajdonnév-felismerő rendszerek éṕıtéséhez




viszont nagyméretű, a téma tekintetében heterogén korpuszokra van szükség. A
kézi annotálás rendḱıvül idő-, erőforrás- és szakértelemigényes feladat, ezért az
elmúlt időkben különösen nagy hangsúly került az annotált erőforrások auto-
matikus előálĺıtására. Ennek egy módja, ha már rendelkezésre álló korpuszokat
dolgozunk össze; ekkor a különböző annotációs sémák és ćımkekészletek összeil-
lesztése álĺıt elénk problémákat. Egy másik lehetőség az olyan webes közösségi
tartalmak felhasználása korpuszéṕıtéshez, mint például a Wikipédia, a Wiktion-
ary vagy a DBpedia. Megint másik megközeĺıtés az annotáció automatizálása,
ami az esetek nagy részében egy már rendelkezésre álló adathalmazon tańıtott
rendszer új szövegen való futtatását jelenti.
Cikkünkben egy olyan megközeĺıtést mutatunk be, mely ezen lehetőségeket
kombinálja: automatikus eszközökkel tulajdonnév-annotált korpuszokat éṕıtet-
tünk Wikipédia szócikkekből. Munkánk során új módszert alkalmaztunk: a DBpe-
dia ontológiai kategóriáit képeztük le CoNLL-névosztályokra. A módszert egye-
lőre a magyar és az angol Wikipédiára alkalmaztuk.
A cikk a következőképpen épül fel. A 2. fejezetben bemutatjuk a Wikipédia
eddigi felhasználási módjait a tulajdonnév-felismerés területén. A 3. fejezetben
léırjuk a korpuszéṕıtési módszert, elsősorban a magyar nyelvű adatokra koncent-
rálva. Az alkalmazott módszer részletes hibaelemzését a 4., a korpuszok léırását
a 5., mı́g a kiértékelést és az eredményeket a 6. fejezet adja. Cikkünket az elért
eredmények rövid összefoglalása zárja (7. fejezet).
2. Wikipédia és tulajdonnév-felismerés
A Wikipédia egy többnyelvű, nýılt tartalmú, az internetes közösség által fej-
lesztett webes világenciklopédia3. Több mint 22 millió szócikkével kincsesbánya
a különböző természetesnyelv-feldolgozó fejlesztések számára; használták már
többek között jelentésegyértelműśıtére, ontológia- és tezauruszéṕıtésre, valamint
kérdésmegválaszoló rendszerekhez (további alkalmazási lehetőségekért lásd [4]).
Mivel a Wikipédia ćımszavainak jelentős része tulajdonnév, adja magát a le-
hetőség, hogy a tulajdonnév-felismeréshez is használjuk.
A Wikipédia legkézenfekvőbb alkalmazási módja nagyméretű névlisták elő-
álĺıtása, melyek jav́ıtják az általános célú névfelismerők hatékonyságát, felügyelt
és felügyelet nélküli módszerek esetében is (pl. [5] és [6]), továbbá a név-egyértel-
műśıtésben is fontos szerepet játszanak (pl. [7]). A Wikipédiában található tudás
jegyek formájában is beéṕıthető tulajdonnév-felismerő rendszerekbe: például Ka-
zama és Torisawa [8] ḱısérlete azt bizonýıtja, hogy a Wikipédia kategóriaćımkéi-
nek automatikus kinyerése növeli egy felügyelt névfelismerő rendszer pontossá-
gát.
A Wikipédia alkalmazására a névfelismerés területén egy másik lehetőség
magának a szövegbázisnak a felhasználása. Richman és Schone [9] kevés erőfor-
rással rendelkező nyelvek Wikipédia-cikkeiből éṕıtett korpuszokat, amelyekben a
Wikipédia inherens kategóriastruktúráját használták fel a tulajdonnevek annotá-
lásához. Nothman et al. [10] a szócikkek első mondatából kiindulva ćımkézte fel
3 http://wikipedia.org





a szövegben belinkelt neveket, ı́gy éṕıtve automatikusan tulajdonnév-annotált
korpuszt.
Az általunk alkalmazott módszer az emĺıtettektől annyiban tér el, hogy mi
a DBpedia ontológiai osztályait képeztük le a sztenderd CoNLL-névosztályokra,
majd ezeket Wikipédia-entitásokhoz kötöttük. A Wikipédiából, tekintve a szócik-
kek nagy számát, kevés erőforrással rendelkező nyelvekre is tudunk kellően nagy
méretű korpuszokat éṕıteni, amelyek bemenetül szolgálhatnak névfelismerő rend-
szerek tańıtásához és teszteléséhez. Tudomásunk szerint az általunk létrehozott
korpusz az első magyar nyelvű automatikusan tulajdonnév-annotált korpusz,
amely szabadon elérhető és felhasználható további kutatásokhoz.
3. Korpuszéṕıtés
A korpuszéṕıtő algoritmus a Wikipédia két feltételezett tulajdonságán alapszik,
miszerint a szócikkek többsége megnevezett entitásokról szól, valamint a folyó
szövegben előforduló entitásokat a kereszthivatkozások azonośıtják. Algoritmu-
sunk e két feltételezés következményeit használja ki. Hasonlóan a Nothman et
al. [10] által léırtakhoz, a korpuszéṕıtés a következő lépésekből áll:
1. a Wikipédia-cikkeket entitásosztályokba soroljuk;
2. a cikkeket mondatokra bontjuk;
3. felćımkézzük a tulajdonneveket a szövegben;
4. kiszűrjük a rossz minőségű mondatokat.
Az algoritmus alapjaiban nyelvfüggetlen: bármely nyelvre alkalmazható, a-
mely rendelkezik megfelelő méretű Wikipédiával. Egyedül a harmadik lépés az,
ahol figyelembe kell venni a nyelv, illetve a használt annotációs séma sajátos-
ságait. Ennek oka, hogy az egyes nyelvek, illetve sémák eltérnek abban, hogy
mit tekintenek annotálandó elemnek: pl. a római szó a magyarban nem számı́t
névnek, mı́g angol megfelelője, a Roman a CoNLL-séma szerint Misc ćımkét
kapna.
Mivel célunk egy minél tisztább, vagyis a gold standard sźınvonalat közeĺıtő
korpusz előálĺıtása volt, ha választanunk kellett egy-egy lépésnél a pontosság
(precision) vagy a teljesség (recall) között, mindig az előbbi mellett döntöttünk.
A Wikipédia mérete lehetővé teszi, hogy szigorú szűrések mellett is korábban
nem látott méretű korpuszt álĺıtsunk elő.
A továbbiakban röviden ismertetjük a fenti lépéseket, kizárólag a magyar
nyelvű korpuszra koncentrálva. Részletes léırás, illetve az angol nyelvű korpusz-
ban felmerülő problémák kifejtése [11]-ben található.
3.1. Wikipédia-cikkek mint entitások
Ahhoz, hogy a folyó szövegben lévő kereszthivatkozásokat felhasználhassuk a tu-
lajdonnevek azonośıtására, a hivatkozott Wikipédia-cikkeket névosztályokba kell
sorolnunk. A Wikipédia saját kategóriarendszere a kategóriák nagy száma, illetve




a rendszerezettség teljes hiánya miatt nem alkalmas erre a célra. Egyes szerzők,
mint Kazama és Torisawa [8] vagy Nothman et al. [10] felügyelt tanulással ol-
dották meg ezt a feladatot. Mi azonban a klasszifikációs hibák elkerülése céljából
a DBpedia [12] t́ıpushierarchiájának felhasználása mellett döntöttünk.
A DBpediában4 a t́ıpusok egy OWL5 ontológia részei. A tudásbázis a Wikipé-
dia-entitások egy részhalmazát tartalmazza, és mindegyik entitáshoz hozzárendeli
– többet között – azon ontológiaosztályokat, amelyekbe az tartozik. Mivel a DB-
pediának nincs magyar változata, a magyar entitáslista csak olyan angol olda-
lak adatait tartalmazza, melyeknek létezik megfelelője a magyar Wikipédiában.
Ezáltal a feldolgozás köréből kiesnek kifejezetten magyarspecifikus oldalak, de
ı́gy is 58.337 oldal anyagát dolgoztuk fel.
A magyar nevek kategorizálásához a Szeged NER [13] korpuszban alkalmazott
névosztályokat vettük alapul, ezekre képeztük le a DBpedia egyes ontológiaosz-
tályait. Ezután minden entitáshoz hozzárendeltük az őt tartalmazó legszűkebb
osztály ćımkéjét, vagy O-t, ha az osztály nem minősül annotálandónak a Szeged
NER korpusz sémája szerint. Így egy 46.461 elemű, felćımkézett, angol nyelvű
tulajdonnévlistát kaptunk. Utolsó lépésként meghatároztuk ezen oldalak magyar
és egyéb nyelvű megfelelőit, és ezeket is felvettük a listára. Az idegen nyelvű
oldalak meghagyásának oka, hogy a magyar Wikipédia időnként ezekre is hivat-
kozik.
3.2. A cikkek feldolgozása
A korpusz éṕıtéséhez a magyar Wikipédia 2012. március 9-i állapotát vettük
alapul. Az XML-fájlokból az mwlib6 könyvtár seǵıtségével nyertük ki a nyers
szöveget. A tokenizáláshoz egy házon belül előálĺıtott statisztikai eszközt hasz-
náltunk, amelyet a Szeged korpuszon [14] tańıtottunk. A lemmatizálást és a
morfológiai elemzést a HunMorph [15] és az erre épülő egyértelműśıtő, a Hun-
Disambig seǵıtségével végeztük.
3.3. Tulajdonnevek ćımkézése
A ćımkézés két feladatot foglal magába: egyrészt azonośıtani kell az entitásokat
a folyó szövegben, másrészt besorolni őket a megfelelő névosztályba. A szöveg-
ben előforduló kereszthivatkozásokat potenciális neveknek tekintjük, és minden
linknél megnézzük, hogy az oldal, amire mutat, szerepel-e a korábban előálĺıtott
listában (lásd a 3.1. fejezetben). Ha igen, felćımkézzük a megfelelő ćımkével; ha
nem, t́ıpusa Unk lesz. Végül minden mondatot, amelyben Unk-ként ćımkézett
elem szerepel, eldobunk.
Kiinduló alapfeltételezésünk, miszerint az egyes Wikipédia-cikkek megneve-
zett entitásokról szólnak, és a szövegben előforduló entitásokat kereszthivat-
kozások azonośıtják, nem minden esetben állja meg a helyét. Algoritmusunk
ezért több helyen finomı́tásra szorul.
4 A korpusz elkésźıtéséhez az akkor aktuális 3.7-es verziót használtuk.
5 http://www.w3.org/TR/owl-ref/
6 http://code.pediapress.com





Először, a Wikipédia nem minden szócikke szól megnevezett entitásokról:
egyes köznevek, dátumok és egyéb, nem tulajdonnévi elemek is kaptak saját
oldalt. Annak érdekében, hogy az algoritmus ne kezelje ezeket Unk t́ıpusú en-
titásként, majd dobja el a mondatokat, amikben szerepelnek, szigoŕıtottuk az
entitásfelismerés szabályait: csak olyan kereszthivatkozást tekintünk potenciális
névre való utalásnak, melynek szavai nagybetűvel kezdődnek. Itt és később is ki-
használtuk a magyar nyelv azon tulajdonságát, hogy a tulajdonneveket, és csak
azokat kezdjük nagybetűvel. Kivételt képeznek ez alól természetesen a mondat-
kezdő poźıcióban szereplő szavak. Szigorúan véve, ez a módszer minden mondatot
eldobna, ı́gy annyit módośıtottunk rajta, hogy a mondatkezdő szót csak akkor
tekintjük potenciális annotálandó elemnek, ha a szófaja főnév. (A magyarban a
morfológiai ćımkékre csak korlátozottan támaszkodhattunk ebben a feladatban,
hiszen a KR-kódolás nem különbözteti meg a tulajdonneveket és a közneveket.)
Másodszor, nem minden tulajdonnéven találunk kereszthivatkozást. Ennek
oka kettős: ha egy Wikipédia-cikkben adott entitásra többször is névvel utalnak,
csak az első alkalommal linkelik a saját oldalához. De előfordulhat az is, hogy
az entitás nem rendelkezik saját szócikkel. Az ilyen esetek kezelésére minden
szócikknél fenntartunk egy listát, ahol az abban felismert entitásokat, illetve
egyéb nagybetűs emĺıtéseit, mint például a rájuk mutató átiránýıtó és egyér-
telműśıtő lapok ćımeit gyűjtjük. Ha ezután egy olyan mondattal találkozunk,
amelyben nagybetűs szócsoport szerepel, ellenőrizzük, hogy a csoport egyezik-
e a listában szereplő egyik entitás nevével. Amennyiben igen, felćımkézzük; ha
nem, a nagybetűs szavakat ismeretlen entitásnak tekintjük.
3.4. Szűrés
Ahogy már emĺıtettük, az azonośıtatlan entitást tartalmazó mondatokat kidob-
tuk a korpuszból, hogy növeljük az annotálás pontosságát.
A hagyományos névfelismerő rendszerek tiszta, viszonylag pontosan annotált
korpuszokból tanulják meg a megfelelő paramétereiket, és a tesztelésükhöz is
hasonló adathalmazra van szükség. Ezért a rossz minőségű, töredékes mon-
datokat, amelyek nem nagybetűvel kezdődnek és nincs mondatzáró ı́rásjel a
végükön, szintén kiszűrtük. (Az ı́gy maradt 19 milliós adathalmazzal dolgoz-
tunk tovább; a következőkben erre referálunk teljes korpuszként.) De a minőség
jav́ıtása érdekében további szűrő lépéseket is lehet tenni, ı́gy például eldobhat-
juk az olyan mondatokat is, amelyek nem tartalmaznak ragozott igét. Ezzel
ugyan azok is kiesnek, amelyek szabályos jelen idejű, kijelentő módú, létigét
(nem) tartalmazó mondatok, de az automatikus tokenizálás és mondatra bontás
hibáiból származó töredékes mondatokat eltávoĺıthatjuk, és ı́gy az ebből fakadó
annotációs hibákat is kiszűrhetjük (lásd a 4. fejezetet).
Ha viszont közösségi tartalmak (User Generated Content) feldolgozására ḱı-
vánja valaki használni a korpuszokat, amelyek köztudottan sokkal zajosabbak,
mint a kézzel annotált adatok, és sok töredékes mondatot tartalmaznak, hasznos
lehet minél kevesebb szűrő használata. Ezért a rossznak minőśıtett mondatokat
nem dobtuk el végleg, hanem ezt az adathalmazt is elérhetővé tettük.




4. Problémás esetek, hibaelemzés
A magyar Wikipédia korpusz gépi annotálását kézzel ellenőriztük a korpusz egy
kis részén. A 19 milliós teljes korpuszt vettük alapul, amelyből véletlenszerű
mondatválogatással csináltunk egy 18.830 tokent tartalmazó mintakorpuszt. Ezt
kézzel felannotáltuk, és összehasonĺıtottuk a kézi és a gépi annotálás eredményét,
amely az 1. táblázatban látható. Ha a gépi módszert egy annotátornak tekintjük,
akkor az F-mérték az annotátorok közötti egyetértést mutatja.
1. táblázat. A gépi és a kézi annotálás közötti egyetértést mutató eredmények a min-
takorpuszon.
Pontosság(%) Fedés(%) Fβ=1(%) Entitások száma
LOC 98.72 95.65 97.16 161
MISC 95.24 76.92 85.11 26
ORG 89.66 89.66 89.66 29
PER 88.30 89.25 88.77 93
Össześıtve 94.33% 91.59% 92.94 309
A négy kategória igazságmátrixa (2. táblázat) jól mutatja, hogy a t́ıpustévesz-
tés aránya elhanyagolható. Ezekből az értékekből kiszámı́tottuk az annotátorok
közötti egyetértést mérő Cohen kappát is. A 0,967-es össześıtett érték Landis
és Koch [16] skáláján elhelyezve arról tanúskodik, hogy a korpusz annotációja
megfelel a gold standard sźınvonalnak.
2. táblázat. A manuálisan annotált mintakorpusz igazságmátrixa.
Auto↓ / Gold→ PER ORG LOC MISC
PER 83 1 2
ORG 26 1 1
LOC 1 154
MISC 1 20
A t́ıpustévesztés alapvetően két okra vezethető vissza. Az első esetben a DB-
pediában lévő t́ıpusinformáció helytelen, például az MTA DBpedia-beli osztálya
WorldHeritageSite, ami miatt Loc ćımkét kap Org helyett. Hasonló eset, ami-
kor egy több referenciával rendelkező névnek csak egyik referense szerepel a
DBpediában, ı́gy használattól függetlenül mindig ugyanazt a ćımkét kapja.
A t́ıpustévesztések másik részét a Wikipédia rossz kereszthivatkozásai okoz-
zák. Például az egyik cikk szerkesztője a Walt Disney Co. cégnévnek csak egy





részét linkelte be, mégpedig a személyről szóló oldalra. Ezért ebben a cikkben
ennek a cégnévnek a különböző változatai (Disney, Walt Disney stb.) is mind
személynévként lettek jelölve.
3. táblázat. A névfelismerés további hibái.
PER ORG LOC MISC
Hibásan névként felismert szavak (álpozit́ıv) 1 0 1 0
Fel nem ismert nevek (álnegat́ıv) 3 0 5 4
Részlegesen felismert nevek 7 1 0 0
Jóval gyakoribbak a névfelismerés további hibái, vagyis bizonyos szavak hibá-
san névként való azonośıtása és egyes nevek felismerésének elmulasztása, illetve
az entitáshatárok pontatlan felismerése. Az egyes névt́ıpusokra lebontott hibák
számát a 3. táblázat mutatja.
Az entitáshatárok pontatlan felismerésének oka leggyakrabban az, hogy a név
környezetében lévő értelmező szerepű nyelvi egység is a Wikipédia-ćımszó része.
Emberekre utaló linkek esetében ezek a szavak nagyrészt rangjelölők, pl. Szent
István király, I. Benedek pápa. Ezeket egy tematikus tiltólistával a későbbiekben
ki lehet szűrni.
A Wikipédia-ćımszavakban szereplő értelmező szavak alkalmanként a teljes
entitás felismerését is megakadályozzák. Ez akkor fordul elő, ha a hivatkozott
oldal teljes ćıme nem tulajdonnév, viszont tartalmaz egy általunk ismert tulaj-
donnevet: pl. ókori Róma, magyar Wikipédia.
A fel nem ismert Misc t́ıpusú tulajdonnevek mindegyike ı́rók műveit felso-
roló oldalakon fordul elő. Ezen műveknek nincs saját szócikkük, ezért ćımkézésük
nehéz. Mivel egy műćımben bármilyen nyelvi elem előfordulhat, az általunk al-
kalmazott szűrők együttese sem képes kiszűrni ezeket. Megoldást jelenthetne
az, ha ezeket a kizárólag műćımeket felsoroló oldalakat külön kezelnénk, és egy
komplex rendszert éṕıtenénk a feldolgozásukra. Mivel ez egy külön nyelvfeldol-
gozási feladat, jelen fejlesztésen belül nem vállalkozunk rá; a jövőben az ilyen
oldalakat kihagyjuk a korpuszból.
A hibák egy további részét az alkalmazott nyelvfeldolgozó eszközök tévesztései
okozzák. Az automatikus tokenizálás és mondatra bontás hibás működésére
példa, amikor a rövid́ıtést tartalmazó név (pl. Warner Bros.) utolsó eleme, vagyis
a pont mondatvégi ı́rásjelként értelmeződik, ı́gy nem annotálódik a névvel együtt.
Máskor a mondatrabontás során a szövegben levő link szétszakad, ı́gy a maradék
elem nem kapja meg a megfelelő ćımkét. Mivel a mondat első szavát csak akkor
tekintjük potenciális entitásnak, ha főnév, a szófajmeghatározás hibája folytán
előfordul, hogy átsiklunk egy mondatkezdő néven. Például a Hél visszaengedte
volna mondatban a Hél szót igeként azonośıtotta a HunDisambig, ı́gy nem te-
kintettük tulajdonnév-jelöltnek. E problémákra esetleg megoldást jelenthet az
alkalmazott eszközök teljeśıtményének jav́ıtása, vagy más eszközök használata.




Tipikus jelenség a magyarban, amikor egy név összetétel eleme lesz, pl. Bi-
zánc-ellenes. Ilyen esetekben a köznév az összetétel alaptagja, vagyis az határozza
meg a referenciát. A referenciaváltozást természetesen a ćımkézés változásának
kell követnie, ami viszont nem, vagy nehezen kezelhető automatikusan, mivel
nagyjából bármilyen köznév kapcsolódhat névhez. A helyzetet bonyoĺıtja az is,
hogy a mozaikszavakhoz, rövid́ıtésekhez, valamint nem ejtett magánhangzóra
végződő idegen nevekhez is kötőjellel kapcsoljuk a toldalékokat, amelynek a
felsźıni szerkezete nagyon hasonĺıt az összetételekéhez. Ennek a problémának
a megoldása még további vizsgálatokat követel.
A felsoroltak mellett természetesen implementációs hibákra is fény derült,
amelyek azonban összességében csak néhány esetben okoztak rossz ćımkézést.
Ezeket a jövőben jav́ıtani fogjuk.
5. A korpuszok léırása
A korpuszokat Creative Commons Attribution-Sharealike 3.0 licensz alatt pub-
likáljuk, vagyis ugyanolyan feltételekkel adjuk tovább, ahogy a Wikipédiából
letöltöttük. Szabadon elérhetőek a http://hlt.sztaki.hu oldalon keresztül,
valamint a META-SHARE tárhelyről (http://www.meta-net.eu/). A META-
SHARE egy nýılt rendszer, amely lehetővé teszi a nyelvi erőforrások megosztását.
Létrehozója a META-NET, az Európai Bizottság által alaṕıtott nyelvtechnológiai
hálózat.
A fájlok ún. multitag formátumban vannak, amelyben a tartalmas sorokat
tabulátor választja el. Az első oszlop tartalmazza magukat a szövegszavakat, az
egyes oszlopokban pedig a különböző szintű annotációk találhatók. A mondat-
határokat üres sorok jelölik. A névćımkéken ḱıvül minden token mellett szerepel
a töve és a hozzá tartozó teljes morfológiai elemzése KR-kódokkal. Két további
oszlopban közöljük, hogy sima szöveg vagy kereszthivatkozás-e az adott token,
és ha utóbbi, akkor melyik szócikkre utal.
6. Kiértékelés
Kiértékelésünkben megmutatjuk, hogy a létrehozott magyar nyelvű korpusz ki-
válóan használható a tulajdonnév-felismerés teljeśıtményének növelésére több
módon is.
A kiértékeléshez a Hunner [17] tulajdonnév-felismerő rendszert használtuk.
A csak az egyes korpuszokra jellemző jegyeket (pl. főnévi csoportok jelölése,
Wikipédia-linkek) kidobtuk, hogy növeljük a korpuszok összehasonĺıthatóságát.
Így a következő jegykészlettel dolgoztunk: mondatkezdő és -vég poźıciók, szóala-
kon alapuló jegyek, morfológiai információ és listajegyek.
Az eredmények kiszámı́tásához a sztenderd CoNLL-módszert alkalmaztuk,
vagyis az annotációt csak akkor vettük helyesnek, ha a kezdő- és végpoźıció
is stimmelt, és a rendszer által kibocsátott ćımke megegyezett a gold standard
ćımkével. Ezen alapulva a szokásos pontosságot, fedést és F-mértéket számoltuk.






A korpusz a fent léırt szűrő eljárások után maradt mondatokat tartalmazza,
ı́gy azokat is, amelyekben nincs egy név sem. Ezeket azért tartottuk meg, hogy
amennyire lehetséges, megőrizzük a nevek eredeti, Wikipédia-beli eloszlását. Vi-
szont amikor megvizsgáltuk az egyes korpuszok teĺıtettségét a nevek szempont-
jából, arra jutottunk, hogy a gold standard adathalmazzal való összevetéskor
inkább sűŕıtjük a szöveget, vagyis kivesszük azokat a mondatokat, amelyekben
nincs név. A 4. táblázat mutatja a magyar korpuszokra vonatkozó számszerű ada-
tokat, melyekből jól látható, hogy a Wikipédiából generált korpusz teĺıtettsége
meglehetősen alacsony. A szövegnek ez a h́ıgsága valósźınűleg annak köszönhető,
hogy a módszerünk szigorú, vagyis inkább minden olyan mondatot eltávoĺıtot-
tunk, amelyben nem lehetett beazonośıtani a nevet, minthogy rosszul annotált
nevek maradjanak benne.
4. táblázat. A magyar Wikipédia és a Szeged NER korpusz mérete és teĺıtettsége.
huwiki sűŕıtett huwiki Szeged NER
token 19.108.027 3.512.249 225.963
NE 456.281 456.281 25.896
teĺıtettség (%) 2,38 12,99 11,46
6.2. Kı́sérletek és eredmények
Jelen cikkben csak a magyar korpuszon elért eredményeket közöljük, az angolra
vonatkozó részletes adatokért lásd korábbi cikkünket [11]. A korpusz kétfélekép-
pen lett kiértékelve: először saját magán, aztán egy választott gold standard
adathalmazon. A nevet nem tartalmazó mondatok kiszűrése után maradt 3,5
millió tokenes korpuszt 90-10%-os arányban tańıtó és kiértékelő halmazra osz-
tottuk.
Mivel a névkategóriák leképezésénél a Szeged NER korpusz ćımkekészletét
használtuk, ezért adta magát, hogy a korpusz kiértékeléséhez is ugyanezt alkal-
mazzuk. Többek által (pl. [10] és [18]) bizonýıtott tény, hogy a korpuszok közötti
kiértékelés sokkal rosszabb eredményt ad, mint a saját kiértékelő halmazon való
mérés. Különböző t́ıpusú szövegek esetén a különbség 20-30% is lehet. A helyzet
a mi esetünkben is nagyon hasonló (lásd az 5. táblázatot az eredményekért): a
Wikipédián tańıtott rendszer teljeśıtménye közel sem olyan jó a gold standard
korpusz kiértékelő halmazán mérve, mint a saját kiértékelő halmazán.
Az általunk éṕıtett korpuszt további módokon is használhatjuk a tulajdon-
név-felismerés teljeśıtményének növelése érdekében. Egy kézenfekvő megoldás
nagyméretű névlisták kinyerése a Wikipédiából, és azok hozzáadása gazetteer
listaként a tańıtáshoz. Ez a módszer több mint 1%-kal növelte az F-mértéket.




5. táblázat. Eredmények a magyar Wikipédia korpuszon.
tańıtás teszt Pontosság (%) Fedés (%) F-mérték (%)
Szeged Szeged 94,50 94,35 94,43
huwiki huwiki 90,64 88,91 89,76
huwiki Szeged 63,08 70,46 66,57
Szeged wikilisták Szeged 95,48 95,48 95,48
Szeged wikitag Szeged 95,38 94,92 95,15
Egy másik ḱısérletünkben a rendszert a Wikipédia korpuszon tańıtottuk, majd
az általa kibocsátott ćımkéket jegyként hozzáadtuk a gold standard korpuszon
való tańıtáshoz és teszteléshez. Ezzel a módszerrel is sikerült jav́ıtani a rendszer
teljeśıtményét.
A kiértékelés legfontosabb eredményének a saját teszthalmazon elért 89,76%-
os F-mértéket tartjuk. A kézi hibaelemzés tanulságaival együtt ez arról tanúsko-
dik, hogy az általunk éṕıtett korpusz akár önálló gold standard adathalmazként,
akár kiegésźıtő erőforrásként jól használható automatikus névfelismerő rendsze-
rek éṕıtéséhez.
7. Összegzés
Cikkünkben egy új módszert mutattunk be, amellyel létrehoztunk egy magyar
nyelvű, automatikusan tulajdonnév-annotált korpuszt a Wikipédiából. Az ed-
dig alkalmazottakkal ellentétben a mi metódusunk egy leképezést valóśıt meg a
DBpedia ontológiai osztályairól a hagyományos ćımkekészletekre. Az ı́gy generált
ćımkéket aztán a rendszer hozzárendeli a Wikipédiában szereplő entitásokhoz.
Módszerünk nyilvánvaló előnyei, hogy nagyban csökkenti az annotálás költ-
ségeit, valamint hogy sokkal nagyobb adathalmazokat álĺıthatunk elő általa,
mint kézi annotációval. Egy másik előnye, hogy bármely Wikipédiával rendelkező
nyelvre alkalmazható, ı́gy kevés erőforrással rendelkező nyelvekre is előálĺıthatunk
a gold standard minőséget közeĺıtő korpuszokat. A létrehozott korpuszok a to-
vábbiakban számos módon alkalmazhatók a tulajdonnév-felismerő rendszerek
hatékonyságának növelésére. Amennyiben kellően tiszta a korpusz, vagy az adott
nyelvre nem létezik gold standard tisztaságú adathalmaz, felügyelt gépi tanulási
rendszerekhez használható tańıtáshoz és kiértékeléshez. Továbbá erőforrásokkal
bővebben ellátott nyelvek esetében is hasznośıtható a klasszikus sajtó st́ılustól
eltérő szövegek tulajdonnév-annotálásához.
További, újdonságnak számı́tó eredményünk, hogy az általunk előálĺıtott kor-
puszok szabadon elérhetőek és felhasználhatóak. Tudomásunk szerint ez az első
magyar nyelvű automatikusan előálĺıtott tulajdonnév-annotált korpusz. Az angol
erőforrások tekintetében is hasonló a helyzet: tudomásunk szerint a Semantically
Annotated Snapshot of English Wikipedia [19] mellett az itt publikált korpusz
az egyetlen szabadon felhasználható tulajdonnév-annotált korpusz.





Jelen cikkünkben a DBpedia ontológiai kategóriáit a sztenderd tulajdonnév-
ćımkékre képeztük le, de a módszerben benne rejlik a lehetőség finomabbra
hangolt tulajdonnév-hierarchiák támogatására is. Az internetes közösség által
létrehozott tartalmak, mint a Wikipédia és a DBpedia, folyamatosan növek-
szenek, ezáltal egyre több információ felhasználását teszik lehetővé. A módszer
frisśıtésével egyre nagyobb és finomabban annotált korpuszokat tudunk létrehozni
a jövőben.
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