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CHAPTER 1. Introduction 
We are living in a world of knowledge explosion, we are working hard to make our world 
more exciting. The aerospace engineers are trying to build the spaceship which can travel across 
the Galaxy; the structural engineers are trying to design the high-rise building which can hold 
millions of people; the biological engineers are trying to pinpoint, analyze or even modify the 
gene; the computer engineers are trying to build the machine that can think and behave like 
the human being. All of these marvelous achievements also introduce a lot of complexity. A 
minor error in the control software embedded in our Galaxy exploration spaceship can turn 
this Galaxy travel into a disaster. Our engineers need powerful tools to analyze these systems, 
predict their performance and find any potential problems. With the help of advancement of 
computer technology, two important computer-based analysis can be conducted: one is a logic 
based analysis technique called model checking [13]; another is a probability based analysis 
technique. A Markov chain [20] is a major tool behind the probability based analysis. Our 
research effort focuses on a detailed problem of Markov chain itself, Markov Chains States 
Classification. 
Markov chains are an important class of stochastic processes that can effectively model ran-
domly evolving systems. They are conceptually simple because their future evolution depends 
only on the current outcome and not on past history [30]. They have found vast applications 
in various fields ranging from biology, economics to engineering. Generally, one of the first 
steps in conducting the Markov chains based analysis is to explore the structural information 
embedded in the Markov chains. In other words, we partition the states of a Markov chain 
into recurrent states and transient states. This kind of procedure not only can simplify the 
analysis process but also is necessary background for some types of analysis. For example, in 
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order to analyze the reducible Markov chains, we have to determine each recurrent class and 
analyze them in isolation at first before consider them again in the whole Markov chain. 
Traditionally, we classify the Markov chains states by using some well-known algorithms to 
compute the strongly connected components(SCCs) first, and find all the recurrent states and 
transient states by analyzing these obtained SCCs. These approaches require to examine all the 
states of a Markov chains, which are called the explicit approaches. The explicit approach can 
only handle the system which has limited number of states because of the CPU and memory 
requirement. As we mentioned above, the systems we are studying are becoming more and 
more complex, it is not uncommon for these underlying Markov chains to contain millions or 
billions of states, which makes the states classification of these Markov chains a very challenging 
work. This is called the state explosion problem. In order to solve this hurdle, we have to 
switch from a traditional explicit approach to an implicit approach. We have seen extensive 
research in the binary decision diagrams(BDDs), multiway decision diagrams(MDDs) [18] and 
Kronecker representations [6, 16]. Some previous work have been conducted for classifying the 
Markov chains states using implicit approach [17, 31]. Our research is built on these existing 
achievements. 
1.1 Contributions 
In this thesis work, we focus our effort on how to improve Markov chain state classification 
using an implicit approach. We try to explore the information embedded in the topological 
structure of the Markov models, and the recent advancements in implicit encoding of discrete 
state models makes such effort possible. Based on this exploration, we develop some new 
heuristics trying to minimize the number of iterations required. A variety of models are given 
for the experiment study, while extensive analysis are conducted to compare the performance 
of our improvements and those of existing methods. 
3 
1.2 Notations 
In this thesis, we use upper-case calligraphic to represent the sets, such as S, ISi is used to 
represent the cardinality of set S. The exception is for those fundamental set, we denote the 
set of naturals as IN; denote the set of reals as IR respectively. We write matrices in upper-case 
bold letters, like P , P[i,j] is used to represent the entry at row i and column j. I is specifically 
used to represent the identity matrix. Vectors are written in lower-case bold letters, like p , 
p[i] is used to represent the i-th entry in this vector. 
1.3 Organization 
The remainder of the thesis is organized as follows. Chapter 2 presents an overview of 
random variables and stochastic processes, with particular emphasis on Markov chains. In this 
chapter, we also discuss the problem of Markov chain state classification, which is also where 
our research is aiming at. Chapter 3 describes how a high-level formalism can be used to 
encode a Markov chain. We also present the implicit data structure for generating and storing 
structured state space, which is the basis for our research. Chapter 4 reviews the previous 
work of the implicit approach for the Markov chain state classification. Chapter 5 presents our 
improvment upon the existing algorithms, detailed experiment study as well as the analysis 
are given in this chapter. Chapter 6 includes the discussion of our work and future research. 
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CHAPTER 2. Markov Chains 
This chapter presents the basic concept of Markov chains, which is the stochastic model 
that we are studying. Section 2.1 discusses the definition of Markov chains. Section 2.2 and 
Section 2.3 give thorough discussion on discrete-time and continuous-time Markov chains. For 
more detail on Markov chains, the reader is referred to [28], a very good textbook on stochastic 
process and probability models, and to [19], some advanced topics are discussed there. 
2.1 Introduction 
A random variable Xis a function X : U ----7 S assigning a real value X(u) ES to the input 
value u EU, U is called the sample space in statistics. Depending on whether S is countable 
or uncountable, X is either a discrete random variable or a continuous random variable. A 
stochastic process is a collection of random variables { X ( t) : t E 7}, where T is called the 
~ ..... 
parameter space [30]; the particular value assumed by the random variable X(t) is known as 
the state; the set S of all possible X ( t) is called the state space of the stochastic process. While 
a random variable can describe the randomness of only one special point in a general space, a 
stochastic process can be used to describe the randomly evolving behavior in a general space, 
such as the NASDAQ Composite Index for one year. If S is countable, or in other words, the 
state space is discrete, then the stochastic process is called a discrete stochastic process. If S 
is not countable, the stochastic process is called a continuous stochastic process [29]. Without 
particular notation, we concentrate our discussion on discrete and finite state spaces. 
Strictly speaking, a random variable in a general stochastic process is dependent on all the 
random variables belonging to the same stochastic systems. We call this whole-scale depen-
dence. If we consider the stochastic process in a time dimension (the parameter space T is time 
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space), the whole-scale dependence hints that the present state not only depends on its past 
history but also depends on its future dynamic behavior. This complex dependent relationship 
makes the analysis of a stochastic process a very challenging or even an impossible work. A 
Markov process is a special case of the general stochastic process, which is conceptually simple 
because its future evolution depends only on the current outcome and not on past history [30], 
also known as the memoryless property. Formally, it can be represented as [29] 
Vn E JN, io, ... , in+l ES, \:/to, ... , tn+l ET, to < · · · < tn+l 
The physical interpretation of the above definition is that the conditional probability for the 
system to be in the state in+l at the next instant tn+l with the whole observed history at 
tn, tn- l, tn-2, ... , to is the same as the conditional probability for the system to be in state 
in+l at the next instant tn+l with only the current observed state attn. In the natural world, a 
lot of system dynamics can be modeled by the Markov process. It has found vast applications 
ranging from computer engineering to biological science. 
2.2 
If both the state space S and the param 
also known as a discrete-time Markov chain(DTMC) [29]. Given a fixed state space, a DTMC 
is decided by its transition probability, used to describe the switch probability from one state 
to another state. Formally, for a given n, we have 
P(n)[i ,j] = Pr{X(n + 1) = jlX(n) = i} (2.1) 
In the above definition, we only consider the behavior at state X ( n + 1) given the present 
state of X ( n), it is called the one-step transition probability. In our research, we only consider 
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homogeneous Markov chain, for which 
When a Markov chain is homogeneous, we can just use P instead of P(n) , where P is called 
the probability transition matrix, and n in the above definition can be set as 0. So, the one-step 
transition probability for the homogeneous Markov chain is defined as follows 
P[i,j] = Pr{X(l) = jlX(O) = i} 
f.he importance of matrix; is that it grasps the relatio:ships among the different states, and 
i it can be used to derive the future evolving behavior beyond just one transition step, such as 
I 
Generally, we have two approaches to describe a Markov chain, one is the graphical ap-
proach , like the graph shown in the left part of Figure 2.1 , where we use circles to represent 
the st ate, use the arrow line to represent the transition from one state to another state, the 
number shown beside the arc is the one-step transition probability; another is the matrix-based 
approach, using P to represent the Markov chain which is shown in the right part of Figure 2.1. 
These two approaches have a one-to-one relationship, given a graph representation of a DTMC, 
--------we can always obtain its matrix representation; the opposite direction is the same. Both ap-
proaches have their own advantage. The graphical approach grasps t he topological structure 
of the Markov chain in a direct way, and guides us to study the Markov chain based on the 
marvelous result having been achieved in the graph theory. The matrix based approach enables 
us to make use of the matrix analysis as a powerful tool to analyze t he Markov chain, which 
is compact and mathematically beautiful. However, in many cases, these two approaches are 
inherently the same. 
F igure 2.1 gives an example of a discrete time Markov chain. It has 9 states, the state 
space is S = {A, B, C, D, E, F, G, H, I} . The probability transition matrix P is also shown in 
the figure. It is trivial to notice that the sum of each row in the above matrix equals to 1, 
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LjES P[i , j] = 1; such a matrix is called a stochastic matrix [29]. 
A B c D E F G H I 
A 0 0.5 0 0.5 0 0 0 0 0 
B 0 0 1 0 0 0 0 0 0 
c 0 0 0 0 0 1 0 0 0 
P= D 0 0 0 0 0 0 1 0 0 E 0 1 0 0 0 0 0 0 0 
F 0 0 0 0 1 0 0 0 0 
G 0 0 0 0 0 0 0 1 0 
H 0 0 0 0.3 0 0.4 0 0 0.3 
I 0 0 0 0 0 0 0 0 1 
Figure 2.1 A discrete time Markov chain and its probability transition ma-
trix 
2.2.1 State decomposition of Markov chain 
In this section, we will introduce the problem of Markov chain state classification, which 
partitions the state space of a Markov chain into the disjoint sets of states. Markov chain state 
classification can help us understand the structure information embedded in the Markov chain, 
which is very useful in analyzing the Markov chains. First, we will introduce some terminology 
used to classifying the state space of Markov chains [20, 31]. 
Definition 1. If there exists a positive probability that state j will eventually be visited once 
state i is visited, then state j is called reachable from state i. Formally, if there exists an 
n 2: 0 such that P n [i, j] > 0, then state j is called reachable from state i. 
Generally, we can understand the above definition from a topological point of view: if there 
exists a route from state i to state j in the topological structure of a Markov chain, then state 
j is reachable from state i. For example, in Figure 2.1, state E is reachable from state A; the 
associated route is A -+ B -+ C -+ F -+ E. 
Definition 2. State i is called transient if there exists a state j such that j is reachable from 
i but i is not reachable from j. 
In Figure 2 .1 , states {A , D, G, H} are transient states. Because they can reach states 
{B, C, E, F, I} , but these states cannot reach them. 
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Definition 3. State i is called recurrent if for every state j reachable from i, i is reachable 
from j. 
In Figure 2.1,states { B, C, E, F, I} are recurrent states. Generally, we have the following 
theorem [28]. 
Theorem 1. From any recurrent state, only a recurrent state can be reached. 
Proof. By contradiction. Suppose i is a recurrent state, j is a transient state, and j can be 
reached from i. Based on the definition of transient state, there must exist a state k, such that 
j can reach k, but k cannot reach j. But this implies i can also reach k, but k can not reach 
i. So i is also a transient state, which contradicts to our assumption. D 
Definition 4. A recurrent class is composed of a group of recurrent states, which are reach-
able from any state belonging to this group. 
In Figure 2.1, states {B, C, E, F} belong to the same recurrent class. 
Definition 5. A Markov chain is called irreducible if all of its states belong to the same 
recurrent class. 
Definition 6. A recurrent state is called absorbing if no other state is reachable from it. 
An absorbing state is a special case of recurrent state: an absorbing state is a recurrent 
class, which is composed of only one state. It is possible to reach an absorbing state from other 
states. But if a Markov chain reaches an absorbing state, then it will be trapped and never 
leave that state. In the Figure 2.1, state I is an absorbing state. 
Both the topological and algebraic structure of Markov chains can help us explore the 
structural information displayed through the states classification. Let us consider the absorbing 
states as an example. If a state i is an absorbing state, it will only have inward arcs and self-
loop arcs, but it will not have any outward arcs, like state I in the Figure 2.1. This topological 
property can help us find those absorbing states very easily. From the algebraic point of view, 
if a state i is an absorbing state, the entry of P[i , i] will be 1, this also offers us an approach 
to find those absorbing states using algebraic property. The structural information embedded 
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in the Markov chains has been proved as a great source for different types of analysis. For 
some cases, they need this structural information as an starting point; for other cases, this 
structural information can simplify the analysis. 
2.2.2 Explicit techniques for state space classification 
In this sub-section, we will introduce an approach for state space classification, which is to 
explore the topological structure of the graph representing the Markov chain. Formally, given a 
Markov chain, the state space classification problem is to find all the transient states, and find 
all the recurrent states as well as group them into recurrent classes. This approach lands its base 
in the graph theory and makes use of the concept of strongly connected components(SCCs). A 
Strongly Connected Component(SCC) of a discrete graph G is a maximal set C ~ V such that 
for all v, w EC there is a path from v tow, where Vis the set of vertices of the graph [2]. It 
is not difficult to derive that any state belonging to a sec are reachable from all other states 
belonging to the same SCC. There do exist some similarities between a SCC and a recurrent 
class. It is trivial to know that a recurrent class of a· Markov chain must be a SCC of the 
associated graph of this Markov chain. But the other direction is not correct. A SCC might 
not be a recurrent class. In the Figure 2.1, states {B,C,E,F} belong to a SCC, this SCC is 
also a recurrent class; states {D, G, H} belong to a SCC, but these three states are all transient 
states. There exist several successful graph algorithms to compute the SCC, which offers us a 
good start for the SCC based state space classification. Kosaraju's algorithm solves the SCC 
problem in linear time of the size for the given graph, whose time complexity is 8(V + E), 
where Eis the number of edges of the graph [2]. 
After capturing every SCC in the graph, we must decide whether each SCC is recurrent or 
transient. The basic rule is that: if there exist an outward edge from any state in the given 
sec, then all the states belonging to this sec are transient states; otherwise, if there does not 
exist any edge which originates from a state in the given sec and arrives at a state outside 
of this SCC, then this SCC is a recurrent class. The associated time complexity to decide if a 
sec is recurrent is linear in the number of edges which originate from the states enclosed in 
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the given SCC. Although the extra work is needed, listing every SCC for a given graph at least 
gives us a lot of basic structure information for the state space decomposition. This SCC based 
states classification method is introduced in the framework of explicit technique, where both 
the storage cost and the CPU time cost associated are at least linear to the number of states. 
As a result, this method is not practical for systems with massive number of states which 
usually go beyond both the computing power and storage power of the modern computing 
system. This so called state explosion problem limits the size of problems that can be solved 
by the explicit techniques. However, the SCC based states classification method can also be 
implemented in the framework of implicit technique, which can be efficient in both the storage 
usage and CPU time usage compared to the explicit technique. We will discuss it in the next 
chapter. 
2.2.3 Transient analysis 
One goal of analyzing Markov chains is to obtain the probability of each state for a given 
-------~~~--~--~~~~ ..... ~-.. 
parameter n, which is displayed through the probability vector. Here, n refers to the number 
of transition steps. 
Pn[i] = Pr& i) 
If n = 0, then we get Po[i] = Pr{X(O) = i }, which is called the initial probability vector. 
The transient analysis is the computation of the probability vector Pn[i], as defined above. 
However, it is dependent on both the init ial vector Po and the parameter n . Inductively, Pn 
can be computed from Pn-1 [29], which is 
Pn = Pn- 1P (2.2) 
from Eq. 2.2, we have 
(2.3) 
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2.2.4 Stationary analysis 
Stationary analysis is determination of the limiting behavior of the vector Pn: limn->oo Pn· 
Derived by the Eq 2.3, limn->oo Pn is dependent on the initial probability vector Po for general 
Markov chains. However, for some Markov chains with particular properties, limn->oo Pn be-
comes independent of the initial probability vector. Before discussing it in detail, we have to 
introduce some related concept. 
Definition 7. Denote di as the greatest common divisor of the set of positive integers n such 
that Pr{X(n) = ilX(O) = i} > 0, then di is called the period of state i. 
Definition 8. A recurrent state i is said to be aperiodic if its period di = 1, and periodic 
if its period di > 1. A recurrent state that is aperiodic is said to be ergodic. 
In Figure 2.1, states {B, C, E, F} is a recurrent class with period 4, it is periodic; the 
absorbing state I is aperiodic with period 1, so it is ergodic. 
2.2.4.1 Stationary analysis of irreducible DTMCs 
Feller [15] has shown that all states of an irreducible Markov chain are of the same type. For 
example, if one state of an irreducible Markov chain is ergodic, then so are all the states. An 
irreducible Markov chain with ergodic states is called ergodic. For the ergodic Markov chain, 
the sequence of matrices p n, which is given in Eq 2.3 , will approach a limit as n increases. 
This results into the existence of P oo = limn->oo Pn = Po limn->oo pn. Moreover, limn->oo Pn 
is proved to be equivalent to the vector 7r , where 7r is the solution vector of the following 
equation: 
n 
7r(P - I) = 0 subject to L 7r[i] = 1 (2.4) 
i=l 
7r is also called the stationary distribution [29]. However, this does not hold for the general 
Markov chains. For example, the limn->oo Pn of a periodic Markov chain does not exist. Nev-
ertheless, there might exist a solution satisfying the Eq 2.4 for a periodic Markov chain, and 
which can be explained as the time-averaged limiting state probabilities. As a result , before 
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conducting the stationary analysis using the solution of Eq 2.4, we have to explore the struc-
ture information for the given Markov chain, and make sure whether it is ergodic, being both 
irreducible and aperiodic according to the definition given above. 
2.2.4.2 Stationary analysis of reducible DTMCs 
The stationary analysis for reducible Markov chains is more involved than those for irre-
ducible Markov chains. Each recurrent class Rican be thought of as an independent irreducible 
Markov chain mi. We can aggregate each recurrent class into a single state, and mark it as 
absorbing state. Given an absorbing Markov chain, we can always partition its probability 
matrix P into the following format. 
For each such derived Markov chain mi, we can compute its stationary distribution 'Tri as above. 
This vector 'Tri can only tell us the internal probability distribution of each recurrent class R i . 
Besides this, we need to obtain the probability of entering each recurrent class R i, which is 
denoted by µ[i], µ is a vector of dimension nR, where nR refers to the number of recurrent 
classes. Before computing µ [i], we define two vectors e and v , which have the same dimension 
as µ. The physical meaning of e[i] is the probability of initially being in the recurrent class 
Ri, which is the sum for each state in a recurrent class:e[i] = 2:,jER; Po[j], so e is decided 
by the initial probability vector po; the physical meaning of v[i] refers to the probability of 
entering the recurrent class R i when starting from the transient states. It is clear to know 
that µ[i] = e[i] + v[i]. The computing of v belongs to the so called absorbing Markov chain 
problem [28], v can be computed as 
(2.5) 
In Eq 2.5, the Pot refers to the sub-vector associated with the transient states in the initial 
probability vector p 0 ; the matrix (I - Ptt)- 1 is called the fundamental matrix. In practice, 
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we do not compute (I - Ptt)-1 directly for the large scale DTMC. Instead, we let K,= Pot(I -
Ptt)-1 , and solve "" through the following transferred linear system by multiplying both sides 
by I - Ptt 
""(I - Ptt) =Pot (2.6) 
Given 7ri and µ, the computation of 7r is trivial, the entry associated with transient states 
should be O; the entry associated with recurrent class i can be obtained through µ[i] · 7ri· 
2.3 Continuous-time Markov chain 
Similar to the definition of DTMC, if th 
a continuous time Markov chain(CTMC) [20]. m1 ar to the DTMC, the CTMC can be 
described by the infinitesimal generator matrix Q [29], where the entry Q[i, i] is given by 
Q [ .. ] 1. Pr{X(t + h) = jlX(t) = i} .f . -1- . t Z, J = Im h 1 Z r J 
h-+0 
Qt[i, iJ = - I: Qt[i, jJ 
j:#i 
For the homogeneous CTMC, the parameter t does not matter, so we only use Q instead of Qt. 
If we set the diagonal element of Q as 0, then we get another matrix R, it is called transition 
rate matrix. Formally 
\ 
\ '1 
\ \_ 
The dynamics of a CTMC consist of two types of information' ~en transitiQPs OCC)!>. \ \ \ 
and what transitions occur. Instead of being two totally different topics, a CTMC can be 
transformed into a DTMC through a technique called embedding. The basic issue of this kind 
of transformation is to separate the two types of informati£2n e ded in the CTMC. In other 
words, we can describe the CTMC using a pair (P, h), w e P i the probability matrix for 
-------...--~~----~~~--
the embedded DTMC; h is a vector describing the timing rmation of staying in a state. 
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Define a matrix H, where 
H[i,j] = { 0 if i i= j Qli:i) if i = j 
Then 
h is composed of the diagonal elements of H : h[i] = H[i,i]. h [i] represents the mean holding 
time in state i. Compared to the original CTMC, the embedded DTMC ignores the time of 
staying in a state and is only interested in the probabilities of making transitions from one state 
to other states. For the embedded DTMC , we can also compute its stationary distribution 
7rD as normal, the according stationary probability vector 7rC for the CTMC is then given by 
(2.7) 
The embedded DTMC gives us a lot convenience in conducting the transient analysis and 
stationary analysis for the CTMC from the point of numerical computing. More detailed 
discussion on CTMC and its relationship with DTMC can be found in [29]. 
Generally, the state classification problem for CTMC is the same as the one for DTMCs. All 
of the related concept can apply to CTMCs except that there is no notion of periodic/aperiodic 
states in a CTMC. Moreover, the state classification method discussed above for DTMCs can 
also solve the same problem for CTMC, or more specifically, for the embedded DTMC. For 
example, a transient state in the embedded DTMC is also a transient state in the CTMC; a 
recurrent class in the embedded DTMC is also a recurrent class in the CTMC. Figure 2.2 shows 
an example CTMC and its embedded DTMC, the graphical structure of CTMC is quite similar 
to the DTMC, they have the same states, except the number shown beside the transition in the 
CTMC is for the transition rate rather than the transition probability; and in the DTMC, we 
have a self-loop arc for the absorbing state B, which is different from the CTMC. We also can 
see that the state classification result of CTMC is exactly the same as the one for its embedded 
DTMC, where A is transient; B is absorbing and { C, D} is a recurrent class. 
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2 0.5 
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Figure 2.2 A CTMC and its embedded DTMC 
For this example, the related Q, H and P are 
-4 2 2 0 0.25 0 0 0 0 0.5 0.5 0 
0 0 0 0 0 00 0 0 0 1 0 0 Q = H = P = 
0 0 -2 2 0 0 0.5 0 0 0 0 1 
0 0 2 -2 0 0 0 0.5 0 0 1 0 
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CHAPTER 3. Implicit Approaches to Encode Markov Chain 
In Chapter 2, we introduce the basic concept of Markov chains and we know that the 
transition probability matrix P is enough to represent the DTMC, as well as the rate matrix 
Q to represent the CTMC. However, a practical system easily produces a Markov model with 
millions of states or beyond, which make it impossible to store and analyze the matrix of P 
and Q explicitly. In this chapter, we investigate the approaches for storing the state spaces 
and its probability-based transition relation symbolically, which is also called implicit encoding. 
Traditional explicit encoding represents state spaces by trees, hash tables, or graphs, where 
each state corresponds to an entity of the underlying data structure. Thus, the memory needed 
to store the state space of a system is linear in the number of the system's states, which in 
practice limits these techniques to fairly small systems having at most a few million states. 
Implicit encoding allows one to store reachability set in sub-linear space. That is, instead of 
storing and exploring each state explicitly, we use efficient data structures and manipulations 
on sets of states. This technique pushes the manageable size of state space to about 1020 or 
even larger [7] . The binary decision diagrams (BDDs) and the multi-way decision diagrams 
(MDDs) represent successful efforts in this direction [7, 25]. 
The remainder of the chapter is organized as follows. Section 3.1 briefly reviews the high-
level formalisms used to specify the Markov chain based models, which is the basis for later 
discussions. Section 3.2 discusses the efficient data structures used to encode the state space 
and transition function, including the Kronecker encoding and MDDs. Section 3.3 introduces 
the edge-valued decision diagrams EV+MDDs, and extension to the MDDs, which not only 
store the state space but also encode the associated distance function [11]. 
17 
3.1 High-level formalisms 
As discussed in the last chapter, Markov chains can be used to analyze the discrete-state 
stnchastic model having the memoryless property. Nevertheless, it is impossible to build the 
Markov model by hand for most of the practical systems because of the massive number 
of states involved. As a result, we have to develop a scheme, which describes the discrete-
state stochastic model using some type of high-level formalism, transforms this model into a 
Markov model and does the further analysis. A high-level formalism can be thought of as an 
interface between the practical system dynamics and the Markov models that can be solved 
automatically by the computer. The model studied in our research can be specified by the 
following: 
• S is the set of all possible states. 
• 5init ~ S is the set of initial states. 
• [ is a set of events e, we can think of the events as the cause for the transitions to happen 
in the Markov models. 
• For each event e, we have a rate function Ratee : S --+ JR which represents the transition 
---- -rate for event e at a particular state s . Ra tee ( s) = 0 implies that the event e is not 
enabled for state s , so event e will not occur in state s. 
• Moreover, it is insightful to note that it may be possible to reach more than one state 
from s caused by event e and the probability to reach each state s' E S is not the same. 
As a result, we have a probability function Probe : S x S--+ JR, where 2: Probe(s , s') = 
s' ES 
1, if Ratee (s) > O.However, this probability function only has physical meaning when 
Ratee (s) > 0, since otherwise e is disabled in states. 
Both the rate function and probability function contain profound information. From the 
probability function, we can derive the embedded transition relations: Probe(s, s') > 0 implies 
that state s can reach s' after firing event e. Moreover, we can define a next state-function 
N e : S --+ 25 , which denotes the set of states that may be reached from a given state in a 
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single step caused by event e. Explicitly, we have N e(s) : {s1 : Probe(s , s1 ) > 0} . Based on this 
definition, Probe(s, s' ) = 0 implies thats' f/_ Ne(s). The model specified as above can generate 
a CTMC smoothly. Every state Sm in CTMC corresponds to a state s in S, we call this a 
mapping procedure: 'lfJ(s) --+ Sm. The transition rate matrix R for the generated CTMC is 
R['l/J(si), 'l/J(s2)] = l:= Probe(s 1 , s2) · Ratee(s 1 ). Finally, not all of the states in Sare necessarily 
eEE 
reachable. Given the set of initial states and the next-state function, only part of the S may 
be reachable, we call them the reachable states(reachable set), which are denoted as S and 
s~s. 
The modeling formalism we choose to use is the general version of Stochastic Petri Nets, 
which includes marking dependent arc cardinalities and inhibitor arcs [1, 8]. Formally, a Petri 
net is a directed, bipartite graph including two disjoint sets of nodes, places and transitions. 
We show a Petri net for a fork-join model in the left part of Figure 3.1. In the graphical 
representation of Petri nets, the places are drawn as circles, we mark each place with Pi; the 
transitions are drawn as bars, we mark each transition with Ti. Each place contains a non-
negative number of tokens. The marking m represents a state of a Petri net at a particular 
instant, it is a vector where the i-th entry m[i] is the number of tokens for place Pi. Comparing 
to the specification mentioned above, the marking is equivalent to the state; the transition is 
equivalent to the event; the initial marking is equivalent to the initial state. In a Petri net, tlie 
tokens can be moved from one place to another place, this mechanism can be used to model the 
inherent evolving dynamics of the system. Formally, a transition t is enabled in a particular 
marking m if the following requirement is satisfied 
I(m,p, t) ::::; m[p] < H(m,p, t) (3.1) 
where the m[p] denotes the number of tokens in place p in the marking m ; the I(m,p, t) 
denotes the number of tokens flowing from the place p because of the firing of transition t ; the 
H(m,p, t) denotes the number used by the inhibitor-arc to control the firing of the transition 
19 
t. When the Eq 3.1 is satisfied, the transition t may fire, which will update the marking m 
ffinew[p] = m[p] - I(m,p, t) + O(m,p, t) (3.2) 
where the mnew denotes the updated marking m; O(m,p, t) denotes the number of tokens 
flowing into the place p because of the firing of transition t. For the stochastic Petri net, we 
assume that the firing delay of a transition is an exponentially distributed random variable. 
Formally, after a transition gets enabled, the time delay from the time instant when the 
transition t get enabled to the time instant of firing t is a random variable with distribution 
,,--
Expo(Ratet(m)), where Ratet(m) refers to the fact that the rate might depend on the current 
marking. If more than one transition is enabled in a marking, the transition with the least 
time delay will fire first. 
Consider the Petri net shown in the left part of Figure 3.1, for the transition Tl to be 
enabled, its input place Pl must have at least one token, after its firing, one token will flow 
from Pl to both P2 and P3, both of them are output places for transition Tl; for the transition 
T5 to be enabled, both P4 and P5 must have at least one token. The detailed introduction 
about Petri Nets and Stochastic Petri Nets can be found in [26]. For the Petri net model shown 
in Figure 3.1, suppose N is set to 1 in the model, each place can have either 0 or 1 tokens, so its 
number of all possible states Sis 25 = 32; the initial state is {10000}; £ = {Tl, T2, T3, T4, T5}; 
the reachable set S = {10000, 01100, 00110, 00011, 01001}. We can find that S is much smaller 
than S in this example. 
The right part of Figure 3.1 shows the generated CTMC. Each state in the CTMC cor-
responds to a marking in the original Petri net, and we mark the state in the form of 
#Pl#P2#P3#P4#P5, where #Pi refers to the number of tokens in place Pi. If Ti gets 
enabled, we assume the rate for each transition Ti as follows: {Tl : 0.8, T2 : 0.5, T3 : 1.5, T4 : 
2.0, T5 : 1.0}. For this example, every state can only reach a single state when firing any 
related transitions. It is trivial to know that in this example: s' E Ne(s) {:::} Probe(s, s1 ) = 1. 
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The infinitesimal generator matrix Q of the underlying CTMC is 
-0.8 0.8 0 0 0 
0 -3.5 1.5 0 2 
Q = 0 0.5 -2.5 2 0 (3.3) 
1 0 0 -1.5 0.5 
0 0 0 1.5 -1.5 
We can compute the stationary probability vector 
7r = [ 5250 300 252 2240 1680 ] 
9722 9722 9722 9722 9722 
With the probability vector 7r , we can compute various performance measures of interest. For 
example, we can compute the expected number of tokens in place Pl, which is 
E tokens in Pl = 1 5250 0 300 252 2240 1680 = 5250 ( ) 9722 + 9722 + 0 9722 + 0 9722 + 0 9722 9722 (3.4) 
1 
T2 
Figure 3.1 A Petri net model and its underlying CTMC 
In our research, we assume that the model holds the structural property, which implies 
that the original model can be partitioned into K small components. In other words, the 
set S is given by the product SK x · · · x Si x · · · x S1 of the K local state spaces of K 
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components. The set Si is referred to as the local state space for the component i. With this 
structural property in hand, we can represent a state of the original model using a vector, 
s = ( s K, ... , Si, ... , s1), Si E Si. This property embedded in the structural state space can 
simplify or even guide the design of the compact data structure to encode the state space [22] 
and greatly accelerate the process of constructing the reachability set [10]. In the example 
shown above, if we let each place behave as a component, then we have 5 components, this is 
a fairly simple partition. However, in the latter section, we will give a more complex partition 
based on this example. 
3.2 The implicit technique to represent the Markov model 
Analyzing the Markov model usually requires constructing and storing the state space of 
the Markov chains. Generally, there are two different approaches to encode the state space. 
One is explicit technique, another is implicit technique. We mentioned above that the explicit 
technique is unable to deal with the state explosion problem. This hurdle is being solved 
in some extent by the introduction of implicit technique(symbolic technique) [7], which fully 
exploits the structural properties embedded in the discrete state model, and makes use of 
compact data structure to encode the state space. The implicit technique enables us to solve 
some problem which is unsolvable before, and opens the door to formally design the complex 
and critical system with much confidence. 
In the following sections, we will introduce several implicit techniques that can be used 
to encode Markov chains: using Kronecker products to encode the generator matrix Q, and 
using multiway decision diagrams to encode the state space S. Our further research is based 
on these encoding schemes. 
3.2.1 Kronecker encoding 
In this section, we introduce the Kronecker encoding scheme that can efficiently encode the 
next state function N for the discrete state model; or for Markov chains, we use the Kronecker 
encoding scheme to encode the infinitesimal generator matrix [6, 16, 27]. 
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The Kronecker encoding scheme makes use of the matrix Kronecker product 0 to combine 
small component matrices into a large matrix. The Kronecker product is a binary matrix 
operator that maps two arbitrarily dimensioned matrices into a large matrix with special 
block structure. Given the n x m matrix An x m and the p x q matrix Bp x q, the Kronecker 
product of A and B, denoted A 0 B, is the np x mq matrix with the block structure, which 
expresses the process of multiplying every element of matrix A by matrix B. 
A= B= A 0 B= 
More detailed discussions of Kronecker product can be found in [14]. In order to use Kronecker 
product based representation for the CTMC, the rate and probability functions must satisfy: 
1 
Ratee(sK, ... ,si, ... ,s1) =IT Ratef,,(sk) 
k=K 
1 
Probe((sK , ... , s1)(s~, .. . , s~)) = IT Prob'k(ski s~) 
k=K 
(3.5) 
(3.6) 
Kronecker products can be used to express the infinitesimal matrix Q. In practice, we store 
the non-diagonal entries of Q in the transition rate matrix R , the diagonal entry of Q can be 
stored in a separate vector. We have 
1 
R=L:@W'k (3.7) 
eE£ k=K 
where W'k is a square matrix of size Sk describing the effect of event eon component k, which 
is given as 
(3.8) 
where ik and Jk refer to the local state index for the component k. It is insightful to notice 
that if event e does not affect component k, then the associated matrix W'k will be an identity 
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matrix. Note that Eq 3.7 uses R instead of R is because the right side of this equation is 
considering the contribution of event e to the transition rate matrix based on the potential 
states instead of the reachable states only. 
Consider the Petri net model shown in Figure 3.1, we can group 5 places into three com-
ponents, C3: {P3, P5} ; C2 : {P2,P4}; C1 : {Pl} , where Ci is for the component i . Based 
on the CTMC shown in Figure 3.1, we have S3 = {(00) , (10) , (01)}; S2 = {(00) , (10) , (01)}; 
S1 = {1 , O} . The Kronecker matrices for this model are shown in Fig 3.2. Using t he Kronecker 
matrices, we can compute the rate of transition from marking (10000) to (01100). For clarity, 
we write it into the component form: (00, 00, 1)--+ (10, 10, 0) , whose equivalent index form is 
(000)--+(111). Using Eq 3.7, the Kronecker-product term is 
i=5 
'""' Ti Ti Ti 6 W 3 [O, 1] · W 2 [O, 1] · W 1 [O, 1] = 0.8 
i = l 
Let us consider another example, from state (10000) to (10011) , here (10011) is an unreachable 
state, which is not shown in the CTMC figure. However, we can still compute the rate: 
i = 5 L w fi [o, 2] · w fi [o, 2] · w fi[o, o] = o 
i= l 
The computed rate of 0 reflects the unreachable fact of state (10011) , it cannot be reached 
from (10000) . Another insightful example is from state (10110) to state (11100), both states 
are unreachable states. The corresponding rate is: 
i = 5 
'""' Ti Ti Ti 6W3 [1 , l]·W2 [2,l]·W1 [0, 0] = 0.5 
i = l 
Although the above equation gives us a positive value, this refers to a transition between two 
unreachable states and is not shown in the Figure 3.1. 
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[ ~ 0.8 ~ l [ ~ 1 ~ l [ ~ ~ ] wr1 _ 0 wr1 _ 0 WTI-3 - 2 - 1 -0 0 
u 0 ~ l u 0 ~ l [ ~ ~ ] wr2_ 1 wr2_ 0 wr2_ 3 - 2 - 1 -0 0.5 
u 0 n u 0 1:5 l WT3 = [ 1 0] WT3_ 1 WT3 _ 0 3 - 2 - 1 0 1 0 0 
[ ~ 0 n [ ~ 0 n wp = [ ~ ~ ] WT4_ 0 WT4_ 1 3 - 2 -0 0 
wp = [ ~ 0 ~ l Wf'= u 0 n WT5 = [ 0 0] 0 0 0 0 1 1 0 
Figure 3.2 Kronecker matrices for the model of Fig 3.1 
3.2.2 Multiway decision diagrams 
Traditional binary decision diagrams(BDDs) provide an efficient approach to encode boolean 
switching functions [5]. Making use of the concept of characteristic function, which will be de-
fined next, we can store the state space using the BDDs. Moreover, the efficient set operation 
associated with the state space can also be developed based on the BDDs. Combining the 
above efforts, the BDDs find vast application in symbolic model checking [13]. Our research is 
based on multiway decision diagrams, which are similar to the BDDs. As a result, we will dis-
cuss the issue of state space encoding and set operation in the framework of multi way decision 
diagrams. However, these discussions fit to the BDDs also. 
Multiway decision diagrams [18] (MDDs) can be thought of as an extension to BDDs. 
Formally, MDDs are directed acyclic graphs used to represent K-variable integer functions of 
the form 
f : {O, ... , N K - 1} x · · · x {O, ... , Ni - 1} x · · · x {O, ... , Ni - 1} --+ {O, ... , M - 1} 
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where K , M and Ni E JN, for K ~ i ~ 1. When M = 2 and Ni= 2 for K ~ i ~ 1, function f 
is a Boolean function, then MDDs become BDDs. We can define the following characteristic 
function: 
where w() is a mapping function transforming the local states for the sub-model i into an 
integer value belonging to { 0, ... , I Si I - 1}. The physical meaning of characteristic function 
x() is that if a states = (sK, ... , Si, .. . , s1 ) ES, then x(s) has a value of 1 otherwise value 
0. By this kind of transformation, we can assign each possible state s a value either 0 or 1, 
dependent on whether it belongs to the reachability set S or not. More importantly, MDDs 
developed to encode the function x can now be used to represent the state space. This is just 
what we want. 
Nodes in an MDD are either terminal or non-terminal. T he terminal nodes correspond to 
the return values of the function and are labeled with an integer 0, ... , M - 1. In our research, 
since we in fact encode the characteristic function x(), its possible values are 1 and 0, which 
implies that M equals 2. A non-terminal node p labeled with a variable Xk is called a level-k 
node, it contains !Ski pointers to other nodes denoted asp.down. Specifically, t he i-th index 
in p.down is denoted as p.down[i]. These pointers are the key information that can be used 
to trace each state encoded by the MDD. An ordered MDD(OMDD) requires t hat any path 
visiting the terminal nodes must follow a preset total order of variables, which implies that all 
pointers from a level-k node are to nodes at a level less than k . Fixing the ordering of levels 
of MDD decides the size of the MDD and the complexity of its operation. This relationship 
in fact is quite strong and has been discussed carefully [5]. Two level-k nodes p and p' are 
said to be duplicates if p.down = p' .down. An OMDD is quasi-reduced if it does not contain 
duplicate nodes and all pointers from a level-k node lead either to a level-(k - 1) node or to 
terminal node zero. It can be shown that QROMDDs are canonical representations, which 
means that for the encoded state space, there has exactly one representation of type QROMDD 
for a fixed variable ordering [18]. In our research, we assume all MDDs are quasi-reduced and 
ordered. 
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P3,P5 Level 3 0 1 2 
P2,P4 Level 2 
Pl Level 1 0 1 0 1 
Level 0 1 
Figure 3.3 MDD encoding S for the Petri net model 
A given states= (sK, ... , s1) is contained in set S ~ S encoded by a K-level MDD if there 
is a path through the MDD, starting at the level-K node, following downward pointer Sk at 
level k, which eventually reaches terminal node 1. An example MDD to encode the reachable 
states of the fork-join Petri net model is shown in Figure 3.3, where it has 4 levels including 
the terminal level. Pointers to terminal node 0 are omitted for clarity. Using the index form, 
the states encoded by this MDD are {000, 111, 121, 221 , 211} , which are equivalent to the 5 
states in the explicit form. 
MDD not only works as an encoding scheme, but also can perform different types of set 
operation for the encoded states. The basis of this is Case operator, which is defined in [18] 
We can think of function Fas a selector, the return value of F decides which Gi should be 
chosen. Figure 3.4 shows how to compute Case recursively [18]. This algorithm operates on 
the input F, G0 , G1 , ... , cm-l, which all are QROMDDs. The output R is also a QROMDD. 
In the algorithm: lines 1 - 7 handle the terminal condition of the algorithm; lines 8 - 9 ensures 
a cache check to see whether the computation has been performed before, if so, it will return 
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Case( in: QROMDD F, G0, QI, . .. , cm-I) 
1: if F is a constant r then 
2: return er; 
3: else if QO = QI = · · · = cm-I then 
4: return G0 ; 
5: else if QO = 0 /\···/\cm-I = m - 1 then 
6: return F; 
7: end if 
8: if 3R.st.[(F, G0, ... , cm-I), R] is in cache then 
9: return R; 
10: end if 
• Let Xk be the current variable of F, c 0' .. , cm-I; 
• Initialize a new node H at level k; 
11 : for j +- 0 to Nk - 1 do 
12: H.down[j] +- Case(F.down[j], G0 .down[j], ... , cm-I .down[j]); 
13: end for 
14: R = UniqueTablelnsert(H); 
15: add [tF, G0 ' ... 'cm-I), R] to cache; 
16: return R; 
Figure 3.4 The pseudo-code for computing Case with QROMDDs 
the previous result, which can save us both the CPU time and storage in practice. Setting the 
Xk to be the top variable of F, c0 ' .. , cm-l is required to guarantee that the returned R is also 
ordered. Line 12 is the recursive computation applying the Eq 3.9. Line 14 is to ensure that 
all the non-terminal nodes are unique, if there already have one, the U niqueTablelnsert will 
return that one; otherwise a new one will be created. The usage of cache at lines 8 and 15 
makes sure that only the first recursive call of Case will be computed, any latter recursive calls 
with the same parameters can be queried with cache [22]. The worst-case time complexity of 
this algorithm is O([F[ · [G0[ · · · · · [cm-l[ · max({NK, .. . ,Ni})), where [F[ is the number of 
MDD nodes to represent function F , this is the same as for [Gi [. Without using cache, the 
corresponding worst-case computational complexity of computing Case operator will instead 
be O(Tif=1 Nk), since each Case call for the top node labeled with Xk will produce Nk recursive 
calls to Case. 
The Case operator builds itself as the base for the MDD based set operation, like union, 
difference and intersection. Given the characteristic functions of the sets x, the union 
operation XAuB is given by 
(3.10) 
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It is trivial to know that Eq 3.10 is correct: if XA = 1, which implies an element x E A, 
according to the definition of Case operation, it will return 1 and will choose 1, which means 
that XA = 1 ::::} x EA::::} XAuB = 1 ::::} x EAU B; if XA = 0, which implies an element x ~A, 
according to the definition of Case operation, it will return 0 and will choose XB, which means 
that x EB::::} XB = 1::::} XAuB = 1::::} x EAU B, otherwise, x ~ B::::} XB = 0::::} XAuB = 0::::} 
x ~AU B. Similarly, we have 
XAnB = Case(xA, 0, XB) and XA\B = Case(xB , XA, 0) 
The major advantage of using MDDs is that the complexity of these operations is based on the 
number of nodes in the MDDs for XA and XB, rather than the number of states encoded by 
XA and XB· For many practical cases, the number of the nodes is much less than the number 
of states, which gives us a lot of motivation of using MDDs. 
3.3 Edge-valued decision diagrams 
Edge-valued decision diagrams EV+MDDs are similar to MDDs, but assign an edge value( either 
oo or a natural) to each downward pointer. Formally, each node p is associated an vector 
p.value E (JN U { oo} )Nk storing the edge value; each entry of the vector p.value[i] is associ-
ated with the downward pointer p.down[i]. Unlike the MDDs, EV+MDDs have only a single 
terminal node labeled with 0. With these extra added edge values, EV+MDDs [11] can repre-
sent the function off : S-+ JN LJ{ oo }. An EV+MDD can also be viewed as a representation 
for the reachability set, if the value returned by f is oo, it means that the associated state 
is not reachable; otherwise, a reachable state should have a value off (s) =/= oo. An exam-
ple EV+MDD is shown in Figure 3.5, which is related to the MDD example shown above. 
Pointers with edge value of oo (which are directly to terminal node 0) are omitted for clarity. 
The EV+MDD node p at level k encodes the function f(s) : p.value[i] + f (p.down[i]); if 
s ~ S, f (s) = oo. Similar to decide a state s in MDD, we follow the path for s through the 
EV+MDD and sum the edge values encountered until terminal node 0 is reached, the resulting 
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0 1 2 
Level 3 
0 1 2 
0 1 2 0 1 2 
Level 2 
0 00 00 00 0 1 
0 1 0 1 
Level 1 
0 00 00 0 
0 
Figure 3.5 The example of EV+MDDs 
summing value is an encoded value. For example, we follow t he path along the state (111), 
whose summing edge value is 1. 
Similar to MDDs, which have several operations to build new MDDs, such as Case oper-
ator, there are several types of operations for EV+MDDs. Two examples are UnionMin and 
IntersectionMax, described in [11], which can return new EV+MDDs encoding the minimum 
and maximum of the functions encoded by the passed EV+MDDs, respectively. This multiple 
purpose data structure, EV+MDD, which encodes more information then pure MDDs, can find 
further applications in our research of Markov chain state classification. We will introduce it 
in the later chapter. 
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CHAPTER 4. Markov Chain State Classification 
In this chapter, we review the existing implicit approaches for Markov chain state classifi-
cation. The remainder of the chapter is organized as follows. Section 4.1 gives a brief overview 
of the implicit approach to compute the transitive closure. Section 4.2 defines the concept of 
forward reachability set and backward reachability set, section 4.3 reviews the current achieve-
ment for generating the reachability set efficiently, section 4.4 explores the reachability set 
generation by introducing the concept of distance using EV+MDDs. Section 4.5 reviews an 
existing implicit algorithm of Markov chains states classification. Section 4.6 introduces an 
efficient SCC finding algorithm that can be used for Markov chains states classification. 
4.1 Transitive closure based classification method 
For the purposes of state classification, it matters only if the probability is zero or not, or in 
other words, it matters only if there exists an arc or not. As a result, in this chapter, we do not 
specify the exact value besides the arcs in the graph representing the Markov chains. However, 
in order to concentrate the fact that we are studying the Markov chain state classification, we 
use P to represent the general transitions. In other words, we mark P[i,j] as 1 if there exists 
an edge from i to j; and mark P [ i, j] as 0 is there does not exist an direct edge from i to j. 
Formally, given a relation R, its transitive closure is a set R* = {(x, y): x---+ z1 · · ·---+ Zi---+ 
Zi+ 1 ---+ · · · ---+ Zn ---+ y}, where x ---+ z 1, Zi ---+ Zi+ 1 and Zn ---+ y all belong to relation R. It is 
insightful to notice that the relation R can be thought of the edges connecting the different 
vertexes in a graph, which means that the concept of transitive closure can also be considered 
for the graph representing a Markov chain. Given a Markov chain M , its transitive closure 
M 1 is also a Markov chain, which has exactly the same state as M; if there exists a path from 
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ComputeClosure(in: Markov Chain P,out:Transitive Closure P *) 
1: partition the S into two groups S1 and S2 ; 
2: partition Pinto four blocks Pu , P 12, P 21 , P 22 based on the above parti-
tion of S ; 
3: TC1 = ComputeClosure(P 22); 
4: TC2 = TC1 · P 21; 
5: Cu = ComputeClosure(P u V (P12 · TC2)); 
6: TC3 = P 12 · TC1; 
7: C12 =Cu · TC3; 
8: C21 = TC2 · Cu; 
9: C22 = TC1 V (TC2 · C12); 
10: return P * = [ g~~ g~~ ] ; 
F igure 4.1 Computing the transitive closure 
a state i to state j in M(here we have two possibilities, one is that there exists a direct edge 
from i to j in M, another is that there does not exist any direct edge from i to j, the path 
passes some other states), then there exists a direct edge from state i to j. Here, we should 
be careful t hat it is reasonable to consider the case of self loop, which means that a state can 
always reach itself. We solve this case by making P[i, i] = 1. The transitive closure of P is 
denoted as P *. If there is a path from i to j, then P *[i,j] = 1, otherwise it is equal to 0. After 
obtaining P* , the state classification can be pursued further: 
•if P *[i,j] = P *[j,i] = 1, i,j will be in the same SCC; 
• if P * [i, j] = 1,P* [j, i] = 0, i will be transient; 
After discovering all the SCCs, we need to decide which SCC is a terminal SCC, where 
none of the states belonging to this SCC has an edge to a state outside this SCC. Each 
terminal SCC is a recurrent class. The bott leneck of this classification method is comput-
ing the transitive closure P *, which is studied in [21 ]. Their research is based on the en-
coding of transition relations using BDDs, which is quite similar to the encoding of state 
space using decision diagrams discussed in t he last chapter. The associated integer function is 
f( xK,YK,···,x1,Y1 ) = 1 iff ((xK, .. . ,x1),(YK, · ··,Y1)) E R. By partitioning the states into 
two groups at first, their algorithm is designed recursively, which is shown in Figure 4.1. 
In this algorithm, line 1 is to partition the states into two groups 5 1 and S2. After the 
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partition of line 2, Pu is for the set of edges in S1; P12 is for the set of edges from S1 to S2; P 21 
is for the set of edges from S2 to S1; P 22 is for the set of edges in S2. Line 3 is a recursive call 
for the ComputeClosure on the set of states S2. In the algorithm, · refers to a matrix-matrix 
multiplication and has its own physical meaning here, for example, the line 4 means that there 
exists a path from the states in S2 to the states in S1. Line 5 computes the transitive closure for 
S1, a path beginning from a state in S1 ends at a state in S1 consists two cases: the path consists 
of the states in S1 only; the path begins at the state in S1, passes the states in S2 and returns 
to the states in S1, which is represented as P12 · TC2 = P 12 · ComputeClosure(TC1 · P 21). 
Similar to the line 4, line 7 considers the paths from set S1 to set S2 ; line 8 considers the paths 
from set S2 to set S1; line 9 considers the paths from S2 to set S2. 
4.2 The forward reachability set and backward reachability sets 
In the last chapter, we discuss the concept of reachability set. In this section, we will refine 
this concept by considering the direction of next state function and introduce the concept of 
backward reachability set. We will find its usage in the development of Markov chains states 
classification method. 
Definition 9. For a given initial state i, its one-step forward reachability set is N 1 (P, i) 
{j : P[i, j] > O}. 
Definition 10. For a given initial state i, its one-step backward reachability set is P 1 (P, i) = 
{j: P[j , i] > O}. 
We can also extend the above definition in a similar way as the last chapter. Let N 1 (P , S) = 
uiES N 1 (P' i) and P 1 (P ' S) = uiES P 1 (P' i) to consider the case where the init ial set contains 
more than one state. Moreover, we can get the n-step or fewer forward reachability set and 
n-step or fewer backward reachability set. 
N °(P , i) = {i} 
P 0 (P , i) = {i} 
N n+1(P , i) = N n(P , i) u N 1(Nn(P , i)) 
pn+1(P, i) = p n(P , i) U P 1(Pn(P, i)) 
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Figure 4.2 A forward set and backward set example 
Since the state space Sis finite, both the limit N*(P,i) = limn-tooNn(P,i) and P*(P, i) = 
limn-too pn(P, i) should exist and are finite . It is meaningful to understand both the forward 
reachability set and backward reachability set from the topological point of view, for any state 
j E N* (P, i) , there exists a path from i to j ; for any state j E P* (P, i) , there exists a path 
from j to i. 
In Figure 4.2, suppose the state D is the initial state, then the one-step forward reachability 
set N 1(P,D) is {D,H}; the one-step backward reachability set P 1 (P,D) is {C,D}; the two-
step forward reachability set N 2(P,D) is {D ,G,H}; the two-step backward reachability set 
P2 (P, D) is {B, C, D}; the forward set N *(P, D) is {D, H, G, F, E}; the backward set P*(P , D) 
is {A, B, C, D}. 
4.3 Efficient reachability set generation using MDDs 
The so called reachability set generation problem is to find all the states that can be reached 
from the given initial set of states based on the given next state function that is used to 
describe the evolving dynamics. In the above, we defined both the forward reachability set 
and the backward reachability set. It is not difficult to design the algorithm generating both the 
forward reachability set and the backward reachability set, the algorithm is shown in Figure 4.3. 
The idea underlying this algorithm is borrowed from the iterative method in the numerical 
analysis and is called fixed-point computation, which computes the sequence of Xk+ l = f (xk); 
if the sequence converges at some k , then Xk can be thought of as the solution of x = f (x). 
Fixed point computation based approach marks one of the first effort in the research area of 
efficient reachability set generation [13]. This problem is being studied extensively and gaining 
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Forward(in: MDD X, Markov chain P; out: MDD S) 
• Computes S = N*(P, X) 
1: :F +--- X; 
2: S +--- X; 
3: while :F # 0 do 
4: :F +--- N 1 (P, :F) \ S; 
5: s +--- s u :F; 
6: end while 
Backward(in: MDD X, Markov chain P; out: MDD S) 
• Computes S = P* (P, X) 
1: B +--- X; 
2: S +--- X; 
3: while B # 0 do 
4: B+-P 1 (P,B)\S; 
5: S +---Su B; 
6: end while 
Figure 4.3 Fixed-point computation of forward/backward reachability set 
some promising achievement for the asynchronous systems [9, 10, 25]. In [25], the author 
exploits the event locality, and separate the events into two groups: local events, which only 
affect one sub-model; synchronizing events, which affect more than one sub-model. In this 
work, the reachability set construction proceeds in two phases: first getting the reachable set 
by firing local events, then getting the reachable set by firing synchronizing events. Exploiting 
fully the event locality, the authors in [9] come up with the so called in-place update method to 
gain the further efficiency of MDD-based state-space generation techniques, which can directly 
jump to and from the local sub-models that need to be updated because of any particular 
event. 
Further achievements are obtained based on the work of [9], systematically making use of 
the property of event locality and the fact that the order of firing of events does not matter 
for the resulting reachability set, the authors come up an novel state space generation strategy 
called saturation [10]. Although the key idea of exploiting the event locality is quite similar 
for the work of [9] and [10], the latter gets better performance by changing the traditional 
level-wise iteration strategy into the node-wise iteration strategy, which results into enormous 
memory and time savings. The detailed study and discussion can be found in [10]. Moreover, 
we will discuss their application in the Markov chain state classification in the next chapter. 
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4.4 Encoding distances using EV+MDDs 
Making use of its capability of encoding the integer function, we can use the EV+MDD to 
explore the process of reachability set generation studied in [11]. More specifically, we will use 
EV+MDDs to study the quantitative information embedded in the n-step forward reachability 
set defined above. We have discussed the application of using MDDs to store the reachability 
set. However, for some occasions, we are interested in how many steps are necessary to reach 
a particular state from a given initial set of states. For example, providing counterexamples 
or witnesses in the model checking involves t races construction for queries expressed in the 
temporal logic CTL under fairness constraints [12]. 
We can formally define the distance information from the concept of n-step reachability 
set. The distance of a reachable state s E S from the set 5 init indicates the minimum number 
of forward steps required to reach state s 
{ 
min{n: s E N n(P , sinit)} 
d(s) = 
00 
if S E N * (P, 5 init ) 
if s ~ N * (P, 5 init ) 
The distance function d can be represented efficiently by EV+MDDs, which implies that 
EV+MDDs can encode the state space and distance information altogether . In t he Figure 3.5, 
we encode the distance information. For example, if we sum up the edge value of state (111), 
then we get 3, whose physical meaning is t hat state (111) can be reached from the initial state 
(000) using 3 steps. It is interesting to note that the comput ing procedure for the distance 
value from the EV+MDD is quite similar to t he procedure of deciding a state from an MDD, 
both cases need to find a path to the terminal node according to the downward pointer, 
except that we have to do a summing operation here. More importantly, d can be constructed 
using a modified version of saturation algorithm, which makes t he application of t he distance 
information possible [11]. 
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4.5 Using reachability to classify states 
The method presented in this section is published by Xie and Beerel [31]. Their work ex-
plores the fundamental properties of recurrent states and transient states. More importantly, 
their research builds the relationship between the Markov chains states classification and the 
reachability set analysis. This relationship enables us to make use of those existing achieve-
ments of the reachability set analysis for solving the Markov chain state classification problem. 
This work is condensed into the following theorems. 
Theorem 2. If N* (P, i) ~ P* (P, i) , then i is a recurrent state; otherwise, is a transient 
state. 
It is trivial to see the correctness of this theorem, for any state j that can be reached 
from i, which belongs to N* (P, i), it must belong to P* (P, i) at the same time because of the 
condition of N* (P, i) ~ P* (P, i) . This implies that i can also be reached from j. So i must 
be a recurrent state. Otherwise, if N*(P,i) Cl: P*(P,i), which means that there must exist a 
state j, for which j E N*(P, i) and j ~ P*(P, i); then j can be reachable from i, but i cannot 
be reachable from j, so i is transient. It is insightful to notice that here we can only decide the 
property for i, and we cannot get any conclusion for j. 
Theorem 3. If state i ES is recurrent, then N*(P, i) is a recurrent class. 
A recurrent state can only reach a state belonging to its own recurrent class and can reach 
all states in its recurrent class, so any state belonging to N* (P, i) is in the same recurrent class 
as i. 
Theorem 4. The states belonging to P*(P, i) \ N*(P, i) are transient states. 
If j E P*(i) \ N*(i), which means that i can be reached from j, but j cannot be reached 
from i, so j is a transient state. 
Theorem 5. If state i E S is transient, then the states belonging to P* (P, i) are transient. 
If state i is transient, then there exists at least a state j, j can be reached from i, and i 
cannot be reached from j . For any state i' belonging to P* (P, i) , j can also be reached from 
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RandomSelect(in: MDD S, Markov chain P) 
1: S' ~S; 
2: C ~ O; T ~ 0; 
3: while S' -:/: 0 do 
4: i ~ SelectRandom(S'); 
5: .F~N*(P,i); 
6: B ~ P*(P, i); 
7: if .F ~ B then • i is recurrent 
8: c ~ c + l; 
9: Re~ .F; 
10: T ~ Tu B \ .F; 
11: else • i is transient 
12: T ~TUB; 
13: end if 
14: S' ~ S' \ B; 
15: end while 
Figure 4.4 Reachability-based classification. 
i', but i' cannot be reached from j. This is because if i' can be reached from j, then i also can 
be reached from j since i can be reached from i', which contradicts to the fact that i cannot 
be reached from j. The more formal proof for the above theorems can be found in [31]. 
Based on the above theorems, it is not difficult to derive the reachability analysis based 
classification algorithm RandomSelect [31 ], shown in Figure 4.4. The input for this algorithm 
include the state space S encoded using MDD, and transition relationship represented by 
Markov chain P. The algorithm returns the transient states encoded by MDD T and several 
recurrent classes R 1 , ... , Re. The theorem 2 directly results into the core evaluation criterion 
of line 7 in the algorithm RandomSelect. Theorem 3 guarantees the correctness of line 9; 
theorem 4 guarantees the correctness of line 10; theorem 5 guarantees the correctness of line 
12. It is insightful to note that the operation between line 7 to 12 can only tell us the property 
of B, whether those included states are recurrent or transient. If F has some states that do 
not belong to the set B, we cannot decide those states at this iteration. As a result, at each 
loop, we can only deduct the backward reachability set B from the current set S' at line 14. 
Note that each iteration of RandomSelect is decided on the seed state i returned by 
the function of SelectRandom at line 4. The randomness in the selecting function deprives 
us of the control on the algorithm itself, which leaves us a potential direction of improving 
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SccClassify(in: Markov chain P ,N,SCC 1 ,SCC2 , • .. ,SCCN) 
1: C +- O; T +- 0; 
2: for i = 1 to N do 
3: if N 1 (P , SCC;) = SCC then • SCC; is recurrent 
4: c +- c + l; 
5: R e +- SCC;; 
6: else • SCC; is transient 
7: T +-TUSCC;; 
8: end if 
9: end for 
Figure 4.5 SCC based state classification 
the performance of RandomSelect . The best case scenario of RandomSelect occurs when 
the seed state i is recurrent: if this occurs for every iteration, then there will be exactly C 
iterations, C is the number of recurrent classes. In the worst case, B n S' contains only the 
seed state; if this occurs every time, then there will be exactly ITI + C iterations. For example, 
in Figure 4.2, if we choose state E as the seed state at the beginning of the first iteration, 
the algorithm will converge with single iteration. On the other hand, the worst case scenario 
occurs when A is selected in the first iteration, then Bin the second iteration, and so on, which 
will require 8 iterations. 
4.6 sec based state classification 
In the last chapter, we reviewed the concept of strongly connected components(SCCs) 
and discussed its application in the Markov chains states classification, for which listing all the 
SCC is the basic step for the whole classification method. In this section, we review a lock-step 
algorithm to list all the secs [4]. 
We have mentioned in the last chapter that the SCC is not guaranteed to be a recurrent 
class, extra work has to be done after finding a SCC. Or in other words, suppose we have 
found all the SCCs for a given graph representing a Markov chain, we have to analyze each 
SCC and decide whether it is a recurrent class or not. This extra analysis is conducted by 
checking each state for a given sec, which can be formalized into a sec based classification 
algorithm, shown in the Figure 4.5. 
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The line 3 in the above algorithm reflects that the one-step forward reachability set of a 
given sec is the same as this sec, which hints that there does not exist any transition starting 
at a state belonging to this SCC and end at a state being not belonging to this SCC. As a 
result, this SCC is a recurrent class. This algorithm assumes that all the SCCs have been given 
as the input. In this section, we will review an implicit algorithm to find all SCCs for a given 
discrete graph, which is called LockStep method. First , we have the following lemma which 
can be used to find the SCC based on the forward reachability set and backward reachability 
set. 
Lemma 1. For a given state i , the SCC containing i is N*(P, i) n P*(P, i). 
Proof. Pick any state j 1 E N* (P , i) n P* (P , i) and j2 E N* (P, i) n P* (P, i). Since j 1 E 'P* (P, i) 
and j2 E N*(P, i), there exists a path j1--+ · · ·--+ i--+ · · ·--+ j2. Similarly, since j2 E P*(P, i) 
and j1 E N*(P, i), there exists a path j2 --+ · · · --+ i--+ · · · --+ j1. So j1 and j2 are mutually 
reachable, which means that the set N* (P, i) n 'P* (P, i) is a SCC. D 
It is insightful to note that it is possible for the set N* (P , i) n P* (P, i) to have only one 
state: state i. In Figure 4.2, all of the states belong to this case, but all of them are transient 
states except state E , which is an absorbing state. 
Based on this lemma, it is trivial to find all the SCCs based on the forward reachability 
set and backward reachability set. For example, we can loop over each state i of the Markov 
chain, first compute N*(P, i), second compute 'P*(P, i), then compute N*(P, i) n 'P*(P, i) , 
until we find all of the SCC of the associated graph. Instead of computing the entire forward 
reachability set and backward reachability set separately, the LockStep method construct 
N* (P, i) and P* (P, i) simultaneously, the detailed algorithm is shown in the Figure 4.6 [4]. 
This algorithm consists of two major while loops. The first loop from line 3 to line 8 is 
to decide whether the forward reachability set or the backward reachability set or both have 
converged, this process iterates step by step until one of them or both of them converges. The 
second loop from line 14 to line 19 is to refine the result obtained in the first loop by continuing 
the reachability analysis on the unconverged set until no new states within the other set are 
40 
Lockst ep (i n: MOD S, Markov chain P, inout: SCC-list SC,i) 
1: :F +--- SelectRandom(S); SF+--- :F; 
2: B +--- :F; Sa +--- :F; 
3: while :F =f. 0 /\ B =/:- 0 do 
4: :F +--- N 1 (P, :F) \SF; 
5: SF +---SF u :F; 
6: B+-P1(P,B)\Sa; 
7: Sa +--- Sa u B; 
8: end while 
9: if :F = 0 then 
10: Converged= SF; 
11: else 
12: Converged= Sa; 
13: end if 
14: while :FnSa =/:- 0 v BnSF =/:- 0 do 
15: :F +--- N 1 (P ' :F) \SF; 
16: SF +---SF u :F; 
17: B +--- P 1 (P , B) \Sa; 
18: Sa +--- Sa u B; 
19: end while 
20: SC[i] +---SF n Sa; 
21: i+-i+l; 
22: Lockstep( Converged\ (SF n Sa).P,SC,i); 
23: Lockstep(S \ Converged,P ,SC,i); 
Figure 4.6 Lockstep computation for SCC. 
discovered. This algorithm is more efficient for the cases where the size of forward set and 
backward set differs greatly. Consider the example shown in the Figure 4.2: if the chosen 
state is A, its backward set is itself, its forward set should be the {A,B,C,D,E,F,G,H}. 
In this case, we can imagine that the time cost associated with constructing the forward set 
is dependent on the size of forward set, which is 8 here. Instead of constructing the whole 
forward set, what we need is just the set {A, B}. Based on the relationship of {A} and {A, B}, 
we can find that A is its own SCC. The generation method enable the LockStep method to 
avoid those useless work of computing the whole forward reachability set, instead it only build 
the minimal set that is enough to derive the sec. 
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CHAPTER 5. Experimental Study 
In this chapter, we first discuss the existing problem of reachability based classification 
method in Section 5.1, pointing the potential direction of improvement. In Section 5.2, we 
present five distance based heuristic to improve the reachability classification algorithm, a 
running example is used throughout the section to explain the different heuristics. Section 5.3 
introduces the experiment environment. Detailed numerical result as well as the analysis for 
five different models are given in Sections from 5.4 to 5.8. The preliminary work of this research 
has been published in [23, 24]. 
5.1 Some discussions for the reachability based method 
In this section, we will discuss the reachability based classification method further and try 
to explore the possible approaches that can be used to improve its performance. 
In RandomSelect , one of the major operations is constructing the forward reachability 
set and backward reachability set for a given seed state i at the beginning of each iteration. 
The traditional approach to construct the reachability set in the implicit technique is to use 
the fixed-point computation that is discussed in the last chapter. 
It is intuitive to notice that, a potential approach to save the time is to minimize the time 
cost of both the forward set generation and the backward set generation associated with each 
iteration. From this point, we are lucky because we have seen a lot of successful research having 
been conducted in the field of efficient reachability set generation. Saturation algorithm, which 
is introduced in the last chapter, is capable of constructing large sets in orders of magnitude 
faster than the traditional fixed-point computation[lOJ . 
Besides accelerating the procedure of reachability set analysis, we explore another direction 
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of improving the performance of RandomSelect. Our primitive discussion on RandomS-
elect in the last chapter indicates that the random choosing mechanism for the seed state i 
deprives us of the control of how the algorithm should proceed. As a result, we want to regain 
some control at least in some extent. For example, in Figure 4.2, we would like to choose E as 
the initial state i at the first iteration so the algorithm will converge in a single iteration. The 
next section will introduce distance based seed state selection heuristics, which represents our 
effort in this direction. 
5.2 Distance based classification methods 
In order to improve the RandomSelect algorithm, one approach is to minimize the time 
cost associated with each iteration, as discussed in the last section, using saturation method to 
replace the traditional fixed-point computation; another approach is to minimize the number of 
iterations needed, which is decided by the seed state chosen at the beginning of each iteration. 
As described earlier, the minimum number of iterations is equal to the number of recurrent 
classes, when the selected seed state is always recurrent. Thus, a competitive procedure that 
could beat SelectRandom is to select a recurrent state as the seed state at each iteration. 
However, we do not know how to pinpoint each recurrent state before we finish the work of 
states classification. So we propose several heuristics to try to discover recurrent states. 
5.2.1 The first distance heuristic 
In the paper of Xie and Beerel [31], they refined the pure random select mechanism at some 
extent. First, they choose a state i at random, then they choose a state j which belongs to 
then-step forward reachability set of i, where n is a user definable number. They do not give 
a detailed explanation for this heuristic except to argue that j is more likely to be a recurrent 
state than i. Instead of presetting a value for n arbitrarily, we propose the following heuristic. 
Hl: Select state i at random from unclassified states, then select a state j having the furthest 
distance from i, and use j as the seed state for the classification. 
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Since i is selected at random, it can be either a recurrent state or a transient state. If i is 
recurrent, thenj must be a recurrent state, that is what we want; ifi is transient, thenj holding 
the furthest distance has larger possibility of being a recurrent state compared to other states 
with shorter distance. Another reason to select j this way is because that the state with the 
furthest distance might have a backward set with a larger size. Based on the RandomSelect 
algorithm, the backward set B will be deleted from the set of unclassified states S' at the end 
of each iteration. The larger sets B being deleted might result in faster convergence. For sure, 
this rule cannot guarantee us either choosing a recurrent state or choosing a state with the 
largest backward reachability set. Indeed, if state j has distance 8 from initial state i, all that 
can be said is that P* (P, j) contains at least 8 + 1 states, since there is a path containing 8 + 1 
states from i to j. Consider the example in Figure 5.1 which shows the distances from state A 
besides each state, if A is selected at random, state W has the largest distance of 10, and is 
recurrent, it will be selected as the seed state according to Hl; if B is selected at random, M 
has the largest distance from B and will be selected as the seed state according to Hl. This 
example shows that this distance heuristic cannot guarantee always to choose a recurrent state 
as the seed state. 
The key problem of implementing the above heuristics is how to obtain the state with 
the furthest distance efficiently, which is made possible by the application of EV+MDD. As 
mentioned above, EV+MDDs can be used to encode both the state space and the associated 
distance information altogether, the distance is the sum of the edge value along with the path 
associated with the encoded state. The procedure SelectFurthest , shown in the Figure 5.2, 
selects the state with the furthest finite distance by calling the procedure MaxDistance, 
which is also shown in Figure 5.2. The procedure MaxDistance is a recursive function, which 
determines for a given EV+MDD node p the maximum finite distanced of the function encoded 
by p, and an index i in that node p, which can be used by SelectFurthest to determine an 
associated state holding that maximum distance. Similar to other decision diagrams related 
algorithms, MaxDistance makes use of the cache to prevent duplicate computation in order 
to save the time cost, such as line 3 and 14. The computed value d and downward pointer i 
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1 2 3 4 5 6 
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Figure 5.1 A distance example 
are saved for further usage once they are determined for a particular node p. If multiple states 
have the same furthest distance, the function will just return the first found state with that 
distance. 
Procedure DistancelClassify based on t he heuristic Hl is shown in the Figure 5.3. In 
the algorithm, the EV+MDD 1J constructed by ComputeDistances encodes the state dis-
tance information from the initially chosen state i. ComputeDistances is implemented using 
saturation as described in [11]. It should be mentioned that the 1J constructed this way also 
contains the information of forward reachability set from state i: for any state j belonging to 
N *(P, i) , there exists a finite distance for j that can be extracted from 1J; for any other states, 
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their associated distances are oo. 
Since the number of states are finite for each studied model, if the seed state j selected 
at line 6 is always unclassified, then we can can guarantee that our algorithm will terminate 
within the finite number of iterations. For the first iteration, it is trivial to know that j must be 
an unclassified state, since all of the states have not been classified. We only need to consider 
the case of an arbitrary iteration t, where t > 1. In the algorithm, U represents the unclassified 
states, so the state i returned at line 4 must be an unclassified state. The j is computed using 
EV+MDD D , which encodes the forward set of i. As a result, we know that they have the 
following relationships: j E N*(i) and i E P*(j). According to the updating procedure at 
line 9, each iteration finishes classifying the backward set of the seed state. Suppose j selected 
at line 6 has been classified at some iteration t', where t' < t, which implies that j must 
belong to the backward set of the seed state at iteration t'. Since i E P * (j) , so i must also 
belong to this backward set at iteration t', which means that both i should also be classified 
at iteration t' if i has not been classified before iteration t'. This contradicts to the fact that i 
is an unclassified state. So j must be an unclassified state at iteration t. 
Using the Markov chain shown in Figure 5.1 as a running example, the following is how 
the DistancelClassify proceeds: 
The first iteration: 
1. Suppose the i returned at line 4 is B, compute the EV+MDD encoding the distance 
from B; 
2. The seed state j with the furthest distance from B is M; 
3. The forward reachability set of M is {M, E, F,I, K, H, G, J, L }; 
4. The backward reachability set of Mis {A, B, C, Cl, C2, D, Dl, D2, E, F, I , K, M}; 
5. M is classified as transient, its backward reachability set is also classified as tran-
sient; 
6. The unclassified states after the first iteration are { G, H, J, L, N, 0, P, Q, R, S, T, U, V, W}; 
The second iteration: 
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MaxDistance(in : EV+MDD p; out: i,d) 
1: if p = 0 then 
2: i +-- 0; d +-- 0 ; 
3: else if 3i ', d' : {p, i', d') E cache then 
4: i +-- i'; d +-- d'; 
5: else 
6: d +-- -1; k +-- Top(p); 
7: for each ik E Sk do 
8: MaxDistance(p.down(ik], i' , d'); 
9: if p.value[ik] + d' > d then 
10: d +-- p.value(ik] + d'; 
11: i +-- ik ; 
12: end if 
13: end for 
14: cache+-- cache U {(p,i,d)}; 
15: end if 
SelectFurthest(in : EV+MDD p) 
1: while p ¥- 0 do 
2: k +-- Top(p) ; 
3: MaxDistance(p, i k, d) ; 
4: p +-- p.down[ik] ; 
5: end while 
6: return (iK , . . . , ii); 
Figure 5.2 Distance-based seed selection 
DistancelClassify{in : MDD S, MC P) 
1: U +-S; 
2: C +-- O; T +-- 0; 
3: while U ¥- 0 do 
4: i +-- SelectRandom(U) ; 
5: D +-- ComputeDistances(i); 
6: j +-- SelectFurthest(D); 
7: :F +-- N *(P ,j) ; 
8: B +-- P*(P , j) n S; 
9: U +-- U \ B; 
10: if :F ~ B then • j is recurrent 
11: c +-- c + l ; 
12: R e +-- :F; 
13: T +-TUB\ :F; 
14: else • j is transient 
15: T +-TUB; 
16: end if 
17: end while 
Figure 5.3 The first distance based classification method 
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l. Suppose the i returned at line 4 is R, re-compute the EV+MDD encoding the 
distance from R; 
2. The seed state j with the furthest distance from R is W; 
3. The forward reachability set of W is W itself; 
4. The backward reachability set of Wis {N, 0, P, Q, R, S, T, U, V, W}; 
5. W is classified as recurrent, { N, 0, P, Q, R, S, T , U, V} are classified as transient; 
6. The unclassified states after the second iteration are { G, H, J, L }; 
The third iteration: 
l. Suppose the i returned at line 4 is J, re-compute the EV+MDD encoding the dis-
tance from J; 
2. The seed state j with the furthest distance from J is L; 
3. The forward reachability set of L is L itself; 
4. The backward reachability set of Lis { G, H, J, L }; 
5. L is classified as recurrent, { G, H , J} are classified as transient, the algorithm ter-
minates after three iterations. 
5.2.2 The second distance heuristic 
In the DistancelClassify, we have to re-compute the EV+MDD at each iteration, which 
may costs us a lot of CPU time. In this section, we modify Hl to produce a second distance 
heuristic. 
H2: Re-use state i until its forward set are all classified. 
The associated algorithm Distance2Classify is shown in the Figure 5.4. The major difference 
between Distancel Classify and Distance2Classify is that the state i returned by Selec-
tRandom at line 4 in DistancelClassify can be used more than once in Distance2Classify. 
The reason why we may want to re-use the EV+MDD regarding i can be understood this way: 
if j is transient, which means that the recurrent states reached by i has not been found, the 
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Distance2Classify{in: MDD S, MC P) 
1: U +--- S; 
2: C +--- O; T +--- 0; 
3: while U -::/:- 0 do 
4: i +--- SelectRandom(U); 
5: D +--- ComputeDistances(i); 
6: while D -::/:- oo do 
7: j +--- SelectFurthest(D); 
8: F +-N*(P,j); 
9: B +--- P*(P,j) n S; 
10: U +--- U \ B; 
11: if F ~ B then • j is recurrent 
12: c +--- c + 1; 
13: Re+--- F; 
14: T +--- Tu B \ F; 
15: else • j is transient 
16: T +-TUB; 
17: end if 
18: D +--- IntersectionMax(D, B · oo); 
19: end while 
20: end while 
Figure 5.4 The second distance based classification method 
EV+MDD 'D encoding the N*(P, i) contains those recurrent states and can be used to find 
them; if both j and i and recurrent, then the inner loop from line 6 to 17 must be done with 
only one iteration, otherwise if i is transient and the inner loop is not finished, which means 
that there still exist some recurrent states left in the forward reachability set of i, we can keep 
using the EV+MDD 'D regarding i. 
It is insightful to notice that we must keep updating the distance information each time 
when we add the backward set B to the classified set S'. This updating operation is to reflect 
the fact that the chosen seed state j in the next iteration should be a state that has not been 
classified, which is handled by the function IntersectionMax at line 18, at the end of each 
iteration of inner loop. Given an EV+MDD encoding function f and an EV+MDD encoding 
function g, IntersectionMax returns an EV+MDD encoding the function max{!, g }, and 
is discussed in the paper [11] . The choice of inputs for IntersectionMax is to make the 
returned EV+MDD encode only the unclassified states, which have finite value of distance, 
while those just classified states now have distance of oo, which are unable to be chosen as 
the seed state in the later iterations. The correctness proof for the second heuristic is similar 
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to the above discussion for the first heuristic. We need to argue that the state j selected at 
line 7 is always an unclassified state. The algorithm Distance2Classify consists of two types 
of loops: outer loop and inner loop. During the first inner loop iteration, for each outer loop 
iteration, the j must be an unclassified state. The argument for this is the same as the one 
for the first heuristic. The more general case is for the inner loop iteration v, where v > 1. 
The function lntersectionMax makes sure newly classified states have distance oo at every 
inner loop iteration v', where v' < v, thus these classified states cannot be selected at line 7 
by SelectFurthest at iteration v. Combining these discussions, we can derive that state j 
returned at line 7 is always an unclassified state. 
Further, we have a theorem which can give the number of outer loop iterations for particular 
scenario of selected j. 
Theorem 6. If the state i randomly selected at line 4 can reach every recurrent state, then 
the algorithm will terminate with only one outer loop iteration. 
Proof. Since V encodes all the states can be reached from the state i, the control condition 
that V becomes oo means that all of the states encoded by V as well as the backward set of 
these states are classified within the associated outer loop iteration. According to our above 
assumption, V encodes all of the recurrent states, which implies that all of the reachable states 
should have been classified when 'D becomes oo. D 
Based on Theorem 6, we have the following corollary. 
Corollary 1. If the model has only one recurrent class, then it can be guaranteed that the total 
number of outer loop iterations required must be one. 
This is because that whatever the i is selected at line 4, it must be able to reach that 
recurrent class if the model has only one recurrent class. The following is how the Dis-
tance2Classify proceeds using the Markov Chain in 5.1: 
The first outer loop iteration: 
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l. Suppose the i returned at line 4 is B, compute the EV+MDD 1) encoding the dis-
tance from B, it contains the forward reachability set of B, which is { B, C, Cl, C2, D, 
Dl, D2, E, F, I , K, M, G, H, J, L }; 
The first inner loop iteration: 
(a) The seed state j with the furthest distance from B is M. 
(b) N*(P,M) is {M,E,F,I,K,H,G,J,L}. 
(c) P*(P,M) is {A,B,C,Cl,C2,D,Dl,D2,E,F,I,K,M}. 
( d) M is classified as transient, its backward reachability set P* (P , M) is also 
classified as transient. 
( e) The remaining states with finite distance from B are { G, H, J, L}. 
The second inner loop iteration: 
(a) The state in { G, H, J, L} with the furthest distance from B is H. 
(b) N*(P,H) is {G,H,J,L}. 
(c) P*(P,H) is {H}. 
( d) H is classified as transient. 
( e) The remaining states with finite distance from B are { G, J, L}. 
The third inner loop iteration: 
(a) The state in { G, J, L} with the furthest distance from B is L. 
(b) N* (P, L) is { L}. 
( c) P* (P, L) is { G, J, L}. 
(d) Lis classified as recurrent, {G, J} are classified as transient, 1) becomes oo, 
implying that all of the states N* (P, B) have been classified, the inner loop 
terminates. 
2. The unclassified states after the first outer loop iteration are { N , 0, P, Q, R , S, T , U, V, W} ; 
The second outer loop iteration: 
l. Suppose the i returned at line 4 is R, compute the EV+MDD 1) encoding the dis-
tance from R, it contains the forward reachability set of R, which is { R , S, T, U, V, W}; 
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The first inner loop iteration: 
(a) The state in { R, S, T, U, V, W} with the furthest distance from R is W. 
(b) N*(P, W) is {W}. 
(c) P*(P, L) is {N, 0, P, Q, R , S, T, U, V, W}. 
(d) Wis classified as recurrent, {N, 0, P, Q, R, S, T, U, V,} are classified as tran-
sient, V becomes oo implying that all of the states N* (P, R) have been 
classified. 
2. All states are classified after the second outer loop iteration, the algorithm termi-
nates after two outer loop iterations. 
For this example, compared to the DistancelClassify, the Distance2Classify needs two 
outer loop iterations, where the first outer loop iteration contains three inter loop iterations. 
However, Distance2Classify only constructs the distance EV+MDD two times while the 
DistancelClassify needs to construct the EV+MDD three times. 
5.2.3 The third distance heuristic 
In order to save the CPU time caused by re-building the EV+MDD, we are trying to refine 
the DistancelClassify further. The reason of re-building the EV+MDD at each outer loop 
iteration for Distance2Classify is that the initial state i of the input for ComputeDistance 
is changed at each iteration. If we fix the input for ComputeDistance, then we do not need 
to re-build the EV+MDD. A natural choice for this kind of input is the initial states. As a 
result, we propose the third distance based heuristic: 
H3: Use H2 with i replaced with initial states. 
H3 minimizes the number of times H2 would need to call ComputeDistances. The algorithm 
based on H3 is shown in the Figure 5.5, the EV+MDD V among the inputs encodes the state 
distance information from the initial states. The correctness of this algorithm is not difficult 
to understand. The third heuristic can be thought of as a special case of the second heuristic, 
where we set the state i as the initial state. As a result , the EV+MDD built from i should 
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Distance3Classify(in: MOD S, MOD S init , MC P) 
1: U +--- S ; 
2: c +--- 0; T +--- 0; 
3: V +--- ComputeDistances( S in it ) ; 
4: while U -::/:- 0 do 
5: j +--- SelectFurthest(V); 
6: F +--- N*(P,j) ; 
7: B +--- P*(P ,j) n S ; 
8: U +--- U \ B; 
9: if F ~ B then • i is recurrent 
10: c +--- c + 1; 
11: Re +-F; 
12: T +-TUB\F; 
13: else • i is transient 
14: T +- TUB; 
15: end if 
16: V +--- IntersectionMax(V, B · oo); 
17: end while 
Figure 5.5 The third distance based classification method 
contain all of the reachable states. Based on the control condit ion for the outer loop iteration 
in Distance2Classify, if the EV+MDD V becomes oo, then all of the states encoded by V 
must have been classified in t his part icular outer loop iteration. For this case, t his means that 
all of the reachable states have been classified , which implies that the algorithm will terminate 
in one outer loop iteration. This also proves t he correctness of the third heuristic. 
Suppose the initial state is A, then t he distances from A are computed as shown in Fig-
ure 5.1, and Distance3Classify proceeds as follows. 
The first iteration: 
l. T he seed state is W with distance of 10. 
2. N *(P , W ) is {W}. 
3. P*(P,W) is {A,N ,0,P, Q,R,S,T ,U,V, W } . 
4. W is classified as recurrent , {A, N , 0 , P, Q, R , S, T , U, V, W} are classified as t ran-
sient ,their associated distances become oo at the end of the first iteration. 
5. T he unclassified states after t he first iterat ion are {B , C, C l , C2, D, Dl, D2, E, F, G, H, 
I , J , K , L , M}. 
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The second iteration: 
l. The seed state is M with distance of 8. 
2. N*(P,M) is {E,F,I,K,M,G,H,J,L}. 
3. P *(P , M) is {B, C, Cl, C2, D, Dl, D2, E, F, I, K, M}. 
4. The Mis classified as transient, {B,C,Cl,C2,D,Dl,D2,E,F,I,K} are also clas-
sified as transient, their associated distances become oo at the end of the second 
iteration. 
5. The unclassified states after the second iteration are { G, H , J, L}. 
The third iteration: 
l. The seed state is H with distance of 7. 
2. N*(P,H) is {G,H,J,L}. 
3. P *(P , H) is {H}. 
4. H is classified as transient, its associated distance becomes oo at the end of the 
third iteration. 
5. The unclassified states after the third iteration are { G, J, L }. 
The fourth iteration: 
l. The seed state is L with distance of 4. 
2. N* (P, L) is { L}. 
3. P*(P,H) is {G,J,L}. 
4. L is classified as recurrent, { G, J} are classified as transient, since no unclassified 
states are left, the algorithm terminates after four iterations. 
5.2.4 The fourth distance heuristic 
In an effort to make the estimation of recurrent state more closely reflect the updated 
topological structure of unclassified states, we propose the fourth heuristic. 
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H4: Select the seed state from the unclassified states with the furthest distance from the union 
of already classified states and initial states. 
The associated algorithm is shown in Figure 5.6. In the algorithm Distance4Classify, 
the seed state j is still chosen by the function SelectFurthest, which is the same as Dis-
tance3Classify. The only difference is that: at each iteration, the funct ion ComputeDis-
tances is called to build a new EV+MDD encoding the distance information of t he remaining 
states from the classified states. In the algorithm Distance3Classify, we instead update the 
EV+MDD at each iteration using the function of lntersectionMax. However, as mentioned 
before, lntersectionMax only marks those classified states with distance oo making these 
states unable to be selected as the seed state in the later iterations, and it does not change 
anything for the unclassified states. The philosophy behind this above modification is that 
the remaining set of states after each iteration might have a different topological structure 
compared to the old one. However, the old EV+MDD can only tell us the distance information 
from the initial states and based on which we try to guess a recurrent state as t he seed state. 
A more precise estimation should be based on the changed topological structure, we measure 
it with the help of the newly built EV+MDD encoding the distance from the union of classified 
states and initial states. 
In the algorithm, the set S \ U represents the classified states. Line 4 is used to build the 
distance information from the union of the initial states and the classified states. At the first 
iteration, since the set of classified states is empty, 1J only encodes the distance from the initial 
states, which is the same as the third heuristic. Line 5 is to mark every classified state with 
distance oo, so they cannot be selected by procedure SelectFurthest. This also guarantees 
that every seed state j returned at line 6 must be an unclassified state, which makes sure our 
algorithm is correct and can terminate within the finite number of iterations. 
Suppose the initial state is A, here is how the Distance4Classify proceeds, 
The first iter ation: 
l. Build distance information from state A . 
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Distance4Classify(in: MODS, MOD 5init, MC P) 
1: U +- S; 
2: C +- O; T +- 0; 
3: while U f:- 0 do 
4: V +- ComputeDistances(Sinit U (S \ U)); 
5: V +- IntersectionMax(V, (S \ U) · oo); 
6: j +- SelectFurthest(V) ; 
7: F +- N*(P,j); 
8: B +- P*(P,j) n S; 
9: U +- U \ B; 
10: if F ~ B then • i is recurrent 
11: c +- c + 1; 
12: Re+- F; 
13: T +- Tu B \ F; 
14: else • i is transient 
15: T +-TUB; 
16: end if 
17: end while 
Figure 5.6 The fourth distance based classification method 
2. The seed state is W with distance of 10. 
3. N*(P, W) is {W}. 
4. P*(P,W) is {A,N,O,P,Q,R,S,T,U,V,W}. 
5. W is classified as recurrent, {A, N, 0, P, Q, R, S, T, U, V} are classified as transient. 
6. The unclassified states after the first iteration are { B, C, Cl, C2, D, DI, D2, E, F, G, H, 
I, J, K, L, M}. 
The second iteration: 
l. Build distance information from states {A, N, 0 , P, Q, R, S, T, U, V, W}. 
2. The seed state is M with distance of 8. 
3. N*(P,M) is {E,F,I,K,M,G,H,J,L}. 
4. P*(P, M) is {B, C, Cl, C2, D, DI, D2, E, F, I, K, M}. 
5. Mis classified as transient, {B, C, Cl, C2, D, DI, D2, E, F, I, K} are also classified 
as transient. 
6. The unclassified states after the second iteration are { G, H, J, L}. 
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The third iteration: 
1. Build distance information from states {A, N, 0, P, Q, R, S, T, U, V, W, M, B, C, Cl, C2, D, 
Dl, D2, E, F, I, K}. 
2. The seed state is L with distance of 3. 
3. N*(P,L) is {L}. 
4. P*(P,L) is {G,H,J,L}. 
5. L is classified as recurrent, { G, H, J} are classified as transient, since no states are 
remained, the program terminates after three iterations. 
5.2.5 The fifth distance heuristic 
In the algorithm of Distance4Classify, we re-build the distance information at the end 
of each iteration, which may cost us a lot of CPU time because ComputeDistance is a time 
consuming procedure. We are going to refine this updating procedure with a fifth distance 
heuristic: 
H5: The same as H4, except that when the seed state is transient, then re-compute the 
distance information, otherwise simply set distances to infinity for classified states. 
The associated algorithm Distance5Classify is shown in Figure 5.7. In Distance5Classify, 
we handle the updating procedure in the separate way based on whether the seed state is 
recurrent or not. When the seed state is recurrent, the distance information is updated so that 
the classified states have the distance of oo, the same as what we do in Distance3Class; when 
the seed state is transient, the old EV+MDD is destroyed, the function ComputeDistances 
is called to build an new EV+MDD encoding the distance information of the remaining states 
from the classified states, the same as what we do in Distance4Classify. 
The reason behind this refined updating procedure is sort of subtle. If the seed state is 
transient, then the deleted set is also transient. It is possible for these just deleted transient 
states to stay on some paths between the initial states and the unclassified states. As a result , 
deleting these transient states will change the length of those associated paths, which means 
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Distance5Classify(in : MODS, MOD Sinit, MC P) 
1: U +- S; 
2: C +- O; T +- 0; 
3: D +- ComputeDistances(Sinit); 
4: while U -f 0 do 
5: j +- SelectFurthest(D); 
6: :F +- N*(P ,j); 
7: B +- P*(P,j) n S; 
8: U +- U \ B; 
9: if :F ~ B then • i is recurrent 
10: Ct-C+l; 
11: Re+- :F; 
12: T +- Tu B \ :F; 
13: else • i is transient 
14: T +-TUB; 
15: D +- ComputeDistances(Sinit U (S \ U)); 
16: end if 
17: D +- IntersectionMax(D, (S \ U) · oo); 
18: end while 
Figure 5. 7 The fifth distance based classification method 
that the distance value of the unclassified states should also be changed. In order to reflect 
this kind of change, we need to rebuild the EV+MDD encoding the distance value from the 
classified states to the unclassified states. If the seed state is recurrent, then at least parts 
of the deleted states are recurrent states, which will not change the distance value of those 
unclassified states. So the probability of distance change is not that big compared to the case 
when the seed state is transient, where all of the deleted states are transient and maximize 
the probability of distance change. As a result, we do not recompute the EV+MDD here. 
Compare to the algorithm Distance4Classify, we want to obtain a balance between the cost 
involved in rebuilding the EV+MDD and the more precise distance information after deleting 
the classified states. Since the function of IntersectionMax at line 17 marks any classified 
states with distance oo, the seed state j selected at line 5 will always be an unclassified state, 
which guarantees the correctness of our algorithm. 
Suppose the initial state is A , here is how the Distance5Classify proceeds. 
The first iteration: 
1. The seed state is W with distance of 10. 
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2. N*(P, W) is {W}. 
3. P*(P, W) is {A, N, 0, P, Q, R, S, T, U, V, W}. 
4. W is classified as recurrent, {A, N, 0, P, Q, R, S, T, U, V} are classified as transient. 
5. Since Wis recurrent, we will not re-build the EV+MDD here, instead we just mark 
all the classified states with distance of oo, this is different from Distance4Classify; 
6. The unclassified states after the first iteration are {B, C, Cl, C2, D, Dl, D2, E, F, G, H , 
I,J,K,L,M}; 
The second iteration: 
1. The seed state is M with distance of 8. 
2. N*(P,M) is {E, F,I,K,M,G, H ,J, L}. 
3. P*(P,M) is {B,C,Cl,C2,D,Dl,D2,E,F,I,K,M}. 
4. M is classified as transient, {B , C, Cl, C2, D, Dl, D2, E , F, I, K} are also classified 
as transient. 
5. Since Mis transient, so we re-build the EV+MDD which encodes the distance infor-
mation from the classified states {A, N, 0, P, Q, R, S, T, U, V, W, B, C, Cl, C2, D, Dl, D2, 
E,F,I,K,M}. 
6. The unclassified states after the second iteration are { G, H, J, L}. 
The third iteration: 
1. The seed state is L with distance of 3. 
2. N *(P,L) is {L}. 
3. P*(P,L) is {G,H,J,L}. 
4. The L is classified as recurrent, { G, H , J} are classified as transient , since no states 
are remained, the program terminates after three iterations. 
It is insightful to compare the running sequence between Distance4Classify and Dis-
tance5Classify. Both of them need three iterations, however, Distance4Classify needs to 
rebuild EV+MDD two times while Distance5Classify needs only once. 
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Figure 5.8 Internet virus model 
5.3 Experiment set up 
We implement the above algorithms in the tool SMART. We evaluate them on several 
Markov chains, which are described using stochastic Petri nets. All experiments are performed 
on a 933 Mhz Pentium III machine running Linux. For each model, we report the number of 
reachable states ISi in the Markov chain, the number of transient states ITI, the number of 
recurrent class C. For each algorithm, we report the number of iterations required, under the 
columns #iters. Since Distance2Classify has a nested loop, we use the format of n1(n2) un-
der the column #its , where n 1 represents the inner loop iteration and n2 represents the outer 
loop iteration. We also report the total CPU time for classification; for the distance based al-
gorithms, this includes the time required to construct EV+MDDs for the distance information. 
To reflect the memory usage, we report the peak number of MDD nodes required under columns 
"MDD"; for the distance based algorithm, we also report the peak number of EV+MDD nodes 
required under columns "EV+MDD". Since algorithms RandomSelect , DistancelClassify 
and Distance2Classify use the random number generator, we report results using different 
initial seeds, which are seed1 = 536, 870, 900, seed2 = 1, 073, 741, 828, seed3 = 1, 610, 612, 788. 
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5.4 Virus model 
In this section, we consider the "virus" model, shown in Figure 5.8, which is a simple 
model to describe how a computer virus spreads via email. The corrupt message ( e.g, the 
email containing the virus) might infect a clean machine (i.e., not yet infected) which received 
this message or might not. This depends on whether the transition Td2i or Td3i fires. For 
example, the user can delete the corrupt message without launching the virus. In this Petri 
net model, we should mention that the transitions Tdli, Td2i, Td3i are immediate transitions, 
which are allowed to fire in zero time. As a result, they will not be counted in the distance 
computing. For example, when a token is moved from place cleani to inf ectedi, the transition 
Td3i should get fired, the associated distance is counted as 0. The system administrators 
can update the system to protect the machine when they discover that the machine has been 
infected, after which the machine becomes immune. The messages sent by the infected machine 
contain the virus, while the message sent by the clean and immune machines are virus-free. For 
simplicity, both the infected and immune machine are not affected by the corrupt messages. 
There is a finite capacity for email in transit, represented by parameter M; thus, corrupt 
messages and clean messages compete for bandwidth. 
The portion of the model enclosed in the dashed rectangle is to represent one machine, and 
it can be replicated N times to represent N machines. Once no machine is infected and no 
corrupt messages are in transit will the system become stabilized, where any machine can be 
either clean or immune. This hints that only places cleani and immunei can have tokens in a 
stabilized state. The system has 2N recurrent classes, each with M + 1 states. The number of 
recurrent states is 2N (M + 1). 
For the Markov chain underlying this model, there exist two special recurrent classes, one 
is that all machines are clean, we can find that the shortest distance from the initial state 
to this recurrent class is one step; another is that all machines are immune, we can find that 
the shortest distance from the initial state to this recurrent class is 3N - l. Generally, for a 
state which hasp immune machines (1 ~ p ~ N), and q (1 ~ q ~ M) corrupt message, the 
shortest distance from the initial state to this state is 3p - 1 + q, where 3p - 1 corresponds 
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to the transition steps used to change the clean state to the immune state; q corresponds to 
the transition steps used to produce the corrupt message from the infected machine. The case 
of p = 0, q = 0 is associated with three different scenairos: the initial state; only clean mail 
are being transited, for which the distance does not depend on either p or q; there only exist 
infected machines, whose distance is 2r - 1, where r corresponds to the number of infected 
machines. If q > 0, these states are transient; it is insightful to note that these states can only 
be reached from those transient states with p' :S p immune machines. 
For this Markov model, we can find that if a state is transient, then either at least one 
of the N machines is infected, or there exists a corrupt message. Among all of the transient 
secs (where all of the states in this sec are transient states), one of the secs is kind of 
special. This SCC is characterized by the fact that all machines are immune and there is one 
corrupt message. Because of its role in our further analysis, we call it SCC1. Similarly, we 
have other SCCs with all machines being immune and x corrupt messages, where 0 :S x :SM. 
We call them SCCx, and SCCo corresponds to a recurrent class. We note that the distance 
from SCCx to SCCx-l is 1, and all of the transient states have a path going to SCC1 . In other 
words, all of the transient states should be contained in the backward set of SCC1 . As a result, 
if a state belonging to SCC1 is selected as the seed state, then all of the unclassified transient 
states will be classified at the end of this iteration, which means that if there still exists some 
unclassified states after this iteration, then all of them should be recurrent. For any randomly 
selected state, it is either recurrent or transient; if it is transient, then the state with the 
furthest distance from it must have all N machines immune. Based on this discussion, it can 
be derived that some SCCx, where 0 :S x :S M , as well as its backward set must be classified 
at the end of the first iteration for any distance based algorithms. In fact , the remaining states 
can be separated into two groups: the recurrent states, which have 2N classes , and each class 
has M + 1 states; the transient states, which is composed of y SCCs: SCC1, · · · , SCCx- l · More 
important, the number of states contained in each transient SCC are less than M + 1. For our 
test cases, 2N is much larger than M, so it is fair to say: for any distance based algorithms, 
most of the unclassified states after the first iteration should be recurrent states. We should 
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N M ISi ITI c 
8 10 4.33 x 105 4.30 x 105 256 
8 20 1.52 x 106 1.51 x 106 256 
8 30 3.25 x 106 3.25 x 106 256 
8 40 5.65 x 106 5.64 x 106 256 
8 50 8.70 x 106 8.69 x 106 256 
10 10 3.90 x 106 3.89 x 106 1,024 
10 12 5.37 x 106 5.36 x 106 1,024 
10 14 7.09 x 106 7.07 x 106 1,024 
10 16 9.03 x 106 9.02 x 106 1,024 
12 12 4.84 x 107 4.83 x 107 4,096 
Table 5.1 The virus models and their size 
also mention that any unclassified states will have the same distance value from the classified 
states. This is because that we only need one step to change from the infected machine to 
a immune machine. Generally, this is not a good property for Distance4Classify, since it 
makes use of the distance information from these just classified states while these distance 
information becomes useless. We will see its effect in our next model. However, for this virus 
model, because most of the remaining states are recurrent , it does not affect our distance based 
algorithms. This explains why DistancelClassify, Distance3Classify, Distance4Classify 
and Distance5Classify are likely to have C + 1 iterations or fewer. 
Table 5.1 shows the different combinations of N and M that we used in our numerical 
experiment, as well as the number of states, number of transient states and number of recurrent 
classes. T he performance of the state classification algorit hms for the virus model are shown 
in Table 5.2 and Table 5.3. According to the Table 5.1, a large fraction of the total number 
of reachable states ISi is the transient states ITI for the combinations of N and M that we 
consider. For example, when N = 8 and M = 10, 99% of the reachable states are transient 
states. This implies that, random selection is likely to choose a transient state as a seed state. 
For this particular model, we see that the number of iterations required for RandomSelect 
tends to be a bit larger than 2C: twice the smallest possible number. Thus, it is likely that a 
fairly large number of transient states are being classified at each iteration. 
Comparing the DistancelClassify and Distance2Classify, we can find that the number 
seed1 
N M #its 
8 10 601 
8 20 600 
8 30 615 
8 40 566 
8 50 537 
10 10 -
10 12 -
10 14 -
10 16 -
12 12 -
seed2 
N M #its 
8 10 556 
8 20 681 
8 30 676 
8 40 684 
8 50 621 
10 10 -
10 12 -
10 14 -
10 16 -
12 12 -
RandomSelect DistancelClassify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD 
45.2 11 ,707 - 256 4.6 7,635 143 256(255) 4.6 7,635 
119.0 11,970 - 256 6.4 7,635 143 256(255) 6.4 7,635 
300.1 12,061 - 256 8.9 7,635 143 256(255) 9.0 7,635 
545.8 12,181 - 256 12.l 7,635 143 256(255) 12.2 7,635 
939 .3 12,079 - 256 16.2 7,635 143 256(255) 16.3 7,635 
- - - 1,025 47.7 13,838 294 1,026(1 ,021) 47.7 13,838 
- - - 1,025 48.2 13,842 294 1,026(1 ,021) 48.8 13,842 
- - - 1,024 50.5 15,082 294 1,024(1 ,021) 50.6 15,082 
- - - 1,024 50.9 15,082 294 1,024(1 ,021) 51.0 15,082 
- - - - - - - - -
-
RandomSelect DistancelClassify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD 
42.4 13,118 - 257 4.7 7,210 85 258(255) 4.8 7,210 
146.1 13,775 - 256 6.4 7,634 85 256(255) 6.4 7,634 
360.7 13,758 - 256 8.9 7,634 85 256(255) 9.0 7,634 
784.2 13,807 - 256 12.1 7,634 85 256(255) 12.2 7,634 
1,216.4 13,783 - 256 16.2 7,634 85 256(255) 16.4 7,634 
- - - 1,025 47.1 13,835 87 1,026(1 ,023) 47.5 13,835 
- - - 1,025 49.4 13,839 87 1,032(1 ,023) 49.9 13,839 
- - - 1,025 50.6 13,843 87 1,030(1 ,023) 50.9 13,843 
- - - 1,024 50.7 15,079 87 1,024(1 ,023) 50.5 15,079 
- - - - -
- - - - -
Table 5.2 Results for the state classification of the virus model(table-1) 
v 
143 
143 
143 
143 
143 
294 
294 
294 
294 
-
v 
85 
85 
85 
85 
85 
87 
87 
87 
87 
-
O'l 
w 
seed3 
N M #its 
8 10 521 
8 20 508 
8 30 618 
8 40 577 
8 50 590 
10 10 -
10 12 -
10 14 -
10 16 -
12 12 -
N M #its 
8 10 257 
8 20 257 
8 30 257 
8 40 257 
8 50 257 
10 10 1,025 
10 12 1,025 
10 14 1,025 
10 16 1,025 
12 12 4,097 
Random Select DistancelClassify Distance2Classify 
CPU MDD D #its CPU MDD D #its CPU MDD 
38.2 14,581 - 257 4.8 7,210 242 266(249) 4.8 7,210 
87.8 14,849 - 257 7.2 6,503 63 268(255) 7.6 6,503 
294.2 14,995 - 257 10.0 7,250 259 266(249) 10.7 7,250 
574.4 15,009 - 257 15.0 7,270 259 292(249) 18.9 7,270 
1,053.4 15,025 - 257 21.5 7,290 259 300(249) 28.8 7,290 
- - - 1,025 46.7 13,838 239 1,034(1,017) 47.l 13,838 
-
-
- 1,025 48.6 13,842 239 1,036(1,017) 48.9 13,842 
- - - 1,025 50.9 13,846 208 1,038(1,017) 50.8 13,846 
- - - 1,025 51.3 13,850 242 1,040(1,017) 51.8 13,850 
-
-
-
-
- - -
- - -
Distance3Classify Distance4Classify Distance5Classify 
CPU MDD D #its CPU MDD D #its CPU MDD 
3.0 5,949 1,087 257 7.4 5,950 1,087 257 2.5 5,957 
4.5 5,949 1,087 257 13.0 5,950 1,087 257 4.1 5,957 
6.9 5,949 1,087 257 21.6 5,950 1,087 257 6.4 5,957 
10.1 5,949 1,087 257 34.8 5,950 1,087 257 9.6 5,957 
14.0 5,949 1,087 257 50.0 5,950 1,087 257 13.5 5,957 
17.l 11,314 1,987 1,025 42.0 11,315 1,987 1,025 13.0 11,324 
18.2 11,314 1,989 1,025 46.0 11,315 1,989 1,025 14.1 11,324 
19.5 11,314 1,989 1,025 50.3 11,315 1,989 1,025 15.2 11,324 
20.5 11,314 1,989 1,025 55.6 11,315 1,989 1,025 16.4 11,324 
109.7 19,207 3,285 4,097 252.8 19,208 3,285 4,097 78.l 19,219 
Table 5.3 Results for the state classification of t he virus model(table-2) 
D 
242 
63 
259 
259 
259 
239 
239 
208 
242 
-
D 
1,087 
1,087 
1,087 
1,087 
1,087 
1,987 
1,989 
1,989 
1,989 
3,285 
~ 
M::. 
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of outer loop iterations for Distance2Classify is always smaller than the number of iterations 
DistancelClassify, which matches our original design. However, this kind of improvement 
in the number of iterations does not bring the improvement in CPU time for this model. The 
Distance3Classify is designed to minimize the number of times to re-compute the distance 
information required for the first two heuristics. This kind of minimization does bring us an 
improvement of performance for this model. Distance4Classify and Distance5Classify 
have exactly the same number of iterations; since Distance5Classify does not need to re-
compute the EV+MDD at each iteration, it gains some performance improvement compared 
to Distance4Classify. 
Here, RandomSelect needs more MDD nodes than other algorithms. The number of 
MDD nodes has some approximate relationship with the associated CPU time. Generally, 
the more peak MDD nodes a running example requires, the more CPU time is required in 
total. DistancelClassify and Distance2Classify need fewer peak EV+MDD nodes than 
Distance3Classify, Distance4Classify and Distance5Classify. This is because the first 
two build an EV+MDD encoding only part of the reachable states during operation, while the 
la.tter three build an EV+MDD encoding all the reachable states at the beginning. 
Finally, we note that use of the distance heuristics allowed the analysis of larger models (the 
dashes correspond to cases that could not complete due to excessive memory requirements). 
5.5 Polling model 
In this section, we consider a multi-server polling system similar to [3], which is shown in 
Figure 5.9. The figure just shows one site, which contains M machines. Similar to the above 
virus model, the site shown in Figure 5.9 can be replicated N times, which is also a factor 
deciding the size of our model. It is possible for each machine to fail. Initially, one server 
is placed in each site. After the initial state, servers can move from site to site and repair 
the failed machines. In our study, the servers can also fail, which is different from the model 
discussed in [3]. For simplicity, this can occur only while a server is in transit from one site 
to another. A working server will attempt to repair a failed server if it encounters one. It 
66 
Figure 5.9 Multiserver polling system with failing servers 
N M ISi ITI c 
4 4 8.53 x 105 8.53 x 105 35 
4 5 1.77 x 107 1.77 x 107 35 
4 6 3.28 x 106 3.28 x 106 35 
4 10 2.00 x 107 2.00 x 107 35 
4 20 2.65 x 108 2.65 x 108 35 
5 5 9.04 x 107 9.04 x 107 126 
6 6 1.19 x 1010 1.19 x 1010 462 
7 7 1.86 x 1012 1.86 x 1012 1,716 
Table 5.4 The polling model and its size 
should be noticed that the repairing server can also fail. This model describes an absorbing 
Markov chain, where absorbing states correspond to cases where all servers and all machines 
have failed. Since any of the N servers can fail at any of the N sites, the number of absorbing 
states is exactly (2NN-l), which depends only on parameter N. 
For this model, all the states can be categorized into three different groups: states with 
one or more operational servers; states with all servers failed but one or more operational 
machines; states with all servers and machines failed. The third group corresponds to those 
absorbing states. The states in both the first group and second group are all transient states. 
It is interesting to note that the states in the first group also form a SCC. This is because 
the existing operational server can repair any combination of failed servers as well as the 
failed machines, implying that the associated state can reach the initial state with the proper 
repairing transition steps. Because this SCC plays an important role in our future analysis of 
this model, we call this SCC SCCsource· It can be derived that SCCsource is contained in the 
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backward set of every state in the model. Further, if we classify all the states in SCCsourcei 
then the topological structure of remaining states can be thought of as a directed acyclic graph 
with several branches. The leaf node in each branch is the absorbing state. The non-leaf nodes 
in each branch consist of the states belonging to the second group, they can be thought of as 
the connecting paths between SCCsource and the absorbing states. 
It is insightful to study these connecting paths. There exists a direct edge from some state 
belonging to SCCsource to every state not belonging to SCCsource· For example, suppose state 
B is a state where all the servers have failed and there still exist some working machines. 
We note that state B does not belong to SCC50urce, and it belongs to a connecting path 
between SCC50urce and an absorbing state. In SCCsource we must have an associated state 
A with exactly the same combination of working machines except that one of the servers is 
operational. It is trivial to know that A can reach B by firing Tji, which implies that the 
distance from A to B is 1. Because of the existence of this type of structure, if we build a 
EV+MDD encoding the distance from SCCsource, then each remaining state should have the 
same distance value of 1. Further, it can be derived that SCCsource belongs to the backward 
set of any transient or recurrent state, which means that SCCsource will be classified at the end 
of the first iteration for any of these reachability based classification algorithms. Compared to 
the remaining states of this model, the number of states contained SCCsource is kind of "large" . 
We can understand why SCC50urce is large this way: the reachable states for this model is 
(4NN- 1) x (M + l)N , we denote this number as S1; the states not belonging to SCCsource is 
( 21j._,,- 1) x (M + l)N, we denote this number as S2 . We can prove that~> 2N, which explains 
that why SCCsource is large. 
For this model, we can also build a basic impression for the distance comparison between 
the recurrent states and transient states. Given a recurrent state with a particular combination 
of its failed server and site, those transient states which can reach this recurrent state should 
have a smaller shortest distance from the initial state. This is because the transient states 
must have either fewer failed servers or fewer failed machines, which implies that recurrent 
states need more steps for all the machines to fail. Based on this analysis, we expect the third 
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distance based heuristic to always select a recurrent state, which means that the number of 
iterations should be C. Since the fifth heuristic will keep using the distance information if the 
seed state is recurrent, it will behave the same as the third one for this model. 
Results for the polling model are shown in Table 5.5 and Table 5.6. For this model, the 
number of recurrent states is only a small fraction of the total number of reachable states, 
which is quite similar to the above virus model. However, unlike the case of virus model, 
the average number of transient states classified at each iteration for RandomSelect is fairly 
small, which lead to a large number of iterations compared to the least possible number of 
iterations. As a result, the random chosen strategy for the seed state of RandomSelect works 
poorly. The data shows that, whatever the seed is used in the random number generator, the 
number of iterations required is about two orders of magnitude more than the smallest possible 
number C, and it cannot handle the model with larger size compared to its distance based 
competitor. 
For DistancelClassify, whatever state i is selected at the first iteration, SCCsaurce must 
be classified at the first iteration because it is within the backward set for every other state. 
The topological structure of the remaining states is composed of several branches, while the 
end node at each branch corresponds to the absorbing state. This kind of topological structure 
guarantees that the unclassified states after the first iteration only need m iterations to be 
totally classified, where m corresponds to the number of unclassified recurrent classes, which 
also equals to the the number of branches of the remaining graph. If the seed state j at the 
first iteration is a recurrent state, then m = C - 1, the total number of iterations required is 
C; otherwise, the total number of iterations required is C + 1. This result is confirmed in the 
table. As expected, the number of iterations for Distance3Classify and Distance5Classify 
is always C. Generally, for this model, the performance of DistancelClassify and Dis-
tance3Classify are quite near because of the similarities for the number of iterations. Due to 
the large size of SCCsaurce, it is kind of easy to select state i from it in Distance2Classify. 
Then the EV+MDD built from i should contain all of the recurrent states. Based on our 
analysis for the second heuristic, this explains why it is easy for Distance2Classify to get 
seed1 
N M 
4 4 
4 5 
4 6 
4 10 
4 20 
5 5 
6 6 
7 7 
seed2 
N M 
4 4 
4 5 
4 6 
4 10 
4 20 
5 5 
6 6 
7 7 
RandomSelect DistancelClassify Distance2Classify 
#its CPU MDD v #its CPU MDD v #its CPU MDD 
1,607 94.3 1,579 - 35 0.7 275 96 56(1) 1.1 280 
2,226 197.l 2,174 - 36 1.0 290 113 77(1) 2.2 291 
3,381 534.8 3,220 - 36 1.4 324 189 81(1) 2.9 306 
-
- - - 35 3.4 405 505 56(1) 4.6 393 
- -
- - 35 8.2 596 6 35(35) 8.2 596 
- - - - 127 7.6 646 225 317(1) 22.5 735 
- -
- - 463 78.7 1,678 492 1,255(1) 317.8 1,795 
- - - - 1,717 845.1 5,265 1,685 - - -
RandomSelect DistancelClassify Distance2Classify 
#its CPU MDD v #its CPU MDD v #its CPU MDD 
1,621 96.l 1,496 - 35 0.7 267 96 55(1) 1.0 276 
2,354 222.6 2,217 - 35 1.1 289 226 56(1) 1.5 294 
3,056 401.2 2,645 - 35 1.2 306 69 55(1) 1.7 298 
-
- - - 35 2.7 393 79 55(1) 3.6 378 
-
- - - 35 9.5 600 433 53(1) 12.3 593 
- - - - 126 7.6 665 319 210(1) 13.3 629 
-
- -
- 462 76.6 1,711 277 707(1) 126.5 1,844 
-
- - - 1,716 850.6 5,283 452 2,203(1) 1,058.2 5,491 
Table 5.5 Results for the state classification of the polling model(table-1) 
v 
96 
113 
189 
505 
7 
225 
492 
-
v 
95 
226 
69 
79 
433 
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452 
°' 
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seed3 
N M 
4 4 
4 5 
4 6 
4 10 
4 20 
5 5 
6 6 
7 7 
N M 
4 4 
4 5 
4 6 
4 10 
4 20 
5 5 
6 6 
7 7 
Random Select DistancelClassify Distance2Classify 
#its CPU MDD v #its CPU MDD v #its CPU MDD 
1,752 114.9 1,665 - 35 0.8 272 177 48(1) 1.0 284 
2,344 207.9 2,109 - 35 1.0 288 173 53(1) 1.4 302 
3,424 502.l 2,945 - 35 1.4 317 394 51(1) 1.9 308 
-
-
- - 35 2.8 390 159 49(1) 3.6 399 
- - -
- 35 9.5 603 478 57(1) 12.9 575 
- -
-
- 126 7.3 643 234 204(1) 12.5 671 
- -
-
- 462 77.0 1,680 260 587(1) 99.7 1,792 
-
- - - 1,716 855.8 5,254 1,170 - - -
Distance3Classify Distance4Classify Distance5Classify 
#its CPU MDD v #its CPU MDD v #its CPU MDD 
35 0.7 278 31 21 ,251 1,007.9 194 47 35 0.7 279 
35 0.9 298 31 44,065 2,672.0 194 47 35 0.9 299 
35 1.2 318 31 - - - - 35 1.2 319 
35 2.7 398 31 - - - - 35 2.7 399 
35 8.4 598 31 - - - - 35 8.4 599 
126 7.7 709 62 - - - - 126 7.7 710 
462 85.5 1,902 112 - - - - 462 85.2 1,903 
1,716 917.5 5,710 188 - - - - 1,716 919.4 5,711 
Table 5.6 Results for the state classificat ion of the polling model(table-2) 
v 
177 
173 
394 
159 
478 
234 
260 
-
v 
31 
31 
31 
31 
31 
62 
112 
188 
-.:i 
0 
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one outer loop iteration. However, if i does not belong to SCCsourcei then the EV+MDD built 
from i will only contain one recurrent state, and Distance2Classify will need C outer loop it-
erations. Even if Distance2Classify only needs one outer loop iteration, its performance can 
still be a little different with DistancelClassify and Distance3Classify, whose iterations 
are also one. This is because that the EV+MDD built in these three algorithms are different. 
Strictly speaking, each random seed also produce the different EV+MDD. These EV+MDDs 
can encode the same states, but each states might have different distance value in the different 
EV+MDD, which cause the different seed state selection. This is why different random seed 
cause the different number of inner loop iterations for Distance2Classify. 
As we mentioned above, SCCsource belongs to the backward set of every other transient 
states as well as all the recurrent states, which means that for Distance4Classify, what-
ever the first seed state is selected at the first iteration, the EV+MDD should be built from 
SCCsource plus some other states, because SCCsource must have been classified at the first 
iteration. As a result, after the first iteration, all the unclassified states have distance of 1, 
which means that our distance based heuristic is totally useless . As a result , any state can 
be selected as the seed state after the first iteration for Distance4Classify, and it is possible 
to have a backward set with small number of states, which causes the large number of iter-
ations. On the other hand, any operation related to the distance heuristic is still required, 
such as the operation of re-building the distance information, which cause the CPU time of 
Distance4Classify to be very large. Because Distance5Classify use the same distance 
information as Distance3Classify, it works much better than Distance4Classify for this 
model. 
5.6 Web server model 
In this section, we consider a model representing a simple cluster 9f web servers, shown in 
Figure 5.10. The portion enclosed in the dashed rectangle is for a single server, which can be 
replicated N times. Users can submit service request via the Internet, there can be at most M 
requests within the system at a time. These requests will be input into a queue before being 
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Figure 5.10 Web server model 
N M ISi ITI c 
10 10 2.02 x 109 1.89 x 109 1 
10 12 3.19 x 109 2.96 x 109 1 
12 12 7.94 x 1010 7.59 x 1010 1 
12 14 1.18 x 1011 1.13 x 1011 1 
14 14 2.93 x 1012 2.85 x 1012 1 
Table 5.7 The webserver model and their size 
assigned to one of the N servers. When the request is completed by the server, the finished 
results will be returned to the user. It is possible for each server to fail. The failed server can 
be repaired by the technician. We assume that there exists an initialization process each server 
before it is ready for production. This model describes a Markov chain with a single recurrent 
class. However, there are several transient states due to the initialization of the servers. 
Results for the web server model are shown in Table 5.8. This model is composed of several 
SCCs, each SCC is characterized by the combination of the initialized servers. Given two SCCs 
SCCA and SCCB, suppose that the set of initialized servers for SCCA is IA, and the set of 
initialized servers for SCCB is IB. If IA ~ IB, then SCCA belongs to the backward set of 
SCCB· More specific, given a state a in SCCA, we can always find an associated state bin 
SCCB· State b has exactly the same combination of failed servers, working servers and queued 
messages, except that b has some more ready servers. We call state b the relative state of a in 
an enlarged SCC. Further, it can be derived that if state a' has the furthest distance from a 
in IA, then the relative state b' of a' in IB must have a larger distance from a than a'. This 
seed1 
N M #its 
10 10 2 
10 12 15 
12 12 15 
12 14 13 
14 14 -
seed2 
N M #its 
10 10 8 
10 12 5 
12 12 26 
12 14 11 
14 14 -
seed3 
N M #its 
10 10 5 
10 12 6 
12 12 6 
12 14 4 
14 14 -
N M #its 
10 10 1 
10 12 1 
12 12 1 
12 14 1 
14 14 1 
Random Select Dista ncel Classify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD v 
32.0 264,921 - 1 25.9 234,028 26,864 1(1) 25.8 234,028 26,864 
54.6 309,520 - 1 31.8 257,612 33,281 1(1) 31.7 257,612 33,281 
210.8 879,161 - 1 172.l 547,593 141,618 1(1) 172.1 547,593 141,618 
258.1 1,121,492 - 1 199.6 441 ,560 173,458 1(1) 199.2 441,560 173,458 
- -
-
Random Select Dista ncel Classify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD v 
30.8 175,564 - 1 95.3 298,167 160,839 1(1) 95.4 298,167 160,839 
23.0 160,067 - 1 63.5 392,029 86,978 1(1) 63.4 392,029 86,978 
218.6 649,933 - 1 271.0 776,160 208,307 1(1) 271.3 776,160 208,307 
152.2 725,969 - 1 254.6 421,647 245,988 1(1) 254.5 421 ,647 245,988 
- - - - - - - -
-
-
-
RandomSelect DistancelClassify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD v 
29.2 241,447 - 1 20.9 160,680 35,625 1(1) 20.9 160,680 35,625 
46.9 353,331 - 1 29.5 161,167 51,768 1(1) 29.6 161,167 51 ,768 
126.2 674,158 - 1 133.6 742,944 53,252 1(1) 133.7 742,944 53,252 
130.1 779,428 - 1 157.4 795,454 62,601 1(1) 157.4 795,454 62,601 
-
- - - -
- - - - - -
Dista nce3Classify Distance4Classify Distance5Classify 
CPU MDD v #its CPU MDD v #its CPU MDD v 
18.0 159,755 46,157 1 18.0 159,766 46,157 1 18.0 159,766 46,157 
18.7 162,829 47,609 1 18.7 162,840 47,609 1 18.7 162,840 47,609 
66.2 422,196 104,961 1 66.2 422,209 104,961 1 66.2 422,209 104,961 
67.7 426,996 106,929 1 67.7 427,009 106,929 1 67.6 427,009 106,929 
240.7 984,801 212,972 1 240.2 984,816 212,972 1 240.6 984,816 212,972 
Table 5.8 Results for the state classification of t he web server model 
--i 
w 
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is because of the required transitions for initializing extra servers in IB. Inductively, we can 
derive that given any state, the state with the furthest distance from it must belong to the sec 
where all the servers have been initialized. This SCC is the terminal SCC and is a recurrent 
class. This discussion also explains why DistancelClassify for this model always needs only 
one iteration: the seed state j selected at the first iteration must be a recurrent state. 
We can see that random selection of seed states works fairly well, only a few iterations 
is enough to classify the states for RandomSelect. If the seed state selected has the set 
of servers I initialized and ready to process requests, according to the above discussion, the 
backward set from the seed state includes all states where the set of initialized servers is a 
subset of I. Thus, for this model, it is easy to select a seed state resulting in a large number 
of states classified. 
Since this model has only one recurrent class, according to theorem 1, we know that Dis-
tance2Classify should always have one outer loop iteration. Similar to the discussion for 
DistancelClassify, the state j selected at line 7 with the furthest distance from V must be 
a recurrent state, the classification of this state also implies the termination of the whole al-
gorithm. This implies that Distance2Classify will always have a single inner loop iteration. 
These results are confirmed in Table 5.8. Since Distance2Classify has one outer loop iteration 
and one inner loop iteration for this model, it has performance similar to DistancelClassify. 
Distance3Classify performs better than both DistancelClassify and Distance2Classify. 
Although all of them need one iteration, they select the seed statej from the different EV+MDD. 
For this model, the EV+MDD for the DistancelClassify and Distance2Classify are the 
same for each seed, and is different with the one for the Distance3Classify. This causes the 
different performance. 
For this model, the Distance4Classify and Distance5Classify get almost the same per-
formance. The reason is trivial, since both of them only need one iteration, which means 
that they follow exactly the same operation. In fact, their performance are also very similar 
to the Distance3Classify. Since the EV+MDD built in the Distance4Classify and Dis-
tance5Classify at the very beginning is from the initial state, which is the same as the one 
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in Distance3Classify, this cause the similar performance for all of them. 
5. 7 Nearby recurrent class model 
In this section, we will consider a model designed specially to defeat our distance heuristics, 
which is shown in Figure 5.11. Each SCC of this model is characterized by the number of 
tokens in P5 and the number of tokens in P1, P2, P3, P4. For the SCC where P5 has n1 tokens 
and P1, P2, P3, P4 have n2 tokens, the number of states contained in this SCC is ( 3!~2 ) x 
(2j\/~.~~-=-~~ 2 ), where the first term corresponds to the combination of putting n 2 tokens into 4 
places and the second term corresponds to the combination of putting N - n 1 - n2 tokens into 3 
places. For this kind ofSCC, the distance from the initial state is (n 1)+(N-n1-n2 ) = N-n2 . 
When n2 = 0, no tokens are located in P1, P2, P3, P4, the system becomes stabilized. There 
are N + 1 recurrent classes, each with a different number of tokens in place P5 . 
Generally, every state can be characterized by a combination of x 1 tokens in P5; x2 tokens in 
P1, P2, P3, P4 and x3 tokens in P6, P7, Ps, where x1 +x2 +x3 = N. For a transient state, x2 > O; 
for a recurrent state, x2 = 0. Each recurrent class can be reached in exactly N steps from the 
initial state. For each transient state, the distance from the initial state can be expressed by 
x1 + x3 +Xe, where x1 refers to the steps used to put x 1 tokens in P5; x3 refers to the steps 
used to put x3 tokens in P6, P7, Ps; Xe depends on the specific placement of putting N - x1 - x3 
tokens in P1, P2, P3, P4. For instance, if all of the N - x1 - x3 tokens are put in P1 , then Xe = 0. 
By design, this model has several transient states which have longer distance from the initial 
states than that of the recurrent states. It is insightful to note that the state with N tokens in 
place P4 is 3N steps from the initial state, this is also the state with the furthest distance from 
the initial state. The SCC containing this state is the backward set for all other remaining 
state because it contains the initial state also, which means that this sec must be classified 
at the end of the first iteration for any reachability based classification algorithm. We call this 
SCC SCCinit · If we build the distance from SCCinit instead of from the initial state only, the 
distance for the recurrent state should be x1 + x3, where x 1 + x3 = N here. However, for any 
transient state belonging to SCCinit, where x1 = 0, X3 = 0, the distance should be O; for any 
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Figure 5.11 Model with nearby recurrent classes 
N ISi 171 c 
20 8.88 x 105 8.86 x 105 21 
30 1.03 x 107 1.03 x 107 31 
40 6.29 x 107 6.29 x 107 41 
50 2.64 x 108 2.64 x 108 51 
Table 5.9 The nearby recurrent class model and its size 
transient state not belonging to SCCinit, the distance should be x1 + x3, but x1 + X3 < N 
here. So we can argue that the recurrent states always have the larger distance from SCCinit 
compared to the transient states. 
Results for the nearby recurrent class model are shown in Table 5.10. As expected, Dis-
tance3Classify performs poorly for this model, significantly worse than RandomSelect. 
However, we can see that the Distance2Classify works better than Distance3Classify, Dis-
tancelClassify works better than Distance2Classify. Especially, whatever the seed is, Dis-
tancelClassify works even better than RandomSelect . This is because Distance3Classify 
makes use of the EV+MDD built from the initial state during the whole operation, as we just 
mentioned, this model is designed to defeat the distance heuristic. The original EV+MDD 
keeps leading the Distance3Classify to select the transient state, more important, the large 
number of iteration for the Distance3Classify implies that the seed state selected this way 
does not give us a large backward set, which directly results into the large number of iter-
ations. However, Distance2Classify does not use the distance information from the initial 
state. Each of these EV+MDDs only covers part of the reachable states. As a result, the 
seed1 RandomSelect DistancelClassify Distance2Classify 
N #its CPU MDD D #its CPU MDD 1J #its CPU MDD D 
20 84 3.7 4,422 - 33 1.8 3,809 1,395 22(4) 1.0 3,809 1,395 
30 206 25.0 7,085 - 60 5.9 7,281 3,125 86(2) 10.9 7,281 3,125 
40 270 48.8 13,388 - 85 19.8 17,592 9,541 132(5) 21.2 13,728 3,458 
50 381 131.2 17,304 - 105 28.0 17,371 8,898 177(6) 41.1 17,371 8,898 
seed2 Random Select DistancelClassify Distance2Classify 
N #its CPU MDD D #its CPU MDD D #its CPU MDD D 
20 110 6.2 3,671 - 38 3.0 4,134 1,778 63(5) 3.9 3,062 1,292 
30 216 25.4 7,872 - 68 8.9 10,598 3,817 142(3) 20 .0 6,786 2,629 
40 320 65.4 13,063 - 86 17.5 17,797 7,447 206(3) 58 .7 10,930 3,964 
50 369 110.1 21 ,477 - 129 54.6 24,589 13,477 381( 4) 164.9 14,318 5,261 
seed3 RandomSelect DistancelClassify Distance2Classify 
N #its CPU MDD D #its CPU MDD D #its CPU MDD D --.J --.J 
20 112 6.1 3,830 - 53 4.5 3,886 2,149 132(2) 10.2 3,465 1,417 
30 176 18.4 6,797 - 62 7.5 10,468 4,005 338(3) 53 .9 6,533 2,075 
40 256 48.5 11 ,881 - 80 13.2 14,052 3,116 512(2) 159.5 10,261 2,890 
50 418 130.6 17,310 - 95 27.0 21 ,224 6,003 - - - -
Distance3Classify Distance4Classify Distance5Classify 
N #its CPU MDD D #its CPU MDD D #its CPU MDD 1J 
20 231 21.2 4,128 1,379 34 4.8 5,020 5,867 22 4.88 5,020 48 ,696 
30 496 113.6 8,036 2,079 34 11.8 10,520 13,160 32 21.8 10,520 50 ,868 
40 861 392.2 13,196 2,779 66 35.3 18,020 23 ,369 42 66.4 18,020 47,701 
50 - - - - 66 63 .0 27,520 36 ,494 52 166.7 27,520 47,500 
Table 5.10 Results for t he state classification of the nearby recurrent class model 
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topological structure of the model which degrades the performance of Distance3Classify 
does not affect the performance of Distance2Classify as much. This trend continues with 
DistancelClassify, which keeps updating the EV+MDD at each iteration. This kind of fre-
quent distance updating makes the distance heuristic always select the seed state with the 
furthest distance in a smaller scale using the updated EV+MDD which only encodes part of 
the reachable states, rather than selecting the seed state using t he original EV+MDD as done 
in Distance3Classify. For this model, we can find that the distance heuristic can help if we 
consider only part of the model. 
As we discussed above, SCCinit is classified at the first iteration, so Distance4Classify 
and Distance5Classify will build distance information from SCCinit· Further, the recur-
rent class must have the larger distance compared to the transient states, which means that 
Distance5Classify will always select recurrent states at further iteration. This explains why 
Distance5Classify always has C + 1 iterations. Although Distance4Classify also builds 
distance information from SCCinit at the end of first iteration, it continues building distance 
information at further iterations, which instead cannot guarantee to always select a recurrent 
state. That is why Distance4Classify has more than C + 1 iterations. For this model, we can 
find that Distance4Classify costs less CPU time than the Distance5Classify even though 
it needs more iterations than Distance5Classify. The reason is that the total CPU time 
is controlled by two factors, total number of iterations and the CPU time for each iteration. 
Generally speaking, minimizing the number of iterations can decrease the total CPU time cost, 
but it is not always true. This is an example. 
5.8 Closed queueing network 
In this section, we consider a model similar to the one discussed in [31], which is a closed 
queueing network model and is shown in Figure 5.12. The difference is that we are using a 
continuous-time Markov chain while [31] uses a discrete-time Markov chain. T hus, compared 
to the data shown in [31], we have the same number of recurrent classes, but the total number 
of reachable states differs slightly. The model consists of N queues arranged in a cycle. Each 
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S(n-1) is not blocked 
~----------8] 
timer=l 
Figure 5.12 Closed queueing network model 
is blocked 
set timer 
timer>l 
queue has three states, block, busy and idle. Since there does not exist any buffer space for 
the queue, the departure from queue i is blocked if the next queue ( i + 1) mod N is not in 
idle state. The initialization process is random, implying that the initial state of each queue 
is either busy or idle. 
This model has N + 1 recurrent classes, each recurrent class is associated with a fixed 
number of queues being initialized as busy. Most of the states are recurrent except for a few 
transient states resulting from the initialization process. Each recurrent class has exactly the 
same distance from the initial state, which is N, corresponding to the steps used for initializing 
each queue, one step each queue. The distance of the transient states are all less than N. This 
nice property guarantees that Distance3Classify requires only C iterations, because it always 
uses the distance information from the initial state. For Distance5Classify, it will not rebuild 
distance information for this model because it always selects a recurrent state, which implies 
that it also requires only C iterations. Further, for any transient state, the state with the 
furthest distance from it must be a recurrent state. This guarantees that DistancelClassify 
and Distance4Classify requires only C iterations. For Distance2Classify, if i is always 
recurrent at each iteration, then the according EV+MDD will only encode the associated 
recurrent class, and the total outer loop iterations are C; if j is transient , then the EV+MDD 
built from it might encode more than one recurrent classes. Because most of the states are 
recurrent for this model, j is more likely a recurrent state, and the outer loop iterations 
for Distance2Classify are C, as shown in the result . Further, when i is recurrent, then 
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N ISi ITI c 
8 2.63 x 107 2.55 x 102 9 
10 2.41 x 109 1.02 x 103 11 
12 2.14 x 1010 4.10 x 103 13 
14 1.85 x 1013 1.64 x 104 15 
16 1.57 x 1015 6.55 x 104 17 
Table 5.11 The closed queueing network model and its size 
EV+MDD built from i should be a recurrent class, and only one inner loop iteration is required 
to classify it. This explains why we also have C inner loop iterations for Distance2Classify. 
Since the number of transient states is a small fraction of the overall number of states, we 
expect that random selection of seed states will usually select a recurrent state. Indeed, we see 
that the number of iterations required by RandomSelect is C for the test cases. As shown in 
the result, every different algorithm has the same number of iterations. But their performance 
are not exactly the same, especially for Distance4Classify, which performs worse than other 
algorithms. This is because it has to rebuild EV+MDD at each iteration, which not only 
consumes CPU time but also consumes storage space. 
seed1 
N #its 
8 9 
10 11 
12 13 
14 15 
16 -
seed2 
N #its 
8 9 
10 11 
12 13 
14 15 
16 -
seed3 
N #its 
8 9 
10 11 
12 13 
14 15 
16 -
N #its 
8 9 
10 11 
12 13 
14 15 
16 17 
Random Select DistancelClassify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD 
4.6 31,354 - 9 4.5 26,180 2,116 9(9) 4.5 26,180 
18.6 93,707 - 11 16.7 73,776 5,350 11 (11) 16.7 73,776 
61.6 236,080 - 13 53.0 184,708 12,072 13(13) 53.0 184,708 
187.66 498,114 - 15 149.8 376,987 21,409 15(15) 149.8 376,987 
-
-
- 17 382.7 666,580 28,914 17(17) 382.3 666,580 
RandomSelect DistancelClassify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD 
4.7 32,612 - 9 4.5 26,181 2,405 9(9) 4.4 26,181 
18.6 92,504 - 11 17.7 73,764 6,287 11(11) 17.7 73,764 
64.2 237,833 - 13 53.8 174,698 13,788 13(13) 53.9 174,698 
182.8 480,824 - 15 150.2 354,281 21,397 15(15) 150.l 354,281 
- - - 17 366.l 666,725 37,297 17(17) 367.9 666,725 
Random Select Dista ncel Classify Distance2Classify 
CPU MDD v #its CPU MDD v #its CPU MDD 
4.6 31,598 - 9 4.5 26,180 2,224 9(9) 4.5 26,180 
18.3 88,241 - 11 16.6 73,774 5,948 11(11) 16.6 73,774 
60.4 207,991 - 13 52.8 171,902 12,956 13(13) 52.7 171,902 
180.0 461 ,528 - 15 144.9 354,394 16,282 15(15) 144.8 354,394 
- - - 17 396.9 662,065 34,480 17(17) 397.9 662,065 
Distance3Classify Distance4Classify Distance5Classify 
CPU MDD v #its CPU MDD v #its CPU MDD 
4.6 25,916 8,578 9 19.5 26,635 61,229 9 4.6 25,916 
17.3 74,416 24,021 11 123.8 73,749 266,092 11 17.3 74,416 
53.6 177,327 56,718 13 847.2 171,874 895,992 13 53.5 177,327 
149.8 369,871 119,211 - - - - 15 149.8 369,871 
398.2 700,299 229,970 - - - - 17 398.0 700,299 
Table 5.12 Results for the state classification of the closed queuing network model 
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CHAPTER 6. Discussion and Future Research 
6.1 Discussion 
As we mentioned before describing our algorithms, the performance of the existing reach-
ability based classification algorithm lacks control because of its random mechanism used in 
selecting the seed state. Our research is trying to improve upon this, and make the procedure 
of selecting the seed state more reasonable. In the last chapter, we made extensive analysis for 
different Petri net models. We compare the result for different algorithms. For specific models, 
we can often estimate the number of iterations required for some distance based algorithms, 
and these estimations can be verified by experimentation. This kind of theoretical analysis 
builds a sound background for selecting different classification algorithms, but it is impossi-
ble for the purely random algorithms. We introduce some deterministic mechanism into the 
seed state selection: instead of selecting the seed state entirely at random, we use distance 
information to guide this selection. 
Based on our experiments, we can find that RandomSelect generally performs worse than 
the distance based algorithms. DistancelClassify and Distance2Classify do not have much 
difference, even though Distance2Classify is designed to refine the Distance2Classify, but 
it does not gain much performance improvement. Distance3Classify and Distance5Classify 
are kind of similar, but Distance5Classify is kind of more robust than Distance3Classify, 
here the robust refers to the fact that Distance3Classify might get more variation in perfor-
mance compared to Distance5Classify. For instance, for the nearby recurrent class model, 
Distance3Classify performs worse than other algorithms because of the specially designed 
structure of the model; Distance5Classify overcomes this shortcoming by not always using 
the distance value from the initial states. Generally, Distance4Classify performs worse than 
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Distance5Classify. Its poor performance comes from the frequent updating of the distance 
information. Basically, we can find that Distance5Classify gets better performance than 
others; DistancelClassify is quite simple from the implementation point of view without 
losing much performance. 
6.2 Extension of our research 
According to the numerical result, we can find that if all the unclassified states have the 
same distance value, then the distance heuristic is no help. The fourth heuristic for the polling 
model shows this kind of scenario. How to handle this problem needs to be studied further. 
First, how to quickly decide that all the distance values are the same? For sure, we can analyze 
it based on the analysis of topological structure of the model itself, but we have noted that 
it depends on the extensive understanding of the dynamics of model, which might be very 
difficult for some complex system. An EV+MDD based operation must be designed to be able 
to decide whether all the finite distance values are the same. 
Second, after we figure out that all the distance value are the same, how to quickly classify 
them. The present problem is that, even though all the distance values are the same, we still 
keep using these values. One alternative is to design some adaptive mechanisms able to handle 
this kind of scenario. For example, using the fourth distance heuristic to classify the states of 
polling model, after SCCsource is classified, all the unclassified states have the same distance 
value of 1; at this point, we might apply the first distance heuristic to the unclassified states, 
this might lead us go through this dilemma. In other words, we are using a hybrid heuristic 
to classify the states. The switch between the different heuristics is the instant when we have 
the same distance value. 
Another direction of research is how to design an approach that directly aims to minimize 
the CPU time. At present, all of our algorithms are designed to minimize the number of 
iterations, which tries to select a recurrent state or a state with large backward set. However, 
this cannot guarantee minimized CPU time, and we note the existence of some examples where 
fewer iterations do not cause the reduction in CPU time. This is because the CPU time spent in 
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each iteration cannot be controlled by the existing algorithms. Further research should include 
how to select a state that can spend less time in the critical operations such as reachability set 
generation and EV+MDD construction. This research will involve the extensive study of the 
reachability set generation algorithm. 
From the extensive analysis we made in the last chapter, we can find that the topological 
structure of the Markov chain has much effect on the number of iterations for distance based 
algorithms. For some models, we even can qualitatively analyze the exact number of iterations 
required by some distance based algorithms before hands. Under some conditions, this kind of 
analysis is very helpful for us before deciding which distance based algorithm should be used 
for the Markov chain state classification. If we can formalize this kind of analysis and build the 
relationship between the topological structure and the required number of iterations for each 
distance based algorithm, it can benefit to the application of our distance based algorithms. 
Even though this kind of qualitative analysis can only handle the simple models, it can help us 
verify the correctness of the classification algorithm itself, offer us some intuition of choosing 
different algorithms before applying them to more complex models. 
The state classification algorithms presented here may be useful as a first step in algorithms 
to condense the Markov chain into a smaller model. After discovering all of the recurrent 
class, it is intuitive to think of each recurrent class as a single state. Explicitly, suppose that 
a Markov chain has N states and Nr recurrent states stayed in C recurrent classes. After the 
above transformation, we can first analyze this Markov chain with a condensed model with 
N - Nr + C states. Here N - Nr refers to the number of transient states. For some models, 
most of the states are transient states, the above condensation does not decrease the scale of 
the problem much. Based on the properties of Markov chain, for the stationary analysis, we 
only care the recurrent states; the stationary probability for transient states are just zero. But 
the relationship between transient states with the recurrent states decides the proportions of 
entering each recurrent class. We can explore this relationship further. If a transient state 
belongs to a backward set of a recurrent class only, then it can only reach this recurrent class 
in the long run. This means that this transient state will not affect the proportion of entering 
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each recurrent class. In fact, it can even be taken away from our analysis. We should note the 
possible existence of the overlap between the backward set of different recurrent classes. So 
it is not trivial to discover those transient states belonging to a single recurrent class directly. 
This is a research topic need to be studied further. 
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