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Molecular dynamics is a technique in which the
 
trajectories of a group of particles are calculated as a
 
function of time by integrating the equations of motion.  In
 
this thesis we study the use of molecular dynamics  for atoms
 
in a crystal.
 
A model is introduced which describes interactions of  a
 
physical system with an external heat reservoir in molecular
 
dynamics simulations.  This is accomplished by the addition
 
of a "virtual variable" to the Hamiltonian which is used  to
 
scale time.  Aspects of this model are discussed and
 
examples are presented for a simple system.
 
Similarly, a constant pressure model is introduced in
 
which additional virtual volume variables are added to the
 
Hamiltonian.  The volume and shape of the molecular dynamics
 
cell are now free to vary.  Simple examples are discussed.
 
Aspects of the computer programs and the algorithms  are
 
explained.  Particular attention is focused on the methods
 
used to integrate the equations of motion and to calculate
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Examples of simulations using a zirconium oxide crystal
 
are presented.  We study the effects of heat bath and
 
pressure bath simulations, both separately and in
 
combination.  Various features of the behavior are
 
investigated with the primary focus on phase changes,
 
numerical errors, and parameters describing the heat and
 
pressure baths.
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Chapter 1
 
The Model
 
1-1 General
 
A molecular dynamics (MD) simulation is simply the
 
calculation of the motion of a group of atoms  as a function
 
of time.  This procedure is carried out by numerical
 
integration of Newton's Laws.  The MD approach is a
 
conceptually straightforward method of investigating the
 
detailed behavior of a collection of atoms.  The ability to
 
generate the detailed dynamics of a group of atoms is the
 
strength of MD.  This results, however, in its greatest
 
limitation, which is the computational burden.  Because of
 
the number of calculations required, it is only practical to
 
use a small number of atoms.  Ideal crystals are well suited
 
to this approach because of the regularity of the lattice
 
consisting of a repeated pattern.  In order to simulate
 
large scale properties it is necessary to divide the crystal
 
into a number of identical MD cells.  With periodic boundary
 
conditions applied to the cells, any motion in one cell is
 
repeated in all cells.  Thus, a simulation of one cell
 
simulates a much larger system.  Surface effects are not
 2 
taken into account, so the results are only valid for
 
regions well within a system.  If the system being modeled
 
is a crystal, then the MD cell will consist of integer
 
multiples of the crystal unit cell.
 
If the system is in equilibrium, then any quantity
 
should fluctuate around an average value.  The time average
 
is assumed to be equal to the measured value of that
 
quantity in a real physical system.  This requires the time
 
interval during which the average is taken to be long enough
 
so that the average is independent of time.  The equilibrium
 
fluctuations should result in a probability distributions
 
consistent with expectations based on the appropriate
 
statistical mechanical ensemble.  It is also expected that
 
the time average should be the same as the ensemble average.
 
This is called the ergodic theorem and is based on the
 
assumption that given enough time the system will sample all
 
allowed states in phase space. This is not valid in general,
 
but only if the system is in equilibrium.  Additionally, the
 
fluctuations must occur on a time scale that is small enough
 
that the system will be ergodic in a time interval that is
 
reasonable for a numerical simulation.
 
1-2 Isolated Systems 
The simplest system to simulate is an isolated system
 
in which the number of particles, total energy, and volume
 
are all constant.  This sort of system with N particles is
 3 
described by the standard Hamiltionian
 
N 2 
+  (1)({11) H  2-4-m,
=1 
with the potential (1) dependent  on particle positions only.
 
In statistical physics, particles in an isolated system in
 
equilibrium are described by microcanonical ensemble
 
probabilities.  In other words, all allowed energy states
 
are equally probable.  MD for an isolated system is not the
 
most useful due to the fact that it is much easier
 
experimentally to have a constant temperature or pressure
 
rather than constant energy or volume.  In addition,
 
experimental comparisons to MD results for an isolated
 
system are not easily done.  A system on which a measurement
 
is performed is no longer an isolated system.  Systems that
 
interact with a larger external environment provide more
 
interesting results that can be compared with real systems.
 
This is particularly important for simulations of phase
 
changes.
 
1-3 Molecular Dynamics at Constant Temperature
 
In order for a system to maintain a constant
 
temperature, it must be in thermal contact with an external
 
heat reservoir.  Given enough time, the two will  come into
 
thermal equilibrium by an exchange of energy.  The heat
 
reservoir or heat bath is assumed to be much larger than the
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system of particles.  This means that any energy transfer
 
will not be large enough to change the temperature of the
 
bath.  As a result, specifying the temperature of the heat
 
bath also specifies the final equilibrium temperature of the
 
system. From a statistical viewpoint, these systems have
 
equilibrium values that are described by canonical ensemble
 
probabilities.  This ensemble is characterized by a
 
distribution of the energy that has a peak around its most
 
probable value.
 
Nose' postulated the following Hamiltonian
 
H 
N 
2m
2 
s2  + (1)(7) + 
D2 
+ (f+l)kTln(s) 
for constant temperature molecular dynamics.  Q represents
 
the "mass" of the heat bath, s is a "virtual variable" that
 
represents a scaling of the time variable, and Ps is the
 
momentum conjugate to s. Real time is related to virtual
 
(scaled) time by dt=s'dt P  is the time scaled momentum
 (v)  (v) 
for particle i which is similarly related to the real
 
momentum by P  = s-IPI(v) .  f +1 is equal to the number of
 
degrees of freedom. Teg is the constant temperature of the
 
external heat bath which is then also the final equilibrium
 
temperature.  The last term in the Hamiltonian can be viewed
 
as the potential energy associated with the heat bath.
 
The time scaling causes the time steps used in the
 
numerical simulation to vary.  If the time step is viewed as
 
the basic time unit, then changing s changes particle
 
velocities and kinetic energies.  Variations in s transfer
 5 
energy between the system of particles and the heat bath.
 
An increase in s is associated with a decreased time
 
interval and increased kinetic temperature.
 
From the above Hamiltonian, equations of motion can be
 
written in terms of the virtual variables.  These equations
 
can then be transformed into ones that are expressed in
 
terms of real momenta and time.  For example,
 
dpi(v)  H  0(7.L)  d  1 d = 
dtm  dt(v)  s  dt 
dfii (I!)  d  pi+ sr'i)
dt),)  s  dt 
which yields,
 
-v,o(73- Pi
 
With a similar procedure for the other equations of
 
motion and a little algebra the following equations result:
 
Ti
 dri  _  dpi  = -Vi cD(Fi) ­ dt mi  dt 
N  n2 ds  sps  dPs  3N kTe, dt  Q  dt  4-d 2mi 
The heat bath adds a term in the equation for particle
 
momenta which acts as a frictional force.  As a result, this
 
system of equations will move the coordinates and momenta
 
toward equilibrium values.  In addition, Nose has shown that
 
these equations give time average values that are identical
 
to those for the canonical ensemble, even for systems with
 
small numbers of particles.  However, studies by W. Hover',
 
H.J.F. Jansen', and H. Posch4 have demonstrated that the
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ergodic theorem is not well satisfied for very simple
 
systems such as a one dimensional simple harmonic
 
oscillator.  In particular, the distribution depends  on the
 
value chosen for Q and initial conditions.  If the resulting
 
behavior is complex enough, though, it is possible for  a
 
canonical distribution to result.  Systems with very regular
 
behavior are in general non-canonical.  Examples of this
 
will be shown later.
 
If instead one looks at Nose's Lagrangian
 
L=  s2  2  _ cD(r) +  .,24f,ukT In s 
'
 tr, 2 
and uses the Lagrangian equation
 
d aL_ at, ) dtaq ) aq 
the following equation for s results
 
2 
N 
( f+l)kTeo
Qs
 
Nose' showed if it is assumed that the system is in
 
equilibrium with s fluctuating around the average value <s>
 
by an amount E so that s = <s> + e, then a simple estimate
 
for s can be developed.  By carefully taking account of the
 
fluctuations and using the above assumption, the equation
 
for s can be approximated as
 
2fkT,
Qt = f kT  1)
S3  7  (s)2 
This is an equation for a harmonic oscillator with a
 
frequency of
  (2fkT)i =  Q(s)2 ) 7 
Therefore, the rate of fluctuations in the virtual variable
 
s depends in a relatively simple way on the parameter Q.
 
The influence of Q on the frequency of s limits the
 
possible values of Q.  The frequency of s needs to be large
 
enough so that enough oscillations occur during the
 
simulation for the ergodic theorem to be satisfied.  The
 
frequency, though, cannot be arbitrarily large since the
 
equations of motion are integrated numerically.  If the
 
frequency of s is not small enough for many time steps to
 
occur during a single oscillation, the numerical errors will
 
be too large.  In general,
 
2n  2n >> 0) >>At 
ATAt
 
where At is the time step and N is the number of steps in
 
the simulation.
 
At this point it is useful to briefly look at a one
 
dimensional simple harmonic oscillator example in order to
 
illustrate this heat bath model for a simple system.  Using
 
a potential of 0.5Kx2 the equations of motion become
 
dx  Px  ds _ s Ps
dt m  dt Q 
dPx  dPs  P3  le- T = -Kx  i's- Px dt  Q  dt  2m 
For convenience, m=1, K=2, kTeg = 0.2 will be used.  The
 
equations of motion were integrated using a fourth order
 
Runga-Kutta method with initial values of x=1, px=0, s=1,
 
ps=0.  Figure 1.1(a) plots x and px versus time for Q=4.
 
Energy is exchanged back and forth between the oscillator
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Figure 1.1  Simple harmonic oscillator with a heat bath.  (a)
 
x and px versus time.  (b) Comparison of s for different
 
values of Q.
 
and the heat bath.  The amplitude varies from cycle to
 
cycle, but the period of the oscillations remains constant.
 
By comparing the Q=4 curve in figure 1.1(b) to the results
 
in 1.1(a), the s maxima correspond to minimum energy in the
 
oscillator and maximum energy in the heat reservoir.
 
Figure 1.1(b) compares plots of s as a function of time
 
for two different Q's.  A comparison of the top and bottom
 
graphs clearly illustrates the relationship between Q and
 
the rate of energy transfer.  Reducing Q by a factor of four
 
increases the frequency of s by a factor of two, which
 
agrees with the expression derived by Nose.  This suggests
 
that the frequency expression is valid in most cases and not
 
only in situations with small fluctuations.
 
Results for the oscillator are not always so simple,
 
but depend on the specific parameter values.  A more complex
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example is given in figure 1.2 which plots position and
 
momentum for Q=0.5, kt=10, and the same initial conditions
 
as previously.
 
It is interesting to note that after the first 20 time
 
intervals the system settles into a regular pattern of
 
fluctuations.  Once this occurs the system can be said to be
 
in equilibrium.  A certain amount of time is required to
 
20 
K  0 
10 
-4 
-8 
20 
10 
Li  0  -10 
-10 
-20 
0  10  20  30  40  50 
-20 
-8  -6  0  4  6 
Time 
(a)
 
Figure 1.2: Oscillator behavior for a higher temperature
 
heat bath with smaller Q.
 
to achieve this, but the equations of motion will drive the
 
system to an equilibrium state eventually. This demonstrates
 
the effect of the frictional term, mentioned above, in the
 
real momentum equation.
 
The case shown in figure 1.2 also is useful to
 
illustrate the dependence of the momentum distribution on
 
the choice of parameter values.  Figure 1.3 shows a
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Figure 1.3: Momentum distributions for two cases.  (a) Q=1,
 
kt=0.2 and (b) Q=0.5, kt=10.
 
histogram of the momentum distributions corresponding to
 
figures 1.1 and 1.2 respectively.  Both distribution plots
 
give the number of occurrences of various momenta ranges.
 
The distribution in figure 1.3(a) is for the Q=1, kt=0.2
 
case. The physical behavior of the oscillator is the
 
simplest and is the closest to a simple harmonic oscillator.
 
Due to the double peaks, this distribution is clearly not
 
canonical.  However, figure 1.3(b), which corresponds to the
 
more complicated case, has a distribution that is much
 
closer to canonical.  So, even in a simple system with a
 
heat bath, canonical behavior is possible given the right
 
conditions, but not to be expected in all cases.
 
The parameter Q determines the strength of the coupling
 
between the oscillator and the heat bath.  The isolated
 
simple harmonic oscillator results when Q is infinite.  Even
 
if kt is kept at 0.2, various values of Q will result in
 11 
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-0.5  0  0.5  1
 
x
  x
 
( c )  (f) 
Figure 1.4: Real variable phase space plots for a simple
 
harmonic oscillator coupled to a heat bath. All parameters
 
are identical except for Q.
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Figure 1.4: (continued).
 
significantly different behavior.  Some cases will have
 
momentum distributions that are similar to a canonical
 
distribution.  Figure 1.4 shows numerous examples of the
 
real variable phase space for various values of Q.  Figure
 
1.4(b) corresponds to the type of behavior shown in figure
 
1.1(a).
 
The value of Q controls the behavior of the oscillator
 
From figure 1.4  (d) and (e), seemingly small changes in Q
 13 
result in a significantly different physical behavior.
  The
 
last plot, figure 1.4(j), seems to be the maximal coupling
 
case.  Reducing Q further does not make a noticeable change.
 
This is essentially a heat bath perturbed by an oscillator.
 
With a decrease in Q there is a general tendency for
 
more complex behavior, but for certain Q values it becomes
 
remarkably simple, figure 1.4(d) for example.  In this
 
context simple means confined to a small region of phase
 
space.  The simple behavior persists even if the total time
 
is lengthened.  The simple cases are almost certainly not
 
canonical; the cases
 
where the oscillator
 Momentum distribution 
80 
is less confined may
 
60 
have canonical type
 U) 
U
 .  -I­
X40 40  distributions.  For
 
.
  1
 
8
 
20  ±-1- example, figure 1.5 
shows the momentum Thin-I
 oo_,--Nj  -111Thi_E 
10  20 30  40	 50 
bin no.	  distribution for the 
case shown above in 
Figure 1.5:  Momentum distribution
  figure 1.4(e).

with Q=0.055.
 
1-4 Molecular Dynamics at Constant Pressure
 
If a constant pressure simulation is wanted, then a
 
model must be used that allows the volume to change.
 
Anderson' developed a dynamical model which used volume as a
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virtual variable.  However, his formulation was limited to
 
cubic shaped volumes that varied isotropically.
 
Subsequently, Parrinello and Rahman' modified Anderson's
 
model to allow the shape of the MD cell to change as well.
 
The Parrinello-Rahman Lagrangian is
 
N 
L=  111{47}ThTh4:- (DM  Tr(hTh)  -Pexrdet(h) 
zr=i,  2
 
Where W is the mass of the pressure bath.  The edges of the
 
unit cell are described by vectors a,b, and c.  These three
 
vectors make up the columns in the virtual variable matrix
 
h.  The virtual variable vectors qi are the atomic locations
 
expressed as displacements along the a,b, and c vectors.
 
Atoms within the unit cell will have locations described by
 
qi vector components with values between -0.5 and 0.5
  .
 
Thus the real atomic location vectors r. are related to the
 
virtual variables by
 
bz c,  qiz
hili=rat y  cyl[913,1 
az bz cz 
p =  !ir 
As suggested by Ferrario and Reckaert8, it is possible
 
to reduce the number of virtual variables in h by taking a
 
to be along the x-axis and b lying in the x-y plane.  The
 
unit cell can then be described by 6 variables.
 
If periodic boundary conditions are used, then the
 
potential will also be a function of h.  Thus, if the
 
following notation is used,
 
Pext 0  0 aci)(7-,h)
 fr=  ari  a(DC",h) Pent =  0  Pexi 0 ahao  P, 0 0 15 
the following equations of motion will result:
 
p.
 
m,  h
 
h  Ph
 
acq,h)  T pi=  ar,  Ch ) 
-1h p, 
Ph =  (13Y +17i (PY -Pext det(h) + fh hT  (hT)-I 1+7; 
A simple harmonic oscillator again provides a useful
 
example of the sort of behavior to be expected from these
 
equations of motion.  In the one dimensional case the matrix
 
h becomes the length L and the potential becomes 0.5kq212
 
.
 
The equations of motion will then become
 
dx  Px  x dL  dL _  PL
 
dt m L dt  dt W
 
dpx  Px dL  dpi,  (12,  - 2Kx2 -Pex, L) dt  L dt  dt L  m 
Figure 1.6 shows x,px,L and p, as a function of time
 
for the set of parameters K=2, m=0.02, W=10, and Pext=10.
 
The initial conditions were x=0.5, px=10, L=1.0, and pL=0.
 
As in the heat bath example, a fourth order Runga-Kutta
 
method was used to integrate the equations of motion.
 
The addition of a pressure bath allows significant
 
fluctuation in the length scale but appears to have little
 
effect on x.  In contrast, the momentum ID,, is significantly
 
different from a standard simple harmonic oscillator.  The
 
peaks are sharper and the curve is not even approximately
 
sinusoidal.
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Figure 1.6:  Results for an oscillator with a pressure bath.
 
(a) Plot of the real variables.  (b) Plot of the virtual
 
variables.
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Figure 1.7:  (a) Comparison of x for W=10 and W=108.  (b)
 
Momentum distribution for the W=10 case.
 
The difference in x due to the pressure bath can be
 
seen if x for W=10 is compared with the effectively isolated
 
case  (  W = 108 ).  As is apparent in figure 1.7(a), the
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addition of a pressure bath decreases the amplitude  of x
 
slightly and increases the oscillation frequency.  However,
 
the behavior of x is still relatively simple.  As a result,
 
similar to simple heat bath situations, the ergodic theorem
 
is not well satisfied.  Figure 1.7(b) shows the momentum
 
distribution corresponding to the above W=10 case.
 
The various parameters and initial conditions  can be
 
varied, and the behavior of the system remains essentially
 
as in the case detailed above. Unlike the heat bath model,
 
it does not seem possible to get a canonical type momentum
 
distribution for the simple one-dimensional case.
 
Adding a second particle to the system that does not
 
interact directly with the first particle will change the
 
system's behavior enough to get a quasi-canonical momentum
 
distribution.  Figure 1.8 shows position, momentum, and
 
50 
25 
0 
-25 
-50 
12 
6 
7, o_  0 
-6 
-12 
0  2  4  6  8  20  40  60 
Time  Bin # 
(a)  (b) 
Figure 1.8: Some results for a two particle system.
 
(a) Position and momentum for one particle.
 
(b) Corresponding momentum distribution.
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momentum distribution plots for 1 particle in a 2 particle
 
sample case.  The other particle behaves similarly.  The
 
values used were W=5, k=2, m1 =m2=0.02, and  Pext=100 with
 
initial conditions on x1 =0.5,  px1=10, x2=-1, px2=-2, L=1.0,
 
and pL=0.  Only for the very simplest system does the
 
behavior deviate from statistical expectations.  From this
 
it is reasonable to conclude that this constant pressure
 
model should reliably give the appropriate ensemble
 
distributions for multiparticle crystal structures.
 
The fluctuation of the virtual variable L as a function
 
of W is not easily analyzed for a general case.  The
 
behavior will be more complex than that seen with a heat
 
bath.  In general, it is expected that the fluctuation rate
 
will decrease if W is increased.  Figure 1.9 shows L as a
 
function of time in the
 
original one particle

2  W=10
 
case for two different
 
1.5
 
-J  1  values of the pressure 
0 5  bath parameter W.
 
W=1  There are two 
1 1 1 1  1 1
  1 1 1 1  1 1  1 1 1 1  1 1
 
3  features of the effect
 
2
 
1
 
V  V  of W on the virtual
 
0.5  1  1.5 
Time  variable L that are 
worth noting.  First,
 
Figure 1.9:  The effect of W  the fluctuations
 
on the length L.
 
increase in frequency
 
with a decrease in W.
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The effect is small in this case, but is more pronounced in
 
actual crystal simulations.  Second, the amplitude of the
 
fluctuations also increases with a decrease in W.  Again,
 
this is seen in actual simulations, although the effect is
 
smaller.
 
1-5 Constant Temperature and Pressure Model
 
The above two models can be combined into one system of
 
equations that allows simulations at constant temperature
 
and constant pressure.  The combined Lagrangian is
 
L=  mis2  {4.i IT  c13(hq,h) +  Q  s 2  3N1c,Tex1n(s) + 2 Tr(hTh)  Pex det(h) 
The real and virtual variables are related by
 
12-4i= (ifi  by  ccxy) 
o  0  cz 
= smirt4i 
The above equations then result in the following
 
equations of motion.
 
ph ki 
acD(P,h) 
Q 
_ 
w 
Pi=  (1217PT,Pi
 
= -§- ps
 
31\11c8Tex 
h.  ph 
1 - a(1)(1;h)  ID(  h)
Ph =  r  )  Pexdet(h)
TF1,13'P'
i=1  ah 20 
These six equations are the basis for molecular
 
dynamics simulations in which the characteristics of the
 
external environment are taken into account.
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Chapter 2
 
Program and Algorithms
 
2-1 General
 
The program NPT, written by M.J. Love9, is the
 
implementation of the six constant temperature and pressure
 
equations of motion. These equations are integrated by
 
either a fourth order Runga-Kutta or a fourth order Gear
 
method.
 
The potential between any two atoms is of the form
 
N.. 
Z.Z.e2
0,= 
111  + 
Cijk 
n 
rill
 
where zi is the valence charge,  rig is the distance between
 
charges, Ciik is a constant, and nick is a positive integer.
 
Nip is the number of short range terms, which is not
 
restricted to a maximum value.  The above variables are
 
defined for a particular crystal in an input file which
 
contains the complete description of the crystal structure.
 
In additional, the same input file defines the short range
 
force interactions between specific atomic pairs.  The
 
coulomb part of the above potential and the resulting forces
 
are calculated by the Ewald or the planewise summation
 
algorithm.  These will be discussed in more detail later.
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2-2 Crystal and Short Range Force Structures
 
The program NPT takes input from two files.  The first
 
file describes the structure of the crystal and the short
 
range potentials.  Figure 2.1 shows the crystal structure
 
used in all simulations in subsequent chapters.
 
struct crystals zirc_mc: 12 5.25 0.0 5.30 -0.77  0.0  5.22 zmc 6
 
1.0 zmcf
 
struct rinit zmc[]:
 
Zr 1.515e-22  1.45  1.3079  0.1739  1.0635
 
Zr 1.515e-22  1.45 -1.3079 -0.1739 -1.0635
 
Zr 1.515e-22  1.45 -1.6939 -2.4758  1.5432
 
Zr 1.515e-22  1.45  1.6939  2.4758 -1.5432
 
0 2.567e-23 -0.72  0.1885  1.8732  1.6672
 
0 2.567e-23 -0.72 -0.1885 -1.8732 -1.6672
 
0 2.567e-23 -0.72 -0.5758 -0.7786  0.9412
 
0 2.567e-23 -0.72  0.5758  0.7786 -0.9412
 
0 2.567e-23 -0.72  1.9527 -1.2817  2.5281
 
0 2.567e-23 -0.72 -1.9527  1.2817 -2.5281
 
0 2.567e-23 -0.72 -2.3398  1.3713  0.0807
 
0 2.567e-23 -0.72  2.3398 -1.3713 -0.0807
 
struct fconst zmcf[]:
 
Zr-Zr  2939.2  10
 
Zr-Zr  -4.37  4
 
Zr-O  77.2  10
 
Zr-O  -1.45  4
 
0-0  326.07  11
 
0-0  1.47  4
 
Figure 2.1:  The m101 crystal structure.  This is a
 
monoclinic zirconium oxide (Zr02) crystal.
 
The file consists of three sections.  The first section
 
consists of the first line and contains the following
 
information: unit cell name; number of atoms; initial values
 
;
 for ax, bx, by, cx, cy, cz  crystal structure name; number
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of forces; a parameter usually set to one; and a force
 
structure name.  The next section defines the location and
 
charges of all atoms in the crystal unit cell.  Each line
 
consists of the atom name, mass in grams, valence charge,
 
and xyz coordinates in angstroms.  The final section
 
specifies parameters for the short range potentials.  Each
 
line gives the atom pair that the potential is used for, the
 
force constant cijk, and the exponent ni3k
  .
 
2-3 Input Parameters 
Via a second input file a number of parameters and
 
calculation methods can be specified for a particular
 
simulation.  A typical input file is shown in figure 2.2.
 
The values shown for Q, W, and the integration time step  are
 
values that have been found to work well in most situations.
 
Since the input parameters shown are the ones most
 
frequently used, these will be referred to as the "standard
 
parameters".  In later discussions, only parameter values
 
that differ from the standard set will be stated.  From the
 
size of the time step it can be seen that the time interval
 
simulated will be small.
 
The constant time and constant volume lines allow
 
particular interactions to be turned on or off.  Setting s
 
(time) constant removes the heat bath and allows the kinetic
 
temperature to change.  Constant volume holds the unit cell
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input parameters for NPT.c
 
external temperature (Kelvin):  400
 
external pressure (GPa):  0.0
 
no. of samples:
  500
 
integrations per sample time:  20
 
time per integration (femtoseconds):  0.5
 
unit cell:
  zirc_mc
 
force routine:
  ewald
 
integration routine:  Gr 4
 
no. of unit cells per MD cell edge:  1
 
seed:
  1
 
Q(mass for 'virtual' time variable):  1.5e-22
 
W(mass for 'virtual' volume variables):  1.5e-22
 
constant time variable (s):  no
 
constant volume variables (a,b,c):  no
 
quench virtual variables:  no
 
output files:
 
NPT.x.[fileno] (atomic positions):  yes
 
NPT.e.[fileno] (system energies):  yes
 
NPT.sp.[fileno] (time variables):  yes
 
NPT.abc.[fileno]  (cell dimensions):  yes
 
NPT.m.[fileno] (animation source):  no
 
NPT.ay.[fileno] (system averages):  restart
 
NPT.nn.[fileno] (near neighbors):  no
 
NPT.pdist.[fileno] (momenta dist.):  restart
 
Figure 2.2: Typical input parameters.  These will
 
subsequently be referred to as "standard".
 
to a constant size and shape which will result in pressure
 
changes.  If both s and the volume are constant then an
 
isolated system will be simulated.
 
2-4  Integration Methods
 
The initialization file for NPT allows the time step
 
size to be specified and a choice between two numerical
 
integration methods.
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The first method is a standard fourth order Runga-Kutta
 
method."  This method is quite common and can be found in
 
any numerical methods textbook.  The standard form is
 
y(x+h) = y(x) + s (ki+ 2k2 + 2k3 + k4 
kl= hf(x,y)  k2= hf(x + 2- h , y  ) 
lc, = hf(x  ,y+  )  1c4= hf(x+ h,y+1c3) 
where f is the function being integrated, x is time and h  is 
the time step.  This method has an upper bound for the 
expected error that scales as h5.  Data runs shown in this 
thesis do not use this method except to generate enough data 
to get the second method going, which requires y(x) and y(x-h) 
to be known. 
The second method available is based on a method
 
introduced by Gear.'  Since this method is less common and
 
is the primary integration method, it is useful to look at
 
it in more detail.  The following notation will be used,
 
xn+kE x + kh  yn+k- y(x + kh) 
f f(x,y(x))  f n+k=- f (Xn+kyY n+k) 
D  + AIZ a- =a- + f 
dx  Dx dx ay ax  ay 
where f,  x, and h  have the same meaning as above.  With the 
above notation the full Gear method can be written as, 
Y.1,(0)=-4yn+5y,1 + 4hf +2hfn_i 
Yn +1,(m)  n+1,(m-1)  13(m-1) 
,  r Jhf Xn+1  Yn+1,(0))  hf Xn+1,  n+1,(m-1))  171?:1 
13(  = 
12yn+12T/n.14- 8hf +5hfn.1)  , m=0 
Bop) + B(1) +  + 13(M.1) 
Y n =  n,(M)  24 26 
This method is designed to be iterative so the
 
subscript (m) refers to the step number out of M total
 
steps.  Ideally, the method would be allowed to iterate
 
until the values for yn,1 converge.  The convergence,
 
however, is good enough that M can be set to a small value.
 
In addition, the value that the method converges toward is
 
still an approximation to the correct value no matter how
 
many iterations are performed.  The only way to increase the
 
accuracy of the solution is to decrease the time step. 12
 
As implemented in the program NPT, M has a value of
 
one.  This allows the Gear equations to be rewritten in the
 
following form
 
Yn+1,(1)  7-72"  y.-1  + g hf + s hf ( Xn+1  7 Yn+1,(0) ) 
H(0)
)7 n-1 = Yn-1,(1)  24 
Where Bm; is calculated in the previous time step in which yn
 
is calculated.  The second step is a correction to a
 
previously calculated value of y at an earlier time.  As
 
mentioned previously, solutions to y(x) at two previous times
 
are needed to start the calculation.  y0 will come from
 
initial conditions and from y0 the Runga-Kutta method is
 
utilized to calculate y1.  The Gear method can then be used
 
for yn,l.  With the same step size, this method results in
 
faster solutions to the equations of motion with only a
 
small loss in accuracy when compared to Runga-Kutta.  The
 
Gear method has an error that is proportional to h4 (see
 
appendix B).
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2-5 Long Range Coulomb Algorithm
 
The force routine selection offers a choice of an Ewald
 
or a fast multipole method (FMM) algorithm.  The method
 
chosen will be used to calculated the long range Coulomb
 
potentials and forces.  The Ewald method is a common
 
approach and is very reliable, but it is the slower of the
 
two methods, particularly for MD cells with large numbers of
 
atoms  (  greater than 50).  FMM is considerably faster, but
 
is currently unreliable in some situations.  As a result,
 
simulations in this thesis will be restricted to the Ewald
 
method.
 
The Ewald method' calculates the potential in an
 
infinite lattice by adding a uniform background charge
 
throughout the unit cell and a positive and negative
 
Gaussian charge distribution around each lattice point
 
charge.  The lattice point charge is summed with the
 
oppositely charged Gaussian distribution.  The similarly
 
charged Gaussian distribution and the background charge are
 
summed separately.  These two separate results are then
 
added and if the unit cell is charge neutral then the
 
everything cancels out except the part due to the lattice
 
point charges.  This seeming roundabout calculation is done
 
so that the sums involved are absolutely convergent.  A
 
simple summation of the lattice charges is conditionally
 
convergent if the dipole moment of the unit cell is
 
non-zero. The form of the Ewald potential that is
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implemented in NPT is
 
erfc(ER4,)
U---- -1 yi .ze.2 I'[cc, +  1  z, 
, zj  co Y  47 
erfc(E IRe437 +II Zi zie2I' [cap, cos(17  "Pu ) +  rill 
i  J..  R4'1 al3 7 
erf c(Er,i) +Ili Zi Zie 2  r
ij 
1 c  47[  exn( IC; 
afr,  axbycz Po,  4E 1." 
K _ 2TE  .  27r (R  a).9  2citz i  cy  bxcy-cxby  z. a )z aSy  ax  by `r  ax  ' '  by  axby 
Rafry= as + Pb + ye = (ccax+ 13bx + ycx)X + (pby+ ycy).9+ (ycz)2 
rij=7-j  P, 
8= a. 
The value for E  is chosen so that both the direct and 
reciprocal sums will converge at the same rate.  Nijboer and 
de Wette14 show that  E=_,Z is the value that will give equal 
convergence rates. 
The lattice summation indices a,  p, y run from -Mx to Mx 
which is set to a value of 2 in the program code.  Changing 
this parameter requires a recompilation of the program.  A 
little accuracy in the Coulomb sum is gained by increasing 
this value. 
A test run with the m101 crystal structure can be used 
to compare the results for M.=-2  and 1/1.=4.  The calculated 
coulomb energies are identical to 8 digits.  This result 
gives a measure of the truncation error in the Ewald sum. 
Each increment of Mx adds a shell of cells to be summed 
over.  Each shell further out will contribute less and less 
to the energy so that the effect of any further increase in 
Mx  will be noticed only in the 9th digit.  Unfortunately, 29 
computation time goes like (2Mx+ 1)3 ;thus, increasing Mx
 
results in computation time increases that rapidly become
 
prohibitive.
 
2-6 Short Range Algorithm
 
Short range forces are calculated by a simple direct
 
lattice sum that is truncated.  In the Ewald method these
 
sums are truncated at the same values as the Ewald lattice
 
sums (Mx=2).  This does result in some error in the
 
calculations due to the values of the r' terms which are
 
still appreciable at the cutoff distances.  Table 2.1 shows
 
the values for the energy due to all the short range
 
potentials used in the m101 crystal.  Truncation of the
 
short range interactions is the largest error in the
 
calculations, but some precision is sacrificed in the
 
interest of computation speed.
 
Short range
 
Energy (eV)
 
Mx  size  1  size 2
 
2  -10.830  -97.650
 
3  -11.635  -100.875
 
4  -12.074  -102.632
 
Table 2.1:  Convergence of the short range potentials.
 
Size refers to the number of crystal unit cells per
 
side in the MD cell.
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Chapter 3
 
An Isolated Crystal
 
The simplest simulation to look at initially is that
 
of an isolated crystal.  Although large scale changes do
 
not occur, this is a useful case to use to illustrate the
 
general behavior and types of information available using  a
 
MD simulation.  The m101 crystal structure was used with
 
the Ewald method and the standard parameters.  Figure 3.1
 
shows the kinetic temperature and a time average of the
 
temperature at each sample point.  The time average in
 
3.1(b) is an average of the kinetic temperature at that
 
sample number and all previous samples.
 
The time average is assumed to be what the measured
 
temperature in a real system would be.  Although the
 
300  220 
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2
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200 
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(a)  (b)
 
Figure 3.1:  Plots of (a) kinetic temperature and (b)
 
average kinetic temperature.
 31 
average initially changes rapidly, its rate of change
 
diminishes quickly. From figure 3.1(b) it is clear  that in
 
order to get accurate results the time simulated must be
 
long enough for the fluctuations to average out.  After 500
 
samples (5 picoseconds) the average changes by less  than a
 
few tenths of a degree from one sample to the next.
 
Temperature fluctuations appear to be quite large, but the
 
resulting momentum distribution is consistent with a
 
Maxwell-Boltzman distribution.
 
The momentum distribution, shown in figure 3.2,
 
approxiMates the ideal Maxwell-Boltzmann distribution
 
fairly well for this short simulation.  The solid line is
 
the ideal Maxwell-Boltzmann distribution with the same
 
average kinetic energy and the same area under the curve as
 
the actual tabulated data.  The most probable momentum is
 
calculated separately for each atom from the expression
 
po="277aBt
 
Momenta Distribution  Where T is the
 
80 
external heat bath
 
co 60 
co  temperature specified
 
co 
cn 
40 
in the input file.
 
E
 
20  This value is used
 
even when a heat bath
 
50  100  150  200  250  300
 
%po (po = most probable momentum)
  interaction is not
 
present (constant s).
 
Figure 3.2: Momentum distribution
 
for an isolated crystal.  In this case, the
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external temperature is 400 K, but since the system is
 
isolated this value is merely an arbitrary scaling  factor
 
for the x-axis.  As a result, the momentum peak will not
 
always be at po.
 
It is worth noting that the MD cell in this case only
 
contains 12 atoms and is isolated. Yet the distribution is
 
similar to the canonical case.  It is expected that in
 
thermodynamic limit that the various ensembles are
 
identical.  If the simulation was significantly shorter
 
(around 1 picosecond) the distribution would not be  as
 
smooth.  This is caused by the fluctuations in temperature
 
(or velocities) not averaging out.  This is one way of
 
checking whether or not the duration of the simulation is
 
sufficient.
 
A simulation of an isolated crystal is ideal for
 
observing the integration error and verifying that the
 
algorithms are behaving as expected.  For example, the
 
total energy should be constant in an isolated system of
 
atoms.  However, integration of the equations of motion
 
will result in errors in the calculated velocities and
 
positions.  These errors result in corresponding errors in
 
the kinetic and potential energies.  Figure 3.3 shows the
 
total energy over a time period of 10 picoseconds.  Samples
 
are taken every 20 integrations so that the energy loss
 
shown is the result of 10000 integrations with a step size
 
of 0.5 femtoseconds. An overall energy loss is observed.
 
Since the Gear method error depends on h4, a change in
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Figure 3.3: Energy loss due
 
to integration error.
 
for consecutive time step rows.
 
the time step should result
 
in a significant change in
 
the error on the total
 
energy.  Table 3.1 compares
 
the magnitude of the errors
 
for different time steps.
 
The second column lists the
 
average change in energy per
 
integration and the third
 
column lists the error ratios
 
A time interval of 8.0
 
femtoseconds was also tried but the time step was too large
 
and the simulation failed within a few integrations.
 
time  average energy
 
step  change per step  ratios
 
(fs)  (eV)
 
.25  -7.53  x 10'
 
.50  -2.68 x  10-8  35.6
 
1.0  -1.00 x  10-6  37.3
 
2.0  -3.61 x  10'  36.0
 
4.0  -1.12  x  10-3  30.9
 
Table 3.1:  The effect of time step on energy loss.
 
It is expected that a doubling of the step results in
 
a factor 16 increase in the integration error (Appendix B).
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The energy error will be the cumulative result the errors
 
in the 6N (72 in this case) equations of motion,  so the
 
energy error will not necessarily follow the h4 expectation.
 
The actual effect on the total energy error is much larger.
 
This is actually desirable since the more sensitive an
 
error is to the time step, the lower the computational time
 
involved in reducing the error.
 
The program can also output atomic pair distributions
 
which are useful for determining the occurrence of large
 
structural changes such as a phase change.  These
 
distributions are a measure of how many atom pairs of  a
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Figure 3.4:  Near neighbor distribution pairs for an
 
isolated m101 crystal.
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particular type exist for a particular separation distance.
 
Figure 3.4 shows the distributions for the isolated  crystal
 
simulation.  The y-axis is scaled by the number of samples
 
in order to allow easy comparisons of simulations with
 
different numbers of samples.
 
These distributions are included here mainly for
 
comparison with later results as these plots show the near
 
neighbor distributions for the initial phase of the m101
 
crystal.  A phase change will not occur in an isolated
 
case, but in cases where one does occur the change in
 
crystal structure will result in a change in the pair
 
distributions.  Examples of this will discussed in later
 
sections.
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Chapter 4
 
Constant Temperature Simulations
 
The simplest interaction to consider is a crystal in
 
contact with a heat bath which sets the equilibrium
 
temperature of the combined system.  Once in equilibrium,
 
the time average of the  kinetic temperature will remain
 
constant.  The total energy of the crystal and heat bath
 
will also remain constant, but the energy of the crystal is
 
allowed to change.
 
Allowing the system of atoms to interact with a heat
 
bath affects the integration errors.  Although the equations
 
of motion are formulated in terms of the real variables,  a
 
change in the virtual variable s will scale velocities and
 
accelerations.  If these quantities increase larger errors
 
result.  The relationship between s and particle velocities
 
can be seen in figure 4.1(a) which shows s and kinetic
 
temperature during a short simulation.
 
The crystal and simulation parameters are the
 
standard set from figure 2.2 with the system in contact with
 
a heat bath at 400 K and a Q value of 6.0 x 10 -22.  Figure
 
4.1(b) then shows corresponding plots of s and total energy.
 
Low s (high temperature) intervals cause higher rates of
 
energy loss.  The slope of the total energy curve varies by
 
roughly a factor of eight between the largest and smallest
 
values of s.
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Figure 4.1: Effects of a heat bath.  (a) Variations in the
 
kinetic temperature occur.  (b)  Changes in  temperature
 
cause corresponding changes in the integration error
 
observed in the total energy.
 
This also means that increasing the temperature of the
 
heat bath will increase the integration error as well.  An
 
increase in the equilibrium temperature increases the
 
kinetic motion of the atoms resulting in less numerical
 
accuracy.  Figure 4.2 shows some results of a 1400 K
 
simulation using Q=6.0x10'.  The total energy loss is
 
approximately an order of magnitude greater in comparison to
 
the 400 K results.
 
In addition, it is also expected that an increase in
 
temperature will increase the frequency of s.  From the
 
expression from chapter 1,
 
pfkTelyi
CO =  Q(s)2 ) 
the frequency should increase by a factor of 1.87 for an
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Figure 4.2:  Some results with a 1400 K heat bath using
 
Q=6.0x10'.  (a) Total energy and S as a function of sample
 
time.  (b) Atomic pair distribution functions showing
 
greater mobility at higher temperature.
 
increase in temperature from 400 to 1400 K.  The observed
 
factor is 1.94.  This is reasonably close considering that
 
the estimated frequency equation assumes small equilibrium
 
oscillations in s, which is not true in figure 4.2(a).
 
With an increase in temperature the atoms should have
 
more freedom to move.  The atomic pair distributions are
 
shown in figure 4.2(b); these illustrate the greater
 
mobility of the atoms at high temperature.  From the width
 
of the first peak in the Zr-Zr distribution, it seems that
 
the zirconium atoms are much less restricted to a particular
 
location in the lattice.  In addition, if a comparison is
 
made to the isolated case (see figure 3.4) all the
 
distributions exhibit peaks that are not as well defined
 
(broader and smaller) with fewer ranges where the pair
 
distribution function is zero.
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A number of other constant temperature simulations of
 
the m101 crystal structure were performed.  Q was varied
 
while the other parameters were kept at the standard values.
 
Figure 4.3 shows total energy, s and kinetic temperature
 
plots for five of these simulations.
 
Comparing the total energy plots it appears that the
 
value of Q does not significantly affect the accumulated
 
energy loss, which varied by much less than 10' eV among
 
the different cases.  As discussed previously, the rate of
 
energy loss will be affected by the value of s. This is
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Figure 4.3:  Results for constant temperature simulations
 
using various values for Q.  (a) Q=3.75x10-23  (b) Q=7.5x10-23
 
(c) Q=1.5x10-22  (d) Q=3.0x10-22  (e) Q=6.0x10-22
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Figure 4.3: (continued)
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Figure 4.3:  (continued)
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observed in each case as variations in the slope of the
 
total energy plot.
 
In general, s settles into a simple oscillation with a
 
roughly constant amplitude after a few hundred samples.
 
This is not true for the Q=0.375x10-22 case and this is  a
 
possible indication that Q is too small.  The larger
 
amplitude fluctuations continue for the first few
 
picoseconds until an equilibrium is achieved.  Once in
 
equilibrium the amplitude changes a little but is bound
 
between a minimum and maximum value.  This is more easily
 
seen in a phase space plot of s and ps shown in figure 4.4
 
for Q=7.5x10-23.  Once in equilibrium the  trajectory in
 
phase space is confined
 
to a ring shaped region.

- le-21 
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-5e-22 
s near 0.6, except for
 
-1e-21 
0.1  0.3  0.5  0.7  1.1 0.9	  the Q=3.0x10-22 case. 
The smaller average 
Figure 4.4: Phase space for s  s in the Q=3.0x10-22 case
 
and Ps with Q = 7.5e-22
 
is an indication of an
 
underlying physical
 
difference in the motion and position of atoms in the
 
crystals.  A comparison of pair distributions, shown in
 
figure 4.5, for zirconium atoms shows that the Q=3.0x10-22
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Figure 4.5:  Zirconium-zirconium pair distributions during
 
samples 500-1000 for each case in figure 4.3.
 
case has the first two peaks merged together.  Based on this
 
observation, it appears that the atoms have moved into a
 
higher potential energy configuration, which requires more
 
energy to be transferred from the heat bath in order to
 
maintain a kinetic temperature of 400 K.  This explains the
 
lower average s in the Q=3.0x10-22simulation.
 
It is useful to analyze the Q=3.0x10-22case in more
 
detail since it clearly illustrates the correlation between
 
the behavior of s and changes in the crystal structure.
 
Figure 4.6(a) shows s for the Q=3.0x10-22 case which has been
 
extended an additional 500 samples.  There are three easily
 
distinguished segments during the simulation.  The first
 
section contains the usual large amplitude fluctuations  seen
 
in the previous cases.  The fluctuations then suddenly
 
become smaller and appear around a smaller average value.
 
The last segment has slightly larger amplitude, but  a larger
 
average.  The second segment corresponds to a crystal
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Figure 4.6: Results for an extended simulation with
 
Q=3.0x10-22.  (a)  s as a function of sample time.  (b)
 
Zirconium pair distributions for 500 point segments of the
 
simulation.
 
structure in which the zirconium atoms have shifted their
 
positions with respect to one another.
 
Figure 4.6(b) shows the zirconium pair distributions
 
for 500 point intervals.  Also listed with each distribution
 
is the time average for s over that interval.  The larger
 
averages are associated with two well defined peaks.  The
 
crystal seems to be close to a phase change in the middle
 
time interval, but cannot quite make the transition.  This
 
is probably due to the inability of the crystal unit cell  to
 
change shape or volume.
 
Table 4.1 summarizes some additional features of the
 
cases discussed in this chapter.  The averages for each are
 
based on the last 400 samples of each 1000 sample simulation
 
shown in figure 4.3.
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Average
 
Q  kinetic  Average  frequency frequency
 
(x 10 -22)  temp.  s  of s  ratios
 
0.375  400  0.59  .00351
 
0.75  400  0.60  .00254  0.724
 
1.5  400  0.61  .00179  0.705
 
3.0  399  0.53  .00126  0.704
 
6.0  410  0.59  .00089  0.706
 
Table 4.1:  Summary of additional results for constant
 
temperature simulations.
 
As seen back in figure 4.3, the kinetic temperature has
 
the same sort of rapid fluctuations seen in the simulation
 
of the isolated system, but these are now superimposed on a
 
larger scale oscillation.  As expected, the larger scale
 
oscillation in temperature is inversely related to the
 
oscillation in s and the time average of the temperature is
 
close to the set value of 400 degrees.  By comparing table
 
4.1 and figure 4.3, it should be noted that the more
 
temperature cycles that are averaged over the closer the
 
average temperature is to 400.  This suggests that the
 
difference between the average temperature and the heat bath
 
temperature for the larger values of Q is due to the
 
simulation having a relatively short run time when compared
 
to the period of the oscillations in s.
 
Changing Q primarily affects the frequency of s, which
 
is expected to be proportional to V.5.  Each doubling of Q
 46 
should result in frequency ratios of 0.707.  The actual
 
results, listed in Table 4.1,  were close to this,
 
particularly the last three ratios.  The first ratio of
 
0.724 is another possible indication that Q=0.375x10-22 may
 
be too small.  The average of the four ratios gives a value
 
of 0.710.  Even in a relatively complicated system the
 
simple frequency dependence on Q holds.
 
From the similarity of the above results, the choice
 
of value for Q does not play a crucial role in  the physics
 
of the simulation.  The value to choose for Q is primarily
 
constrained by practical and numerical considerations.  If Q
 
is set too large, then the interaction between the heat bath
 
and the crystal will be slower and this will require  longer
 
simulations for the system to come to equilibrium.  At the
 
other end, too small of a Q will have oscillations in s that
 
are occurring too fast for a given time step, and so the
 
integration errors
 
will increase.  This 
-77.7783  Q = 1.5e-24 
-77.7785  could be compensated 
7nm  for by decreasing the 
15 -77 7790 
77.7792 
1  step size, but this 
0.8  1r  will just increase the 
0.6 
0.4 
11  11\  computation time. 
0.2 
0  100  200 
Sample no. 
300  400  500  Figure 4.7 shows 
an example of this for 
Figure 4.7:  An example of  Q=1.5x10-24.  The
 
increased errors with small Q.
  behavior of s is no
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longer a simple oscillation, indicating that calculations
 
are beginning to become inaccurate.  The energy loss is
 
about three times greater than the Q=3.75x10-23 case shown in
 
figure 4.3(a).  In spite of the greater error, the
 
simulation is generating similar physical results.  The time
 
averages of the kinetic temperature and s are 400 and 0.59
 
which are consistent with  previous results (see table 4.1).
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Chapter 5
 
Constant Pressure Simulations
 
Replacing the heat bath with a pressure bath allows for
 
more complex behavior.  Since the volume and shape of the MD
 
cell are no longer held fixed, phase changes can easily be
 
simulated.  For example, figure 5.1 shows cx for a
 
simulation using the standard parameters, constant s, and
 
W=1.5x10'.  From the behavior of cx, a clear phase
 
transition occurs around sample number 2250.  The transition
 
0.4 
0.0 
E 0 
-0.4 
< 
0 
J
 
-0.8 
-1.2 
0  500  1000  1500  2000  2500  3000  3500 
Sample no. 
Figure 5.1:  Plot of the virtual variable cx for a constant
 
pressure simulation using W.1.5x10'2.  A phase change is
 
observed near sample 2250.
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is rapid and only takes about 50 samples (0.5 picoseconds)
 
for c  to change from fluctuations around -0.749 to -0.005.
 
In figure 5.2, the structural changes in the crystal
 
are evident by comparing the atomic pair distribution
 
functions at the beginning and end of the simulation.
 
0-0 Distribution  Samples 0-500  0-0 Distribution  Samples 3000-3500 
0.5 
0.4 
0.3 
0.2 
0.1 
Art'\ 
0 
Zr-0 Distribution  Samples 0-500  Zr -0 Distribution  Samples 3000-3500 
0.5 
0.4 
0.3 
0.2 
0.1 
0 
Zr-Zr distribution  Samples 0-500  Zr-Zr distribution  Samples 3000-3500 
0.2 
0.1 
A  IV
0 
0  1 2 3 4 5 6 7 8  9 10 0  1 2 3 4 5 6 7 8 9 10 
Angstroms  Angstroms 
Figure 5.2:  Comparison of atomic pair distributions at the
 
beginning and end of the simulation used in figure 5.1.
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The distributions at the end of the simulation correspond  to
 
a roughly cubic arrangement of the atoms, particularly in
 
the Zr-Zr plot.
 
Another useful way to view the change is by looking at
 
a phase space plot of c. and its conjugate momentum Pc), as
 
shown in figure 5.3.  The right hand spiral comes from the
 
behavior after the
 
phase change.  The two
 
le-21
 
phases of the Zr02
 
N 
5e-22  Aekk  crystal are confined 
; <  0  ( it 
to distinct regions. 
E 
cz 
14,  -
WMt;.  \  The phase change 
o_  WIlit 
-5e -22  *"'-=-­ also has observable 
effects on other
 
-0.4  0  0.4
 
cx(A)	  system quantities such
 
and volume and
 
Figure 5.3: A plot of cx and pcx.
 
temperature.  The
 
temperature changes
 
from 175.0 to 257.2 K and volume from 145.6 to 143.3 cubic
 
angstroms.  The volume change is particularly rapid, which
 
is the expected behavior for an actual phase change.  Figure
 
5.4 shows both temperature and volume at samples near the
 
phase change.
 
The other virtual variables have fluctuations of the
 
same magnitude as those in cx, but instead stay around
 
values close to their starting values.  Figure 5.5 shows
 51 
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Figure 5.4:  Other effect of the phase change.  (a) Volume
 
decreases and (b) temperature increases with the phase
 
change.
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Figure 5.5:  The behavior of a. and cy during a 20
 
picosecond period of the constant pressure simulation.
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c 
a and c  as typical examples of the behavior of the other
 
virtual variables.  The phase change evident in c. does not
 
correspond to any particular feature in the other volume
 
variables.  Note the similarity of cy to the behavior of a
 
simple harmonic oscillator shown back in figure 1.2.
 
Changing the value of W has an analogous effect as
 
changing Q in the constant volume case.  Figure 5.6 compares
 
and by for simulations that are identical except for the
 
parameter W.  Primarily W alters the frequency of the
 
fluctuations in the virtual variables.  Increasing W
 
decreases the frequency and decreasing W increases the
 
frequency (see figure 5.6(a)  ).  The behavior of the virtual
 
variables can be much more complex than in the heat bath
 
simulations.  Figure 5.6(b) is a good example of this.  As
 
such, it is not possible to write down a simple expression
 
0.2  W=1.5e-22  5.4  W=1.5e-22 
0.1 
5.3  4 
0  .ta  I1III 
5.2 
-0.1 
-0.2 
I  5.1 
0.1  W=12.0e-22  5.4  W=12.0e-22 
5.3 
2'5.2 
5.1 
0.1  5 
0  250  500  750  1000  0  250  500  750  1000 
Sample no.  Sample no. 
(a)  (b) 
Figure 5.6:  Comparison of the virtual variables (a) cy and
 
(b) by for W.1.5x10-22 and W=12.0x10-22
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for frequency as a function of W.  Regardless, the
 
considerations involved in choosing W are similar.  Too
 
large of a value requires long run times and too small of a
 
value will increases the numerical errors.
 
The above simulation was repeated for several values of
 
W, the results of which are summarized in table 4.2.  The
 
values for the energy loss are based on a linear fit to the
 
total energy.  The results in the table indicate that W
 
does not influence in a simple way either the time required
 
for a phase change to occur or the energy loss.  The
 
various runs that do have a phase change all exhibit a
 
temperature increase of differing magnitude.  However, the
 
differences in final temperature are largely due to the
 
Time for  Energy loss  Temperature (K)
 
W  Phase Change  for 1000 pts  Before  After
 
(x10-22)  (samples)  (eV)
 
0.75  800  0.93x10-4  171  194
 
1.5  2200  1.59x10-4  181  257
 
3.0  1400  1.61x10-4  181  235
 
6.0  >1000  2.08x10-4  NA  NA
 
9.0  > 2500  1.77x10-4  NA  NA
 
12.0  1500  1.40x10-4  179  200
 
Table 5.1:  Summary of constant pressure results.
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duration of the simulation after the phase change.  For
 
example, the 11=12.0x10-22 simulation consists of 3500  samples
 
and the temperature averages for the last three 500 point
 
segments are 174, 189, and 200 respectively.  So the
 
simulations have not yet come to an equilibrium.
 
The temperature increase after the phase change should
 
correspond to a decrease in potential energy and this is
 
exactly what is seen.  Figure 5.7 shows the potential energy
 
for the  W=1.5x10-22
 
case.  If compared to
 
-77.9 
figure 5.1, the abrupt
 
drop in potential
 
-78.1
 
energy occurs when the
 
crystal changes phase.
 °  78.3 
In any numerical
 
-78.5  simulation, it is

1500  2000  2500  3000
 
Sample no.
 
always important to
 
analyze any observed
 Figure 5.7:  Potential energy
 
near a phase change.
  errors and to verify
 
that they are not
 
larger than expected.  An additional error is manifested in
 
the pressure bath simulations that does not occur within
 
the heat bath examples.  The fluctuations in total energy
 
are much larger than the integration error can account for.
 
By adding the virtual volume variables the equations of
 
motion should be expected to have only slightly different
 
errors than in the constant volume cases.  Additionally, a
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300  400  500  Figure 5.8 shows first 
500 samples for total 
Figure 5.8:  Fluctuations in ax  energy and ax for the
 
cause an error in the energy.
 
W=1.5x10-22 simulation.
 
There is still a
 
general downward slope in the total energy due to the
 
integration error in the real variables, but superimposed on
 
top of that is a fluctuation that follows the changes in ax.
 
This error is related to the value chosen for epsilon
 
in the Gaussian charges distributions used in the Ewald
 
method.  The Ewald method is implemented in the program NPT
 
with the assumption that crystals structures are charge
 
neutral.  The m101 crystal has a net charge of 0.04e due to
 
truncation of the valence charges in the input file.  A
 
consequence of this is that constants which arise in the
 
derivation of the Ewald potential do not sum to zero.  Since
 
these terms would cancel out for a charge neutral cell, they
 
are neglected in the final expression (see Appendix A).
 
Values calculated from the Ewald potential have an E
 
dependence when the crystal cell is not charge neutral and
 
since epsilon changes during the simulation by E= 
iff  the
 .-ii;  ,
 
energy and force terms will be slightly inaccurate.  Figure
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5.9(a) shows the dependence of the coulomb potential
  on
 
epsilon.  The range of epsilon shown corresponds to  a.
 
ranging from 5.91 to 4.43.  The asterisk marks the starting
 
location for epsilon using the m101 crystal.
 
Figure 5.9(b) shows results of a m101 crystal with the
 
zirconium atom charges adjusted for neutrality.  As is
 
clearly seen by a comparison of Figures 5.9(b) and 5.8,
 
elimination of the net charge eliminates the extra error in
 
the total energy.
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Figure 5.9:  (a) The coulomb potential varies if epsilon
 
changes.  (b)  Eliminating the net charge removes the error
 
in the Ewald calculation.
 
The magnitude of this extra error cannot be reduced by
 
changing step size or increasing the size of the MD cell.
 
The error is larger than the integration error, but is still
 
much smaller than the truncation error on the short range
 
potentials.  The magnitude of the energy fluctuations are
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approximately the same as the integration error over a 1000
 
sample simulation.  As a result, the E dependence error will
 
not be the dominant error in long simulations using the m101
 
crystal.  In its current form, NPT is not designed to deal
 
with crystal structures that are not charge neutral.
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Chapter 6
 
Constant Temperature and Pressure Simulations
 
The addition of a heat bath to the constant pressure
 
simulations discussed in the previous chapter allows both
 
external pressure and temperature to be specified.  The
 
crystal cell is now free to change its size, shape, and
 
total energy in achieving an equilibrium.  Figure 6.1 shows
 
data from two simulations that differ only in the presence
 
of a heat bath.  Figure 6.1(a) is the heat bath case with
 
Q=1.5x10-22 and Te.,=400.  Both used the standard parameter
 
set with W.1.5x10-22.
 
With the added heat bath, a phase change occurs quickly
 
which is reasonable.  From the previous constant pressure
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Figure 6.1:  Effect of a heat bath on a constant pressure
 
simulation.  (a) Simulation with 400 K heat bath and
 
Q.1.5x10-22.  (b) The same simulation without a heat bath.
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simulations, summarized in Table 5.1, the kinetic
 
temperature of the case shown in  6.1(b) is approximately
 
180 K.  Since the heat bath is set at 400 K,  energy will be
 
transferred into the crystal, increasing the kinetic energy,
 
and making it easier for the atoms to change position.
 
Around sample 500, in figure 6.1(b) the amplitude of c
 
diminishes which could be an indication that the system was
 
close to a phase change but could not achieve it without the
 
added energy of the heat bath.  This same simulation is
 
shown for a longer time interval in figure 5.1.  Eventually,
 
a phase change does occur around sample 2200.  The energy
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Figure 6.2:  The effects of a heat bath on a..  The top two
 
graphs show a. without a heat bath and with a heat bath. The
 
bottom graph plots s for the case with a heat bath.
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added by a heat bath does not cause the phase transition in
 
this case.  It only makes the transition easier.
 
The heat bath, by increasing the kinetic temperature of
 
the crystal, will also increase the integration error which
 
is observed by comparing total energy plots.  With the heat
 
bath, the energy loss is approximately doubled.
 
The virtual variable s and the virtual volume variables
 
do influence one another.  Using data from the simulations
 
in figure 6.1, Figure 6.2 plots ax without a heat bath, ax
 
with the heat bath, and s.  Comparing the ax plots in 6.2
 
and both cx plots in figure 6.1, it can be seen that the
 
addition of a heat bath slows down the fluctuations in the
 
volume variables.  Without the heat bath the system has s=1,
 
with the heat bath s varies and averages out to less than
 
one.  From the h and ph equations of motion,
 
h=  S 
Ph
 
Dob(r,11)  A:0%h)
Ph =  ah  n
7 T  PeAet(h)  (hr).' ' 
it is clear that s should scale the rate of change in volume
 
variables contained in the matrix h.
 
Qualitatively, the virtual variables behave as in
 
simulations discussed in previous chapters and so Q and W
 
are chosen with similar considerations.  The only
 
complication added by having both a heat and a pressure bath
 
is that Q and W need to be chosen so that the oscillations
 
in s and the virtual volume variables are on similar time
 
scales and have several oscillations occurring before any
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phase change.  For example, figure 6.3 shows some results
 
for a standard parameter run with W=1.5x10'2 and Q=1.5x10-20.
 
A phase change occurs quickly, but it occurs before the
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Figure 6.3: An example of improperly chosen parameters.  In
 
this case, Q=1.5x10-2° and W=1.5x10-22.  The volume and heat
 
bath variables are not fluctuating on the same time scale.
 
crystal and the heat bath have time to come to a thermal
 
equilibrium.  Therefore, the simulation is not accurately
 
portraying the behavior of a crystal at 400 K.  The average
 
temperature over the entire run is 434 K, but is only 277 K
 
for the first 200 samples.  Consequently, Q and W will
 
generally need to be the same order of magnitude.
 
Even though the values for Q and W are not optimal, the
 
frequency scaling of the virtual variables still holds.  cx
 
in both figure 6.3(a) and 6.1(a) has the same number of
 
cycles occurring in 500 samples and this is what should
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happen since W is the same in both cases.  Comparing s in
 
figure 6.2 and 6.3(b), results in a frequency ratio of 0.1.
 
This is consistent with the expected value since frequency
 
should decrease by a factor of 10 if Q is increased by a
 
factor of 100.
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Chapter 7
 
Conclusions
 
The model introduced in this thesis describes a system
 
interacting with external heat and pressure baths.  This
 
allows molecular dynamic simulations in which the
 
temperature, the pressure, or both are held constant.
 
Simulations of a system interacting with an external
 
environment provide results that can be more easily compared
 
to experimental data.
 
The dynamics of the atoms within an ideal crystal using
 
the model above are generally consistent with statistical
 
mechanical expectations.  Only in very simple systems does
 
the model fail to yield the proper statistics.  This applies
 
for a system interacting with either a heat or a pressure
 
bath.
 
In the constant pressure simulations, where the MD cell
 
volume and shape are allowed to vary, the resulting behavior
 
models a phase change within a crystal.  The phase
 
transitions are characterized by rapid changes in volume,
 
temperature, and virtual variables.  This is the sort of
 
behavior expected for these quantities during a phase
 
transition.
 
The model parameters Q and W affect the numerical
 
aspects of the simulation by changing the time scale of the
 
virtual variable fluctuations.  In the simple examples, Q
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and W do alter the physical behavior of the system, but in  a
 
more physically realistic systems, like the ZrO2 crystal,
 
the physical behavior is not significantly altered by
 
changes in Q or W.
 
Our analysis of the integration and truncation errors
 
indicates that the algorithms are functioning properly and
 
implemented correctly.  The integration error has an easily
 
observed effect on energy calculations.  This error scales
 
in a reasonable way with the time step and increases and
 
decreases with temperature.
 
The truncation error in the coulomb sum is small.  The
 
Ewald sum is well converged with a relative error of 10'
 
with the currently used lattice sum limit.  The truncation
 
errors on the short range potentials are the largest errors
 
present, with the lower precision accepted for a gain in
 
speed.
 
Analyzing other errors did reveal an inconsistency in
 
the crystal input file.  A small error is generated by
 
truncation of the atomic charges in the crystal structure
 
file since the algorithm is based on charge neutrality.
 
This is easily observed in the constant pressure simulations
 
as a fluctuation in the total energy.  The magnitude of the
 
error is less than the cumulative integration error for long
 
simulations.  In general, care must be taken to make sure
 
the charge truncations do not result in inaccurate results.
 
From the analysis of the above errors, we have gained
 
confidence in the reliability of the program.
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Appendix A
 
The Ewald Potential
 
The Ewald method is a common and reliable approach to
 
calculating the coulomb potential at a point within an
 
infinite lattice.  Introduced by P.P. Ewald' the method
 
relies on adding and subtracting a Gaussian charge
 
distribution at each lattice point to ensure the convergence
 
of the coulomb sum.  This derivation that follows is based
 
on a derivation of the Ewald potential by M.J. Love'.  The
 
potential at r due to an infinite lattice of unit point
 
charges and a uniform background charge that neutralizes the
 
lattice charges can be written as
 
A  B C 
(13(r) = lien

A,B,C 
« = -A =-B 7.-C =-A 
V is the volume of the unit cell and V  is the volume around
  apy
 
the lattice point R47.  In order to clarify the meaning of
 
the vectors used in this section, figure A.1 diagrams them.
 
R  locates the lattice point, r' locates a point in the
 
Gaussian charge distribution with respect to the lattice
 
point and r specifies the location where the potential is
 
being calculated.
 
To the above charge distribution, a Gaussian 
distribution of charge can be added and subtracted at each 
lattice point.  The potential at r due to the Gaussian 
charge centered around Rcor is  e2r2 cDat(?)= c7C-gr fdr 
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Figure A.1: Diagram of vectors.
 
Because this distribution is spherically symmetric about the
 
lattice point it is equivalent to a point charge at the
 
lattice point with a magnitude equal to the charge enclosed
 
within a radius equal to the distance between the lattice
 
point R and r.  Using integration by parts and defining

41,
 
t =Er' allows the integral to be evaluated as
 
(17/4,-r I
 
1  1447-7 
I 2  erf(s1 
) 
Cf.)  .
 (1)  )
  e- " dt fff Jo IR*  7 
111.13/-71 
This Gaussian potential can then be subtracted from the
 
lattice charge potential and added to the volume charge
 
potential.  The resulting two parts to the Ewald potential
 
are
 
erf(e 1 Roy 
F  ) 
CI:1((e)u")  (T.)  A,IiM..  1AI  1.81 
a=-A P=-B 
ICI 
7=-C 
I  -.D  1 
1 114Y -1- I  1 'kg  1 
erfc(e R  T- l) 
= 
1-R-4,- 7 69 
and
 
A B C 
cv(2e).)(7) =  fd3r  Pg(79 -Pv(7.
A B C *. 
cc=-A  = -B  =-C  ­
, inside 174,y
pg(r) =  fie  e-'2"  pv(in= 
0  , outside Vaoy 
The summations in Om are  undefined for r=0 when 
a4=7.0.  This term can be evaluated by subtracting the 
self-energy term and taking the limit as r goes to 0. 
0000(7=0) = 1,411 (cl)(%)  4) = IIW( 
2e 
{erf c(e 14_ 
ctic'enio(F)= 
itoy 
The prime on the summation indicates that the a=f3=y=0 term
 
is omitted.
 
The integral in 430) can be expressed as a reciprocal
 
space integral by Parseval's theorem:
 
fd3rf(7)g*M=f  d3hF(T2)G*(h) 
Using the following,
 
Fch  d3r,  f d3r. e-g2"e-i2nr'7. 
(2,rhP  -E2  r + ih = e  )3 fd3r e  dte-" 
(2 n h)2 
= e
 
Fv(h) = f d3r, p,(14)e-i'D 
-1  + cr) a (X,y,Z) 2 dC e-i2" 
ca  + 
1  a(1-1,0 
sin(nrz a )sin (itTi  -6 )sin (Tch e ) 
7r3 (TZ  a)(ji-g)(ri. -e) 70 
e2r G(h)  = fcrr 
42is 
i 27E-1;  (P  -i)  e42.7a7. = e  '  f crr 
(7147 -7) 
eizicE
nh2 
the reciprocal space integral is
 
0002  A  P41 
(e)  = ff.L h  e 21`  r nh  Fv(h )  C 2  A  =A  = - C 
If the relation for infinite lattice limits is used,
 
C 
lim  L
ACC  V 13-7B y=-C 
Kuoy E och. +  + ?Tic 
7= Sig  i,j = a, b, c 
then the integration is straightforward except for the 
ot=13=y=0  term which has to be evaluated with a limit as h 
goes to zero. 
1  427[72 lim  e  I  [6.---2:  F v (1)1 = IC2 ± liMP ; '-a ) + (1 l *6 ) 4 'F )]
Ta 90  lth2  C  Ti>0 
{ 
E-- Ez  + C 
This will then result in,
 
(1,2).,)(r.)= 
2 C
 
E
 
iCao, = 27thapy 
The total ewald potential for a unit charge lattice then
 
becomes,
 
c(c14,_ , I) +  4,,  1 e
-i rcor  12k (1)(e.) (7) =  e +C v K2,
I r?*- ' I 71 
For a collection of atoms in a unit cell the constant C will
 
be different for each atom type, but will sum to zero if the
 
unit cell has a net charge of zero.  Assuming a neutral unit
 
cell, the total coulomb potential for N atoms is
 
N N 
C13 (7) =i 1 1 .Z iZ  (ew)(rj  ) 
=1. 
N  N  erf c(e171447  7.1+7, I)  47r (13 (F) =i X I ziz e2  {	  e 
i =1  jai	  1 itoy- 7, + 7,  + V
I 
erf c(e Ra7) ÷1	  4ic  1  e- K4 44, ziz; e2 + z	  V koy =i 
+  ;4 e
l7,7( tfl 
Using the following notation,
 
4n  1  exn(  K2o1 ) 
Caps
157  axbycz KCB  r"  4e2 
k.	  2Tc  .,,  2TE (R  b. ay,)  27c (7  Cy a  bxCy-cxby  rz. 
*y  ax  by r- ax  Y  cz  bylj  axby 
Reoy= aa + 13b + 7-e = (ocax+ fib., + ycxriN + ((3 by + ycy)j)+ (ycz)2 
71­
the Ewald method can be rewritten in the form used in the
 
NPT program.
 
erf c(eRoT
U. -II z,2 e2 E  [caoy	  72  zf e2 
r43 Y  COY 
erf c(e  7,  ) 
z,  [cap, coa  7- ) + 
J<,	  apy 
erf c(er,.)
+  z; z; e
2 72 
If the coulomb potential and the resulting forces are
 
calculated from the Ewald potential, the values converge
 
rapidly.  As a result, the lattice sums can be truncated at
 
a very small value.  Typically, the maximum index value is 2
 
and this results in a relative error in the potential of
 
less than 10'.
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Appendix B
 
Gear Method Integration Error
 
A source of error that is always present in MD
 
simulations is error due to the particular method used to
 
integrate the equations of motion.  The amount of this error
 
is influenced by the time step interval.  The time step can
 
usually be adjusted to get the desired accuracy provided the
 
numbers do not get so small as to be near the limits of
 
machine precision.
 
An expected error estimate for the Gear method can be
 
calculated in a straightforward manner.  The following
 
notation will be used for more compact expressions.
 
x+k-s-x+kh  y44y(x+kh) =---­
f f(x,y(x))  f  f (Xn+bYn+0 
D =  _1  + 6U ax  dx ay  ax  4  ay 
Starting with the Gear equation as written in chapter 2  a
Yn+1,(1)=  yn  37,14  hf + S hf, + 8 hf( Xn+1  Yn+1,(0) ) 
H (0)
 Yn-1 = Yn-1,(1)  24 
The variable  yin is a correction step to a previous computed
 
value of y.  The effect of this is to improve the overall
 
stability and accuracy of the integration.
 
First, all terms in the Gear equation need to be
 
expanded at x-h around x in Taylor series:
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(-1) k  = yn  hkDk_if k! 
(-1) k f,7.1= fn  hkDkf k! 
f(xn+i,yn+1,(0))=-d-yn+I'(0)=  +f-a-) (-4yn+5y,+4hin+2hfn-O dx  ax 
= (-4f + 5f,  + 4hDf +2hDf 
k  2(k-11) k hk+i Dk+1f f(xn+1, yn+1,(0))=f + 6hDf + 
Take this result and the Taylor series and substitute into
 
the Gear equation to get,
 
{5(-kit) k hk Dk f  2(-1) k hk+1Dk+1 yn+1,(1)yn+2 hf+4 h2Df+8 h 
{(-211CV hkDk-if  (-811c)!k h"11)kfl 
A couple of the summations can be rewritten by changing
 
indices.
 
°  (-1) k+1 (-1) k  hkDk-1f  hk+1D f 4/  2k!  2(k+ i)k! 
2(-1) k hk-vi Dk+1f h  k(-1)k  hk+11)kf
8  k! 
34 
These substitutions can be made and if the k=1 terms 
are pulled out of the summations, terms can be grouped in 
powers of h  resulting in the Gear equation becoming, 
h2Df  { 12 +10k- 6k2  (-1)  h+1Dk f Yn+1,(1) =Yn  hf + 
8(k+ 1)  ! 
or
 
yn+1,(1) =yn+ hf + 2 h2Df +  h3D2f + 312, 12'D3f + 0(h5) 
A Taylor series of y(x+h)  expanded around x can be 
written as 
Yni-1  Yn  hf + 2  h2Df + s h3D2f + --2121 h4D3f + 0(h5) 
Comparing the actual Taylor series with the Gear method
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estimate, results in an error expression of
 
e= y,,,(i)- yn.i =  -91g 124.1)3f + 0(115) 
Assuming f and its derivatives are bounded, every
 
integration carried out with this method will underestimate
 
the magnitude of the solution by an amount that is related
 
to the fourth power of the step size.  The actual error
 
should be somewhat better since the above estimate neglects
 
the correction step.
 