Abstract-Recognition of handwritten numerals has gained much interest in recent years due to its various application potentials. The progress of handwritten Bangla numeral is well behind Roman, Chinese and Arabic scripts although it is a major language in Indian subcontinent and is the first language of Bangladesh. Handwritten numeral classification is a highdimensional complex task and existing methods use distinct feature extraction techniques and various classification tools in their recognition schemes. Recently, convolutional neural network (CNN) is found efficient for image classification with its distinct features. In this study, a CNN based method has been investigated for Bangla handwritten numeral recognition. A moderated pre-processing has been adopted to produce patterns from handwritten scan images. On the other hand, CNN has been trained with the patterns plus a number of artificial patterns. A simple rotation based approach is employed to generate artificial patterns. The proposed CNN with artificial pattern is shown to outperform other existing methods while tested on a popular Bangla benchmark handwritten dataset.
INTRODUCTION
Recognition of handwritten numerals has gained much interest in recent years due to its various application potentials in postal system automation, passports and document analysis, automatic bank cheque processing and even for number plate identification [1] . The progress of handwritten Bangla numeral is well behind Roman, Chinese and Arabic script [1, 2, 3] although it is a major language in Indian subcontinent and is the first language of Bangladesh.
A few notable works are available for Bangla handwritten numeral recognition. Bashar et al. [4] investigated a digit recognition system based on windowing and histogram techniques. Windowing technique is used to extract uniform features from scanned image files and then histogram is produced from the generated features. Finally, recognition of the digit is performed on the basis of generated histogram. Khan et al. [5] employed evolutionary approach to train artificial neural network for Bangla handwritten numeral. They used boundary extraction in order to extract the numeral in a single window by horizontal-vertical scanning and applied scaling to convert the image into fixed sized matrix. Then Multi-Layer Perceptron (MLP) are evolved for recognition. Basu et al. [6] used Dempster-Shafer (DS) technique for combination of classification decisions obtained from two MLP based classifiers for handwritten Bangla numeral using two different feature sets. Feature sets they investigated are called shadow feature and centroid feature. Pal et al. [3] introduced a technique based on the concept of water overflow from the reservoir for feature extraction and then employed binary tree classifier for Bangla handwritten numeral recognition.
Wen et al. [7] proposed handwritten Bangla numeral recognition system for automatic letter sorting machine. They used Support Vector Machine (SVM) classifier combined with extensive feature extractor using Principal Component Analysis (PCA) and kernel Principal Component Analysis (KPCA). Das et al. [8] also used SVM for classification but used different techniques for feature selection. In their proposed system, a genetic algorithm (GA) based region sampling strategy has been employed to select an optimal subset of local regions which contains high discriminating information about the pattern shapes.
Wen and He [9] proposed a kernel and Bayesian Discriminant based method to recognize handwritten bangla numeral. Recently, Nasir and Uddin [10] introduced a hybrid system for recognition of handwritten Bangla numeral for the automated postal system, which performed feature extraction using k-means clustering, Baye's theorem and Maximum a Posteriori, then the recognition is performed using SVM. On the other hand, Bhattacharya and Chaudhuri [11] presented a multistage cascaded recognition scheme using wavelet-based multi-resolution representations and multilayer perceptron (MLP) classifiers. The scheme first computes features using wavelet-filtered image at different resolutions. The scheme has two recognition stages and the first stage involves a cascade of three MLP classifiers Handwritten numeral classification is a high-dimensional complex task and traditional MLP require much computation to work with grayscale image. In general, traditional methods first extract features from the input image and then use MLP based methods for classification task [6, 11] . On the other hand, Convolutional Neural Network (CNN) is efficient for image classification with its distinct features. It automatically provides some degree of translation invariance. Most recently, Akhnad et al. [12] proposes a CNN based Bangla handwritten numeral recognition is investigated. It does not employ any feature extraction method like other existing works. Handwritten numeral images are normalized first and then employ CNN to classify individual numeral in the study. The CNN based method showed satisfactory classification accuracy and outperformed some other existing methods.
In this study, an updated and different CNN based method has been investigated for Bangla handwritten numeral recognition. A moderated pre-processing has been adopted to produce patterns from handwritten scan images. On the other hand, CNN has been trained with the patterns plus a number of artificial patterns. A simple rotation based approach is employed to generate artificial patterns. The proposed CNN with artificial pattern is shown to outperform other existing methods while tested on a popular Bangla benchmark handwritten dataset.
The rest of the paper is organized as follows. Section II explains proposed CNN with artificial pattern in detail which contains preprocessing of handwritten scan images, artificial pattern generation and classification using CNN. Section III presents experimental results of the proposed method and performance comparison with other related works. Finally, a brief conclusion of the work is given in Section IV. 
A. Benchmark Handwritten Numeral Image Data and Preprocessing
This benchmark Bengali handwritten numerals image dataset maintained by CVPR unit, ISI, Kolkata [13] is considered in this study. Several recent studies used the dataset or in a modified form [13, 20] . The samples of CVPR dataset are the scanned images from pin codes used on postal mail pieces. The digits are from people of different age and sex groups as well as having different levels of education. The dataset has been provided in training and test images. The test set contains total 4000 images having 400 samples for each of 10 digits. On the other hand, the training set contains total 19392 images having around 1900 images of each individual digit. In this study, all 4000 test images and 18000 training images (1800 images from each digit) are considered and preprocessed. Fig.1 shows few sample images of each numeral.
Pre-processing is performed on the images into common form that makes it appropriate to feed into classifiers. The original images are in different sizes, resolutions and shapes. Matlab R2015a is used to pre-process the images to same dimension and format. For Bengali numeral, ISI images are transformed into binary image. At first, an image is transformed into binary image with automatic thresholding of Matlab. This step removes background as well as improves intensity of written black color. Since black color is used for writing on white paper (background), the binary image files contains more white point (having value 1) than black (having value 0). To reduce computational overhead, images are converted through foreground numeral black to white and background changed to black. Written digit may be a portion in the scan image that is easily visible from the foregroundbackground interchanged image. An image has been cropped to the actual writing portion removing black lines from all four sides (i.e., left, right, top and bottom). Finally, images are resized into 28×28 dimension to maintain appropriate and equal format for all the numerals. To capture pattern values of resized images, the double type matrix is considered (instead of binary in the previous stages) so that best possible quality in the resized images is retained. Fig.2 shows the basic steps of pattern generation from scanned handwritten digit.
B. Artificial Pattern Generation
The use of artificial pattern to train CNN owing to improve recognition performance is the most important step of this study. Generated artificial pattern is commonly used in ensemble construction to promote diversity among individual classifiers (e.g., feed forward neural networks or decision trees) hence to improve recognition performance [14, 15] . Different techniques of pattern generation are investigated and such ensemble construction is found most effective for the small sized problems (i.e., problems having relatively small number of patterns) [14, 15] . In case of handwritten numeral recognition, Bhattacharya and Chaudhuri [11] rotation and blurring to generate patterns. They trained MLPs with generated patterns plus original patterns; and training set size was 10 times of original set.
A simple rotation based technique has been followed in the present study to generate artificial patterns. The rotation is performed in between foreground-background interchange ( Step 2) and crop operation (Step 3). It is observed that rotation before crop operation is most effective because it helps to remove some boundary line noise in scanned image. For a defined fixed rotational angle two different patterns are generated from an image for clock wise and anti-clock wise rotation. Therefore, the training set used in this study contains patterns following steps of Fig. 2 and patterns with rotation explained here. Since CNN has the ability to capture rotation, a small different rotation angle might enhance recognition capability of CNN.
C. CNN training for Classification
The most common CNN architecture has been considered in this study for classification purpose [12, 16, 17] . Figure 3 shows CNN structure that holds two convolutional layers with 5×5 sized local receptive fields (i.e., kernel) and two subsampling layers with 2×2 sized local averaging area along with input and output layers. where P is the total number of patterns; O is the total output nodes of the problem; d o and y o are the desired and actual output of a node for a particular pattern p. In training, the kernel values with bias in different convolution layers and weights of hidden-output layers are updated. The description of the architecture is also available in the previous studies [12, 16] .
III. RESULTS AND DISCUSSIONS
Experimental results of the proposed recognition scheme have been collected based on the samples of the prepared dataset discussed earlier. We applied CNN on the resized and normalized grayscale image files without any feature extraction technique. The method is implemented in Matlab R2015a. The experiment has been conducted on HP pro desktop machine (CPU: Intel Core i7 @ 3.60 GHz and RAM: 8.00 GB) in Window 7 (64bit) environment. The batch wise training has been performed in this study due to large sized training set; and experiments have been conducted with different batch sizes. Weights of the CNN are updated once for a batch of image patterns and number of batch size (BS) is considered as a user defined parameter. At first we observed the effect of BS on the performance of CNN with the original training set. Then the effect of artificial patterns on CNN performance is measured while training with original patterns plus generated artificial patterns. Figure 4 shows the effect of different BS values (i.e., 10, 25, 50, 75 and 100) on the performance of CNN while training with original training set only. It is observed from Fig. 4(a) that the training error (E) rapidly decreases for lower BS values (e.g., 10 or 25) and at the same fashion training set classification accuracy also improved. According to the Fig.  4(b) training accuracy for a lower BS value (e.g., 10 or 25) is always better than the accuracy for a larger BS value (e.g., 75 or 100) at any iteration. For lower BS value CNN are adjusted for small number of patterns at a time and as a result rapid error minimization is logical but it requires longer time to feed all the training patterns to CNN [16] . It is notable that accuracy on test set (the patterns of it is unseen during training) is more desirable than training set accuracy. The test set accuracy refers as the generalization ability of a system and indicates how good it will be for new or unseen cases. It is interesting to observe from Fig. 4(c) that test set accuracy for a larger BS value (e.g., 100) is compatible to the lower BS value (e.g., 25). The test set accuracy is observed 98.33 at 200 iteration for BS=50. On the other hand the test set accuracy for BS=10 at 200 iteration was 98.20. Fig.4 for better understanding. It is observed from the figure that accuracy improves with rotational angle up to a certain level and accuracy with larger rotational angle based artificial pattern is found to be worse than training without artificial pattern. For BS=100, the test set accuracy with artificial pattern by Rot=10 is much better than accuracy without artificial pattern. For the same BS=100, accuracy for Rot=30 is worse than accuracy without artificial pattern. Worse performance for larger rotational angle is logical because in that cases the generated patterns are more dislike with original and coincide with patterns of other numerals. According to the results presented in the Fig. 5 , the best test set recognition accuracy was 98.98% (misclassifying 41 cases out of total 4000 test patterns) at iteration 310 for BS = 100. At that point, the method misclassified 128 cases out of 18000 training patterns showing accuracy rate of 99.29%. Table I shows the confusion matrix of test set samples at best test set recognition point. From the table it is observed that the proposed method worst performed for the numerals "1" and "9"; system truly classified 386 and 390 cases for "1" and "9", respectively out of 400 test cases. Among the Bengali numerals, these two numerals seem to be most similar even in printed form. Numeral "1" recognized as "9" in five cases; on the other hand "9" recognized as "1" in eight cases. Similarly, in the Bengali handwritten numeral script, "5" and "6" looks similar; therefore in four cases system misclassified them as one another. It is notable that diverse writing styles enhance confusion in several numerals. But the proposed method shows best performance for "2" and "4" numerals truly classifying all 400 test samples of each numeral. Table II shows some handwritten character images those are misclassified. Due to large variation in writing styles, such character images are difficult to classify even by human. accuracy of the proposed method with the work of [12] which used only original patterns to train CNN. Finally, the result compared in the table clearly revealed the efficacy of the proposed CNNAP and identified the effectiveness of rotation based artificially generated pattern to improve CNN performance for Bangla handwritten numeral.
IV. CONCLUSIONS
Handwritten numeral classification is a high-dimensional complex task and Convolutional neural network (CNN) is efficient for image classification with its distinct features. Artificial pattern based CNN method has been investigated in this study for handwritten Bangla numeral recognition. A moderated pre-processing and simple rotation has been adopted to produce artificial patterns. CNN is trained with the original patterns plus generated artificial patterns. The proposed method is shown to outperform the existing methods on the basis of test set accuracy on benchmark Bangla handwritten numeral dataset. 
