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STOCHASTIC INTEGRATION IN QUASI-BANACH SPACES
PETRU A. CIOICA-LICHT, SONJA G. COX, AND MARK C. VERAAR
Abstract. In this paper we develop a stochastic integration theory for pro-
cesses with values in a quasi-Banach space. The integrator is a cylindrical
Brownian motion. The main results give sufficient conditions for stochastic in-
tegrability. They are natural extensions of known results in the Banach space
setting. We apply our main results to the stochastic heat equation where the
forcing terms are assumed to have Besov regularity in the space variable with
integrability exponent p ∈ (0, 1]. The latter is natural to consider for its poten-
tial application to adaptive wavelet methods for stochastic partial differential
equations.
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1. Introduction
In this paper we extend the stochastic integration theory developed in [71, 74]
from Banach spaces to quasi-Banach spaces. This means that we assume that the
complete metric ρ on the state space E of the integrands is not necessarily induced
by a norm but by an r-norm ‖·‖ for some r ∈ (0, 1], i.e., ρ(x, y) = ‖x−y‖r, x, y ∈ E,
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where ‖·‖ : E → [0,∞) is a function obeying all the properties of a norm except the
triangle inequality; instead, the r-triangle inequality
‖x+ y‖r ≤ ‖x‖r + ‖y‖r, x, y ∈ E,
holds. The Banach space setting corresponds to r = 1. See Section 2.1 for a precise
definition of quasi-Banach spaces and their relationship to r-Banach spaces.
Our main motivation comes from the numerical analysis of stochastic partial dif-
ferential equations (SPDEs, for short), where quasi-Banach spaces occur naturally
in form of Besov spaces: It is well-known from approximation theory that, under
suitable assumptions, the optimal convergence rate of wavelet or finite element ap-
proximation methods is determined by the regularity α > 0 of the target function
f : O → R in the scale
Bατ,τ (O),
1
τ
=
α
d
+
1
p
, α > 0, (1.1)
of Besov spaces [8, 37, 38, 28]; here, O ⊆ Rd is a Lipschitz domain and p > 1
describes the Lp(O)-norm that is used to measure the error. Thus, to answer the
question of optimal convergence rates, an analysis of the regularity in the scale (1.1)
is required. However, for α > d(p− 1)/p (note that the focus lies on large values of
α), the Besov spaces Bατ,τ (O) from (1.1) are not Banach spaces anymore, but merely
quasi-Banach spaces. In the setting of SPDEs, this means that the regularity anal-
ysis in the Besov spaces from this scale cannot be carried out simply by using one
of the abstract approaches to SPDEs, like, for instance, the semigroup approach or
the variational approach, as they are all developed in the Banach space framework.
By constructing a stochastic integral in quasi-Banach spaces we deliver the first
building block towards a semigroup approach to SPDEs in quasi-Banach spaces,
thus, in particular, to a regularity analysis in Besov spaces from the scale (1.1).
For more background information on the relationship between regularity, optimal
convergence rates and adaptivity in the context of SPDEs, we refer to the intro-
duction of [22] and the survey article [21], see also [20].
The main challenges for the extension of Itoˆ’s stochastic integral from Banach to
quasi-Banach spaces come from the fact that the latter are not locally convex. As
a consequence, we cannot use any convexity and duality arguments. In particular,
it may happen that E has trivial dual (e.g. if E = Lr(0, 1) for some r ∈ (0, 1),
see e.g. [84, Section 1.47]). On the other hand there are important cases (e.g. the
Besov spaces from the scale (1.1) with α > d(p− 1)/p) where the dual space is not
norming for E, but still separates the points of E (see, e.g. [87, Theorem 2.11.3]).
In order to keep things as general as possible we will avoid duality arguments where
possible. In several instances we will present further results in case the dual space
is separating.
Another difficulty caused by the lack of convexity is that there is no analogue of
the Riemann integral, of the Bochner integral, or of the Pettis integral for quasi-
Banach space valued functions, see [1] for more details on this topic. Some in-
tegration theory especially developed for r-Banach spaces can be found in [95].
It is worth mentioning that, as a consequence of Corollary 3.17, we obtain some
sufficient conditions for integrability in r-Banach function spaces as well, see also
Remark 3.19.
Our results show that, other than the deterministic integrals mentioned above,
large parts of the stochastic integration theory developed in [71, 74] do not rely
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on the local convexity of the space. One may wish to go even further and study
stochastic integration in metric vector spaces in general. However, although many
important developments on the geometry of metric spaces have been made in recent
years in the Ribe program (see the survey [68] and references therein), at the
moment it seems that too little is known about the specific part of metric geometry
which we need.
There is an extensive literature on stochastic integration in Banach spaces, see
e.g. [11, 12, 13, 23, 24, 27, 29, 30, 31, 36, 62, 64, 66, 71, 74, 75, 76, 80, 70, 82,
83, 93]. In this article we deal with Gaussian noise, more specifically, we aim
to define the stochastic integral of an L(H,E)-valued process with respect to a
cylindrical Wiener process WH , where H is a separable Hilbert space and E is
a separable quasi-Banach space. As in the Banach space case, a deterministic
function is stochastically integrable if (and only if) it is γ-radonifying, see [71, 74]
and Section 4 below. Regarding stochastic integrands, as already mentioned above,
our approach is similar in spirit to the stochastic integration theory in Banach
spaces with the UMD property that was developed in [71] (a survey can be found
in [73]). However, as explained in Section 5.1 below, the UMD property does
not make sense in the quasi-Banach space setting. A different (one-sided) type of
decoupling is used, which results in one-sided estimates for the stochastic integral.
This approach was previously explored in [24] in the Banach space setting.
Most of the results in this paper are formulated in terms of r-Banach spaces
instead of quasi-Banach spaces (see Section 2.1 for precise definitions). However,
due to the Aoki-Rolewitz theorem, see [4] and [81], this is not a restriction. It only
makes our presentation easier to read and all relevant results can be translated
back to the quasi-Banach space setting if required. We refer to Section 2.1 for more
details.
This paper is organized as follows: In Section 2 we discuss necessary preliminaries
on quasi-Banach spaces and r-Banach spaces, measurability, random sums and
Gaussian random variables. We give a rather detailed account in this first part of
the paper, emphasizing conceptual and notational clarity. In Section 3 we extend
the theory of γ-radonifying operators to the r-Banach space setting. For this we
will follow the presentation in [45, Chapter 9] and indicate those instances where
changes are required. An important step is to obtain the (right) ideal property for
γ-radonifying operators in r-Banach spaces. The key trick is a simple lemma on
Gaussian sums which can be proved without convexity and duality arguments (see
Proposition 3.2).
Section 4 is devoted to the characterization of stochastic integrability for non-
random elements in terms of γ-radonifying operators. Further equivalences are
obtained in the case that E has a separating dual in Theorem 4.12 and Proposi-
tion 4.13. In this case we obtain an r-Banach space analogue of [74, Theorem 2.5];
in particular, the stochastic integral of deterministic integrands can be seen as a
stochastic Pettis integral. In Section 5 we consider the more complicated setting of
random integrands. After discussing the UMD property and one-sided decoupling
inequalities, we show how decoupling can be used to obtain sufficient conditions for
stochastic integrability. Lp-estimates for stochastic integrals can be found in Theo-
rems 5.13 and 5.16. The special case where E has a separating dual is considered in
Corollary 5.18 and this result is the natural analogue of [71, Theorems 3.6 and 5.9].
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In Section 6 we illustrate how our integration theory can be used to study the
stochastic heat equation on Rd. The forcing terms are assumed to have Besov
regularity in space and the integrability exponents are allowed to be any number
in (0,∞). The main result of this section is Theorem 6.2 which is a space-time
regularity result for the stochastic heat equation. Some of the technical estimates
are proved in an appendix. In particular, in Section B we present several point-wise
estimates for convolutions with heat kernels which are required for estimating the
Besov norm.
Before we start our presentation, let us fix some notation.
Notation. All vector spaces in this article are assumed to be real unless stated
otherwise. Given a parameter set P and mappings A,B : P → R, we write ‘A(p) .
B(p)’ to express ‘∃C ∈ (0,∞) ∀p ∈ P : A(p) ≤ CB(p)’, and given a further pa-
rameter set Q and mappings A,B : P × Q → R we write ‘A(p, q) .q B(p, q)’
to express ‘∀q ∈ Q ∃Cq ∈ (0,∞) ∀p ∈ P : A(p, q) ≤ CqB(p, q)’. Moreover,
‘A(p) h B(p)’ means ‘A(p) . B(p) and B(p) . A(p)’, and ‘A(p, q) hq B(p, q)’
means ‘A(p, q) .q B(p, q) and B(p, q) .q A(p, q)’.
If E,F are (quasi-)Banach spaces, then we write E →֒ F if E embeds isomor-
phically into F , and we write E h F if E and F are isomorphic as (quasi-)Banach
spaces. We use the common notation 〈·, ·〉 : E × E∗ → R for the dual form, i.e.,
〈x, x∗〉 := x∗(x), for x∗ ∈ E∗ and x ∈ E. The notation 〈·, ·〉H is used to denote the
inner product on a Hilbert space H .
In addition, throughout this article, (Ω,F ,P) denotes a probability space and E is
the corresponding expectation operator. Moreover, (εn)n∈N denotes a Rademacher
sequence, i.e., a sequence of independent and identically distributed {−1, 1}-valued
random variables with P(εn = 1) = P(εn = −1) = 12 , for n ∈ N. Furthermore,
(γn)n∈N denotes a Gaussian sequence, i.e., a sequence of independent real-valued
centered standard Gaussian random variables. B(S) denotes the Borel σ-algebra
on a topological space S.
2. Preliminaries
2.1. Quasi-Banach spaces and r-Banach spaces. As explained in the introduc-
tion, in this article we develop a stochastic integration theory for processes taking
values in a quasi-Banach space. More precisely, we consider processes taking val-
ues in an r-Banach space, r ∈ (0, 1], but this is essentially the same thing—see
Remark 2.4 below. In order to guarantee conceptual clarity for the reader famil-
iar only with the Banach space setting, we recall some basic facts about r- and
quasi-Banach spaces in this section. Details can be found, e.g., in [51, 54].
2.1.1. r-Banach spaces.
Definition 2.1. Let E be an R-vector space and let r ∈ (0, 1]. A mapping ‖·‖ : E →
R is called an r-norm if for all λ ∈ R, x, y ∈ E it holds that
(1) ‖λx‖ = |λ| ‖x‖;
(2) ‖x‖ = 0 if and only if x = 0;
(3) ‖x+ y‖r ≤ ‖x‖r + ‖y‖r (r-triangle inequality).
In this case we call (E, ‖·‖) an r-normed space, and if E is complete with respect to
the metric ρ‖·‖ : E×E → R induced by ‖·‖ (i.e., ρ‖·‖(x, y) = ‖x−y‖r for x, y ∈ E),
we call (E, ‖·‖) an r-Banach space.
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Note that a 1-norm is in fact a norm. In general, r-normed spaces are not
locally convex. As a consequence, fundamental theorems such as the Hahn-Banach
theorem do not hold in general. However, results relying mainly on completeness
arguments still hold in the r-Banach space setting. These are, e.g., the uniform
boundedness theorem, the open mapping theorem, and the closed graph theorem
together with their numerous consequences, see, e.g., [54] for details.
For (E1, ‖·‖1) an r1-Banach space and (E2, ‖·‖2) an r2-Banach space, r1, r2 ∈
(0, 1], we write L(E1, E2) for the space of bounded linear operators from E1 to E2,
endowed with the r2-norm
‖R‖L(E1,E2) := sup
x∈E1\{0}
‖Rx‖2
‖x‖1 , R ∈ L(E1, E2).
Note that, as in the Banach space setting, boundedness of linear operators is equiv-
alent to their continuity. We write E∗ := L(E,R) for the topological dual of
an r-Banach space (E, ‖·‖) endowed with the norm ‖·‖E∗ . Note that the adjoint
R∗ ∈ L(E∗2 , E∗1 ) of a linear bounded operator R ∈ L(E1, E2) can be defined in the
usual way. However, since the Hahn-Banach theorem fails to hold, in general, we
only have ‖R∗‖L(E∗2 ,E∗1 ) ≤ ‖R‖L(E1,E2).
Given a metric space (M,d) and a set Γ ⊂ C(M ;R), we say that Γ separates the
points of M if for every pair x, y ∈ M with x 6= y there exists a ϕ ∈ Γ such that
ϕ(x) 6= ϕ(y). We also say that Γ is separating (for M). If E is a Banach space,
then E∗ separates the points of E by the Hahn-Banach theorem. For r-Banach
spaces the situation is more complicated, as the following examples demonstrate.
Let (S,A, µ) be a measure space and r ∈ (0,∞), then the space Lr(S,A, µ) of
all equivalence classes of A/B(R)-measurable functions f : S → R such that
‖f‖rLr(S) :=
∫
S
|f |r dµ <∞,
is a prominent example of a min{r, 1}-Banach space (see [26], where these r-Banach
spaces were analyzed in detail for the first time for 0 < r < 1). We simply write
Lr(O) if µ is the Lebesgue measure on a Borel-measurable subset O of Rd and ℓr(N)
if µ is the counting measure on N. For 0 < r < 1, the topological duals of these
spaces differ dramatically, depending on the structure of the underlying measure
space (S,A, µ). Indeed, for 0 < r < 1, the dual of Lr(0, 1) is trivial, whereas the
sequence space ℓr(N) has a very rich dual that is isomorphic to the space of all
bounded sequences, see [26, 54]. In particular, ℓr(N)∗ separates the points of ℓr(N).
Another example of an r-Banach space, particularly relevant from the point of
view of approximation theory, has been already mentioned in the introduction:
for d ∈ N, O ⊆ Rd and p ∈ (1,∞) the scale of Besov spaces {Bαr,r(O) : α, r ∈
(0,∞), 1r = αd + 1p} appears naturally in the context of non-linear approximation. If
α > d(p− 1)/p and r ∈ (0,∞) satisfy 1r = αd + 1p , then r < 1, whence Bαr,r(O) is an
r-Banach space but not a Banach space. Note however that for such α, r the dual
Bαr,r(O)∗ separates the points of Bαr,r(O). This follows from the fact that Bαr,r(O)
is continuously embedded in Lp(O) (see, e.g., [89, Theorem 1.73(i)] for the case
O = Rd, which immediately implies the general case if one uses the definition by
restriction, see [89, Section 1.11]).
2.1.2. Quasi-Banach spaces.
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Definition 2.2. Let E be an R-vector space. A mapping ‖·‖ : E → R is called a
quasi-norm if there exists a C ∈ (0,∞) such that for all λ ∈ R, x, y ∈ E, it holds
that
(1) ‖λx‖ = |λ| ‖x‖;
(2) ‖x‖ = 0 if and only if x = 0;
(3) ‖x+ y‖ ≤ C(‖x‖+ ‖y‖) (quasi-triangle inequality).
In this case we call (E, ‖·‖) a quasi-normed space. Moreover, we write O‖·‖ for
the standard topology induced by ‖·‖, i.e., O‖·‖ is the collection of all subsets
U ⊆ E such that for all x ∈ U there exists an ε ∈ (0,∞) such that B‖·‖x,ε := {y ∈
E : ‖x − y‖ < ε} ⊆ U . If E is complete with respect to O‖·‖, we call (E, ‖·‖) a
quasi-Banach space.
Remark 2.3. Note that, other than r-norms, a quasi-norm ‖·‖ is not necessarily
continuous and an ‘open ball’ B
‖·‖
x,ε is not necessarily contained in the standard
topology O‖·‖, see, for instance, [4].
Remark 2.4. Every r-normed space is a quasi-normed space as an r-norm fulfills
all the requirements from Definition 2.2 with C = 2
1−r
r . Conversely, the Aoki-
Rolewitz theorem, see [4] and [81], guarantees that, given a quasi-normed space
(E, ‖·‖), there exists an r ∈ (0, 1] and an r-norm ~·~ that is equivalent to ‖·‖. In
particular, O‖·‖ = O~·~, where the latter coincides with the standard topology on
the metric space (E, ρ~·~), see also Definition 2.1. Moreover, O‖·‖ is Hausdorff,
compatible with the vector space operations and the unit ball B
~·~
0,1 is a bounded
neighborhood of the origin. Thus, from a topological point of view, a quasi-Banach
space endowed with its standard topology is a locally bounded F -spaces, i.e., a
complete locally bounded metrizable topological vector space. Conversely, on any
locally bounded topological vector space (E,O), there exists a quasi-norm ‖·‖, so
that O = O‖·‖ [54]. Moreover, if (E, ‖·‖) is separable, then (E,O‖·‖) is a Polish
space, i.e., a complete metrizable topological space containing a dense countable
subset.
2.2. Measurability. In this section we recall some standard results on measura-
bility of functions with values in separable metric spaces (M,d). Clearly, all these
results apply to separable r-Banach spaces.
Let B(M) denote the Borel σ-algebra on (M,d). Furthermore, let (S,A) be an
arbitrary measure space. A function f : S →M is called A/B(M)-measurable (or,
simply, measurable) if f−1(B) ∈ A for all B ∈ B(M). It is called strongly A-
measurable (or simply strongly measurable) if is the point-wise limit of a sequence
of A-simple functions; recall that a function is called A-simple if it is A/B(M)-
measurable and attains at most finitely many values. On separable metric spaces,
these notions of measurability coincide, see, e.g., [90, Proposition I.1.9], where the
following statement can be found.
Proposition 2.5. Let (S,A) be a measure space and let (M,d) be a separable
metric space. Given a function f : S →M , the following are equivalent:
(i) f is A/B(M)-measurable.
(ii) f is strongly A-measurable.
(iii) There exists a sequence (fn)n∈N of countably valued measurable functions
such that f = limn→∞ fn uniformly in S.
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If the metric space is complete, then measurability can also be characterized in
the following way, see, e.g., [90, Theorem I.1.2 and Proposition I.1.10].
Proposition 2.6 (Pettis’ theorem). Let (S,A) be a measure space, let (M,d) be a
Polish space and let Γ ⊆ C(M,R) separate the points of M . Then
B(M) = σ(ϕ : ϕ ∈ Γ),
and for a given function f : S → E, the following are equivalent:
(i) f is measurable.
(ii) For all ϕ ∈ Γ, ϕ ◦ f is measurable.
Example 2.7. Let E be a separable r-Banach space with separating dual E∗. Then
B(E) = σ(x∗ : x∗ ∈ E∗)
and a function f : S → E is (strongly) measurable if and only if ξ 7→ 〈f(ξ), x∗〉 is
measurable for every x∗ ∈ E∗.
Let (E, ‖·‖E) be a separable r-Banach space for some r ∈ (0, 1], and let (S,A, µ)
be a σ-finite measure space. We let L0(S;E) be the space of all equivalence classes
of A/B(E)-measurable functions. For p ∈ (0,∞) we define ‖·‖Lp(S;E) : L0(S;E)→
[0,∞] by ‖f‖Lp(S;E) =
(∫
S‖f‖pE dµ
) 1
p , and we set
Lp(S;E) =
{
f ∈ L0(S;E) : ‖f‖Lp(S;E) <∞
}
.
Note that for p ∈ (0,∞) it holds that Lp(S;E) is a min{p, r}-Banach space. How-
ever, a definition of a Bochner integral in analogy with the Banach space setting
is not possible on general r-Banach spaces, see [1]. In particular, in general the
fact that f ∈ L1(S;E) does not mean that ∫S f dµ makes sense in the usual way of
Lebesgue/Bochner type integrals.
2.3. Random sums. Throughout this section E denotes a separable r-Banach
space, where r ∈ (0, 1] is fixed. We present results on the coincidence of different
convergence types for sums of independent (symmetric) r-Banach space valued
random variables. In the finite dimensional case, these results are often referred
to as Le´vy’s theorem, whereas the generalization to Banach spaces is attributed to
Kiyoshi Itoˆ and Makaki Nisio due to their seminal paper [46].
Given a probability space (Ω,F ,P), we say that a mapping X : Ω→ E is an E-
valued random variable (or, simply, a random variable) if X is strongly measurable,
and we let PX : B(E)→ R denote the distribution of X (i.e., PX(B) = P(X ∈ B),
B ∈ B(E)).
We start with some auxiliary results, which we frequently use in the sequel. The
first one says that independence is preserved under convergence in distribution.
Lemma 2.8. Let (X,Y ) be an E×E-valued random variable, and for all n ∈ N let
(Xn, Yn) be an E×E-valued random variable such that Xn and Yn are independent.
If (Xn, Yn)→ (X,Y ) in distribution as n→∞, then X and Y are independent.
Proof. It suffices to prove that for arbitrary open subsets F,G ⊆ E,
E
[
1F (X)1G(Y )
]
= E
[
1F (X)
]
E
[
1G(Y )
]
.
To this end, since the characteristic function on an open set can be approximated
from below by a sequence of continuous bounded functions, we only need to check
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that for arbitrary f, g ∈ Cb(E),
E
[
f(X)g(Y )
]
= E
[
f(X)
]
E
[
g(Y )
]
.
This follows immediately from our assumption. 
The following result shows that adding a symmetric independent random variable
increases the Lp-norm (up to a constant). Recall that an E-valued random variable
X is symmetric if X and −X have the same distribution.
Lemma 2.9. Let X and Y be two E-valued random variables. If Y is symmetric
and independent of X, then for all p ∈ (0,∞) it holds that
‖X‖Lp(Ω;E) ≤ 2
1−(r∧p)
r∧p ‖X + Y ‖Lp(Ω;E). (2.1)
Proof. Follow the proof of [45, Proposition 6.1.5], thereby using the quasi-triangle
inequality instead of the triangle inequality. 
The following example shows that the first inequality in Lemma 2.9 is sharp.
Example 2.10. Consider, for r ∈ (0, 1], (E, ‖·‖) := (ℓr2, ‖·‖ℓr2) (i.e., the space R
2
endowed with the r-norm ‖(x1, x2)‖rℓr2 := |x1|
r + |x2|r for (x1, x2) ∈ R2). Let
e1 := (1, 0) and e2 := (0, 1) be the standard unit vectors. Let x := e1 + e2 and
y := e1 − e2. Let ε1, ε2 be two independent {−1, 1}–valued identically distributed
random variables with P(ε1 = −1) = P(ε1 = 1) = 1/2. For all p ∈ (0,∞) it holds
that E‖ε1x‖pℓr2 = ‖x‖
p
ℓr2
= 2
p
r , whereas E‖ε1x + ε2y‖pℓr2 = E ‖(ε1 + ε2, ε1 − ε2)‖
p
ℓr2
=
2p. Therefore, the constant 2
1−(r∧p)
r∧p in Lemma 2.9 is optimal for p ≥ r. To see
that the constant is also optimal for p < r consider the R-valued random variables
X := ε1 and Y := ε2.
Note moreover that even in the Gaussian case one cannot, in general, omit the
constant 2
1−(r∧p)
r∧p in (2.1). Indeed, let e1 and e2 be as above, let γ1 and γ2 be
two independent standard normal Gaussian random variables and define X :=
1
4γ1(e1 + e2) and Y :=
1
16γ2(e1 − e2). Then E‖X‖2ℓ1/22 = 1, whereas numerical
integration yields E‖X + Y ‖2
ℓ
1/2
2
≈ 0.987.
For the remainder of this section we introduce the following:
Setting 2.11. Let (Xj)j∈N be a sequence of independent E-valued random variables
and for all n ∈ N let Sn :=
∑n
j=1Xj.
The following version of Le´vy’s inequality about tail estimates holds in r-Banach
spaces and plays an important role in our proofs. We refer to [24, Lemma 2.2] for
a detailed proof.
Lemma 2.12 (Le´vy’s inequality for r-Banach spaces). Assume Setting 2.11 and
assume in addition that Xj is symmetric for all j ∈ N. Then for n ∈ N and t > 0
one has
P
(
max
1≤k≤n
‖Sk‖E > t
)
≤ 2P
(
‖Sn‖E > 21− 1r t
)
(2.2)
and
P
(
max
1≤k≤n
‖Xk‖E > t
)
≤ 2P
(
‖Sn‖E > 21− 1r t
)
. (2.3)
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Consequently, for all p ∈ (0,∞) it holds that
max
{
E
[
max
1≤k≤n
‖Sk‖pE
]
,E
[
max
1≤k≤n
‖Xk‖pE
]}
≤ 21+ pr−pE‖Sn‖pE. (2.4)
The following result generalizes Le´vy’s theorem on the convergence of sums of
independent real valued random variables to the r-Banach space setting.
Proposition 2.13 (Le´vy). Assume Setting 2.11. The following are equivalent:
(a) (Sn)n∈N converges almost surely to a random variable S.
(b) (Sn)n∈N converges in probability to a random variable S.
(c) (PSn)n∈N converges weakly to a probability measure µ.
In this case, the limits S = limn→∞ Sn in (a) and (b) coincide and PS = µ.
Proof. Let us first consider the equivalence of (a) and (b). In a first step, we assume
that each random variable Xj is symmetric. Then the assertion can be proven in
the same way as in [90, Theorem V.2.1] (which deals with the Banach space case),
i.e., by using Le´vy’s inequality (2.2) from Lemma 2.12. In a second step, we can
drop the symmetry assumption by using the same symmetrization technique as in
the proof of [90, Theorem V.2.2]. Note that in the r-Banach space setting, the
symmetrization inequality from [90, Proposition V.2.2] holds with t/2 replaced by
2−1/rt on the right hand side.
The equivalence of (b) and (c) can be obtained directly without assuming the
symmetry of the random variables, by repeating the arguments of the proof of [90,
Theorem V.2.3]. One mainly has to use Prokhorov’s theorem and the fact that the
space of probability measures on a separable r-Banach space E, endowed with the
convolution operator and the weak topology, forms a topological semigroup where
the neutral element is the Dirac measure δ0, see [90, Proposition I.4.5]. 
Under reasonable integrability assumptions, the equivalent convergence types
(a)–(c) from Proposition 2.13 turn out to be equivalent to convergence in Lp. The
following proposition holds.
Proposition 2.14 (Hoffmann-Jørgensen). Assume Setting 2.11, and assume in
addition that 0 < p < ∞ and that (Sn)n∈N converges almost surely to a random
variable S. Then the following are equivalent:
(i) sup
n∈N
E
[
‖Sn‖pE
]
<∞.
(ii) E
[
sup
n∈N
‖Sn‖pE
]
<∞.
(iii) E
[
‖S‖pE
]
<∞.
(iv) E
[
‖S‖pE
]
<∞ and (Sn)n∈N converges in Lp(Ω;E) to S.
Conversely, if (Sn)n∈N converges in L
p(Ω;E) to a random variable S, then (Sn)n∈N
converges almost surely to S.
Proof. First assume that each Xj is symmetric (j ∈ N). Then, given the almost
sure convergence of (Sn)n∈N, the equivalence of (i)–(iv) can be obtained as in [43,
Theorem II.4.2(d) and Theorem II.5.4] by applying Lemma 2.12. In order to get
rid of the symmetry assumption, one can use standard symmetrization techniques
in a similar manner as done in the proof of Proposition 2.13.
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Conversely, if (Sn)n∈N converges in L
p(Ω;E), Markov’s inequality yields con-
vergence in probability. Thus, by Proposition 2.13, almost sure convergence fol-
lows. 
We have already mentioned that the dual of a quasi-Banach space might be
trivial. Obviously, in this case, we cannot expect that, e.g., the P-a.s. convergence
of (〈Sn, x∗〉)n∈N for all x∗ ∈ E∗ implies the P-a.s. convergence of (Sn)n∈N. However,
we can guarantee this implication if we assume two things: Firstly, that E∗ is rich
enough to separate the points of E and, secondly, that each random variable Xj
is symmetric for j ∈ N. Note that the symmetry assumption is needed whenever
we are dealing with infinite dimensional spaces, even for Hilbert spaces, see [46,
Remark after Theorem 4.1]. We can prove even more and obtain the following
generalization of the so-called Itoˆ-Nisio theorem from Banach to r-Banach spaces.
Note that, in analogy to the Banach space setting, we can introduce the Fourier
transform of a Borel probability measure on E to be the complex valued function
on E∗ given by the formula
µˆ(x∗) :=
∫
E
e−i〈x,x
∗〉 dµ(x), x∗ ∈ E∗.
Standard arguments show that, if E∗ separates the points of E, the Fourier trans-
form is unique, i.e., if two Borel probability measures µ and ν on E have the same
Fourier transform, then this measures coincide on B(E).
Proposition 2.15 (Itoˆ-Nisio). Assume Setting 2.11 and assume in addition that
E∗ separates the points of E and that Xj is symmetric for all j ∈ N. Then state-
ments (a)–(c) from Proposition 2.13 are equivalent to each of the following three
statements:
(d) (PSn)n∈N is uniformly tight.
(e) There exists an E-valued random variable S, such that lim
n→∞
〈Sn, x∗〉 =
〈S, x∗〉 in probability for all x∗ ∈ E∗.
(f) There exists a Borel probability measure µ on E, such that lim
n→∞
P̂Sn(x
∗) =
µˆ(x∗) for all x∗ ∈ E∗.
Proof. These equivalences can be proven by following the lines of the proof of [46,
Theorem 4.1]. Note that, when proving ‘(d)⇒(a)’, one needs [46, Theorem 3.2]
saying that the uniform tightness of (PSn)n∈N implies the existence of a sequence
(cn)n∈N ⊆ E such that Sn − cn converges P-almost surely. But this turns out to
hold also in our setting, if one repeats the arguments from the proof given therein.
Also note that when adapting the proof of [46, Theorem 4.1] to prove ‘(f)⇒(e)’
we encounter a difficulty: the sequence (zn)n∈N in the proof of [46, Theorem 4.1] is
constructed by means of the Hahn-Banach theorem. However, as E is a separable
metric space, it is also Lindelo¨f. This can be used to show that if E∗ separates the
points of E, then there exists a sequence (zn)n∈N in E
∗, which separates the points
of E, too, see, e.g., [44, Proposition B.1.11]. But this suffices for the proof, see also
the implication ‘(f)⇒(e)’ presented in [90, Theorem V.2.4], as well as the proof of
[90, Theorem IV.2.5]. 
In the sequel, we frequently make use of the following Kahane-Khintchine in-
equality for Rademacher and Gaussian sums. Recall from the ‘Notation’ part in
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the introduction that (εn)n∈N denotes a Rademacher sequence, and (γn)n∈N denotes
a Gaussian sequence.
Theorem 2.16 (Kahane-Khintchine inequality). For all p, q ∈ (0,∞) there exists
a constant Cp,q,r, depending only on the parameters p, q, and r, such that for all
finite sequences x1, . . . , xN ⊆ E we have(
E
[∥∥∥∥ N∑
n=1
εn xn
∥∥∥∥p
E
]) 1
p
≤ Cp,q,r
(
E
[∥∥∥∥ N∑
n=1
εn xn
∥∥∥∥q
E
]) 1
q
, (2.5)
and (
E
[∥∥∥∥ N∑
n=1
γn xn
∥∥∥∥p
E
]) 1
p
≤ Cp,q,r
(
E
[∥∥∥∥ N∑
n=1
γn xn
∥∥∥∥q
E
]) 1
q
. (2.6)
Proof. The inequality (2.5) for Rademacher sums can be proven by adapting Ka-
hane’s original proof (see [50, Theorem 2.1]). The inequality (2.6) can be obtained
from (2.5) by a (finite dimensional) central limit argument as used, e.g., in the
proof of [63, Corollary 4.8], see also [59, page 103]. 
The Kahane-Khintchine inequalities guarantee that the convergence of Gaussian
and Rademacher series in probability implies their Lp-convergence. The following
holds.
Proposition 2.17. For a sequence (xn)n∈N ⊆ E, the following are equivalent:
(i) The series
∑∞
n=1 γnxn converges in probability.
(ii) The series
∑∞
n=1 γnxn converges in L
p(Ω;E) for all 0 < p <∞.
(iii) The series
∑∞
n=1 γnxn converges in L
p(Ω;E) for some 0 < p <∞.
These equivalences also hold if all instances of
∑∞
n=1 γnxn above are replaced by∑∞
n=1 εnxn.
Proof. The implication ‘(ii)⇒(iii)’ is trivial and ‘(iii)⇒(i)’ is classic due to Markov’s
inequality. Thus, we only have to check ‘(i)⇒(ii)’. But this can be proven by mim-
icking the proof of the corresponding result for Banach spaces, see, for instance, the
proof of [2, Proposition 6.4.5] and the subsequent example. An alternative strategy
relying on the Paley-Zygmund inequality can be found, e.g., in [45, Corollaries 6.4.2
and 6.4.4]. 
We close this section with a simple criterion for convergence of bounded random
sums, which we use to prove Proposition 3.14 later on.
As for Banach spaces, an r-Banach space is said to have (Rademacher) cotype
q ∈ [2,∞] if there exists a constant Cq ∈ (0,∞) such that for all finite sequences
x1, . . . , xN ∈ E we have( N∑
n=1
‖xn‖qE
) 1
q
≤ Cq
(
E
∥∥∥∥ N∑
n=1
εnxn
∥∥∥∥2
E
) 1
2
;
with the usual modification of maxn=1...,N‖xn‖E replacing the sum on the left hand
side for q = ∞ (see also, e.g., [5, 61] as well as [2, 59]). Similarly, one can define
type p for p ∈ (0, 2], but this notion is less useful for r-Banach spaces with 0 < r < 1
(see [50]). The following function spaces are classical examples of r-Banach spaces
with finite cotype:
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• For p ∈ (0,∞), the space Lp has cotype p∨2 (see [61]). This result remains
true for non-commutative Lp-spaces (see [78, Corollary 5.8]).
• One easily checks that if X has cotype q ∈ [2,∞), p ∈ (0,∞), and (S,A, µ)
is a σ-finite measure space, then Lp(S;X) has cotype p ∨ q. Consequently,
for p, q ∈ (0,∞) and s ∈ R, the Besov space Bsp,q has cotype p ∨ q ∨ 2.
Proposition 2.18. The following assertions are equivalent:
(i) For all sequences (Xn)n∈N of independent symmetric E-valued random vari-
ables satisfying P
(
supn∈N
∥∥∑n
k=1Xk
∥∥
E
< ∞) = 1 one has that ∑∞k=1Xk
converges P-almost surely.
(ii) For all sequences (xn)n∈N ⊆ E satisfying P
(
supn∈N
∥∥∑n
k=1 εkxk
∥∥
E
<∞) =
1 one has that limn→∞ xn = 0.
In particular, both assertions hold if E has finite cotype.
Proof. The equivalence of (i) and (ii) can be proven as in the Banach space case,
see e.g. [69, Theorem 4.2]. To see that finite cotype implies (ii) let q ∈ [2,∞) and
Cq(E) ∈ [0,∞) be such that E has cotype q with cotype constant Cq(E). As-
sume
(∑n
k=1 εkxk
)
n∈N
is almost surely bounded and hence bounded in probability.
Choose λ > 0 such that for all n ≥ 1,
P
(∥∥∥ n∑
k=1
εkxk
∥∥∥
E
> λ
)
≤ 1
4C22q,q,r
,
where C2q,2,r is the constant in the Kahane-Khintchine inequality (Theorem 2.16).
By [45, Corollary 6.2.9] (which remains valid in the r-Banach space setting), we
obtain that
sup
n∈N
∥∥∥ n∑
k=1
εkxk
∥∥∥
Lq(Ω;E)
≤ 21/qλ.
By definition of cotype we find that∑
n∈N
‖xn‖qE = sup
N∈N
N∑
n=1
‖xn‖qE ≤ [Cq(E)]q sup
N∈N
E
∥∥∥∥ N∑
n=1
εnxn
∥∥∥∥q
E
<∞.
Therefore, limn→∞ ‖xn‖qE = 0, and this yields (ii). 
2.4. Gaussian random variables. In this section E denotes a separable r-Banach
space for some r ∈ (0, 1]. If r = 1, i.e., if E is a Banach space, an E-valued
random variable X is usually called Gaussian if 〈X, x∗〉 is Gaussian for every x∗ ∈
E∗. This makes sense, as the points of normed spaces can be separated by their
duals due to Hahn-Banach theorem. However, as already mentioned, r-Banach
spaces do not necessarily have a rich dual; it can even be trivial. Nevertheless, we
can introduce the notion ‘Gaussian random variable’ by using what is known as
Bernstein’s characterization of Gaussian measures.
Definition 2.19. An E-valued random variable X is Gaussian if the random vari-
ables X + Y and X − Y are independent for any independent copy Y of X.
Remark 2.20. The fact that if E = R this definition coincides with what is usually
known to be a real-valued Gaussian random variable has been proven by Bern-
stein [7] and independently by Kac [48] (see [6, 10, 34] for historical comments and
proofs). An analogous definition has been also suggested for introducing Gaussian
measures on more general structures like abelian groups, see, e.g., [15, 33].
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Remark 2.21. In the construction of the stochastic integral we present below, all
Gaussian random variables are symmetric. Therefore, throughout the paper, if not
explicitly stated otherwise, when we say ‘Gaussian’ we mean ‘symmetric Gaussian’.
Note that, as in the Banach space setting, if X is a Gaussian random variable (not
necessarily symmetric) then there exists a symmetric Gaussian random variable Y
and a point x0 ∈ E such that X = Y + x0, see, for instance, [16, Corollary 3.2].
Due to Le´vy’s theorem on the equivalence of convergence in distribution and
convergence of the characteristic functions for real-valued random variables, it is
easy to prove that the convergence in distribution preserves Gaussianity. This is
also the case for r-Banach space valued Gaussian variables.
Lemma 2.22. Let (Xn)n∈N be a sequence of E-valued Gaussian random variables
converging in distribution to an E-valued random variable X. Then X is Gaussian.
Proof. Let Y be an independent copy of X and for all n ∈ N let Yn be an in-
dependent copy of Xn. Then (Xn + Yn, Xn − Yn) converges in distribution to
(X + Y,X − Y ). Moreover, for all n ∈ N one has that Xn + Yn and Xn − Yn are
independent, whence by Lemma 2.8 it holds that X + Y and X − Y are indepen-
dent. 
The following generalization of Fernique’s theorem holds for Gaussian random
variables on r-Banach spaces, see, for instance, [19, 47, 97].
Theorem 2.23. Let X be an E-valued Gaussian random variable. Then there
exists an α > 0 such that
E
[
exp(α‖X‖2E)
]
<∞.
2.5. Gaussian random variables in r-Banach spaces with separating dual.
One can say more about Gaussian random variables if E has a separating dual. We
start with the fact that, in this case, Definition 2.19 extends the usual definition of
Gaussian random variables via duality, see also [9] for the Banach space analogue.
The results in this subsection will not be used in the rest of the paper.
Proposition 2.24. Assume that E∗ separates the points of E. An E-valued ran-
dom variable X is Gaussian if and only if 〈X, x∗〉 is Gaussian for all x∗ ∈ E∗.
Proof. The ‘only if’ part is an easy consequence of Bernstein’s theorem, see [7].
The ‘if’ part follows by the fact that if E∗ separates the points of E, then the
Fourier transform is unique as B(E) = σ(x∗ : x∗ ∈ E∗), see Proposition 2.6 and
Example 2.7. 
In the Banach space setting, Karhunen-Loe`ve expansions can be used to extend
many results for Gaussian sums, like, for instance, Theorem 2.16 and Proposi-
tion 2.17, to Gaussian random variables. Unfortunately, such an expansion is not
available for general r-Banach spaces. However, if E∗ separates the points of E,
the following result follows from [17, Theorem 1].
Proposition 2.25. Assume that E∗ separates the points of E. Let X : Ω→ E be a
Gaussian random variable. Then there exists a Gaussian sequence (γn)n∈N ⊆ L2(Ω)
and a sequence (xn)n∈N ⊆ E such that
∑∞
n=1 γnxn converges P-almost surely to a
Gaussian random variable Y , which has the same distribution as X.
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Proof. Using the notation from [17], it is easy to see that if E∗ separates the points
of E, then there exists a sequence of elements of E2(PX) separating points of E
(mod PX), as E
∗ ⊆ E2(PX), see also the proof of Proposition 2.15. Moreover,
for every orthonormal basis (hn)n∈N of E
2(PX), the random variables (hn(X))n∈N
form a Gaussian sequence. Thus, the assertion is just a very particular instance
of [17, Theorem 1]. 
Remark 2.26. It is not immediately clear from [17] whether in the proof of Proposi-
tion 2.25 one may choose the orthonormal basis (hn)n∈N out of E
∗. It is also unclear
whether it is possible to choose (hn)n∈N in such a way that
∑∞
n=1 hn(X)xn = X
P-a.s.
Now we explain how to use Proposition 2.25 prove the generalizations of Theo-
rem 2.16 and Proposition 2.17 to Gaussian random variables. Note, however, that
these results are not needed in any other proof in this paper.
Proposition 2.27. Assume that E∗ separates the points of E. Then, for every
Gaussian random variable X : Ω→ E and arbitrary 0 < p, q <∞,(
E‖X‖pE
)1/p ≤ Cp,q,r(E‖X‖qE)1/q (2.7)
with Cp,q,r as in Theorem 2.16.
Proof. This is an immediate consequence of Proposition 2.25, Theorem 2.16 and
Proposition 2.17. 
Proposition 2.28. Assume that E∗ separates the points of E. Let (Xn)n∈N be a
sequence of E-valued Gaussian random variables. Then the following are equivalent:
(i) The sequence (Xn)n∈N converges in probability.
(ii) The sequence (Xn)n∈N converges in L
p(Ω;E) for all 0 < p <∞.
(iii) The sequence (Xn)n∈N converges in L
p(Ω;E) for some 0 < p <∞.
Proof. Since Proposition 2.27 holds one can extend the argument in the Banach
space setting of [83, Lemma 2.1]. 
3. γ-norms and square functions
In this section we first introduce and prove fundamental properties of so-called
γ-radonifying operators R : H → E, where H is a separable Hilbert space and E
is a separable r-Banach space for some fixed r ∈ (0, 1]. These operators play a
key role in the development of stochastic Itoˆ integrals in the (quasi-)Banach space
setting. For details and historical remarks on this class of operators in the Banach
space setting, we refer the reader to the survey paper [69]. In the final part of this
section we consider the special case of r-Banach function spaces E = E(S) over a
measure space (S,A, µ). In addition, we replaceH by L2(S˜;H), where (S˜, A˜, µ˜) is a
measure space such that L2(S;H) is separable, and connect γ-radonifying operators
R : L2(S˜;H)→ E(S) to the theory of (generalized) square functions (see [55]). Our
presentation mostly follows [45, Chapter 9].
Notation. Throughout this section, H denotes a separable Hilbert space, E de-
notes a separable r-Banach space, r ∈ (0, 1] is fixed, and (γn)n∈N denotes a Gaussian
sequence.
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3.1. γ-summing and γ-radonifying operators. For a linear operator R : H →
E set ∥∥R∥∥
γ∞(H,E)
:= sup
h
(
E
∥∥∥∥ N∑
n=1
γnRhn
∥∥∥∥2
E
)1/2
∈ [0,∞],
where the supremum is taken over all finite orthonormal systems h = {h1, . . . , hN}
in H . The operator R is called γ-summing if ‖R‖γ∞(H,E) <∞. We write γ∞(H,E)
for the set of γ-summing operators from H to E. By considering singletons {h} we
see that every γ-summing operator is bounded and ‖R‖L(H,E) ≤ ‖R‖γ∞(H,E). This
can be used to show that the space γ∞(H,E), endowed with the r-norm ‖·‖γ∞(H,E),
is an r-Banach space.
Remark 3.1. Let 0 < p <∞ and write γp∞(H,E) for the set of all linear operators
R : H → E such that∥∥R∥∥
γp∞(H,E)
:= sup
h
(
E
∥∥∥∥ N∑
n=1
γnRhn
∥∥∥∥p
E
)1/p
<∞,
the supremum being taken over all finite orthonormal systems h = {h1, . . . , hN}
in H . Then, by the Kahane-Khintchine inequality for Gaussian sums, see Theo-
rem 2.16, for all p ∈ (0,∞) it holds that γp∞(H,E) = γ∞(H,E) and
C−12,p,r ‖R‖γ∞(H,E) ≤ ‖R‖γp∞(H,E) ≤ Cp,2,r ‖R‖γ∞(H,E) (3.1)
for all R ∈ γ∞(H,E).
For h ∈ H and x ∈ E we denote by h ⊗ x the rank one operator in L(H,E)
defined by
(h⊗ x)g := 〈g, h〉Hx, g ∈ H.
The linear span of these operators is usually denoted by H ⊗E and can be viewed
as the subspace of finite rank operators in L(H,E). Every such operator can be
represented in the form
R =
N∑
n=1
hn ⊗ xn (3.2)
with N ∈ N, (hn)Nn=1 orthonormal in H and (xn)Nn=1 a finite sequence in E. It
is known that, if E is a Banach space (i.e., if r = 1), then the γ-summing norm
‖R‖γ∞(H,E) of a finite rank operator of this form is equal to the L2(Ω;E)-norm
of
∑N
n=1 γnxn, see, e.g., [45, Proposition 9.1.3]. For general r-Banach spaces with
r ∈ (0, 1] we obtain the following generalization.
Proposition 3.2. If R =
∑N
n=1 hn ⊗ xn is a finite rank operator with N ∈ N,
{h1, . . . , hN} orthonormal in H and x1, . . . , xN ∈ E, then R ∈ γ∞(H,E) and for
all 0 < p <∞ we have∥∥∥∥ N∑
n=1
γnxn
∥∥∥∥
Lp(Ω;E)
≤
∥∥∥∥ N∑
n=1
hn ⊗ xn
∥∥∥∥
γp∞(H,E)
≤ 2 1−(r∧p)r∧p
∥∥∥∥ N∑
n=1
γnxn
∥∥∥∥
Lp(Ω;E)
. (3.3)
For the proof of this two-sided estimate, we first prove the following auxiliary
result. It turns out to be very useful when it comes to handling γ∞-norms of finite
rank operators. Recall that, for arbitrary n ∈ N, we write ℓ2n for the space Rn
endowed with the Euclidean norm.
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Lemma 3.3. Let 0 < p <∞ and fixm,n ∈ N. For all m×n matrices A = (aij)m,ni,j=1
and all finite sequences (xj)
n
j=1 in E,∥∥∥∥ m∑
i=1
γi
n∑
j=1
aijxj
∥∥∥∥
Lp(Ω;E)
≤ 2 1−(r∧p)r∧p ‖A‖L(ℓ2n,ℓ2m)
∥∥∥∥ n∑
j=1
γjxj
∥∥∥∥
Lp(Ω;E)
. (3.4)
In the Banach space setting, i.e., if r = 1, Lemma 3.3 has been proven in several
ways. Most proofs rely either on a duality argument using covariance operators or
on the fact that every matrix A with ‖A‖ ≤ 1 is a convex combination of unitary
operators. Clearly both methods fail in the r-Banach space setting for 0 < r < 1.
However, as shown in [45, Proposition 6.1.23], Lemma 3.3 can also be proven from
basic principles which turn out to remain valid for 0 < r < 1 and 0 < p < 1. For
the convenience of the reader, we provide the proof with minor modifications.
Proof of Lemma 3.3. (See also the proof of Proposition 6.1.23 in [45].) We may
assume that ‖A‖L(ℓ2n,ℓ2m) = 1. By adding zero terms to the matrix A = (aij)
m,n
i,j=1,
we may also assume that m = n. Let B be the 2n× 2n-matrix given by
B =
(
A (I −AA∗)1/2
(I −A∗A)1/2 −A∗
)
.
Using the simple fact that A(I −A∗A)1/2 = (I −AA∗)1/2A we find that B∗B = I.
Writing B = (bij)
2n
i,j=1 we have aij = bij for 1 ≤ i, j ≤ n. By Lemma 2.9,
E
∥∥∥∥ n∑
i=1
γi
n∑
j=1
aijxj
∥∥∥∥p ≤ 2 (1−(r∧p))pr∧p E∥∥∥∥ 2n∑
i=1
γi
n∑
j=1
bijxj
∥∥∥∥p = 2 (1−(r∧p))pr∧p E∥∥∥∥ n∑
j=1
Gjxj
∥∥∥∥p,
where Gj =
∑2n
i=1 γibij , for 1 ≤ j ≤ n. The result now follows from the fact
that (Gj)
n
j=1 is a sequence of independent real-valued standard Gaussian random
variables. 
Remark 3.4. Contrary to the Banach space setting, the constant Cr,p = 2
1−(r∧p)
r∧p
in Inequality (3.4) cannot be replaced by C = 1: Indeed, setting (E, ‖·‖) =
(ℓ
1/2
2 , ‖·‖ℓ1/22 ), n = 2, m = 1, e1 = (1, 0), e2 = (0, 1), x1 =
1
4 (e1 + e2), x2 =
1
16 (e1 − e2), and A = (1 0), we recover the Gaussian case in Example 2.10.
Lemma 3.3 allows for the following short proof of Proposition 3.2.
Proof of Proposition 3.2. Let {u1, . . . , uM} be an arbitrary orthonormal system in
H . Let A be the M ×N matrix given by amn = 〈um, hn〉. It is easily checked that
‖A‖ ≤ 1 and therefore, by Lemma 3.3,∥∥∥∥ M∑
m=1
γmRum
∥∥∥∥
Lp(Ω;E)
=
∥∥∥∥ M∑
m=1
γm
N∑
n=1
amnxn
∥∥∥∥
Lp(Ω;E)
≤ 2 1−(r∧p)r∧p
∥∥∥∥ N∑
n=1
γnxn
∥∥∥∥
Lp(Ω;E)
.
This shows thatR ∈ γ∞(H,E) and that the second estimate in (3.3) holds. To prove
the first estimate in (3.3) it suffices to use the orthonormal system {h1, . . . , hN}. 
In Proposition 3.2 we have seen that every finite rank operator from H to E
belongs to γ∞(H,E). It is demonstrated in e.g. [71, 74] that the closure of the
space of finite rank operators in γ∞(H,E) is the right space to study vector valued
stochastic Itoˆ integrals, see also Sections 4 and 5 below.
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Definition 3.5. The space γ(H,E) is defined as the closure of the space of finite
rank operators in (γ∞(H,E), ‖·‖γ∞(H,E)). The operators in γ(H,E) are called γ-
radonifying.
Remark 3.6. By definition, the space γ(H,E) is an r-Banach space with respect to
the r-norm inherited from γ∞(H,E). For simplicity, we write
‖R‖γ(H,E) := ‖R‖γ∞(H,E), R ∈ γ(H,E),
and, more general,
‖R‖γp(H,E) := ‖R‖γp∞(H,E), R ∈ γ(H,E),
for 0 < p <∞.
For the case that E is a Banach space it is well-known that the spaces γ∞(H,E)
and γ(H,E) are operator ideals in L(H,E). This property plays an important role
in the construction of stochastic Itoˆ integrals in Banach spaces (see [71, 74]). By
using Lemma 3.3, we can use verbatim the same proof as presented, e.g., in [45,
Chapter 9], to verify that the ideal property also holds in the case that E is an
r-Banach space with 0 < r < 1. Indeed, we obtain the following.
Theorem 3.7 (Ideal property). Let R ∈ γ∞(H,E). Furthermore, let F be a
separable r0-Banach space for some r0 ∈ (0, 1] and let G be a separable Hilbert
space. Then for all V ∈ L(G,H) and U ∈ L(E,F ) we have URV ∈ γ∞(G,F ), and
for all 0 < p <∞,
‖URV ‖γp∞(G,F ) ≤ 2
1−(r∧p)
r∧p ‖U‖L(E,F ) ‖R‖γp∞(H,E) ‖V ‖L(G,H). (3.5)
If, moreover, R ∈ γ(H,E), then URV ∈ γ(G,F ).
Proof. Mimic the proof of [45, Theorem 9.1.10] and use Lemma 3.3 where needed.

Remark 3.8. Close inspection of the proof of Theorem 3.7 reveals that the con-
stant 2
1−(r∧p)
r∧p in (3.5) is only due to the right multiplication, i.e., in the setting of
Theorem 3.7, if H = G and V = Id, then
‖UR‖γp∞(H,F ) ≤ ‖U‖L(E,F ) ‖R‖γp∞(H,E).
3.2. Convergence in γ(H,E). We have seen that the γ-radonifying property of an
operator is preserved under left and right multiplication. Our next result considers
the situation where we multiply with convergent sequences of operators.
Theorem 3.9. Let R ∈ γ(H,E). Furthermore, let F be a separable r0-Banach
space for some r0 ∈ (0, 1] and let G be a separable Hilbert space. Let V, V1, V2, · · · ∈
L(G,H) and U,U1, U2, · · · ∈ L(E,F ) be such that
(i) limn→∞ V
∗
n h = V
∗h for all h ∈ H,
(ii) limn→∞ Unx = Ux for all x ∈ E.
Then limn→∞ UnRVn = URV in γ(G,F ).
Proof. This result can be obtained by the same strategy as in the proof of [45,
Theorem 9.1.14], i.e., by using the ideal property (Theorem 3.7) together with
the uniform boundedness principle (which holds on arbitrary r-Banach spaces, see,
e.g., [54]). 
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The following two sample applications of this result are frequently used in forth-
coming proofs.
Example 3.10 (Approximation). Let (hn)n∈N be an orthonormal basis for H and for
all n ∈ N let Pn denote the orthogonal projection onto span({h1, . . . , hn}). Then
for all R ∈ γ(H,E) we have limn→∞RPn = R in γ(H,E).
Example 3.11 (Strong measurability). Let (S,A, µ) be a measure space. For a
function Φ: S → γ(H,E) and h ∈ H define Φh : S → E by (Φh)(ξ) := Φ(ξ)h, ξ ∈ S.
Then by employing the same arguments as in the proof of [45, Example 9.1.16] it
can be shown that the following assertions are equivalent:
(i) Φ is strongly measurable.
(ii) Φh is strongly measurable for all h ∈ H .
We proceed with a characterization of γ-summing and γ-radonifying operators
in terms of orthonormal bases.
Theorem 3.12 (Testing against an orthonormal basis). Let (hn)n∈N be an or-
thonormal basis for H.
(i) An operator R ∈ L(H,E) belongs to γ∞(H,E) if and only if for some (equiv-
alently, for all) 0 < p <∞,
sup
N∈N
∥∥∥∥ N∑
n=1
γnRhn
∥∥∥∥
Lp(Ω;E)
<∞. (3.6)
In this case,∥∥∥∥ N∑
n=1
γnRhn
∥∥∥∥
Lp(Ω;E)
≤ ‖R‖γp∞(H,E) ≤ 2
1−(r∧p)
r∧p sup
N∈N
∥∥∥∥ N∑
n=1
γnRhn
∥∥∥∥
Lp(Ω;E)
. (3.7)
(ii) An operator R ∈ L(H,E) belongs to γ(H,E) if and only if for some (equiv-
alently, for all) 0 < p <∞,
∞∑
n=1
γnRhn converges in L
p(Ω;E).
In this case, the sum converges almost surely and∥∥∥∥ ∞∑
n=1
γnRhn
∥∥∥∥
Lp(Ω;E)
≤ ‖R‖γp(H,E) ≤ 2
1−(r∧p)
r∧p
∥∥∥∥ ∞∑
n=1
γnRhn
∥∥∥∥
Lp(Ω;E)
. (3.8)
Proof. We have proven all the ingredients we need in order to obtain this result by
mimicking the proof of its Banach space analogue presented in [45, Theorem 9.1.17]:
The Kahane-Khintchine inequality for Gaussian sums proven in Theorem 2.16
guarantees that once we have the results for one p, we also have it for arbitrary
0 < p < ∞. Part (i) follows from a simple application of Lemma 3.3 and Fatou’s
lemma. The equivalence of the γ-radonifying norm of a finite rank operator with
the Lp(Ω;E)-norm of the corresponding Gaussian sum provided by Proposition 3.2
in combination with Example 3.10 are the ingredients needed to prove (ii). The al-
most sure convergence follows from the extension of Hoffmann-Jørgensen’s theorem
presented in Proposition 2.14. 
Note that Theorem 3.12 provides a simple proof of the main result in [18] for
the special (and more simple) case that the metric space E is an r-Banach space.
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Corollary 3.13. Let R ∈ L(H,E). If for some orthonormal basis (hn)n∈N of H,
the series
∑∞
n=1 γnRhn converges in probability, then for every orthonormal basis
(h′n)n∈N of H, the series
∑∞
n=1 γnRh
′
n converges in L
p(Ω;E) for all 0 < p < ∞
and P-almost surely. Moreover, the distribution of the limit random variable does
not depend on the particular basis.
Proof. The assumption and Proposition 2.17 yield that
∑∞
n=1 γnRhn converges in
Lp(Ω;E) for all 0 < p < ∞. Therefore, R ∈ γ(H,E) by Theorem 3.12. Applying
Theorem 3.12 again with an arbitrary orthonormal basis (h′n)n∈N we find that∑∞
n=1 γnRh
′
n converges in L
p(Ω;E) for all 0 < p < ∞ and P-almost surely. The
independence of the distribution of the series on the orthonormal basis can be easily
verified for finite rank operators and then extended to arbitrary R ∈ γ(H,E) by
exploiting Theorem 3.12(ii). 
In general, γ(H,E) is a proper closed subspace of γ∞(H,E). In the case that E
is a Banach space, it was proven by Hoffmann-Jørgensen and Kwapie´n [42, 56] that
γ(H,E) = γ∞(H,E) if E fails to contain a copy of c0. More precisely, Hoffmann-
Jørgensen and Kwapien´ proved that for a Banach space E it holds that c0 fails to
embed continuously into E if and only if for certain E-valued random sums it holds
that almost sure boundedness of the partial sums implies almost sure convergence.
The proof uses a characterization of Bessaga and Pelczyn´ski, which seems to be
unavailable for r-Banach spaces. Fortunately Proposition 2.18 in combination with
Proposition 2.17 implies the following quasi-Banach space analogue of the result
by Hoffmann-Jørgensen and Kwapien´ (one may copy verbatim the relevant parts
of the proof provided in [69, Theorem 4.3]).
Proposition 3.14. If E has finite cotype, then γ(H,E) = γ∞(H,E).
3.3. γ-norms in r-Banach function spaces and square functions. It is well-
known that, if E = E(S) is a Banach function space with finite cotype over a
σ-finite measure space (S,A, µ), then ‖·‖γ(H,E) has an equivalent square function
interpretation, see, e.g., [45, Theorem 9.3.6]. In particular, γ(H,E(S)) h E(S;H),
where E(S;H) is the vector space of all (equivalence classes of) strongly measurable
functions f : S → H such that ξ 7→ ‖f(ξ)‖H is an element of E(S) (naturally
normed by ‖f‖E(S;H) := ‖(ξ 7→ ‖f(ξ)‖H)‖E(S), f ∈ E(H ;S)). In this section, we
prove that this result extends verbatim to r-Banach function spaces with finite
cotype (see Theorem 3.16 below).
We begin with a definition of an r-Banach function spaces analogue to the def-
inition of a Banach function space as considered in e.g. [45, Definition F.3.1]. For
details in the case r = 1 we refer the reader to [60, Definition 1.b.17], [96, Chap-
ter 15]. In the case 0 < r < 1 these spaces have been studied in [52, 53].
Definition 3.15. Let (S,A, µ) be a σ-finite measure space and let r ∈ (0, 1]. We
say that a vector space E(S) ⊆ L0(S) is an r-Banach function space if it is complete
under some r-norm ‖·‖E(S) : E(S) → [0,∞) and moreover for all f ∈ L0(S), g ∈
E(S) such that f ≤ g it holds that f ∈ E(S) and ‖f‖E(S) ≤ ‖g‖E(S).
Before we continue to our next result we recall some standard results for r-
Banach function spaces. For details on r-convexity and q-concavity we refer to [53,
Section 3], or, e.g., to [60]). If E(S) has finite cotype, say cotype t, it satisfies a
lower t-estimate. Therefore, it follows from [53, Theorem 3.2] that X is s-convex
for some s ∈ (0, 1]. It follows from [61, Theorem 4.4] that E(S) is q-concave for any
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q > t. Therefore, as in [60, Theorem 1.d.6] (using s-convexity to prove the part &)
one can prove the Maurey–Khintchine inequalities: for all 0 < p < ∞, n ∈ N, and
x1, . . . , xn ∈ E(S) it holds that∥∥∥∥ N∑
n=1
εnxn
∥∥∥∥
Lp(Ω;E(S))
hq,s,E(S)
∥∥∥∥( N∑
n=1
|xn|2
) 1
2
∥∥∥∥
E(S)
. (3.9)
Moreover, in (3.9) one can replace the Rademacher sum by a Gaussian sum as well.
Indeed, this follows from [52, Proposition 2.5]. For completeness we mention that
finite cotype is actually equivalent to q-concavity for some q < ∞. Indeed, the
remaining implication follows from [60, Proposition 1.f.3].
The theorem below can be found in [45, Chapter 9] for the case that r = 1.
The proof extends to the quasi-Banach space case by taking into account that the
Maurey-Khintchine inequalities remain valid in this setting, as explained above.
For an r-Banach function space E(S) ⊆ L0(S) we set
E(S;H) := {f ∈ L0(S;H) : s 7→ ‖f(s)‖H ∈ E(S)},
which is an r-Banach space when endowed with the r-norm ‖f‖E(S;H) = ‖‖f‖H‖E(S),
f ∈ E(S;H).
Theorem 3.16. Let 0 < r ≤ 1. Let E(S) be a separable r-Banach function
space with finite cotype over a σ-finite measure space (S,A, µ). Then the mapping
U : E(S;H)→ L(H,E(S)) defined by
(Uf)h := 〈h, f(·)〉H , h ∈ H,
defines an isomorphism U of Banach spaces
E(S;H) h γ(H,E(S)).
Furthermore, for an operator R ∈ L(H,E(S)) the following assertions are equiva-
lent:
(i) R ∈ γ(H,E(S)).
(ii) There exists a function 0 ≤ g ∈ E(S) such that for all finite orthonormal
systems (hn)
N
n=1 ⊆ H we have( N∑
n=1
|Rhn|2
) 1
2
≤ g µ-a.e.
(iii) There exists a function 0 ≤ g ∈ E(S) such that for all h ∈ H we have
|Rh| ≤ ‖h‖H · g µ-a.e.
(iv) There exists a function k ∈ E(S;H) such that for all h ∈ H we have
Rh = 〈h, k(·)〉H µ-a.e.
(v) The function
(∑
n∈N
|Rhn|2
) 1
2
belongs to E(S).
In this situation, in (iii) we may take g =
( ∞∑
n=1
|Rhn|2
) 1
2
and we have
‖R‖γ(H,E(S)) hE ‖k‖E(S;H) =
∥∥∥∥( ∞∑
n=1
|Rhn|2
) 1
2
∥∥∥∥
E(S)
. (3.10)
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In the setting of stochastic integrals the case that H in Theorem 3.16 is an
L2-space is of particular relevance (see Example 4.10). In this case we obtain the
following corollary.
Corollary 3.17. Let 0 < r ≤ 1. Let E(S) be a separable r-Banach function space
with finite cotype over a σ-finite measure space (S,A, µ). Furthermore, let (S˜, A˜, µ˜)
be a σ-finite measure space such that L2(S˜;H) is separable.
(i) If ϕ : S˜ × S → H is strongly A˜ ⊗ A-measurable and such that∥∥∥∥(∫
S˜
‖ϕ(ξ˜, ·)‖2H dµ˜(ξ˜)
) 1
2
∥∥∥∥
E(S)
<∞, (3.11)
then R : L2(S˜;H)→ E(S) given by
Rf(ξ) =
∫
S˜
〈ϕ(ξ˜, ξ), f(ξ˜)〉H dµ˜(ξ˜), ξ ∈ S, (3.12)
for f ∈ L2(S˜;H), is in γ(L2(S˜;H), E(S)), and
‖R‖γ(L2(S˜;H),E(S)) hE(S)
∥∥∥∥(∫
S˜
‖ϕ(ξ˜, ·)‖2H dµ˜(ξ˜)
) 1
2
∥∥∥∥
E(S)
. (3.13)
(ii) Conversely, if R ∈ γ(L2(S˜;H), E(S)), then we can find a µ˜ ⊗ µ-almost
everywhere unique ϕ such that (3.12) holds.
Moreover, if E(S) has cotype 2, then given ϕ such that (3.11) holds we can define
Φ ∈ L2(S˜; γ(H,E(S))) by Φ(ξ˜)h = 〈ϕ(ξ˜, ·), h〉H , ξ˜ ∈ S˜, h ∈ H.
Proof. Part (i) is an immediate consequence of Theorem 3.16 with H replaced by
L2(S˜;H). To prove part (ii), we choose a sequence (Rn)n∈N ⊆ L2(S˜;H)⊗E(S) of
finite rank operators such that Rn → R in γ(L2(S˜;H), E(S)). For every n ∈ N,
since Rn is of finite rank, we can obviously find a strongly measurable ϕn : S× S˜ →
H such that Rn is given by (3.12) with ϕ replaced by ϕn. From (3.13) it follows
that (ϕn) is a Cauchy sequence and hence convergent to some ϕ in E(S;L
2(S˜;H)).
Thus,
Rf = lim
n→∞
Rnf = lim
n→∞
∫
S˜
〈ϕn(ξ˜, ·), f(ξ˜)〉Hdµ(ξ˜) =
∫
S˜
〈ϕ(ξ˜, ·), f(ξ˜)〉Hdµ(ξ˜),
where the convergence takes place in E(S); the last step follows from the fact
that evaluation against f ∈ L2(S˜;H) is a bounded operator from E(S;L2(S˜;H))
into E(S) by the Cauchy-Schwarz inequality. The fact that we can choose ϕ to
be strongly A˜ ⊗ A-measurable can be obtained by mimicking the proof of [45,
Lemma 9.3.7]. We conclude that (3.12) holds. The µ˜ ⊗ µ-uniqueness follows by a
standard Fubini argument.
For the final assertion note that cotype 2 implies 2-concavity by (3.9). Therefore,
the result follows from the continuous version of 2-concavity which is characterized
by (see the proof of [92, Theorem 3.9(2)])
‖Φ‖L2(S˜;γ(H,E(S))) hE(S) ‖ϕ‖L2(S˜;E(S;H)) .E(S)
∥∥∥∥(∫
S˜
‖ϕ‖2H dµ˜
) 1
2
∥∥∥∥
E(S)
. 
Remark 3.18. If E is a quasi-Banach space isomorphic to a subspace of an r-Banach
function space, then one can deduce a similar characterization as above. Indeed,
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for a characterization of γ(L2(S˜;H);E) in the case that E = Bσp,q(R
d) (i.e., a
Besov space which is not a Banach function space) and S˜ = [0, T ] we refer to
Proposition A.1.
Remark 3.19. Note that, in particular, if µ˜(S˜) < ∞, Corollary 3.17 provides an
example of a class of functions Φ: S˜ → L(H,E(S)) for which an integral ∫
S˜
Φdµ˜ :=
R1S˜ exists in L(H,E(S)). Recall from the introduction that some integration
theory in r-Banach spaces is available, see [95], but that the results in [1] show that
the integral does not obey the usual properties of Bochner integrals.
4. Stochastic integration I: deterministic integrands
The theory developed in the previous sections enables us to extend the notion of
a stochastic integral from Banach spaces to quasi-Banach spaces by closely following
the ideas developed in [71, 74], see also [73] for a survey. In this section we assume
that the integrand is deterministic, i.e., we develop what is sometimes called a
Wiener integral. We first construct an abstract stochastic integral for γ-radonifying
operators on a separable Hilbert space H with values in separable a quasi-Banach
space E (Subsection 4.1). We then proceed in Subsection 4.2 to consider the case
H = L2(0, T ;H) := L2([0, T ];H), where T ∈ (0,∞) and H is a separable Hilbert
space—in this case the abstract stochastic integral introduced in Subsection 4.1
can be interpreted as a continuous, E-valued stochastic process. Examples 4.10
and 4.11 provide characterizations of functions on [0, T ] for which an E-valued
stochastic integral is well-defined in the case that E is an r-Banach function space
or a Besov space.
Explicit characterizations of stochastically integrable L(H,E)-valued functions
can be given if E has a separating dual. This is the topic of Section 4.3. More
specifically, we show that the notion of γ-radonifying operators as defined above
coincides with the classical notion of γ-radonifying operators which goes back to
Gel’fand [39], Segal [86], and Gross [40, 41]—see [69] for more historical remarks.
As a consequence, we can define a weak (Pettis type) stochastic Itoˆ integral for
functions Φ: [0, T ]→ L(H,E) as in the Banach space setting.
Notation. Throughout this section, E is a separable r-Banach space for some
0 < r ≤ 1,H andH are separable Hilbert spaces and (Ω,F ,P) is a probability space.
Moreover,WH : H → L2(Ω) is anH-isonormal process (see e.g. [73, Definition 2.1]).
If H = L2(0, T ;H), we write WH instead of WL2(0,T ;H).
4.1. An abstract definition of the stochastic integral. The results obtained
in Section 3 allow us to introduce the notion of stochastic integration with respect
to an H-isonormal process WH for γ-radonifying operators. We start with finite
rank operators.
Definition 4.1. Let R ∈ H⊗E, i.e., R =
N∑
n=1
hn⊗xn with {h1, . . . , hN} orthonor-
mal in H and x1, . . . , xN ∈ E for some N ∈ N. Then
R · WH :=
N∑
n=1
WH(hn)xn ∈ L2(Ω;E)
is called the stochastic integral of R with respect to WH.
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Remark 4.2. (i) The stochastic integral of a finite rank operator R ∈ H⊗E with
respect to an H-isonormal Wiener process is well-defined, i.e., if
R =
N∑
n=1
hn ⊗ xn =
M∑
m=1
h′m ⊗ x′m
with different orthonormal systems {h1, . . . , hN} and {h′1, . . . , h′m} in H and
x1, . . . , xN , x
′
1, . . . , x
′
M ∈ E for some N,M ∈ N, then
N∑
n=1
WH(hn)xn =
M∑
m=1
WH(h′m)x′m (in L2(Ω;E)).
This can be seen by using the linearity of the H-isonormal process WH.
(ii) Standard calculations show that the mapping WH : H⊗E → L2(Ω;E), R 7→
R · WH, is linear. We also call this mapping the stochastic integral.
(iii) For any real-valued standard Gaussian random variable γ and any x ∈ E, the
E-valued random variable γ(·)x is Gaussian. Also, the sum of finitely many
independent E-valued Gaussian random variables is Gaussian. Consequently,
R · WH is Gaussian for any R ∈ H ⊗ E.
(iv) Due to Proposition 3.2,
2−
1−(r∧p)
(r∧p)
∥∥R∥∥
γp(H,E)
≤ ∥∥R · WH∥∥Lp(Ω;E) ≤ ∥∥R∥∥γp(H,E), R ∈ H⊗ E, (4.1)
for arbitrary 0 < p <∞.
Since the finite rank operators form a dense subset of the space γ(H, E) of
γ-radonifying operators and (4.1) holds, we can extend the notion of the sto-
chastic integral WH : H ⊗ E → L2(Ω;E) uniquely to a bounded linear operator
WH : γ(H, E)→ L2(Ω;E).
Definition 4.3. Let R ∈ γ(H, E) and fix a sequence (Rn)n∈N ⊂ H ⊗ E of finite
rank operators, such that
lim
n→∞
‖Rn −R‖γ(H,E) = 0. (4.2)
Then the E-valued random variable
R · WH := lim
n→∞
Rn · WH (in L2(Ω;E)) (4.3)
is called stochastic integral of R with respect to WH.
Remark 4.4. (i) The stochastic integral of a γ-radonifying operator R ∈ γ(H, E)
with respect to an H-isonormal process WH is well-defined, i.e., R · WH in
(4.3) exists as a limit in L2(Ω;E) and does not depend on the approximating
sequence (Rn)n∈N ⊂ H⊗E fulfilling (4.2). This is an immediate consequence
of the completeness of L2(Ω;E) and the estimates in (4.1).
(ii) Standard calculations show that the mapping WH : γ(H, E) → L2(Ω;E),
R 7→ R · WH, is linear. We also call this mapping the stochastic integral.
(iii) R · WH is Gaussian for any R ∈ γ(H, E). This follows immediately from the
definition due to Lemma 2.22 and Remark 4.2(iii).
(iv) Due to Remark 4.2(iv),
2−
1−(r∧p)
(r∧p)
∥∥R∥∥
γp(H,E)
≤ ∥∥R · WH∥∥Lp(Ω;E) ≤ ∥∥R∥∥γp(H,E), R ∈ γ(H, E), (4.4)
for arbitrary 0 < p <∞.
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4.2. Stochastic integrals as stochastic processes. In this subsection we as-
sume that H is a separable Hilbert space and investigate the stochastic integral
introduced in Definition 4.3 with H = L2(0, T ;H).
In this particular case, for every t ∈ [0, T ], if R ∈ γ(H, E), then the operator
R|[0,t] : H → E, f 7→ R(1[0,t]f), is γ-radonifying as well, due to the right ideal
property proven in Theorem 3.7. Thus, we can define the stochastic process R ·
WH(t) := R|[0,t] ·WH , t ∈ [0, T ], which we also refer to as the stochastic integral
or the stochastic integral process of R with respect to WH—recall that WH :=
WL2(0,T ;H). Our next goal is to prove that this process has a version with continuous
paths and that it satisfies appropriate estimates.
In the situation of normed spaces the continuity proof usually relies on Doob’s
maximal inequality. By lack of convexity properties of ‖·‖pE, a different argument
is needed for r-Banach spaces.
Lemma 4.5. Let (Xt)t∈[0,T ] be a continuous E-valued stochastic process such that
X0 ≡ 0 and for all 0 ≤ s ≤ t ≤ T it holds that Xt−Xs is symmetric and independent
of σ({Xu : u ∈ [0, s]}). Then for all 0 < p <∞ it holds that
E
[
sup
t∈[0,T ]
‖Xt‖pE
]
≤ 21+ pr−pE‖XT ‖pE.
Proof. For n ∈ N set Dn = {j2−nT : j ∈ {0, 1, . . . , 2n}}. The result follows from
the continuity of the process (Xt)t∈[0,T ], Fatou’s lemma and Lemma 2.12:
E
[
sup
t∈[0,T ]
‖Xt‖pE
]
≤ lim inf
n→∞
E
[
sup
t∈Dn
‖Xt‖pE
]
= lim inf
n→∞
E
[
sup
k∈{1,...,2n}
∥∥∥∥ k∑
j=1
Xj2−nT −X(j−1)2−nT
∥∥∥∥p
E
]
≤ 21+pr−pE‖XT ‖pE . 
Definition 4.6. An operator valued function Φ: [0, T ]→ L(H,E) of the form
Φ(t) =
J∑
j=1
1(tj−1,tj ](t)
K∑
k=1
hk ⊗ xj,k, t ∈ [0, T ],
with 0 = t0 < t1 < . . . < tJ = T , {h1, . . . , hK} ⊆ H orthonormal, and xj,k ∈ E,
1 ≤ j ≤ J , 1 ≤ k ≤ K, for some J,K ∈ N, is called finite rank step function.
Note that every finite rank step function can be canonically identified with an
element of γ(L2(0, T ;H), E). Indeed, if Φ: [0, T ]→ L(H,E) is as in Definition 4.6,
then the operator RΦ : L
2(0, T ;H)→ E defined by
RΦf :=
∫ T
0
Φ(t)f(t) dt, f ∈ L2(0, T ;H), (4.5)
is γ-radonifying. We say that Φ represents RΦ and sometimes write Φ instead of
RΦ (note that the mapping Φ 7→ RΦ is one-to-one). The following lemma shows
that the class of operators represented by finite rank step functions is actually dense
in γ(L2(0, T ;H), E).
Lemma 4.7. Let R ∈ γ(L2(0, T ;H), E). Then there exists a sequence of finite
rank step functions (Φn)n∈N such that limn→∞‖RΦn −R‖γ(L2(0,T ;H),E) = 0.
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Proof. Let (hn)n∈N be an orthonormal basis for H , let (fn)n∈N be the Haar ba-
sis for L2(0, T ). For n ∈ N let Qn ∈ L(H) be the orthogonal projection on
span({h1, . . . , hn}) and let Pn ∈ L(L2(0, T )) be the orthogonal projection on the
subspace span({f1, . . . , fn}). Then, for every n ∈ N, R(Pn⊗Qn) is represented by a
finite rank step function, and since {fj ·hk : (j, k) ∈ N×N} is an orthonormal basis
of L2(0, T ;H), R(Pn ⊗Qn)→ R in γ(L2(0, T ;H), E), see also Example 3.10. 
Proposition 4.8. Let R ∈ γ(L2(0, T ;H), E). Then the stochastic integral process
R ·WH has a version with continuous paths and for every 0 < p <∞,
2−
1−(r∧p)
r∧p ‖R‖γp(L2(0,T ;H),E) ≤
(
E
[
sup
t∈[0,T ]
‖R ·WH(t)‖pE
]) 1
p
≤ 2 1p+ 1r−1‖R‖γp(L2(0,T ;H),E).
(4.6)
Proof. First assume R is represented by a finite rank step function. In this case
continuity of R · WH follows from classical Itoˆ theory, observing that if (hk)nk=1
is an orthonormal sequence in H , then ((WH(1[0,t] · hk)t∈[0,T ])nk=1 is a sequence of
independent standard Brownian motions. The first inequality in (4.6) follows by
Remark 4.2(iv), and the second from Lemma 4.5 and Remark 4.2(iv).
For general R ∈ γ(L2(0, T ;H), E), the result now follows from Lemma 4.7 and
the fact that (4.6) holds for operators represented by finite rank step functions. 
As in the Banach space setting, we have the following series expansion of the
stochastic integral. For R ∈ γ(L2(0, T ;H), E) and h ∈ H we write R(· ⊗ h) for
the γ-radonifying operator R(· ⊗ h) : L2(0, T ) → E, f 7→ R(f ⊗ h). Moreover, we
write WH(·⊗h) for the L2(0, T )-isonormal processWH(·⊗h) : L2([0, T ])→ L2(Ω),
f 7→ WH(f ⊗ h), and WHh for the Brownian motion WHh(t) := WH(1(0,t] ⊗ h),
t ∈ [0, T ].
Corollary 4.9. Let R ∈ γ(L2(0, T ;H), E). Then, for every orthonormal basis
(hn)n∈N in H,
R ·WH =
∑
n∈N
R(· ⊗ hn) ·WH(· ⊗ hn), (4.7)
where the series converges in Lp(Ω; C([0, T ];E)), 0 < p < ∞. In particular, for
every x∗ ∈ E∗,
〈R ·WH , x∗〉 =
∑
n∈N
∫ ·
0
〈R∗x∗(t), hn〉H dWHhn(t), (4.8)
where the series converges in Lp(Ω; C([0, T ])), 0 < p <∞.
Proof. For n ∈ N letQn ∈ L(H) be the orthogonal projection on span({h1, . . . , hn}).
Moreover, let (fn)n∈N be the Haar basis for L
2(0, T ), and for every n ∈ N write
Pn ∈ L(L2(0, T )) for the orthogonal projection on span({f1, . . . , fn}). The repre-
sentation (4.7) of R ·WH holds due to Example 3.10, Proposition 4.8 and the fact
that it obviously holds with R replaced by R(PM ⊗ QN ) for arbitrary M,N ∈ N.
To obtain (4.8), we only have to check that for arbitrary x∗ ∈ E∗ and n ∈ N,
〈R(· ⊗ hn) ·WH(· ⊗ hn), x∗〉 =
∫ ·
0
〈R∗x∗, hn〉H dWHhn.
But this is clear due to the construction of the stochastic integral. 
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In the Banach space setting the dual space can be used to relate operator-valued
functions to operators R ∈ L(L2(0, T ;H), E), see e.g. [74, Theorem 2.5]. Recall
however that the dual of a quasi-Banach space may be trivial. In Subsection 4.3
we provide an analogue of [74, Theorems 2.3 and 2.5] in the case that E∗ separates
points in E. The following two examples show that even if E∗ does not separate
points, it can still be possible to relate functions and operators.
Example 4.10. Let (S,A, µ) be a σ-finite measure space and let E(S) be a sep-
arable r-Banach function space, 0 < r ≤ 1, with finite cotype. It follows from
Corollary 3.17 that for every strongly measurable ϕ : [0, T ] × S → H such that∥∥∥∥(∫ T
0
‖ϕ(t, ·)‖2H dt
) 1
2
∥∥∥∥
E
<∞ it holds that Rϕ ∈ γ(L2(0, T ;H), E(S)), where
(Rϕf)(s) =
∫ T
0
〈ϕ(t, s), f(t)〉H dt, f ∈ L2(0, T ;H).
Consequently, Rϕ · WH is well-defined (see Definition 4.3) and moreover Corol-
lary 3.17 and Proposition 4.8 guarantee that for all p ∈ (0,∞) there exist constants
cp,E , Cp,E ∈ (0,∞) (independent of the choice of ϕ) such that∥∥∥∥∥
(∫ T
0
‖ϕ(t, ·)‖2H dt
) 1
2
∥∥∥∥∥
E
hp,E ‖Rϕ ·WH‖Lp(Ω;C([0,T ];E)).
More specifically, if E(S) = Lq(S) for some q ∈ (0,∞), then for all p ∈ (0,∞) it
holds that
∫
S
(∫ T
0
‖ϕ(t, s)‖2H dt
) q
2
ds hp,q
∥∥Rϕ ·WH∥∥qLp(Ω;C([0,T ];Lq(S))).
Example 4.11. Let d ∈ N, 0 < p, q <∞, σ ∈ R and let ϕ ∈ Bσp q(Rd;L2([0, T ];H)).
By Proposition A.1 it holds that Rϕ ∈ γ(L2(0, T ;H), Bσp,q(Rd)), where (Rϕf)(s) =∫ T
0 〈ϕ(s)(t), f(t)〉H dt. Consequently, Rϕ ·WH is well-defined (see Definition 4.3)
and moreover Proposition A.1 and Proposition 4.8 guarantee that for all τ ∈ (0,∞)
there exist constants cτ,Bσp,q , Cτ,Bσp,q ∈ (0,∞) (independent of the choice of ϕ) such
that
‖ϕ‖Bσp,q(Rd;L2(0,T ;H)) hp,q,σ,τ ‖Rϕ ·WH‖Lτ(Ω;C([0,T ];Bσp,q(Rd))).
4.3. Stochastic integration in r-Banach spaces with separating dual. Re-
call that although the dual of a quasi-Banach space may be empty, there exist
quasi-Banach spaces with separating dual. An important example in the context of
nonlinear approximation is the scale of Besov spaces Bατ,τ (O) satisfying 1τ = αd + 1p
for a fixed p ∈ (1,∞). As announced above Example 4.10, the aim of this section
is to prove Proposition 4.13, i.e., an analogue of [74, Theorem 2.5]. We begin with
proving the following key result in a similar fashion as if E were a Banach space,
see, e.g., [74, Theorem 2.3].
Theorem 4.12. Assume that E∗ separates the points of E and let R ∈ L(H, E).
Then the following are equivalent:
(i) R ∈ γ(H, E).
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(ii) There exists a random variable X : Ω→ E such that
∀x∗ ∈ E∗ : WH(R∗x∗) = 〈X, x∗〉 P-a.s. (4.9)
In this case X = R · WH P-a.s.
Proof. ‘(i)⇒(ii)’: This implication holds even without assuming that E∗ separates
the points of E: The equality WH(R∗x∗) = 〈R · WH, x∗〉 for all x∗ ∈ E∗ is easily
verified if R is a finite rank operator and can be extended to arbitrary R ∈ γ(H, E)
by using the continuity of WH and the fact that, if we choose an orthonormal basis
(hn)n∈N in H, then, due to Theorem 3.12(ii), the series
X :=
∞∑
n=1
WH(hn)Rhn = R · WH
converges in L2(Ω;E).
‘(ii)⇒(i)’: Given a random variable X : Ω→ E such that (4.9) is fulfilled, we set
G := span({〈X, x∗〉 : x∗ ∈ E∗})‖·‖L2(Ω) = {〈X, x∗〉 : x∗ ∈ E∗}‖·‖L2(Ω) .
By a Gram-Schmidt argument, we can choose a sequence (x∗i )i∈I ⊂ E∗ such that
{〈X, x∗i 〉 : i ∈ I} is an orthonormal basis of (G, 〈·, ·〉L2(Ω)), where I ⊆ N (note that G
is separable since X is strongly measurable). We assume that I = N, the other case
can be treated analogously. Since WH is an H-isonormal process and (4.9) holds,
(〈X, x∗i 〉)i∈N is a sequence of independent real-valued standard Gaussian random
variables, i.e., a Gaussian sequence. Put hi := R
∗x∗i , i ∈ N. Then (hi)i∈N is an
orthonormal basis of the closure in H of the space spanned by {R∗x∗ : x∗ ∈ E∗},
i.e., of
H0 := span({R∗x∗ : x∗ ∈ E∗})
‖·‖H
= {R∗x∗ : x∗ ∈ E∗}‖·‖H ,
endowed with the scalar product 〈·, ·〉H inherited from H. This can be seen as
follows. Since WH is an H-isonormal process and (4.9) holds,
〈hi, hj〉H = 〈R∗x∗i , R∗x∗j 〉H = E
[WH(R∗x∗i )WH(R∗x∗j )]
= E
[〈X, x∗i 〉〈X, x∗j 〉] = δij , i, j ∈ N.
Thus, (hi)i∈N is an orthonormal system in H0. In order to prove the maximality
of (hi)i∈N, fix an arbitrary h ∈ H0 with 〈h,R∗x∗i 〉H = 0 for all i ∈ N. Then, since
WH is an H-isonormal process and due to (4.9),
E
[WH(h)〈X, x∗i 〉] = E[WH(h)WH(R∗x∗i )] = 〈h,R∗x∗i 〉H = 0 for all i ∈ N. (4.10)
Also, since h ∈ H0, the very definitions of the spaces H0 and G, together with the
continuity of WH : H → L2(Ω), yield WH(h) ∈ G. Thus, since (〈X, x∗i 〉)i∈N is an
orthonormal basis of G, Eq. (4.10) yieldsWH(h) = 0. Using again the properties of
WH, we obtain ‖h‖2H = E
∣∣WH(h)∣∣2 = 0 and therefore h = 0. Consequently, (hi)i∈N
is an orthonormal basis of H0.
Fix x∗ ∈ E∗. Recalling that (〈X, x∗i 〉)i∈N is an orthonormal basis for G we have
〈X, x∗〉 =
∑
i∈N
ci〈X, x∗i 〉 in L2(Ω)
with
ci := E
[〈X, x∗〉〈X, x∗i 〉] = 〈R∗x∗, R∗x∗i 〉H = 〈Rhi, x∗〉, i ∈ N.
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Therefore,
〈X, x∗〉 =
∑
i∈N
〈X, x∗i 〉〈x∗, Rhi〉 in L2(Ω).
Therefore, by Proposition 2.15, the sequence
Sn :=
n∑
i=1
〈X, x∗i 〉Rhi, n ∈ N,
of partial sums converges P-a.s. to X . It follows from (4.9), Theorem 2.23, and
Proposition 2.24 that X ∈ L2(Ω;E), whence Proposition 2.14 yields
∞∑
i=1
〈X, x∗i 〉Rhi = X in L2(Ω;E).
Thus, R ∈ γ(H0, E) due to Theorem 3.12(ii). The assertion that R ∈ γ(H, E)
follows now if we prove that R vanishes on the orthogonal complement H⊥0 of H0
in H. This is indeed the case since for a fixed h ∈ H⊥0 , 〈Rh, x∗〉 = 〈h,R∗x∗〉H = 0
for all x∗ ∈ E∗. Since E∗ separates the points of E, Rh = 0 for all h ∈ H⊥0 .
In order to prove that X = R · WH P-a.s., first recall from the proof of Propo-
sition 2.15 that there exists a countable set in E∗ that separates the points of E.
Hence every random variable fulfilling (4.9) is just a version of R · WH. Next note
that we have seen in the proof of ‘(i)⇒(ii)’ that (4.9) holds for X = R · WH. 
We have now all ingredients we need to prove a characterization of the stochas-
tic integral introduced above as a Pettis type stochastic Itoˆ-integral, see Proposi-
tion 4.13 below; for r = 1 this result can be found, e.g., in [71, Proposition 3.2], see
also [74]. Before we state this result, let us generalize some notions, which are part
of the folklore in Banach space theory: We say a function Φ: [0, T ] → L(H,E) is
H-measurable if for every h ∈ H the mapping t 7→ Φ(t)h is strongly measurable.
Moreover, an H-measurable function Φ: [0, T ] → L(H,E) belongs to L2(0, T ;H)
scalarly if for every x∗ ∈ E∗ the mapping Φ∗x∗ : [0, T ] → H , t 7→ Φ(t)∗x∗, is
square integrable. If E∗ separates the points of E, then we say that a function
Φ: [0, T ] → L(H,E) that belongs to L2(0, T ;H) (scalarly) represents an operator
R ∈ L(L2(0, T ;H), E) if R∗x∗ = Φ∗x∗ in L2(0, T ;H) for all x∗ ∈ E∗, i.e., if for all
x∗ ∈ E∗,
〈Rf, x∗〉 =
∫ T
0
〈Φ(t)f(t), x∗〉dt, f ∈ L2(0, T ;H).
Recall from (4.5) that every finite rank step function Φ: [0, T ]→ L(H,E) represents
an operator R ∈ L(L2(0, T ;H), E).
Proposition 4.13. Assume that E∗ separates the points of E. For a function
Φ: [0, T ]→ L(H,E) belonging to L2(0, T ;H) scalarly, the following are equivalent:
(i) There exists a sequence (Φn)n∈N of finite rank step functions, such that
• lim
n→∞
Φ∗nx
∗ = Φ∗x∗ in L2(0, T ;H) for all x∗ ∈ E∗;
• (RΦn · WH)n∈N is a Cauchy sequence in L0(Ω;E) (i.e., Cauchy in
probability).
(ii) There exists a random variable X : Ω → E such that for all x∗ ∈ E∗ we
have
〈X, x∗〉 =
∫ T
0
Φ∗(t)x∗ dWH(t) P-a.s.
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(iii) Φ represents an operator R ∈ γ(L2(0, T ;H), E).
In this case, R ·WH = X in Lp(Ω;E) for all p ∈ (0,∞), and
‖R‖γp(L2(0,T ;H);E) ≤ ‖X‖Lp(Ω;E) ≤ 2
1−r∧p
r∧p ‖R‖γp(L2(0,T ;H);E). (4.11)
We call a function Φ satisfying these equivalent conditions stochastically integrable
with respect to WH . The random variable X is called the stochastic integral of Φ
with respect to WH and is denoted by∫ T
0
Φ(t) dWH(t) := X.
Proof. ‘(i)⇒(iii)’: We claim that (RΦn · WH) converges in Lq(Ω;E) for any q ∈
(0,∞). In order to show this let ε > 0 be arbitrary. Note that RΦn ·WH − RΦm ·
WH = RΦn−Φm ·WH is a Gaussian sum, so that Theorem 2.16 applies and we will
use the constant Cp,q,r introduced there. Let δ = ε2
−1/q. Choose N such that for
all m,n ≥ N ,
P(‖RΦn ·WH −RΦm ·WH‖ > δ) ≤
1
4C22q,q,r
.
Then by [45, Corollary 6.2.9] (which remains valid in the r-Banach space setting),
we obtain that for all n,m ≥ N ,
‖RΦn ·WH −RΦm ·WH‖Lq(Ω;E) ≤ 21/qδ = ε.
This proves the claim. In particular, (RΦn · WH) converges in L2(Ω;E). This,
in turn, implies the existence of an operator R ∈ γ(L2(0, T ;H), E) such that
limn→∞‖RΦn − R‖γ(L2(0,T ;H),E) = 0 due to Inequality (4.1) and the complete-
ness of γ(L2(0, T ;H), E). Obviously, for all x∗ ∈ E∗, we have R∗Φnx∗ = Φ∗nx∗, and,
as a consequence, R∗x∗ = Φ∗x∗.
‘(iii)⇒(i)’: Since R ∈ γ(L2(0, T ;H), E), Lemma 4.7 implies that there ex-
ists a sequence of finite rank step functions (Φn)n∈N such that limn→∞‖RΦn −
R‖γ(L2(0,T ;H),E) = 0. Thus, due to Inequality (4.1), (RΦn ·WH)n∈N is a Cauchy
sequence in L2(Ω;E), and hence in L0(Ω;E). Moreover, for every x∗ ∈ E∗, we have
‖R∗Φnx∗ −R∗x∗‖L2(0,T ;H) → 0 for n→∞. Thus, Φ∗nx∗ → Φ∗x∗ in L2(0, T ;H).
The equivalence of (ii) and (iii) as well as the final statement are immediate
consequences of Theorem 4.12. 
5. Stochastic integration II: random integrands
In this section we extend the stochastic integral introduced above by allowing
for random integrands. More specifically, we define the stochastic integral for R ∈
L0(Ω; γ(L2(0, T ;H), E)), where T > 0, H is a Hilbert space, E is a suitable type of
r-Banach space, and R satisfies an adaptedness condition. The approach is in the
spirit of [71] (see also the survey [73]): We first define the stochastic integral for
stochastic processes with a very simple structure, the so-called adapted elementary
processes. Then we use a decoupling inequality to obtain a Burkholder-Davis-
Gundy type estimate. Finally, using this estimate, we extend the stochastic integral
to a wider class of random integrands: first in Lp and then in L0 by localization.
The main difference to the Banach space theory is that we do not assume that
E has the UMD property. Instead, we consider a (weaker) one-sided decoupling
property. This property was investigated in the quasi-Banach space setting in [24].
It turns out to be sufficient for the one-sided estimate required for the extension of
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the stochastic integral. In fact, as Proposition 5.1 below shows, the UMD property
fails to make sense in the quasi-Banach space setting.
Notation. Throughout this section, E is a separable r-Banach space for some
0 < r ≤ 1, H is a separable Hilbert space, and 0 < T < ∞. In addition, (Ω,F ,P)
is a probability space endowed with a normal filtration F = (Ft)t∈[0,T ], and WH
is an F/L2(0, T ;H)-isonormal process, i.e., an L2(0, T ;H)-isonormal process such
that for all 0 ≤ s < t ≤ T and all h ∈ L2(0, T ;H) such that supph ⊆ [s, t] it holds
that WH(h) is Ft-measurable and independent of Fs.
5.1. Intermezzo: The UMD property in quasi-Banach spaces. In order
to extend the class of admissible integrands and to develop a stochastic calculus
in the Banach space setting one typically assumes the Banach space has the UMD
(unconditional martingale differences) property, see, e.g., the survey [73]. Although
the concept of an E-valued martingale, with E an r-Banach space and r ∈ (0, 1),
does not make sense in general (for lack of a Bochner integral), it does makes sense
to consider E-valued martingales with respect to a filtration of finitely generated
σ-algebras. Moreover, it is known from [65], see also e.g. [44, Theorem 4.2.5],
that in the Banach space setting the UMD property is equivalent to the dyadic
UMD property (i.e., where one considers only martingales with respect to a dyadic
filtration). It is also known, see [23, Section 6], that the decoupling inequalities
needed to develop the stochastic integral of random integrands can be derived
directly from the dyadic UMD property. Unfortunately, Proposition 5.1 below
states that if an r-Banach space satisfies the dyadic UMD property, then it is
isomorphic to a Banach space.
Moreover, one can combine Proposition 5.1 with [36, Theorem 2 ] (the proof
carries over to the r-Banach space setting mutatis mutandis) to prove that if E
is an r-Banach space such that a two-sided version of inequality (5.2) below holds
(or, equivalently, a two-sided version of inequality (5.3)), then E is isomorphic to
a Banach space.
A sequence of E-valued random variables (dn)n∈N is called a Paley-Walsh mar-
tingale (or dyadic martingale) if there exists a Rademacher sequence (rk)k∈N, a
v0 ∈ E, and mappings vn : {−1, 1}n → E, n ∈ N, such that d1 = r1v0 and
dn = r1v0 +
∑n
k=2 rkvk−1(r1, . . . , rk−1), n ∈ {2, 3, . . . , }. If E is a Banach space,
this is equivalent to saying that (dn)n∈N is a martingale with respect to a dyadic
filtration.
Proposition 5.1. Let 0 < r < 1, 1 < p < ∞, and let E be a separable r-
Banach space that satisfies the dyadic UMDp-property, i.e., there exists a constant
β ∈ (0,∞) such that
E
∥∥∥∥ N∑
n=1
εndn
∥∥∥∥p
E
≤ βpE
∥∥∥∥ N∑
n=1
dn
∥∥∥∥p
E
, for all N ∈ N,
holds for all Paley-Walsh martingales (dn)n∈N and all signs (εn)n∈N ∈ {−1, 1}N.
Then E is isomorphic to a Banach space.
Proof. Let βp(ℓ
∞
2n), n ∈ N, denote the dyadic UMDp constant of ℓ∞2n . It is well-
known, see e.g. [44, Proposition 4.2.19], that there exists a constant cp ∈ (0,∞)
such that βp(ℓ
∞
2n) ≥ cp
√
n for all n ∈ N. Note that if, for some λ ∈ (0,∞) and
n ∈ N, E contains a λ-isomorphic copy of ℓ∞2n in the sense of [45, Definition 7.1.8]
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then βp(ℓ
∞
2n) ≤ λβ. It follows that c0 is not ε-finitely represented in E for any
ε ∈ (0,∞), in the sense of [2, Definition 11.1.1]. Thus [5, Theorem 1] implies that
there exists a q ∈ [2,∞) such that E has cotype q.
Minor modifications of the Burkholder stopping time proof (see [14, Theorem 1.1,
‘(1.2)⇒ (1.3)’], and see [24, Lemma 3.2] for the minor modifications) shows that
if E satisfies the dyadic UMDs-property for some s ∈ (1,∞), then it satisfies the
dyadic UMDs-property for all s ∈ (1,∞). It follows immediately (see e.g. [73,
Proposition 5.3]) that E has Paley-Walsh martingale cotype q. Now the proof
of [77, Theorem 3.1(a)] (which also works for E a quasi-Banach space) provides a
norm |·|E : E → R and constants c, C ∈ (0,∞) such that c‖x‖E ≤ |x|E ≤ C‖x‖E
for all x ∈ E. 
5.2. Stochastic integrals of adapted elementary processes and a one-sided
Burkholder-Davis-Gundy inequality. As usual, our construction starts with
the following class of integrands.
Definition 5.2. We say that Φ: [0, T ]× Ω → L(H,E) is an adapted elementary
process if there exist 0 = t0 < t1 < . . . < tJ = T , {h1, . . . , hK} ⊆ H orthonormal
and Ftj−1-measurable simple random variables Xj,k : Ω → E, j ∈ {1, . . . , J}, k ∈
{1, . . . ,K}, for some J,K ∈ N, such that
Φ(t, ω) =
J∑
j=1
1(tj−1,tj ](t)
K∑
k=1
hk ⊗Xj,k(ω).
Moreover, we say a random variable R ∈ L0(Ω; γ(L2(0, T ;H), E)) is represented
by an adapted elementary process Φ if
Rf = RΦf :=
∫ T
0
Φ(t, ·)f(t) dt, f ∈ L2(0, T ;H). (5.1)
For this class of processes/operator valued random variables we define the sto-
chastic integral the usual way as a path-wise Lebesgue-Stieltjes type integral.
Definition 5.3. Let R ∈ L0(Ω; γ(L2(0, T ;H), E)) be represented by an adapted
elementary process Φ =
∑J
j=1
∑K
k=1 1(tj−1,tj ] ⊗ hk ⊗ Xj,k with tj, hk and Xj,k as
in Definition 5.2. Then the stochastic integral of R with respect to WH is denoted
by R ·WH and defined by
R ·WH :=
J∑
j=1
K∑
k=1
WH(1(tj−1,tj ] ⊗ hk)Xj,k.
Moreover, the stochastic integral process (R ·WH(t))t∈[0,T ] is defined by
R ·WH(t) :=
J∑
j=1
K∑
k=1
WH(1(tj−1,tj ]∩[0,t] ⊗ hk)Xj,k, t ∈ [0, T ].
Remark 5.4. Let Φ be an adapted elementary process.
(i) With slight abuse of notation we use RΦ ·WH to denote both the stochastic
integral and the stochastic integral process. We may also write Φ·WH instead
of RΦ ·WH .
(ii) The stochastic integral process Φ ·WH is an E-valued F-adapted process, and
there exists a version of Φ ·WH that has continuous paths.
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(iii) Recall that the Bochner integral (and hence the conditional expectation) fails
to extend to the quasi-Banach space setting. However, clearly 〈Φ ·WH , x∗〉
is a martingale for all x∗ ∈ E∗.
In the Banach space setting the UMD property is not strictly necessary to ex-
tend the definition of the stochastic integral to a suitable class of operator valued
random variables R ∈ L0(Ω; γ(L2(0, T ;H), E)). Indeed, as shown in [24, Theo-
rem 5.4(ii)], to obtain an extension together with a p-independent one-sided (‘up-
per’) Burkholder-Davis-Gundy inequality, it is enough to assume that E satisfies
a decoupling property for tangent sequences as introduced by Kwapien´ and Woy-
czynski [57], see also [58] for details on this topic. In this section we show that in
the quasi-Banach space setting we can extend the class of integrands with a similar
strategy.
The precise definition of the decoupling property is technical and understanding
the definition is not essential for the comprehension of this section; one may take
Proposition 5.8 as a starting point. However, for the readers’ convenience we recall
here the definition of decoupling that we have in mind (see also [24, Definition 1.2
and Theorem 4.1]).
Definition 5.5. Let E be a quasi-Banach space, (Ω,F ,P, (Gn)n∈N0) a filtered prob-
ability space, and let (dn)n∈N, (en)n∈N be L
p(Ω;E)-sequences such that (dn)n∈N is
(Gn)n∈N-adapted. We say that (en)n∈N is a G∞ := σ(Gn : n ∈ N)-decoupled tangent
sequence of (dn)n∈N if (en)n∈N is a G∞-conditionally independent sequence and for
all B ∈ B(E), n ∈ N it holds that
P(dn ∈ B|Gn−1) = P(en ∈ B|G∞).
By passing to a larger probability space, one can always construct a G∞-decoupled
tangent sequence to a given (Gn)n∈N-adapted Lp(Ω;E)-sequence (dn)n∈N (see, e.g. [58,
Section 4.3]).
Definition 5.6. We say that a quasi-Banach space E satisfies the decoupling in-
equality if for all p ∈ (0,∞) there exists a constant Dp ∈ (0,∞) such that for all
filtered probability spaces (Ω,F ,P, (Gn)n∈N0) and all Lp(Ω;X)-sequences (dn)n∈N
and (en)n∈N such that (dn)n∈N is (Gn)n∈N-adapted and (en)n∈N is a G∞-decoupled
tangent sequence of (dn)n∈N it holds that
E
∥∥∥∥ N∑
n=1
dn
∥∥∥∥p
E
≤ Dpp E
∥∥∥∥ N∑
n=1
en
∥∥∥∥p
E
for all N ∈ N.
In contrast to the UMD property, the decoupling property is satisfied by many
prominent examples of quasi-Banach spaces. The following examples are particu-
larly important for our purposes.
Example 5.7. Every Hilbert space satisfies the decoupling property, see e.g. [24,
Corollary 4.9]. Moreover, let F be an r-Banach space satisfying the decoupling
property, 0 < r ≤ 1, let (S,A, µ) be a σ-finite measure space, and let 0 < p < ∞,
then the r ∧ p-Banach space Lp(S;F ) satisfies the decoupling property, see [24,
Corollary 4.6]. Finally, it is immediate from the definition that any closed sub-
space of an r-Banach space satisfying the decoupling property again satisfies the
decoupling property. In particular, Bαp,q(R
d) satisfies the decoupling property for
all α ∈ R and all p, q ∈ (0,∞).
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Proposition 5.8 below provides the crucial property ensuring that quasi-Banach
spaces that satisfy the decoupling property allow for a well-defined stochastic inte-
gral, see [24, Example 1.1, Definition 1.2, and Theorem 4.1] for a proof.
Proposition 5.8. Let E satisfy the decoupling property. Then for all p ∈ (0,∞)
there exists a constant CE,p ∈ (0,∞) such that for every filtered probability space
(Ω,F ,P,G = (Gn)n∈N0), all Gaussian sequences (γn)n∈N on (Ω,F ,P) such that γn
is Gn-measurable and independent of Gn−1, and all G-adapted E-valued stochastic
processes (vn)n∈N0 it holds that
E
[
sup
1≤M≤N
∥∥∥∥ M∑
n=1
γnvn−1
∥∥∥∥p
E
]
≤ CpE,pE
∥∥∥∥ N∑
n=1
γ′nvn−1
∥∥∥∥p
E
, (5.2)
where (γ′n)n∈N is a copy of (γn)n∈N independent of G∞ := σ(
⋃
n∈N Gn). Moreover,
without loss of generality one may assume lim supp→∞ CE,p/p <∞.
The proposition above allows us to obtain a one-sided Burkholder-Davis-Gundy
inequality for the stochastic integral of an adapted elementary process.
Proposition 5.9. Let E satisfy the decoupling property. Then for all p ∈ (0,∞)
and all adapted elementary processes Φ: [0, T ]× Ω→ L(H,E) it holds that
E
[
sup
t∈[0,T ]
‖Φ ·WH(t)‖pE
]
≤ CpE,pE‖RΦ‖pγp(L2(0,T ;H),E), (5.3)
where CE,p is the constant introduced in Proposition 5.8 and RΦ is defined by (5.1).
Proof. The proof is entirely analogous to the proof of [24, Theorem 5.4 (2)]. More
precisely, we follow the argument on [24, pp. 371-372], but replace the equivalence
labeled ‘
(i)
h’ on [24, p. 371] by an upper estimate which follows from Proposition 5.8.

Remark 5.10. For the purpose of obtaining the one-sided Burkholder-Davis-Gundy
inequality (5.3) one merely needs the Gaussian decoupling property, i.e., one needs
that (5.2) holds. The reason we do not directly consider quasi-Banach spaces with
this property is that it does not seem possible to prove p-independence of this prop-
erty directly. Note however that results in [23, Section 6] and [91] prove that—at
least in the Banach space setting—Gaussian decoupling is equivalent to Rademacher
decoupling, for which the p-independence is well-established. We take [24] as a
starting point because this is already in the quasi-Banach space setting.
5.3. Lp-stochastic integration. With the Burkholder-Davis-Gundy type inequal-
ity from Proposition 5.9 at hand, we can extend the stochastic integral to the clo-
sure in Lp(Ω; γ(L2(0, T ;H), E)) of the space of operators that represent elementary
adapted processes. Before we do so, we want to describe this completion. Recall
that if F is an r-Banach space, then L0(Ω;F ) denotes the space of F -valued random
variables. When endowed with the topology of convergence in probability, L0(Ω;F )
becomes a complete metric space under the metric d(f, g) = E(‖f − g‖rF ∧ 1). In
order to state and prove Lemma 5.12 without having to deal with the case p = 0
separately, in this section we adopt the convention
‖f‖L0(Ω;F ) := E
[‖f‖rF ∧ 1]. (5.4)
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Definition 5.11. Let 0 ≤ p ≤ ∞ and let R ∈ Lp(Ω; γ(L2(0, T ;H), E)). We say
that R is F-adapted, and write R ∈ Lp
F
(Ω; γ(L2(0, T ;H), E)), if for all t ∈ [0, T ]
and all f ∈ L2(0, T ;H) satisfying supp f ⊆ [0, t] it holds that Rf ∈ Lp(Ω;E) is
(strongly) Ft-measurable.
Lemma 5.12. Let 0 ≤ p < ∞ and let R ∈ Lp(Ω; γ(L2(0, T ;H), E)). Then the
following are equivalent:
(i) R ∈ Lp
F
(Ω; γ(L2(0, T ;H), E)).
(ii) There exists a sequence of adapted elementary processes (Φn)n∈N such that
limn→∞ ‖R−RΦn‖Lp(Ω;γ(L2(0,T ;H),E)) = 0.
Proof. ‘(ii)⇒(i)’: The desired implication follows immediately by observing that
for all t ∈ [0, T ] and f ∈ L2(0, T ;H) satisfying supp f ⊆ [0, t] it holds that RΦnf is
an E-valued, Ft-measurable simple function and
lim
n→∞
‖Rf −RΦnf‖Lp(Ω;E) = 0.
‘(i)⇒(ii)’: By rescaling we may assume T = 1. Let R ∈ Lp
F
(Ω; γ(L2(0, 1;H), E))
and ε > 0 be given.
For η ∈ [0, 1] let Sη ∈ L(L2(0, 1;H)) be the left shift, i.e., for f ∈ L2(0, 1;H) we
define
Sηf(t) =
{
f(t+ η), t ∈ [0, 1− η];
0, t ∈ (1− η, 1].
Note that S∗ηf → f in L2(0, 1;H) as η ↓ 0 for all f ∈ L2(0, 1;H), and that
supη∈[0,1] ‖Sη‖L(L2(0,1;H)) = 1. If p = 0 then Theorem 3.9 implies limη↓0 ‖R −
RSη‖Lp(Ω;γ(L2(0,1;H),E)) = 0. The same conclusion holds for p ∈ (0,∞) by invoking
Theorem 3.9, Theorem 3.7, and the dominated convergence theorem. Hence we can
pick K ∈ N such that
‖R−RS2−K‖Lp(Ω;γ(L2(0,1;H),E)) < ε. (5.5)
Now let (hk)k∈N be an orthonormal basis for H , and for all k ∈ N let Qk ∈ L(H)
be the orthogonal projection on span({h1, . . . , hk}). Let (fk)k∈N be the Haar basis
for L2(0, 1), and for k ∈ N let Pk ∈ L(L2(0, 1)) be the orthogonal projection on
span({f1, . . . , fk}). Note that
P2kf =
2k∑
j=1
2k〈1((j−1)2−k,j2−k], f〉L2(0,1)1((j−1)2−k,j2−k], for all f ∈ L2(0, 1).
(5.6)
By Example 3.10 we have limL→∞ ‖RS2−K (PL⊗QL)−RS2−K‖γ(L2(0,1;H),E) = 0
P-a.s. It follows from the above that for p = 0 there exists an L ≥ K such that
‖RS2−K −RS2−K (P2L ⊗Q2L)‖Lp(Ω;γ(L2(0,1;H),E)) < ε. (5.7)
The same conclusion is obtained for p ∈ (0,∞) by invoking Theorem 3.7 and
the dominated convergence theorem. Now define RK,L = RS2−K (P2L ⊗ Q2L) and
observe that RK,L is represented by ΦK,L : [0, 1] × Ω → L(H,E) in the sense of
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Definition 5.1, where ΦK,L is given by
ΦK,L =
2L∑
j=1
2L∑
ℓ=1
1((j−1)2−L,j2−L] ⊗ hℓ ⊗X(K,L)j,ℓ ,
with X
(K,L)
j,ℓ = 2
LRS2−K (1((j−1)2−L,j2−L] ⊗ hℓ)
= 2LR(1((j−1)2−L−2−K ,j2−L−2−K ]∩[0,1] ⊗ hℓ).
As R ∈ Lp
F
(Ω; γ(L2(0, 1;H), E)) and L ≥ K we have X(K,L)j,ℓ ∈ Lp(Ω,F(j−1)2−L ;E).
As a final step, note that if Yj,ℓ ∈ Lp(Ω,F(j−1)2−L ,P;E), j, ℓ ∈ {1, . . . , 2L}, and
if RK,L,Y ∈ Lp(Ω; γ(L2(0, 1;H);E)) is represented by
ΦK,L,Y =
2L∑
k=1
2L∑
ℓ=1
1((j−1)2−L,j2−L] ⊗ hℓ ⊗ Yj,ℓ, (5.8)
then by Estimate (3.3) in Proposition 3.2 we obtain that
‖RK,L −RΦK,L,Y ‖Lp(Ω;γ(L2(0,1;H);E)) hp,r
∥∥∥∥∥
2L∑
j=1
2L∑
ℓ=1
2−L/2γj,ℓ(Xj,ℓ − Yj,ℓ)
∥∥∥∥∥
Lp(Ω;E)
,
where (γj,ℓ)j,ℓ∈{1,...,2L} is a Gaussian sequence on (Ω,F ,P) independent of F∞ :=
σ(
⋃
t∈[0,∞) Ft). It follows that we can pick F(j−1)2−L -measurable simple random
variables Yj,ℓ, k, ℓ ∈ {1, . . . , 2L}, such that
‖RK,L −RK,L,Y ‖Lp(Ω;γ(L2(0,1;H);E)) < ε. (5.9)
Note that ΦK,L,Y is an adapted elementary process in the sense of Definition 5.2.
Estimates (5.5), (5.7), and (5.9) yield ‖R−RK,L,Y S‖L0(Ω;γ(L2(0,1;H),E)) < 3ε, and
‖R−RK,L,Y S‖Lp(Ω;γ(L2(0,1;H),E)) < 3
1
r∧p ε for all p ∈ (0,∞). 
Now all ingredients are available to extend the stochastic integral to integrands
in Lp
F
(Ω; γ(L2(0, T ;H), E)) for 0 < p <∞. The following theorem is an immediate
consequence of Proposition 5.9 and Lemma 5.12.
Theorem 5.13. Let 0 < p < ∞, let E satisfy the decoupling property, and let
R ∈ Lp
F
(Ω; γ(L2(0, T ;H), E)). Then there exists a unique continuous E-valued
F-adapted stochastic process (Ψ(t))t∈[0,T ] such that for every sequence of adapted
elementary processes (Φn)n∈N satisfying
lim
n→∞
E ‖RΦn −R‖pγ(L2(0,T ;H),E) = 0
it holds that
lim
n→∞
‖Φn ·WH −Ψ‖Lp(Ω;C([0,T ];E)) = 0.
We use the notation R ·WH = (R ·WH(t))t∈[0,T ] for Ψ and call this process the
stochastic integral of R with respect to WH . It holds that
E ‖R ·WH‖pC([0,T ];E) ≤ CpE,pE ‖R‖pγ(L2(0,T ;H),E) , (5.10)
where CE,p is as in Proposition 5.8.
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5.4. Localization. We now turn to the localized case. To this end, we need to
introduce ‘stopped’ elements of L0
F
(Ω; γ(L2(0, T ;H), E)). Hence we define, for t ∈
[0, T ], the operator Pt ∈ L(L2(0, T ;H)) by Pt(f) = f1[0,t], f ∈ L2(0, T ;H).
Lemma 5.14. Let 0 ≤ p < ∞, let E satisfy the decoupling property, let τ : Ω →
[0, T ] be an F-stopping time, and let R ∈ Lp
F
(Ω, γ(L2(0, T ;H), E)). Then RPτ ∈
Lp
F
(Ω, γ(L2(0, T ;H), E)). Moreover, if p > 0 then
R ·WH(τ) = RPτ ·WH(T ) in Lp(Ω;E). (5.11)
Proof. If R is represented by an adapted elementary process, then it follows triv-
ially from the fact that τ is a stopping time, Theorem 3.7, and the fact that
supt∈[0,T ] ‖Pt‖L(L2(0,T ;H)) = 1 that RPτ ∈ LpF(Ω, γ(L2(0, T ;H), E)). Moreover,
identity (5.11) follows from ‘classical’ Itoˆ integration theory.
The general case is obtained by considering an approximating sequence of adapted
elementary processes (Φn)n∈N, see Lemma 5.12, and noting that if
lim
n→∞
‖R−RΦn‖Lp(Ω;γ(L2(0,T ;H),E)) = 0,
then by Theorem 3.7 also
lim
n→∞
‖RPτ −RΦnPτ‖Lp(Ω;γ(L2(0,T ;H),E)) = 0.
Finally, if p > 0, then by Theorem 5.13 it holds that
lim
n→∞
E‖R·WH−RΦn ·WH‖pC([0,T ];E) = limn→∞E‖RPτ ·WH−RΦnPτ ·WH‖
p
C([0,T ];E) = 0.
Recalling that Identity (5.11) holds for RΦn , we conclude that it also holds for
R. 
The following lemma is the key ingredient that enables us to define a localized
version of the stochastic integral. For r = 1 it can be found in [71, Lemma 5.4].
Lemma 5.15. Let 0 < p < ∞, let E satisfy the decoupling property, and let
R ∈ Lp
F
(Ω; γ(L2(0, T ;H), E)). Then for all ε, δ ∈ (0,∞) it holds that
P
(‖R ·WH‖C([0,T ];E) > ε) ≤ CpE,pεp
δp
+ P
(‖R‖Lp(Ω;γ(L2(0,T ;H);E)) > δ),
where CE,p is the constant in Theorem 5.13.
Proof. Define the stochastic process ψ : [0, T ]×Ω→ R by ψ(t) = ‖RPt‖γ(L2(0,T ;H),E).
Note that limt→T ‖Ptf − f‖L2(0,T ;H) = 0 for all f ∈ L2(0, T ;H), whence it follows
from Theorem 3.9 that ψ is a continuous F-adapted process. Moreover, by the
definition of the γ-radonifying norm (see Definition 3.5), it holds that ψ is in-
creasing and ψ(T ) = ‖R‖γ(L2(0,T ;H),E). Finally, it follows from Theorem 5.13 and
Lemma 5.14 that for every stopping time τ : Ω→ [0, T ] it holds that
E‖R ·W (τ)‖pC([0,T ];E) ≤ CE,pψ(τ). (5.12)
The result now follows from an argument based on Chebyshev’s inequality, see [71,
Lemma 5.1] 
Theorem 5.16. Let E satisfy the decoupling property. Then, for every R ∈
L0
F
(Ω; γ(L2(0, T ;H), E)), there exists a unique continuous E-valued F-adapted sto-
chastic process (Ψ(t))t∈[0,T ] such that for every sequence of adapted elementary
processes (Φn)n∈N satisfying
lim
n→∞
E
[ ‖RΦn − R‖γ(L2(0,T ;H),E) ∧ 1] = 0
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it holds that
lim
n→∞
E
[ ‖Φn ·WH −Ψ‖C([0,T ],E) ∧ 1] = 0.
We use the notation R ·WH = (R ·WH(t))t∈[0,T ] for Ψ and call this process the
stochastic integral of R with respect to WH .
Proof. It follows from Lemma 5.15 that the stochastic integral mapping for adapted
elementary processes (see Definition 5.3)
Φ 7→ Φ ·WH ∈ L0(Ω; C([0, T ], E))
extends continuously to L0
F
(Ω, γ(L2(0, T ;H), E)) with respect to the metric of con-
vergence in probability—here we also use that the adapted elementary processes
are dense in this space by Lemma 5.12. 
As for deterministic integrands, see Corollary 4.9, we have the following series
expansion of the stochastic integral.
Corollary 5.17. Let E satisfy the decoupling inequality, let 0 ≤ p < ∞, and let
R ∈ Lp
F
(Ω; γ(L2(0, T ;H), E)). Then, for every orthonormal basis (hn)n∈N in H,
R ·WH =
∑
n∈N
R(· ⊗ hn) ·WH(· ⊗ hn),
where the series converges in Lp(Ω; C([0, T ];E)). In particular, for every x∗ ∈ E∗,
〈R ·WH , x∗〉 =
∑
n∈I
∫ ·
0
〈R∗x∗(t), hn〉H dWHhn(t),
where the series converges in Lp(Ω; C([0, T ])).
Proof. The proof is entirely analogous to the proof of Corollary 4.9, with the un-
derstanding that we apply Theorems 5.13 and 5.16 instead of Proposition 4.8. 
5.5. Stochastic integration in r-Banach spaces with separating dual. If E∗
separates points in E, then we have the following consequence of Theorems 5.13
and 5.16. See also [71, Theorems 3.6 and 5.9] for the (elementary) proof. Note
that [71, Theorems 3.6 and 5.9] also provide the reverse statement. However, in
‘Step 2’ of the proof of the reverse statement a two-sided decoupling inequality is
used, which is not to be available in the r-Banach space setting when r < 1.
Corollary 5.18. Let E satisfy the decoupling property, let E∗ separate the points of
E and let 0 ≤ p <∞. Let Φ: [0, T ]→ L(H,E) be such that Φ∗x∗ ∈ L0(Ω;L2(0, T ;H))
for all x∗ ∈ E∗, and Φh is strongly measurable and adapted for all h ∈ H. If
R ∈ Lp(Ω; γ(L2(0, T ;H), E)) is such that
〈Rf ⊗ h, x∗〉 =
∫ T
0
〈Φ(t, ·)hf(t), x∗〉dt, for all f ∈ L2(0, T ), h ∈ H,x∗ ∈ E∗,
then there exists a sequence of adapted elementary processes (Φn)n∈N such that
(1) for all h ∈ H, x∗ ∈ E∗ it holds that limn→∞〈Φnh, x∗〉 = 〈Φh, x∗〉 in
L0(Ω;L2(0, T ));
(2) there exists a process Ψ ∈ Lp(Ω; C([0, T ], E)) such that
lim
n→∞
E(‖Φn ·WH −Ψ‖C([0,T ],E) ∧ 1) = 0
and, if p > 0, limn→∞ E‖Φn ·WH −Ψ‖Lp(Ω;C([0,T ];E)) = 0.
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6. The stochastic heat equation
Let d ∈ N, p, q ∈ (0, 1), and σ ∈ R. Our aim is to prove Ho¨lder continuity in
time and spatial Besov regularity, i.e., with respect to Bσp,q(R
d), for the stochastic
heat equation
du(t, x) = [∆u(t, x) + f(t, x)] dt+
∑
n∈N
gn(t, x) dWn(t), x ∈ Rd, t ∈ [0,∞),
u(0, x) = u0(x), x ∈ Rd.
(6.1)
Here (Wn)
∞
n=1 is a sequence of independent F-standard Brownian motions on a fil-
tered probability space (Ω,F ,P,F = (Ft)t∈[0,∞)), u0 : Ω→ S ′(Rd) is F0-measurable,
f is an S ′(Rd)-valued process such that 〈f, ϕ〉 is progressively measurable for all
ϕ ∈ S (Rd), and (gn)n∈N is an S ′(Rd; ℓ2)-valued process such that 〈gn, ϕ〉 is pro-
gressively measurable for all n ∈ N, ϕ ∈ S (Rd). We shall work with the following
concept of a solution to (6.1).
Definition 6.1. Assume that for all ϕ ∈ S (Rd) it holds that s 7→ 〈f(s), ϕ〉 is
in L1(0, T ) a.s., and (〈gn(t), ϕ〉)n∈N is in L2(0, T ; ℓ2) a.s. An adapted process U :
Ω× [0, T ]→ S ′(Rd) is called a solution to (6.1) if for all ϕ ∈ S (Rd), t ∈ [0, T ] it
holds that 〈U,∆ϕ〉 ∈ L1(0, T ) and
〈U(t), ϕ〉 − 〈u0, ϕ〉 =
∫ t
0
〈U(s),∆ϕ〉ds +
∫ t
0
〈f(s), ϕ〉ds
+
∑
n∈N
∫ t
0
〈gn(s), ϕ〉dWn(s).
Uniqueness of a solution to (6.1) follows from the uniqueness of a solution to
the heat equation in the space of tempered distributions. Theorem 6.2 below states
existence of a solution to (6.1) assuming certain (spatial) Besov regularity conditions
on f and g.
The main challenge in proving well-posedness of (6.1) is that we are dealing with
stochastic processes taking values in Bσp,q(R
d), where possibly p or q is less than
1, i.e., one is in the p ∧ q ∧ 1-Banach space setting. More specifically, we need to
work in the space γ(L2(0, T ;H), Bσp,q(R
d)). To this end we observe that given G ∈
Bσp,q(R
d;L2(0, T ;H)), we can associate an operator R : L2(0, T ;H)→ Bσp,q(Rd) by
setting
Rf =
∫ T
0
〈G(t), f(t)〉Hdt
By Proposition A.1 this operatorR is γ-radonifying and ‖R‖γ(L2(0,T ;H),Bσp,q(Rd)) hp,q
‖G‖Bσp,q(Rd;L2(0,T ;H)) (note that this implies in particular that G is uniquely de-
termined by R). The proof of Theorem 6.2 relies on this characterisation of
γ(L2(0, T ;H), Bσp,q(R
d)). Although it is not used in this section, we wish to stress
that because Bσp,q(R
d) has a separating dual, the tools developed in Section 4.3
could be employed to deal with stochastic integrals of deterministic integrands.
The results and techniques of this section can be extended to the case that f and
g depend on u in a suitable way. Another possible extension is to consider more
general differential operators (instead of ∆). We prefer to keep the presentation
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as simple as possible whilst still demonstrating the power of stochastic calculus in
r-Banach spaces such as Besov spaces.
We refer to Appendix A for some basic results on vector-valued Besov spaces
needed below. In order to phrase our result we introduce, for r, α, t ∈ (0,∞)
and E a Banach space, the weighted Lr-norm ‖·‖Lrα(0,t;E) : Lr(0, t;E) → [0,∞]
defined by ‖f‖rLrα(0,t;E) :=
∫ t
0 (t − s)−αr‖f(s)‖rE ds. Observe that for α ∈ (0, 1/r),
L∞(0, t;E) ⊆ Lrα(0, t;E) with
‖f‖Lrα(0,t;E) ≤ Cα,rt
1
r−α‖f‖L∞(0,t;E).
Our main existence and uniqueness result for the stochastic heat equation (6.1)
in arbitrary Besov spaces reads as follows.
Theorem 6.2. Let σ ∈ R, p, q, r, T ∈ (0,∞), α ∈ [0, 1), β ∈ [0, 12 ). Let (Ω,F ,P) be
a probability space, F = (Ft)t∈[0,T ] a filtration on F , and letWℓ2 be an F/L2(0, T ; ℓ2)-
isonormal process. Let u0 ∈ Lr(F0;Bσp,q(Rd)). Let f : [0, T ]× Ω → Bσ−2αp,q (Rd) be
progressively measurable, and assume
C
(6.2)
f := sup
t∈[0,T ]
‖f |Ω×[0,t]‖Lr(Ω;Bσ−2αp,q (Rd;L1α(0,t))) <∞. (6.2)
Let g : [0, T ]× Ω→ Bσ−2βp,q (Rd; ℓ2) be progressively measurable, and assume
C(6.3)g := sup
t∈[0,T ]
‖g|Ω×[0,t]‖Lr(Ω;Bσ−2βp,q (Rd;L2β(0,t;ℓ2))) <∞. (6.3)
Finally, let Kt ∈ S (Rd), t ∈ (0,∞), be the standard heat kernel, i.e.,
Kt(x) =
1
(4πt)d/2
exp
(
− |x|
2
4t
)
, t ∈ (0,∞), x ∈ Rd. (6.4)
For ϕ ∈ S ′(Rd) set K0 ∗ ϕ := ϕ.
Then for all t ∈ (0,∞) it holds that Kt−·∗g|[0,t] ∈ LrF(Ω; γ(L2(0, t; ℓ2), Bσp,q(Rd))).
Consequently, the stochastic integral [(Kt−· ∗ g)1[0,t]] · Wℓ2 is well-defined for all
t ∈ (0, T ] by Example 5.7 and Theorem 5.13. Defining, for all t ∈ [0, T ], ϕ ∈ S (Rd)
〈U(t), ϕ〉 = 〈Kt ∗ u0, ϕ〉
+
∫ t
0
〈Kt−s ∗ f(s), ϕ〉ds+ [〈Kt−· ∗ g, ϕ〉1[0,t]] ·Wℓ2 P-a.s.,
(6.5)
we have that U is an F-adapted, Bσp,q(R
d)-valued stochastic process that is a solution
to (6.1) in the sense of Definition 6.1.
Moreover, for all λ ∈ (0, α∧ β] there exists a constant C(6.6)d,p,α,β,λ (independent of
u0, f , and g) such that
‖U‖Cλ([0,T ];Lr(Ω;Bσ−2λp,q (Rd))) ≤ C
(6.6)
d,p,q,α,λe
6π2T
(
‖u0‖Lr(Ω;Bσp,q(Rd)) + C
(6.2)
f + C
(6.3)
g
)
,
(6.6)
and if (α ∧ β) − 1r > 0, then U ∈ Lr(Ω, Cλ([0, T ], B
σ−2(λ+ 1r+ε)
p,q (Rd)) for all λ, ε ∈
(0, α ∧ β) satisfying λ+ ε ≤ (α ∧ β)− 1r .
Proof. It is an immediate consequence of Corollary B.3 (with s = λ = 0) that
sup
t∈[0,T ]
‖Kt ∗ u0‖Lr(Ω;Bσp,q(Rd)) ≤
(
1 + C
(B.15)
d,p,0 e
6π2T
)‖u0‖Lr(Ω;Bσp,q(Rd)). (6.7)
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It also follows from Corollary B.3 that for all λ ∈ (0, α ∧ β] and all 0 ≤ s < t ≤ T
one has
‖(Kt −Ks) ∗ u0‖Lr(Ω;Bσ−2λp,q (Rd)) ≤ C
(B.15)
d,p,λ (t− s)λe6π
2T ‖u0‖Lr(Ω;Bσp,q(Rd)). (6.8)
Proposition A.1, estimate (B.17) in Corollary B.4 with s = λ = 0, and (6.3), yield
sup
t∈(0,T ]
‖Kt−· ∗ g|[0,t]‖Lr(Ω;γ(L2(0,t;ℓ2),Bσp,q(Rd))
hp,q sup
t∈(0,T ]
‖Kt−· ∗ g|[0,t]‖Lr(Ω;Bσp,q(Rd;L2(0,t;ℓ2))) ≤ C
(B.17)
d,p,β,0C
(6.3)
g e
5π2T ,
whence by Theorem 5.13 and Example 5.7 there exists a constant C
(6.9)
d,p,q,β (inde-
pendent of g) such that
sup
t∈(0,T ]
∥∥[Kt−· ∗ g1[0,t]] ·Wℓ2∥∥Lr(Ω;Bσp,q(Rd)) ≤ C(6.9)d,p,q,βC(6.3)g e5π2T . (6.9)
Similarly, by Theorem 5.13, Example 5.7, Proposition A.1, and estimates (B.16)
and (B.17) in Corollary B.4 for all λ ∈ (0, β] there exists a constant C(6.9)d,p,q,β,λ such
that for all 0 ≤ s < t ≤ T :∥∥[Kt−· ∗ g1[0,t]] ·Wℓ2 − [Ks−· ∗ g1[0,s]] ·Wℓ2∥∥Lr(Ω;Bσ−2λp,q (Rd))
.p,q
( ∥∥(Kt−· −Ks−·) ∗ g1[0,s]∥∥Lr(Ω;Bσ−2λp,q (Rd;L2(0,s;ℓ2)))
+
∥∥Kt−· ∗ g1[s,t]∥∥Lr(Ω;Bσ−2λp,q (Rd;L2(s,t;ℓ2))) )
≤
(
C
(B.16)
d,p,α,λ + C
(B.17)
d,p,α,λ
)
C(6.3)g (t− s)λe6π
2T .
(6.10)
As for the deterministic integral, we have, by estimate (B.19) in Corollary B.5
with λ = s = 0, that
sup
t∈(0,T ]
∥∥∥∥∫ t
0
Kt−s ∗ g(s) ds
∥∥∥∥
Lr(Ω;Bσp,q(R
d))
≤ C(B.19)d,p,α,0C(6.2)f e5π
2T . (6.11)
Moreover, by estimates (B.18) and (B.19) in Corollary B.5 it follows that for all
λ ∈ (0, α] and all 0 ≤ s < t ≤ T one has∥∥∥∥∫ t
0
Kt−u ∗ g(u) ds−
∫ s
0
Kt−u ∗ g(u) ds
∥∥∥∥
Lr(Ω;Bσ−2λp,q (Rd))
≤
(
C
(B.18)
d,p,α,λ + C
(B.19)
d,p,α,λ
)
C
(6.2)
f (t− s)λe6π
2T .
(6.12)
Estimates (6.7), (6.9), and (6.11) guarantee that U is well-defined as an F-
adapted, Bσp,q(R
d) valued process. It follows from estimates (6.8), (6.10), and (6.12)
that Estimate (6.6) holds for all λ ∈ (0, α ∧ β].
It follows from Estimate (6.6) and the Kolmogorov-Chentsov criterion—see e.g. [49,
Theorem 14.9]—that there exists a version U¯ : [0, T ]× Ω→ Bσp,q(Rd) such that
E‖U¯‖r
Cλ([0,T ];B
σ−2(λ+1
r
+ε)
p,q (Rd)))
<∞.
Note that here we applied the Kolmogorov-Chentsov criterion with the metric
d(f, g) = ‖f − g‖p∧q∧1
B
σ−2(λ+1
r
+ε)
p,q (Rd)
.
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Next, recall that for all λ1, λ2 ∈ (0, 1) satisfying λ2 > λ1 it holds that the ‘small’
Ho¨lder space cλ1([0, T ]) is separable and Cλ2([0, T ]) →֒ cλ1([0, T ]). Hence we can
conclude that U¯ is strongly measurable as a Cλ([0, T ];B
σ−2(λ+ 1r+ε)
p,q (Rd))-valued
process, and thus the claim U ∈ Lp(Ω;Cλ([0, T ];Bσ−2(λ+ 1r+ε)p,q (Rd))) is verified.
It remains to show that U satisfies Definition 6.1. This can be proved by re-
peating the classical argument for mild and weak solutions (see [25, Theorem 5.4]).
This completes the proof of the theorem. 
Remark 6.3. Given that (Kt)t∈(0,∞) is the heat kernel, one may think of the process
U in Theorem 6.2 as a mild solution to the stochastic heat equation (6.1).
Remark 6.4. In view of Proposition A.1, the weighted norm considered in (6.3) may
be seen as a weighted γ-norm as introduced in [94] in the Banach space setting; it
is a useful tool in stochastic evolution equations in Banach spaces (see [72]). Note
that if α ≥ 1 or β ≥ 12 , then (6.2), respectively (6.3), is only satisfied for f ≡ 0,
respectively g ≡ 0.
Remark 6.5. If p = q = r in Theorem 6.2, then it is possible to obtain the assertions
of this theorem by considering 〈U(ϕm), en〉ℓ2 point-wise in ξ ∈ Rd (en being the
nth unit vector in ℓ2 and ϕm being as in Appendix A.1). Otherwise, however, the
theory developed in Sections 1–5 seems necessary to obtain this result. In addition
to the theory developed in Sections 1–5, a key element for the proof concerns a
technical result on point-wise boundedness of convolutions by maximal functions
(see Lemma B.1).
Appendix A. Vector-valued Besov spaces
A.1. Notation. In this article we consider vector-valued Besov spaces defined by
means of a Littlewood-Paley type decomposition. We recall some basic definitions
and results below, and refer to [3, 67, 79, 85] for more details on vector-valued Besov
spaces defined via this approach (these references ‘only’ deal with the Banach-space
parameter range, i.e., the spaces Bσp,q(R
d;E) with p, q ∈ [1,∞] and σ ∈ R). We
refer to [87, 88] for a general treatment of the real-valued case (including the quasi-
Banach space parameter range p ∈ (0, 1) or q ∈ (0, 1)).
Let E be a C-Banach space. For every d ∈ N let S (Rd;E) denote the space
of E-valued Schwartz functions, we set S (Rd) := S (Rd;C). Let S ′(Rd;E) =
L(S (Rd), E) denote the space of tempered distributions; we write S ′(Rd) :=
S ′(Rd;C). For ϕ ∈ S (Rd) and f ∈ S ′(Rd;E) define ϕ ∗ f ∈ S ′(Rd, E) by
(ϕ ∗ f)(g) = f(ϕ(−·) ∗ g), where (ϕ(−·) ∗ g)(ξ) = ∫
Rd
ϕ(y − ξ)g(y) dy.
In what follows, we use a slightly different convention than in the main text and
define the Fourier transform F : S (Rd) → S (Rd) on the Schwartz space to be
given by F(f)(s) = ∫
Rd
e−2πi〈s,x〉f(x) dx for f ∈ S (Rd) and s ∈ Rd (this has the
consequence that F−1(f)(s) = ∫
Rd
e2πi〈s,x〉f(x) dx and F(∇f)(s) = 2πisF(f)(s)).
We also use f̂ to denote F(f). For λ ∈ (0,∞), α ∈ R and f ∈ S (Rd) set
(1 − λ∆)αf := F−1((1 + (2π)2λ| · |2)αf̂) ∈ S (Rd); (A.1)
note that for λ = 1 it corresponds with the Bessel potential operator (and for α ∈ N
this corresponds with the classical definition of the Laplacian ∆).
In addition, let F : S ′(Rd;E)→ S ′(Rd;E) denote the Fourier transform on the
space of tempered distributions, i.e., for all f ∈ S ′(Rd;E) it holds that F(f) ∈
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S ′(Rd;E) is defined by 〈F(f), g〉 = 〈f,F(g)〉, g ∈ S (Rd). Again we may write f̂
instead of F(f). Moreover, for λ ∈ (0,∞), α ∈ R and f ∈ S ′(Rd;E) we define
(1−λ∆)αf ∈ S ′(Rd;E) by setting 〈(1−λ∆)αf, g〉 = 〈f, (1−λ∆)αg〉 for g ∈ S (Rd).
Let ϕ ∈ S (Rd) be such that 0 ≤ ϕ̂(ξ) ≤ 1 for ξ ∈ Rd, ϕ̂(ξ) = 1 for |ξ| ≤ 1, and
ϕ̂(ξ) = 0 for |ξ| ≥ 32 . Let ϕ̂0 = ϕ̂, and for k ∈ N define ϕ̂k = ϕ̂(2−k·)− ϕ̂(2−k+1·).
Clearly, for all n ∈ N it holds that ∑nk=0 ϕ̂k = ϕ̂(2−n·) and hence ∑∞k=0 ϕ̂k = 1
point-wise, and one may check that
supp ϕ̂k ⊆ {ξ ∈ Rd : 2k−1 ≤ |ξ| ≤ 3 · 2k−1}, k ∈ N. (A.2)
For all σ ∈ R, p, q ∈ (0,∞], let the Besov (p∧q∧1)-norm ‖·‖Bσp,q(Rd;E) : S
′(Rd;E)→
[0,∞] be defined by
‖f‖Bσp,q(Rd;E) :=
∥∥∥(2kσϕk ∗ f)k∈N∥∥∥ℓq(Lp(Rd;E)), f ∈ S ′(Rd;E). (A.3)
The vector-valued Besov space Bσp,q(R
d;E) is given by
Bσp,q(R
d;E) =
{
f ∈ S ′(Rd;E) : ‖f‖Bσp,q(Rd;E) <∞
}
.
One easily verifies that (A.3) indeed defines a (p∧ q ∧ 1)-norm on Bσp,q(Rd;E), and
one may check that a different choice of ϕ leads to an equivalent norm (see e.g. [87,
Theorem 2.3.3] for a precise formulation of this result in the real-valued case—the
proof caries over to the vector valued case).
Note that Bσp,q(R
d;E) is a (p ∧ q ∧ 1)-Banach space, and that S (Rd;E∗) ⊆
[Bσp,q(R
d;E)]∗. In particular, [Bσp,q(R
d;E)]∗ contains a subspace that separates
points of Bσp,q(R
d;E). A precise characterisation of [Bσp,q(R
d)]∗ can be found in [87,
2.11.2 and 2.11.3].
A.2. γ-Fubini in Besov spaces.
Proposition A.1. Let H be a separable Hilbert space, p, q ∈ (0,∞), and σ ∈ R.
Then for all finite rank operators G ∈ L(H,Bσp,q(Rd)) one has
‖G‖γ(H,Bσp,q(Rd)) hp,q ‖G‖Bσp,q(Rd;H).
Moreover, I : Bσp,q(R
d;H) → γ(H,Bσp,q(Rd)); I(G)h = 〈G, h〉H , G ∈ Bσp,q(Rd;H),
h ∈ H, defines an isomorphism.
The idea of the proof involves a Fubini argument that is classical for charac-
terizing γ(H,Lq(S;E)) with E a Banach space, see e.g. [73, p. 5], and has already
been used in the proof of Theorem 3.16—note however that Bσp,q(R
d) is not a quasi-
Banach function space, so that Proposition A.1 is not a straightforward consequence
of Theorem 3.16.
Proof. Let G ∈ γ(H,Bσp,q(Rd)) be a finite rank operator, i.e., G =
∑N
n=1 hn ⊗ gn,
where N ∈ N, (hn)Nn=1 is an orthonormal system in H , and gn ∈ Bσp,q(Rd). Let
(γn)
N
n=1 be a sequence of i.i.d. standard R-valued Gaussian random variables, and
let (ϕk)k∈N be as in Appendix A.1. By Proposition 3.2, the Kahane-Khintchine
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inequalities (applied thrice) and Fubini’s theorem (applied twice) we have
‖G‖γ(H,Bσp,q(Rd)) hp,q
∥∥∥∥ N∑
n=1
γngn
∥∥∥∥
L2(Ω;Bσp,q(R
d))
hq
∥∥∥∥ N∑
n=1
γngn
∥∥∥∥
Lq(Ω;Bσp,q(R
d))
=
(∑
k∈N
2kσq
∥∥∥∥ N∑
n=1
γn(ϕk ∗ gn)
∥∥∥∥q
Lq(Ω;Lp(Rd))
) 1
q
hp
(∑
k∈N
2kσq
∥∥∥∥ N∑
n=1
γn(ϕk ∗ gn)
∥∥∥∥q
Lp(Ω;Lp(Rd))
) 1
q
hp
(∑
k∈N
2kσq
∥∥∥∥( N∑
n=1
|ϕk ∗ gn|2
) 1
2
∥∥∥∥q
Lp(Rd)
) 1
q
= ‖G‖Bσp,q(Rd;H).
In order to complete the proof of Proposition A.1 it suffices to prove that the
functions represented by finite rank operators are dense in Bσp,q(R
d;H) (they are
dense in γ(H,Bσp,q(R
d)) by definition).
Recall that S (Rd;H) is dense in Bσp,q(R
d;H) (see e.g. [87, Theorem 2.3.3],
the proof also applies to the vector-valued case). Let G ∈ S (Rd;H). More-
over, let (hn)n∈I be an orthonormal basis of span(Range(G)) for some I ⊆ N.
For n ∈ N let Pn : H → H be the orthogonal projection onto span{hj : j ≤
n}. Observe that PnG represents a Bσp,q(Rd)-valued finite rank operator, and
limn→∞ ‖(Id−Pn)G‖Bσp,q(Rd;H) = 0 by the Dominated Convergence Theorem. In
conclusion, every G ∈ S (Rd;H) can be approximated in Bσp,q(Rd;H) by a sequence
of finite rank operators. This completes the proof of the proposition. 
Appendix B. The Hardy-Littlewood maximal function and a
technical lemma
Lemma B.1 below provides a point-wise estimate for the mapping f 7→ Kt ∗ f ,
where f ∈ S (Rd) is such that the Fourier transform f̂ of f has compact support,
and (Kt)t∈(0,∞) is the standard heat kernel (see (6.4)). As a corollary, we obtain
estimates in the Besov-quasi-norm for the heat kernel applied to an element of a
Besov space, see Corollaries B.3, B.4, and B.5. The proof is in spirit a Fourier
multiplier argument closely related to [87, Section 1.5.2].
Recall the notation from Appendix A.1. For f : Rd → Rmeasurable letM(f) : Rd →
[0,∞] denote the Hardy-Littlewood maximal function of f , i.e.,
M(f)(x) = sup
r∈(0,∞)
(
Γ( d2+1)
(πr)d
∫
|y|≤r
|f(x+ y)| dy
)
, x ∈ Rd. (B.1)
Lemma B.1. Let M and (Kt)t∈(0,∞) be as in (B.1) and (6.4), respectively, and
define
D(Rd) =
{
f ∈ S (Rd) : supp f̂⊆{ξ∈Rd : |ξ|≤ 32} or
∃n∈N : supp f̂⊆{ξ∈Rd : 2n−1≤|ξ|≤3·2n−1}
}
.
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Then for all α ∈ R, λ ∈ [0, 1), r ∈ (0, 1] there exist constants C(B.2)d,r,α , C(B.3)d,r,α,λ ∈
(0,∞) such that for all f ∈ D(Rd), 0 < s < t <∞, and ξ ∈ Rd it holds that
|(1− (2π)−2∆)α(Kt ∗ f)(ξ)| ≤ C(B.2)d,r,α t−(α∨0)e5π
2t(M(|f |r)(ξ)) 1r , (B.2)
and
|(1− (2π)−2∆)α(Kt ∗ f −Ks ∗ f)(ξ)|
≤ C(B.3)d,r,α,λs(−α−λ)∧0(t− s)λe6π
2t(M(|f |r)(ξ)) 1r .
(B.3)
Moreover, if α ≤ 0 then (B.2) holds for t = 0, and if α ≤ −λ then (B.3) holds for
s = 0 (recall that we set K0 ∗ ϕ := ϕ for all ϕ ∈ S ′(Rd)).
Proof. Fix α ∈ R and r ∈ (0, 1]. We first prove the statement involving esti-
mate (B.2). To this end we introduce h : (0,∞) → R; h(x) = xαe−4π2x, and
gt,mt : R
d → R, t ∈ [0,∞), given by gt(ξ) = t(1 + |ξ|2) and mt(ξ) = h(gt(ξ)).
Using the Leibniz rule one may verify that for all β, γ ∈ N0 there exists a constant
c
(B.4)
α,β,γ such that for all t ∈ (0,∞) it holds that
sup
x∈[t,∞)
xβh(γ)(x) ≤ c(B.4)α,β,γ(1 + t(α+β−γ)∧0). (B.4)
Let ∂∂ξ denote the Fre´chet derivative with respect to ξ ∈ Rd. Using that
for ξ, x(1), x(2) ∈ Rd we have ∂∂ξgt(ξ)(x(1)) = 2t〈ξ, x(1)〉Rd , ∂
2
∂ξ2 gt(ξ)(x
(1), x(2)) =
2t〈x(1), x(2)〉Rd , and ∂
k
∂ξk
gt ≡ 0 for all k ≥ 3, it follows, by the Faa` di Bruno for-
mula, that for all γ ∈ N0, t ∈ (0,∞), ξ, x(1), . . . , x(γ) ∈ Rd one has
∂γ
∂ξγmt(ξ)
(
x(1), . . . , x(γ)
)
=
γ∑
k=⌈γ/2⌉
2ktkh(k) (gt(ξ))
∑
B⊆{1,...,γ};
|B|=2k−γ
∏
i∈B
〈ξ, x(i)〉Rd
∑
(nj ,mj)
γ−k
j=1 ∈
P2({1,...,n}\B)
γ−k∏
j=1
〈x(nj), x(mj)〉Rd ,
(B.5)
where for A ⊆ {1, . . . , n} a set with an even number of elements, P2(A) is the set of
all pairings of elements of A (i.e., P2(A) itself contains
|A|!
2|A|/2(|A|/2)!
elements). Note
that Range gt = [t,∞). It thus follows from (B.4) and (B.5) that for all γ ∈ N0
there exists a constant c
(B.6)
α,γ such that for all t ∈ (0,∞), ξ ∈ Rd it holds that∥∥∥ ∂γ∂ξγmt(ξ)∥∥∥
L(γ)(Rd,R)
≤
γ∑
k=⌈γ/2⌉
22k−γγ!
(2k−γ)!(γ−k)! t
kh(k) (gt(ξ)) |ξ|2k−γ
≤
γ∑
k=⌈γ/2⌉
22k−γγ!
(2k−γ)!(γ−k)! t
γ/2[gt(ξ)]
k−γ/2h(k) (gt(ξ)) ≤ c(B.6)α,γ (tγ/2 + tα∧0).
(B.6)
Moreover, by a similar argument there exists a constant c
(B.7)
α,γ such that for all
t ∈ (0,∞), ξ ∈ Rd it holds that∥∥∥|ξ|γ ∂γ∂ξγmt(ξ)∥∥∥
L(γ)(Rd,R)
≤
γ∑
k=⌈γ/2⌉
22k−γγ!
(2k−γ)!(γ−k)! (gt(ξ))
kh(k) (gt(ξ))
≤ c(B.7)α,γ (1 + tα∧0).
(B.7)
STOCHASTIC INTEGRATION IN QUASI-BANACH SPACES 45
Now fix f ∈ D(Rd). In the case that there exists an n ∈ N such that supp f̂ ⊆
{ξ ∈ Rd : 2n−1 ≤ |ξ| ≤ 3 · 2n−1}, choose ψ ∈ S (Rd) such that ψ̂(ξ) = 1 for
1 ≤ |ξ| ≤ 3 and ψ̂(ξ) = 0 if |ξ| > 4 or |ξ| ≤ 12 . Otherwise we choose ψ such that
ψ̂(ξ) = 1 for |ξ| ≤ 32 and ψ̂(ξ) = 0 if |ξ| ≥ 2 and set n = 1 (so we have n = 1 if
supp f̂ ⊆ {ξ ∈ Rd : 1 ≤ |ξ| ≤ 3}, but also if supp f̂ ⊆ {ξ ∈ Rd : |ξ| ≤ 32}). We have
the following straightforward estimate for all n ∈ N, ξ ∈ supp ψ̂:
2ℓ(n−1) ≤ 1 + 2ℓn|ξ|ℓ. (B.8)
Note that K̂t(ξ) = exp(−4π2t|ξ|2) and f̂ = ψ̂(2−n+1·)f̂ (by assumption on
supp f), i.e., for all t ∈ (0,∞), ξ ∈ Rd one has
e−4π
2ttα|(1 − (2π)−2∆)α(Kt ∗ f)| = |F−1(mtf̂)| = |F−1(mtψ̂(2−n+1·)f̂)|. (B.9)
Also note that for all ϕ ∈ L1loc(Rd), c ∈ (0,∞), and ξ ∈ Rd it holds that
M(ϕ(c ·))(c−1ξ) = M(ϕ)(ξ). It follows from this observation and [87, Theorem
1.3.1 Equation (2)] that there exists a constant c
(B.10)
d,r such that for all g ∈ S (Rd)
and R ∈ (0,∞) satisfying supp ĝ ⊆ B4R(0) it holds that
∀ξ, y ∈ Rd : g(ξ − 2
−Ry)
1 + |y| dr
≤ c(B.10)d,r [M(|g|r)(ξ)]
1
r . (B.10)
We thus have, using that for all ϕ ∈ S (Rd), c ∈ (0,∞), and ξ ∈ Rd it holds that
F−1(ϕ)(ξ) = cdF−1(ϕ(c ·))(cξ), and then applying (B.10), that for all t ∈ (0,∞),
ξ ∈ Rd one has
|F−1(mtψ̂(2−n+1·)f̂)(ξ)| =
∣∣∣[F−1 (mtψ̂(2−n+1·)) ∗ f] (ξ)∣∣∣
=
∫
Rd
F−1
(
mtψ̂(2
−n+1·)
)
(y)f(ξ − y) dy
=
∫
Rd
F−1
(
mt(2
n−1·)ψ̂
)
(u)f(ξ − 2−n+1u) du
≤ c(B.10)d,r [M(|f |r)(ξ)]
1
r
∫
Rd
(1 + |u| dr )F−1
(
mt(2
n−1·)ψ̂
)
(u) du.
(B.11)
Thus it remains to estimate the last integral in the expression above. To do so
let j ∈ N be the smallest even integer such that j > d + dr , then with c
(B.12)
d,r =
‖(1 + | · |2)d/2r−j/2‖L1(Rd) <∞ for all t ∈ (0,∞) it holds that∥∥∥(1 + | · |d/r)F−1(mt(2n−1·)ψ̂)∥∥∥
L1(Rd)
≤ 2
∥∥∥(1 + | · |2)d/2rF−1(mt(2n−1·)ψ̂)∥∥∥
L1(Rd)
≤ 2‖(1 + | · |2)d/2r−j/2‖L1(Rd)‖F−1[(1− (2π)−2∆)j/2(mt(2n−1·)ψ̂)]‖L∞(Rd)
≤ 2c(B.12)d,r ‖(1− (2π)−2∆)j/2(mt(2n−1·)ψ̂)‖L1(Rd)
≤ 2c
(B.12)
d,r 4
dπd/2
Γ(d/2 + 1)
sup
ξ∈Rd
|(1 − (2π)−2∆)j/2(mt(2n−1·)ψ̂)(ξ)|,
(B.12)
where we used that the inverse Fourier transform is contractive from L1 into L∞
and the fact that supp ψ̂ = {ξ ∈ Rd : |ξ| ≤ 4}.
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The first inequality below is obtained from the Binomium of Newton, the Leibniz
rule and the triangle inequality, the second inequality follows from (B.8). In the
third inequality we use the estimates on the derivative of mt obtained in (B.6)
and (B.7). Altogether we obtain that there exist constant c
(B.13)
d,r , c
(B.13)
d,r,α depending
only on d and r, respectively d, r, and α, such that for all t ∈ (0,∞), ξ ∈ Rd it
holds that∣∣∣(1− (2π)−2∆)j/2 (mt(2n−1·)ψ̂) (ξ)∣∣∣
≤ c(B.13)d,r
j/2∑
k=0
2k∑
ℓ=0
2ℓ(n−1)
∥∥∥( ∂ℓ∂ξℓmt) (2n−1ξ)∥∥∥L(ℓ)(Rd,R) ∥∥∥( ∂2k−ℓ∂ξ2k−ℓ ψ̂) (ξ)∥∥∥L(2k−ℓ)(Rd,R)
≤ c(B.13)d,r
j/2∑
k=0
2k∑
ℓ=0
(1 + 2ℓ|2n−1ξ|ℓ)
∥∥∥( ∂ℓ∂ξℓmt) (2n−1ξ)∥∥∥L(ℓ)(Rd,R)
×
∥∥∥( ∂2k−ℓ∂ξ2k−ℓ ψ̂) (ξ)∥∥∥L(2k−ℓ)(Rd,R)
≤ c(B.13)d,r,α (1 + tα∧0)eπ
2t.
(B.13)
Combining (B.9), (B.11), (B.12), and (B.13) completes the proof of (B.2).
We now turn to the statement involving estimate (B.3). Fix f ∈ D(Rd), λ ∈
[0, 1), and 0 < s < t <∞. Recall that for all g ∈ S (Rd) it holds that ∂∂t (Kt ∗ g) =
∆(Kt ∗ g). It follows that
(1− (2π)−2∆)α(Kt ∗ f −Ks ∗ f) =
∫ t
s
(1 − (2π)−2∆)α∆(Kτ ∗ f) dτ.
Therefore, by (B.2) we can estimate, for all ξ ∈ Rd,
|(1 − (2π)−2∆)α(Kt ∗ f −Ks ∗ f)(ξ)|
≤ (2π)2
∫ t
s
|(1− (2π)−2∆)α+1(Kτ ∗ f)(ξ)|+ |(1− (2π)−2∆)α(Kτ ∗ f)(ξ)| dτ
≤ (2π)2e5π2t
∫ t
s
C
(B.2)
d,r,α+1τ
−((α+1)∨0) + C
(B.2)
d,r,α τ
−(α∨0) dτ (M(|f |r)(ξ)) 1r .
Estimate (B.3) follows from the above and from the fact that by Ho¨lder’s inequality
one has, for all relevant β ∈ R:∫ t
s
τβ dτ ≤ (t− s)λ∣∣ 1−λ1−λ+β ∣∣1−λs(1−λ+β)∧0t(1−λ+β)∨0 .λ,β (t− s)λs(1−λ+β)∧0eπ2t.
The statement regarding t = 0 in (B.2) can be proven e.g. by replacing mt in the
proof above by m ∈ S (Rd), m(ξ) = (1 + |ξ|2)α. The statement concerning s = 0
in (B.3) can then be proven entirely analogously to the above. 
For convenience we recall the following extension of the Fefferman-Stein theo-
rem [32, Theorem 1]; for a proof see [35, Theorem 2.6].
Proposition B.2. Let p, q ∈ (0,∞), let r ∈ (0, p∧ q)∩ (0, 1], and let (S,A, µ) be a
σ-finite measure space. For every measurable f : Rd×S → R defineM(f) : Rd×S →
[0,∞] by M(f)(x, s) = M(f(·, s))(x). Then there exists a constant C(B.14)p/r,q/r such
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that for all f : Rd × S → R measurable it holds that∥∥∥[M(|f |r)] 1r ∥∥∥
Lp(Rd;Lq(S))
≤ C(B.14)p/r,q/r‖f‖Lp(Rd;Lq(S)). (B.14)
Combining Lemma B.1, Proposition B.2, and the lifting property for Besov
spaces we obtain the following three corollaries.
Corollary B.3. Let d ∈ N, p, q ∈ (0,∞), σ ∈ R, and let λ ∈ [0, 1). Then there
exists a constant C
(B.15)
d,p,λ such that for all f ∈ Bσp,q(Rd) and all 0 ≤ s < t < ∞ it
holds that
‖(Kt −Ks) ∗ f‖Bσ−2λp,q (Rd) ≤ C
(B.15)
d,p,λ (t− s)λe6π
2t‖f‖Bσp,q(Rd). (B.15)
Proof. Let (ϕk)k∈N be as in Section A.1 and let r ∈ (0, p) ∩ (0, 1]. It follows from
the lifting property (see [87, 2.3.8]), Lemma B.1, and the Fefferman-Stein theorem
that for all f ∈ Bσp,q(Rd), 0 ≤ s < t <∞ we have
‖(Kt −Ks) ∗ f‖Bσ−2λp,q (Rd) hλ ‖(1− (2π)
−2∆)−λ(Kt −Ks) ∗ f‖Bσp,q(Rd)
=
∥∥∥(2σk(1 − (2π)−2∆)−λ(Kt −Ks) ∗ f ∗ ϕk)k∈N∥∥∥ℓq(Lp(Rd))
≤ C(B.3)d,r,−λ,λ(t− s)λe6π
2t
∥∥∥∥(2σk[M(|f ∗ ϕk|r)] 1r )k∈N
∥∥∥∥
ℓq(Lp(Rd))
≤ CF.-S.p/r C(B.3)d,r,−λ,λ(t− s)λe5π
2t
∥∥∥(2σkf ∗ ϕk)k∈N∥∥∥ℓq(Lp(Rd))
= CF.-S.p/r C
(B.3)
d,r,−λ,λ(t− s)λe5π
2t‖f‖Bσp,q(Rd;Lr(S)).
Taking the infimum over all r ∈ (0, p) ∩ (0, 1] on the right-hand side above above
we obtain (B.15). 
Corollary B.4. Let d ∈ N, p, q ∈ (0,∞), σ ∈ R, α ∈ [0,∞) and λ ∈ [0, α]∩ [0, 12 ),
and recall the definition of L2α(0, t; ℓ
2) from page 39. Then there exists a constant
C
(B.16)
d,p,α,λ such that for all 0 < s < t <∞ and all f : [0, s]→ Bσp,q(Rd; ℓ2) measurable
it holds that
‖(Kt−· −Ks−·) ∗ f‖Bσ+2(α−λ)p,q (Rd;L2(0,s;ℓ2))
≤ C(B.16)d,p,α,λ(t− s)λe6π
2t ‖f‖Bσp,q(Rd;L2α(0,s;ℓ2)) .
(B.16)
Moreover, there exists a constant C
(B.17)
d,p,α,λ such that for all 0 ≤ s < t < ∞ and all
f : [s, t]→ Bσp,q(Rd; ℓ2) measurable it holds that
‖Kt−· ∗ f‖Bσ+2(α−λ)p,q (Rd;L2(s,t;ℓ2))
≤ C(B.17)d,p,α,λ(t− s)λe5π
2t
∥∥f1[s,t]∥∥Bσp,q(Rd;L2α(0,t;ℓ2)) . (B.17)
Proof. Let (ϕk)k∈N be as in Section A.1 and let r ∈ (0, p) ∩ (0, 1]. For brevity
we introduce J := (1 − (2π)−2∆). By the lifting property (see [87, 2.3.8], or [3,
Theorem 6.1] for the vector-valued case), Lemma B.1 and Proposition B.2 (with
q = 2 and S = [0, T ] × N) it follows for all 0 < s < t < ∞ and all measurable
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f : [0, t]→ Bσp,q(Rd; ℓ2) that
‖(Kt−· −Ks−·) ∗ f‖Bσ+2(α−λ)p,q (Rd;L2(0,s;ℓ2))
hα−λ
∥∥Jα−λ (Kt−· −Ks−·) ∗ f∥∥Bσp,q(Rd;L2(0,s;ℓ2))
=
∥∥∥∥
(
2kσ
(∫ s
0
∥∥Jα−λ (Kt−u −Ks−u) ∗ f(u) ∗ ϕk∥∥2ℓ2 du)
1
2
)
k∈N
∥∥∥∥
ℓq(Lp(Rd))
≤ C(B.3)d,r,α−λ,λ(t− s)λe6π
2t
×
∥∥∥∥(2kσ (∫ s
0
(s− u)−α
∥∥∥[M (|f(u) ∗ ϕk|r)] 1r ∥∥∥2
ℓ2
du
) 1
2
)
k∈N
∥∥∥∥
ℓq(Lp(Rd))
≤ C(B.14)p/r,2/rC
(B.3)
d,r,α−λ,λ(t− s)λe6π
2t
×
∥∥∥∥(2kσ (∫ s
0
(s− u)−α ‖(f(u) ∗ ϕk)‖2ℓ2 du
) 1
2
)
k∈N
∥∥∥∥
ℓq(Lp(Rd))
= C
(B.14)
p/r,2/rC
(B.3)
d,r,α−λ,λ(t− s)λe6π
2t ‖f‖Bσp,q(Rd;L2α(0,s;ℓ2)) .
Taking the infimum over all r ∈ (0, p) ∩ (0, 1] on the right-hand side above we
obtain (B.16).
Similarly, by the lifting property, Lemma B.1 and Proposition B.2 (with q = 2
and S = [0, T ]× N) it follows for all 0 ≤ s < t <∞ and all measurable f : [s, t]→
Bσp,q(R
d; ℓ2) that
‖Kt−· ∗ f‖Bσ+2(α−λ)p,q (Rd;L2(s,t;ℓ2))
hα−λ
∥∥Jα−λ (Kt−· ∗ f)∥∥Bσp,q(Rd;L2(s,t;ℓ2))
≤ C(B.2)d,r,α−λe5π
2t
×
∥∥∥∥(2kσ (∫ t
s
(t− u)−α+λ
∥∥∥[M (|f(u) ∗ ϕk|r)] 1r ∥∥∥2
ℓ2
du
) 1
2
)
k∈N
∥∥∥∥
ℓq(Lp(Rd))
≤ C(B.14)p/r,2/rC
(B.2)
d,r,α−λ(t− s)λe5π
2t
×
∥∥∥∥(2kσ (∫ t
s
(t− u)−α ‖(f(u) ∗ ϕk)‖2ℓ2 du
) 1
2
)
k∈N
∥∥∥∥
ℓq(Lp(Rd))
= C
(B.14)
p/r,2/rC
(B.2)
d,r,α−λ(t− s)λe5π
2t
∥∥f1[s,t]∥∥Bσp,q(Rd;L2α(0,t;ℓ2)) .
Again taking the infimum over all r ∈ (0, p)∩ [0, 1] on the right-hand side above we
arrive at (B.17). 
Corollary B.5. Let d ∈ N, p, q ∈ (0,∞), σ ∈ R, α ∈ [0,∞) and λ ∈ [0, α] ∩ [0, 1)
and recall the definition of L1α(0, t) from page 39. Then there exists a constant
C
(B.18)
d,p,α,λ such that for all 0 < s < t <∞ and all f : [0, s]→ Bσp,q(Rd) measurable it
holds that∥∥∥∥∫ s
0
(Kt−u −Ks−u) ∗ f(u) du
∥∥∥∥
B
σ+2(α−λ)
p,q (Rd)
≤ C(B.18)d,p,α,λ(t− s)λe6π
2t‖f‖Bσp,q(Rd;L1α(0,s)),
(B.18)
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where
∫ s
0
Kr−u ∗ f du ∈ S ′(Rd), r ∈ {s, t}, is defined by
〈∫ s
0
Kr−u ∗ f du, ϕ
〉
=∫ s
0
〈Kr−u ∗ f, ϕ〉du, ϕ ∈ S (Rd).
Moreover, there exists a constant C
(B.19)
d,p,α,λ such that for all 0 ≤ s < t < ∞ and
all f : [s, t]→ Bσp,q(Rd) measurable it holds that∥∥∥∥∫ t
s
Kt−u ∗ f(u) du
∥∥∥∥
B
σ+2(α−λ)
p,q (Rd)
≤ C(B.19)d,p,α,λ(t− s)λe5π
2t‖f1[s,t]‖Bσp,q(Rd;L1α(0,t)).
(B.19)
Proof. The proof is entirely analogous to the proof of Corollary B.4, hence we
only provide the argument for proving (B.18). Let (ϕk)k∈N be as in Section A.1,
J := (1− (2π)−2∆), and let r ∈ (0, p) ∩ (0, 1]. By the lifting property, Lemma B.1
and Proposition B.2 it follows for all 0 < s < t <∞ and all f : [0, s]→ Bσp,q(Rd) it
holds that∥∥∥∥∫ s
0
(Kt−u −Ks−u) ∗ f(u) du
∥∥∥∥
B
σ+2(α−λ)
p,q (Rd)
hα−λ
∥∥∥∥∫ s
0
Jα−λ(Kt−u −Ks−u) ∗ f(u) du
∥∥∥∥
Bσp,q(R
d)
≤ C(B.3)d,r,α−λ,λ(t− s)λe6π
2t
∥∥∥∥(2σk ∫ s
0
(s− u)−α[M(|(f(u) ∗ ϕk|r)] 1r du
)
k∈N
∥∥∥∥
ℓq(Lp(Rd))
≤ C(B.14)p/r,1/rC
(B.3)
d,r,α−λ,λ(t− s)λe6π
2t‖f‖Bσp,q(Rd;L1α(0,t))
(B.20)
Estimate (B.18) follows by taking the infimum over r ∈ (0, p) ∩ (0, 1] on the right-
hand side above. 
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