Abstract. In three space dimensions, we present existence results for weak solutions to a novel two-phase model for various electrokinetic phenomena, including in particular dynamic electrowetting with electrolytes. The model is thermodynamically consistent. It combines Navier-Stokes-and Cahn-Hilliard-type phase-field equations with Nernst-Planck equations for ion density-evolution and with an elliptic transmission problem for the electrostatic potential. As physical energy estimates guarantee only boundedness of ion densities in the L log L-Orlicz class uniformly with respect to time, an iteration method is proposed to establish higher regularity and integrability results of these quantities. In an appendix, the derivation of the model is sketched.
1. Introduction. Electrokinetic phenomena are mechanical effects caused by the motion of ions in liquids. These ions appear, e.g., as dissociated salts or acids and are called electrolytes. In response to applied electric fields, they begin to move and induce fluid flow. This is one reason for the importance of electrokinetic phenomena in microfluidics where they are used to manipulate tiny amounts of liquid.
In this paper, we study a two-phase diffuse interface model for electrokinetic phenomena which particularly takes into account wall effects ("electrowetting"). Given an electrolyte solution which may partially wet a solid wall, which is surrounded by an ambient fluid, and which is subjected to an external electric field, we investigate existence results for the corresponding system of evolution equations. It reads as follows: and initial conditions to be specified later on.
Here, v denotes the velocity field, and φ is the phase field (φ ≡ 1 and φ ≡ −1 indicate the pure phases of the electrolyte solution and the ambient fluid, respectively). Besides the solvent, we assume the electrolyte solution to consist of three species. The density of the first species-a neutral one-will be denoted by ρ 0 . Molecules of this species may dissociate in anions and cations which set up the other two species and which will be denoted by ρ 1 and ρ 2 , respectively. R(ρ 1 , ρ 2 , ρ 0 , φ) is an appropriate recombination/dissociation term. The variables p, μ, and V denote pressure, chemical potential, and electrostatic potential, respectively, and χ Ω stands for the characteristic function of Ω. The velocity strain tensor T(v) and the chemical potential μ are given by T(v) = Laplacian has been used in the context of phase-field models for binary flows with nonmatched densities to describe interfacial energies. The fluid domain Ω is compactly contained in a larger domain Ω * to model the solid wall, too. In typical electrowetting-on-dielectric experiments, electrodes are located at ∂Ω * . They enter the model via Dirichlet boundary conditions V for the electrostatic potential V on ∂Ω * . This model can be derived by Onsager's variational principle [19] and energy considerations in the spirit of [11] and [21] . For a brief sketch and also for some remarks on the sharp-interface case, see Appendix A.
In recent years, different aspects of electrowetting have been studied in the mathematical and physical literature, certainly motivated by the immense importance of electrowetting and more general electrokinetic phenomena as tools in microfluidic applications (see, e.g., [4, 5, 6, 7, 11, 14, 16, 17, 18, 20, 22, 23, 28, 29, 31, 32, 33] and the references therein).
Phase-field models for dynamic electrowetting in arbitrary space dimensions were first suggested and analyzed in [11] . There, the focus was on conductive liquids. Hence, the "charge density" ρ was allowed to change sign. Mathematically, existence was established in two space dimensions-in three dimensions only under the additional assumption that the dielectric parameters of the liquids are identical.
In the present paper, we liberate ourselves from such limitations. Further analytical difficulties arise due to nonnegativity requirements on ρ 0 , ρ 1 , ρ 2 and in particular due to the fact that the physical energy estimate provides estimates for ρ 1 , ρ 2 only in the L log L-Orlicz class (see [3, Chap. 8] ), but no regularity of gradients of any power of ρ 1 , ρ 2 .
Hence, the core of this paper consists of an iteration method which entails L ∞ (L 2 )∩ L 2 (H 1 )-regularity locally in Ω of positive powers of ρ 0 , ρ 1 , ρ 2 . Due to the particular structure of the system-an elliptic transmission problem for V and generalized noflux boundary conditions for ρ 1 , ρ 2 on ∂Ω-analogues of these results globally on Ω seem to be out of reach at the moment.
In the literature, nonlinear drift-diffusion systems in electrophoretic and semiconductor modeling were studied in [12] . There, a coupling with neither hydrodynamic nor phase-field equations is considered, and therefore the present paper requires different techniques. Results on analysis and numerics of a model coupling the NavierStokes equations with a Nernst-Planck system and a potential equation were presented in [24, 25] . For analytical results on coupled Navier-Stokes-Cahn-Hilliard systems we refer, e.g., to [1, 2] , and for numerical analysis we refer to [13] . Note that [2] seems to be so far the only analytical result for models taking liquids with different densities into account (see also [15] for a derivation).
The outline of the paper is as follows: In the remainder of this section, assumptions on the data are specified and the main existence theorem is stated. Its proof requires various regularizations and approximations. In section 2, we prove an existence result for a viscoelastic auxiliary model with an appropriate mobility regularization in the ion equations which we call a VEMR model. An important feature of the corresponding solutions is the approximation-parameter-dependent L ∞ (L 2 )∩L 2 (H 1 )-regularity. This property is essential to establish in section 3 localized higher regularity results for ρ 0 , ρ 1 , ρ 2 in these VEMR models, which are independent of all the approximation parameters and which are hence the key to proving the main existence theorem, Theorem 1.1. In the appendices, we explain the physical background of the paper (Appendix A), and we study a basic auxiliary problem needed in the existence proof for the aforementioned VEMR model (Appendix B). In particular, there the basic physical energy estimate is derived. Appendix C collects some auxiliary tools from analysis.
We use the usual notation for Lebesgue and Sobolev spaces as well as for derivatives with respect to space and time. The material time derivative of a scalar function f is denoted by
loc (Ω), etc., we denote the local Lebesgue and Sobolev spaces, meaning that, e.g.,
V MO means the space of functions with vanishing mean oscillation (see, e.g., [10] ). Vector fields will be denoted in boldface, and we write U, V, W for the spaces
, and H 1 (Ω), respectively. For a space X, we denote by X its topological dual space. Generically, ·, · denotes the L 2 -scalar product; other duality pairings will be defined when needed. We abbreviate x + := max(x, 0). 
and are monotone increasing with the additional property supp(
) for an exponent r > 2 and arbitrary time intervals I.
; see also the remark after Lemma 3.2). Note that (A 2 ), (A 4 ), and (A 5 ) put into simple mathematical terms the physical fact that we are dealing with a mixture of two different liquids, and therefore the physical quantities dielectricity, interfacial energy, viscosity, and conductivity depend on the phase field. We do not require K(·), K 1 (·), and K 0 (·) to vanish in the phase corresponding to the ambient liquid, as a confinement of the ions to the electrolyte phase is not realistic from the physical point of view. (A 1 ), (A 3 ), and (A 6 )-(A 8 ) are merely technical assumptions; in particular (A 8 ) reflects the intricate coupling between V , ρ i , i ∈ {1, 2}, and φ-see, for instance, the proof of Lemma 3.2. Now, we are able to state our main existence result, which we are going to prove in the following sections.
1 More generally, we may allow terms of the form
, and q ∈ (0, 16/3). This septuple solves the system (1.1), (1.2a), (1.2d), (1.2e), (1.3), (1.4) in the sense that for all Ω ⊂⊂ Ω it holds that (1.5a)
, and L 2 (I; H 1 (Ω)). In particular, the total species mass
is constant in time.
Moreover, under the assumption that the solution obtained in Theorem 1.1 is sufficiently regular, it can be shown that the boundary conditions (1.2b), (1.2c) are attained; see Remark 3.15 in section 3.
2.
A viscoelastic, mobility regularized model. In this section, we prove existence results for a-as we call it-viscoelastic, mobility regularized auxiliary problem; see equations (2.1) for a weak formulation. It differs from system (1.1) with respect to three aspects. In the Navier-Stokes equations, the additional term −σ 1 Δv t is included; in the ion density equations, the mobility factor ρ + i , i ∈ {1, 2}, is replaced by
; and in the recombination/dissociation term, the product ρ
is substituted by a standard L ∞ -approximation. For the VEMR model, an energy estimate can be obtained rigorously which is independent of all the approximation parameters. 
Theorem 2.1 (existence for VEMR). Let assumptions
, and χ ∈ L 2 (I; U). Here, σ, σ 1 < 1 < Λ 1 are approximation parameters, M Λ (x) = min(x, Λ), and
Proof. Our starting point is the energy estimate (B.14) formulated for the basic auxiliary solutions obtained in Theorem B.1. For ease of presentation, we omit here the explicit dependence on the approximation parameters. Abbreviating ρ i,L := max(ρ i , L), estimate (B.14) can be written in the form ess sup
The bound on the right-hand side (r.h.s.) can be derived using Hölder's, Young's, and Gronwall's inequalities and some standard absorption techniques. It is independent of σ 2 , σ 3 , Λ 2 , and L, but depends on σ and Λ 1 . Note further that the boundedness of
to be uniformly bounded with a constant depending only on σ and Λ 1 
, which still depends on σ, can be established. By these estimates, compactness in time follows with techniques conceptually similar to those in the proof of Theorem B.1, this time the estimates depending on σ, σ 1 , and
T . We use (2.2) together with Rellich's imbedding theorem for v, with a compactness result by Simon (see [27, Cor. 4, p. 85] ) for φ and with the Aubin-Lions lemma for all the remaining quantities, to discuss the convergence behavior. For appropriate subsequences, we get the following for any r < 1, β < 5 6 and depending only on σ, σ 1 , and Λ 1 :
and strongly in
and strongly in L 2 (I; H r (Ω)) for i ∈ {0, 1, 2},
and strongly in C 0 (I; C 0,β (Ω)),
As in [11, p. 278] , one can show
Now, we pass with s := (σ 2 , σ 3 , Λ 2 , L) T to the limit (0, 0, ∞, 0) T in (B.1) to get (2.1). Note that the convergence in (B.1e) follows similarly to the convergence of (B.2e) at the end of Appendix B using the pseudomonotonicity of −Δ s . Before passing to the limit in the energy estimate (2.2), we prove nonnegativity for the charge densities.
Noting that the last term on the left-hand side (l.h.s.) is nonnegative, we get ρ 0 ≥ 0 a.e. in Ω T . Similarly, one can show ρ i ≥ 0 for i ∈ {1, 2}. Now, test in (2.1b) by ψ 1 ≡ 2 and in (2.1c) by ψ 2 ≡ 1 and add to get
Since ρ i ≥ 0 a.e. in Ω T and since the second term on the l.h.s. is nonnegative, we get parameter-independent L ∞ (I; L 1 (Ω))-bounds for all the ρ i 's. Next, we pass to the limit
2), using Fatou's lemma and the lower semicontinuity of the norm under weak convergence. We get for the limit (v, ρ 0 , ρ 1 , ρ 2 , φ, μ, V ) of appropriate subsequences ess sup
by the parameter-independent L ∞ (I; L 1 (Ω))-boundedness of the ρ i 's and standard absorption estimates.
With these bounds at hand, we are ready to prove higher regularity for the ρ i 's in the next section.
3. Higher regularity of the VEMR model and proof of the main existence result. In this section, we suggest an iteration procedure to improve regularity for the species equations to liberate ourselves from the approximation parameters σ, σ 1 , and Λ 1 in the VEMR model. In the subsequent lemmas we use in the estimates of the terms on the r.h.s. the convention that the index i is summed up over i ∈ {1, 2}.
Lemma 3.1 (regularity for ρ 0 (I)). Let (v, ρ 0 , ρ 1 , ρ 2 , φ, μ, V ) be a solution of (2.1).
Then we have for any
This approach can be made rigorous as in [8] by testing first with
β for some ε > 0 and then passing to the limit ε → 0. The r.h.s. is obviously controlled by
with constants depending only on dist(Ω , ∂Ω) and the data, but not on σ, σ 1 , and Λ 1 . Proof. Note that by binomial decomposition of 0) , n ≥ 4, and add the equations. This test function is of a similar type to that in Lemma 3.1, and hence a rigorous proof proceeds along the lines of [8] . Decomposing the elliptic term and inserting (2.1f), we get
Here, we used
To estimate the r.h.s., note first that
, and the local boundedness of initial data. Moreover,
Since q < 0, the second integrand on the r.h.s. can be controlled by the
2 ) due to Lemma 3.1. In addition,
, and estimate the other terms analogously and absorb the δ-terms within the L q+2 -terms on the l.h.s. This is possible as long as q ≤ 4 3 . Furthermore,
with p = 2s s−2 < 3, since s > 6. Using Lemma C.4 again and recalling that 2p < 6,
. Now, the δ-term can be absorbed on the l.h.s., and the other two terms are bounded due to
where the second-to-last term on the r.h.s. is bounded due to the energy estimate (2.5). For the last term on the r.h.s., n ≥ 4 is needed. Finally,
and the second term on the r.h.s. is readily estimated by the
Remark. Note that in space dimension d = 2 only s > 2 is needed to estimate the term R 7 on the r.h.s. above.
Lemma 3.3 (higher integrability for ∇V ). Let
Let w be defined as the Newton potential of the r.
). Now, Di Fazio's Lemma C.5 entails the result.
An application of Lemma C.3 yields the following.
) for any q < 10/3 and any Ω ⊂⊂ Ω independently of the approximation parameters.
The regularity results established so far are still not sufficient to prove existence of solutions in the spirit of the solution concept presented in Theorem 1.1. To proceed further, we have to use arbitrary powers of ρ 0 , ρ 1 , ρ 2 as test functions. To guarantee their admissibility, higher regularity results depending on the approximation parameters will be sufficient.
Lemma 3.5 (approximation parameter-dependent regularity of ρ 0 ). Let Ω ⊂⊂ Ω be arbitrary and let ρ Proof of Lemma 3.5. This result can be established by techniques similar to those in the subsequent Lemma 3.7. Note in particular that the estimates are not influenced by the integrability of ρ 1 and ρ 2 since on this level the cut-off terms M Λ1 (·) are still used.
Lemma 3.6 (approximation parameter-dependent integrability of ∇V ).
It holds that
for any Ω ⊂⊂ Ω and any q < 16/3 depending on σ, σ 1 , and Λ 1 .
Proof. This result can be proved analogously to Corollary 3.4. Lemma 3.7 (approximation parameter-dependent regularity of ρ i ). Let Ω ⊂⊂ Ω be arbitrary and let ρ 
where the constants depend on dist(Ω , ∂Ω), the data, σ, σ 1 , and Λ 1 . By iteration, any m 2 < ∞ can be achieved in finitely many steps.
, Ψ| Ω ≡ 1, and n ≥ 3. Choose
Estimating the r.h.s. independently of K and using monotone convergence gives the result. As an example, we discuss R 7 , whose highest order part can be estimated by The next result provides explicit σ-dependent local regularity of gradients of ion concentrations and will be used subsequently in the entropy estimates.
Lemma 3.8. Let Ω ⊂⊂ Ω and (v, ρ 0 , ρ 1 , ρ 2 , φ, μ, V ) be a solution of (2.1). Then
are bounded by a constant which depends only on dist(Ω , ∂Ω) and the data, but not on the approximation parameters σ, σ 1 , and Λ 1 . Proof. By the energy estimate (2.5),
Now estimate the second term on the r.h.s. by
and the last term on the r.h.s. by
which gives the result. Now, we are ready to prove higher regularity results for ρ 0 , ρ 1 , ρ 2 , and ∇V which are independent of all the approximation parameters.
Lemma 3.9 (m-entropy). Let (v, ρ 0 , ρ 1 , ρ 2 , φ, μ, V ) be a solution of (2.1). Then, for i ∈ {1, 2}, any m ∈ (0, 1), and arbitrary Ω ⊂⊂ Ω, we have
where the constants depend only on dist(Ω , ∂Ω) and the data, but not on σ, σ 1 , and
The admissibility of this test function is given by Lemma 3.7. Summing over i ∈ {1, 2}, decomposing the elliptic terms, and putting in (2.1f) (cf. Lemma 3.2), we get
Here, we used again that
. Thus,
The first integral on the r.h.s. is bounded if
Since 2mp m+1 < 6, Lemma C.4 implies
The δ-term can be absorbed. The most critical rest term can be estimated by
Now, the δ-term can be absorbed into the Γ-term on the l.h.s. of (3.6), provided n ≥ 4 + 2m. This means n ≥ 6, which we had assumed. Similarly, we estimate with p <
3(m+2)
m+1 and thus p > 3(m+2) 2m+5
As for R 3 , the first integral on the r.h.s. is bounded if m < 1. Thus, we can further estimate
By Lemma C.4,
The δ-term can be absorbed. For the most critical remaining term, we find
This bound holds if m ≤ 1 and m ≤ 
, and Lemma C.4, we estimate with p = 2s s−2 < 3 (remember s > 6)
The δ-term can be absorbed on the l.h.s. of (3.6), and the other two terms can be treated as in R 3 above. R 7 can be estimated by the fourth term on the l.h.s. due to assumption (A 2 ). Further, R 8.1 and R 10 can be estimated by
Here, n ≥ 6 is needed again for the last term on the r.h.s. By a generalized Young's inequality, we have
The last two terms can be absorbed on the l.h.s., provided n > 10/3 and m ≤ 4/3. The first term is controlled by a combination of Lemma 3.8, the L ∞ (L 2 )-bound of σ 1/2 ρ i , and Lemma C.1. Finally, 
. Then we have
where the constants depend on dist(Ω , ∂Ω) and the data, but not on σ, σ 1 , and Λ 1 . Proof. The second estimate follows immediately by Lemma C.1. To prove the first estimate, test (2.1b) by
the admissibility is given by Lemma 3.5), to get
Obviously, |R 1 | ≤ C, due to the local boundedness of initial data. Moreover,
, which can be controlled by the assumptions of the lemma combined with Gronwall's inequality, provided β + 1 ≤ p 2 . The third term on the r.h.s. is readily estimated by 
and
with bounds depending only on dist(∂Ω, Ω ), but independent of σ, σ 1 , and Λ 1 . Proof. By Lemma 3.10,
and by Lemma C.1, 
independent of σ, σ 1 , and Λ 1 .
We now formulate the main iteration lemma. Lemma 3.13 (iteration). Let Ω ⊂⊂ Ω be arbitrary, let
for any p ∈ ( 
for i ∈ {1, 2}. Then, for any m 2 ≤ min m 1 + 1,
independent of all the approximation parameters. By iteration, one can achieve any m 2 < ∞ with finitely many steps. Proof. The starting point is a localized m 2 -entropy estimate analogous to (3.6).
we use the test function
in (2.1c), which is admissible due to Lemma 3.7. As in Lemma 3.9, we get (3.6) with m replaced by m 2 , and thus inheriting the structure
Estimating the r.h.s., we start with |R 1 | + |R 2 | ≤ C. By Lemma C.4 and (3.9),
Absorbing the δ-term and estimating the most critical term gives
The δ-term can be absorbed, provided n ≥ 4 + 2m 2 . Similarly,
Proceeding as before, we estimate (7m 1 + 1) . The term R 6 can be estimated as the corresponding term in Lemma 3.9, giving no further condition for m 2 , but the power n of Ψ has to be chosen such that n ≥ 4 + 2m 2 . R 7 is again controlled by assumption (A 2 ), implying no other condition for m 2 . Further on,
Absorb the δ-term on the l.h.s. The second term on the r.h.s. can be estimated as the corresponding term in R 3 , giving no condition for m 2 , but only the already known condition for n. We continue with As a straightforward consequence of Lemma 3.13, we obtain the following. Corollary 3.14. Let Ω ⊂⊂ Ω be arbitrary. It holds that
for any p < ∞ independent of all approximation parameters. Proof of Theorem 1.1. In particular, we get from this iteration procedure, independent of any approximation parameters,
for i ∈ {0, 1, 2} and any Ω ⊂⊂ Ω. Using this regularity and the approximation parameter-independent bounds from the VEMR energy estimate (2.5), we now show compactness in time independently of any approximation parameters. Let Ω ⊂⊂ Ω be arbitrary, but fixed. Choose ψ 1 ∈ L 5 (I; H 1 0 (Ω )) (with its trivial extension to ψ 1 ∈ L 5 (I; H 1 0 (Ω))) as test function in (2.1b) and estimate
This means ρ 0 ∈ W 1,5/4 (I; (H 1 0 (Ω )) ). Analogously,
and as before φ ∈ H 1 (I; (H 1 (Ω)) ). With the compactness theorems of Simon (see [27, Cor. 4, p. 85] ) and of Aubin and Lions, we get strong convergence of v, φ, ρ i , i ∈ {0, 1, 2}, in the respective spaces. As in Eck et al. [11, p. 278], we can show the strong convergence of V in L 2 (I; H 1 (Ω )). Now, we pass to the limit (σ, σ 1 , Λ 1 ) → (0, 0, ∞) in (2.1) to get equations (1.5). Note that the convergence in (2.1e) follows again similarly to the convergence of (B.2e) at the end of Appendix B using the pseudomonotonicity of −Δ s .
Finally, we prove conservation of total species mass. On the VEMR level, we obtain by testing (2.1b) and (2.1c) with ψ 1 = ψ 2 ≡ 1 and summation that 
for all sufficiently regular Ψ with vanishing normal derivative. By Lemma 3.1, ρ
implies that we may pass to the limit in (3.12), where
weakly converge in appropriate L p -spaces to certain weak limits. By the local strong convergences established in Lemma 3.13, Corollary 3.14, and in the proof of Theorem 1.1, an identification with K (φ)∇φρ 0 and K(φ)ρ 0 is possible. Hence, the proof concludes as for the ion densities.
Appendix A. Modeling. The electrokinetic equations. The main characteristic of an electrolyte is the presence of N species, whose concentrations we denote by n i (x, t), i = 0, . . . , N − 1, carrying a charge ρ i = ez i n i , where e is the charge of an electron and z i the valence of the ith species. Therefore, the total charge will be given by
Notice that some of the species might be neutral, so that the corresponding z j is zero. This happens, for instance, if the fluid contains neutral species that can dissociate to produce ions of different sign or that can be produced by recombination of two ionic species.
The presence of free charges creates or modifies an imposed electric field. This is expressed by means of Poisson's equation,
where ε 0 is the electric permittivity of vacuum, ε the relative electric permittivity of the electrolyte medium, and V the electrostatic potential so that the electric field equals E = −∇V . In the absence of dissociations or recombinations that modify the total mass of each of the species, ion and molecule concentrations satisfy the continuity equation
where j i is the mass flux of the ith species. In response to an electric field, ions may modify their flux modeled by the Nernst-Planck law On the other hand, the motion of ions and molecules can modify the fluid flow through the forces they exert in the bulk of the fluid. Therefore, the velocity of the fluid will solve the Navier-Stokes equations
where ∇ · S is a vector of components S ij,i and F e is the force due to charges in the fluid. S is the fluid's stress tensor,
and d, μ are the fluid's mass density and viscosity, respectively. F e is usually expressed in terms of the so-called Maxwell stress tensor σ M as
where
Equivalently, using Poisson's equation,
Two-phase flows and phase-field modeling. We are mostly interested in two-phase flows, that is, fluids consisting of an immiscible mixture of two fluids with different material properties ε, μ, d. In this situation, continuity of the velocity field across the interface between both fluids needs to be imposed, together with balance between the jump in the total stress across the interface and surface tension forces:
where γ is the surface tension coefficient and κ is the interface's mean curvature. Finally, appropriate boundary conditions for the velocity field have to be imposed at the boundary of the domain that contains the fluid. In a phase-field model, which is the kind of approach that we consider in the present article, one introduces a phase-field function, such that the interface separating both fluids, instead of being a surface, is represented by the region where a function φ(x, t) (the phase field) experiences drastic jumps between the two limiting values φ = 1 and φ = −1 representing the two different fluids, respectively. In this fashion, material properties that change from one fluid to the other can be represented as functions of φ: ε(φ), μ(φ), d(φ). The Navier-Stokes equations can be defined in both fluids simultaneously, and the boundary condition (A.2) does not need to be imposed. Instead, a bulk force associated to surface tension needs to be added to Navier-Stokes equations. This force is of the form Moreover, consistency with the second law of thermodynamics may be established as well. In this spirit, we will derive an expression for approximated curvatures by means of energetic considerations, too. This strategy has already been pursued in [11] for a model assuming ohmic charge conduction. The main idea consists of replacing the interfacial surface energy
where A is the interface's area, by
where s ≥ 2, δ 1, and W (φ) = (1 − φ 2 ) 2 . In the literature, usually s = 2 is considered. The idea of taking s > 2 is from Abels (see [2] ), and for δ → 0, the energy in (A.4) has the same limit behavior as the classical one with s = 2. While the first variation of the energy (A.3) with respect to infinitesimal variations Δx of the interface profile is ΔF st = γ interface κn · Δx, the first variation of the energy (A.4) with respect to an increment φ is
This leads to the definition
Finally, an equation must be given for the evolution of the interface. This is simply the condition that the interface is formed by material particles; i.e., they move following the flow's velocity field. In terms of the phase field φ, this amounts to requiring that a certain level line representing the interface be convected by v. Instead of taking a purely convective equation for φ, it is customary to write a CahnHilliard-type equation of the form
which enjoys much better regularity properties while ensuring conservation of mass of the order parameter. M (φ) is a smooth function, called the mobility function, and μ is the chemical potential. In the simplest phase-field models, the chemical potential μ is simply ν [φ] given by (A.5). For the present model, where Cahn-Hilliard and Navier-Stokes are coupled with electrokinetic equations, it was shown in [11] that μ must be taken as
The phase-field model for binary z-z electrolytes. In this article, attention is focused on liquids with charge from a single 1-1 electrolyte. This involves three species: one neutral molecule plus two ions with valence 1. Think, for instance, of salt (NaCl) molecules that can dissociate into two ions with charge +1 and −1, respectively (Na + and Cl − ). Hence, there are two homogeneous reactions, a forward reaction producing positive and negative ions from dissociation of the neutral species, and a recombination of the two ions to produce a neutral molecule. These reactions give rise to terms on the r.h.s. of (A.1), depending on the reaction rates of dissociation and recombination processes. If we call the density of the neutral species ρ 0 and the charge densities of the ion species ρ 1 , ρ 2 , then the dissociation process is produced at a rate k 0 ρ + 0 , and the recombination process at a rate k 1 ρ + 1 ρ + 2 , respectively. The parameters k 0 and k 1 depend on the medium in which the reactions take place, i.e., on φ, and may also depend on the species concentrations. Here, we will consider
with 0 < α < 1. This choice of α is mainly due to the technical limitations of the analytical approach presented in this work, but has a clear physical meaning: we limit the capacity of neutral molecules to dissociate at very large values of ρ 0 so that, instead of growing exponentially in absence of recombination or other processes, the density may grow only as a power law. More generally, we may admit nonnegative functions k 0 (φ, ρ) :
. This includes in particular linear dissociation behavior for sufficiently small ρ.
An additional assumption is that both fluids have matched mass densities that we can consider, without loss of generality, to be unit.
To summarize, the equations we consider are as follows: the Navier-Stokes equations
where T(v) is the tensor of components
is the kinematic viscosity, and μ is the chemical potential defined in (A.7). Notice that the force (ρ 1 −ρ 2 )E+μ∇φ is then the sum of the electrostatic force,
and the force due to surface tension,
Since E is a curl-free field (magnetic effects are usually neglected in electrokinetics), we can write E = −∇V . The density of neutral species will satisfy the equation
and the densities of positive and negative ions the equations
for i ∈ {1, 2}, respectively. The coefficient K(φ) is proportional to the diffusion coefficient, hence also to the mobility, and depends in the medium on φ. Suitable rescaling of the densities allows us to eliminate the factor R b T e from the equations and, for the sake of simplicity, we will take it always equal to 1 as well as δ, ε 0 , and γ 0 .
The electric field E satisfies Poisson's equation,
and the phase field φ satisfies the Cahn-Hilliard equation (A.6) in Ω T . Therefore, the model consists of (A.6)-(A.12) with unknowns φ, μ, v, p, ρ 0 , ρ 1 , ρ 2 , and V .
Appendix B. Existence results for a basic auxiliary problem. In this section, existence for a basic auxiliary problem is established.
which solves the following weak system of partial differential equations: 
Proof. Discrete existence result. The first step is to prove existence for an appropriate discrete system using the Faedo-Galerkin method. For this, define finitedimensional subspaces Using the inequalities of Gronwall, Hölder, and Young several times, as well as Poincaré's and Korn's inequalities for v (n) and some standard absorption techniques in combination with the assumptions on initial data and on V , we get the following bounds uniformly in n ∈ N, but depending on time and σ, σ 3 , L, Λ 1 , Λ 2 :
Here, we used that the P n are uniformly bounded as operators in L(W; W). By Lemma C.1, Sobolev's embedding theorem, and the a priori estimates (B.7) and (B.4), we can further estimate
This yields (B.9) ρ (n) 0,t ∈ L 2 (I; (H 1 (Ω)) ) uniformly in n ∈ N, but depending on σ, σ 1 , σ 3 ,
In a similar fashion, we may prove
i,t ∈ L 2 (I; (H 1 (Ω)) ) for i ∈ {1, 2} uniformly in n ∈ N, (B.10)
∈ L 2 (I; (H 1 (Ω)) ) uniformly in n ∈ N, (B.11) but all dependent on σ, σ 3 
Taking the bounds in (B.8), (B.9)-(B.11), (B.7), and (B.4) and using Rellich's imbedding theorem for v, a compactness result of Simon (cf. [27, Cor. 4, p. 85]) for φ, and the Aubin-Lions lemma for all the remaining quantities, we get existence of an appropriate subsequence that is again denoted by the index n such that for any r < 1, β < Limit n → ∞. With convergences (B.12) and (B.13) at hand, we now pass with n → ∞ in (B.2), (B.3), and (B.6). We start with the latter ones. Since the r.h.s. of (B.3) and (B.6) are uniformly bounded in n ∈ N, we can use the lower semicontinuity of the norm with respect to weak/weak * convergence for all of the terms on the l.h.s. of (B.3) and most of the terms on the l.h.s. of (B.6). The three remaining terms in (B.6) are as follows. The convergence
is Fatou's lemma. Since
are uniformly bounded in n ∈ N, we get for i ∈ {1, 2}
also by lower semicontinuity of the norm. Since P n is uniformly bounded in L(W; W) and P n v → v strongly in H 1 (Ω) for all v ∈ H 1 (Ω), we get with the help of (B.13) the strong convergence P n V n → V in H 1 (Ω). M L (ρ) has linear growth in ρ. Thus, we get, using Lebesgue's theorem and the strong convergence of ρ i for i ∈ {1, 2},
for all step functions φ in time with values in L 2 (Ω). Since step functions are dense in L 2 (Ω T ), we have
This yields
is uniformly bounded and strictly positive, we get with Lebesgue's theorem and the strong convergences of ρ (n) i and φ (n) that Proof. This result can be proved by standard methods in the theory of monotone operators; see [26] .
