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Introduction
In their papers [11, 13, 14] , the authors developed a simultaneous approach to the even and odd truncated matricial Hamburger moment problems. This approach was based on three cornerstones. One of them, namely the paper [11] is devoted to several functiontheoretical aspects concerning special subclasses of matrix-valued Herglotz-Nevanlinna functions. Now we are going to work out a similar simultaneous approach to the even and odd truncated matricial Stieltjes moment problems. Our approach is again subdivided into three steps. This paper is concerned with the first step which is aimed at a closer analysis of several classes of holomorphic matrix-valued functions in the complex plane which turn out to be closely related to Stieltjes type matrix moment problems. In the scalar case, the corresponding classes were carefully studied by Kats/Krein [17] and Krein/Nudelman [19, Appendix] . What concerns the treatment of several matricial and operatorial generalizations, we refer the reader to the monograph Arlinskii/Belyi/Tsekanovskii [1] and the references therein.
In order to give a precise formulation of the matricial moment problem standing in the background of our investigations, we introduce some notation. Throughout this paper, let p and q be positive integers. Let C and R be the set of all complex numbers and the set of all real numbers, respectively. Furthermore, let N 0 and N be the set of all non-negative integers and the set of all positive integers, respectively. Further, for every choice of α, β ∈ R ∪ {−∞, +∞}, let Z α,β be the set of all integers k for which α ≤ k ≤ β holds. If X is a non-empty set, then let X p×q be the set of all p × q matrices each entry of which belongs to X , and X p is short for X p×1 . The notations C q×q H , C q×q ≥ , and C q×q > stand for the subsets of C q×q which are formed by the sets of Hermitian, non-negative Hermitian, and positive Hermitian matrices, respectively. If (Ω, A) is a measurable space, then each countably additive mapping whose domain is A and whose values belong to C q×q ≥ is called a non-negative Hermitian q × q measure on (Ω, A). Let B R (resp. B C ) be the σ-algebra of all Borel subsets of R (resp. C). For each Ω ∈ B R \{∅}, let B Ω := B R ∩Ω, and let M q ≥ (Ω) be the set of all non-negative Hermitian q × q measures on (Ω, B Ω ). Furthermore, for each Ω ∈ B R \ {∅} and every κ ∈ N 0 ∪ {+∞}, let M q ≥,κ (Ω) be the set of all σ ∈ M q ≥ (Ω) such that the integral s (σ) j := Ω t j σ(dt) exists for all j ∈ Z 0,κ . In this paper, for an arbitrarily fixed α ∈ R, we study classes of q × q matrix-valued functions which are holomorphic in C \ [α, +∞). These classes turn out to be closely related via Stieltjes transform with the following truncated matricial Stieltjes type moment problem: In a forthcoming paper, we will indicate how classes of holomorphic functions studied in this paper can be used to parametrize the set M q ≥ [[α, +∞); (s j ) m j=0 , =]. This paper is organized as follows. In Section 2, we introduce several classes of holomorphic q × q matrix-valued functions. A particular important role will be played by the class S q;[α,+∞) of [α, +∞)-Stieltjes functions of order q, which was considered in the special case q = 1 and α = 0 by I. S. Kats and M. G. Krein in [17] (see Def. 2.1). In Section 3, we derive several integral representations for functions belonging to S q;[α,+∞) (see Theorems 3.1 and 3.6). Furthermore we analyse the structure of ranges and null spaces of the values of functions belonging to S q;[α,+∞) (see Prop. 3.15) . In Section 4, we state characterizations of the membership of a function to the class S q; [α,+∞) . In Section 5, we investigate the subclass S 0,q;[α,+∞) (see Notation 2.7 below) of S q; [α,+∞) . It is shown in Thm. 5.1 that this class is formed exactly by those q × q matrix-valued functions defined in C \ [α, +∞) which can be written as Stieltjes transform of a non-negative Hermitian q × q measure defined on the Borelian σ-algebra of the interval [α, +∞). In Section 6, we investigate the Moore-Penrose inverses of the functions belonging to S q; [α,+∞) . In particular, we show that the Moore-Penrose inverse F † of a function F ∈ S q;[α,+∞) is holomorphic in C \ [α, +∞) and that the function G : C \ [α, +∞) → C q×q defined by q;[α,+∞) (see Notation 6.5), which was considered in the special case q = 1 and α = 0 by I. S. Kats 
On several classes of holomorphic matrix-valued functions
In this section, we introduce those classes of holomorphic q × q matrix-valued functions which form the central objects of this paper. For each A ∈ C q×q , let Re A := 1 2 (A + A * ) and Im A := 1 2i (A − A * ) be the real part of A and the imaginary part of A, respectively. Let Π + := {z ∈ C : Im z > 0} and Π − := {z ∈ C : Im z < 0} be the open upper half plane and open lower half plane of C, respectively. The first two dual classes of holomorphic matrix-valued functions, which are particularly important for this paper, are the following. (II) For all w ∈ Π + , the matrix Im[F (w)] is non-negative Hermitian.
(III) For all w ∈ (−∞, α), the matrix F (w) is non-negative Hermitian.
We denote by S q;[α,+∞) the set of all [α, +∞)-Stieltjes functions of order q. (II) For all w ∈ Π + , the matrix Im [G(w) ] is non-negative Hermitian.
(III) For all w ∈ (β, +∞), the matrix −G(w) is non-negative Hermitian.
We denote by S q;(−∞,β] the set of all (−∞, β]-Stieltjes functions of order q. , respectively. In order to get integral representations and other useful information about the onesided Stieltjes functions of order q, we exploit the fact that these classes of functions can be embedded via restriction to the upper half plane Π + to the well-studied HerglotzNevanlinna class R q (Π + ) of all Herglotz-Nevanlinna functions in Π + . A matrix-valued function F : Π + → C q×q is called a q × q Herglotz-Nevanlinna function in Π + if F is holomorphic in Π + and satisfies the condition Im[F (w)] ∈ C q×q ≥ for all w ∈ Π + . For a comprehensive study on the class R q (Π + ), we refer the reader to the paper [16] by F. Gesztesy and E. R. Tsekanovskii and to the paper [11] . In particular, in [11] one can find a detailed discussion of the holomorphicity properties of the Moore-Penrose pseudoinverse of matrix-valued Herglotz-Nevanlinna functions. Before we recall the wellknown characterization of the class R q (Π + ) via Nevanlinna parametrization, we observe that, for each ν ∈ M q ≥ (R) and each z ∈ C \ R, the function h z : R → C defined by h z (t) := (1 + tz)/(t − z) belongs to L 1 (R, B R , ν; C). 
2) belongs to the class R q (Π + ).
for which the representation (2.2) holds true is called the Nevanlinna parametrization of F and we will also write (A F , B F , ν F ) for (A, B, ν).
Remark 2.14. Let F ∈ R q (Π + ) with Nevanlinna parametrization (A F , B F , ν F ). Then it is immediately seen that F T belongs to R q (Π + ) and that
. Remark 2.15. Let F ∈ R q (Π + ) with Nevanlinna parametrization (A, B, ν). In view of Thm. 2.13, we have then −z ∈ Π + and
for all z ∈ Π + , where θ is the image measure of ν under the reflection t → −t on R.
Because of −A ∈ C q×q H and B ∈ C q×q ≥ , Thm. 2.13 yields then that G :
belongs to R q (Π + ) and that the Nevanlinna parametrization of G is given by (−A, B, θ).
From Definitions 2.1 and 2.3 we see immediately that {Rstr Π + F : F ∈ S q;[α,+∞) } ⊆ R q (Π + ) and {Rstr Π + G : G ∈ S q;(−∞,β] } ⊆ R q (Π + ). Now we analyse the Nevanlinna parametrizations of the restrictions on Π + of the members of these classes of functions.
Proposition 2.16. Let α ∈ R and let F ∈ S q;[α,+∞) . Then the Nevanlinna parametrization (A, B, ν) of Rstr Π + F fulfills
In particular, for each z ∈ C \ [α, +∞), then
Proof. From [4, Prop. 8.3] and its proof we obtain ν((−∞, α)) = O q×q and
for all x ∈ (−∞, α). Let α 1 := min{α − 1, −1} and
for all x ∈ (−∞, α 1 ), and furthermore (1 + tx)/(t − x) < 0 for all x ∈ (−∞, α 1 ) and all t ∈ (α 2 , +∞), we conclude from (2.6) then
for all x ∈ (−∞, α 1 ). One can easily check that there exists a constant L α ∈ R depending only on α such that
, we get then −xu * Bu ≤ K < +∞. In view of B ∈ C q×q ≥ , we have u * Bu ≥ 0, where u * Bu > 0 is impossible, since −xu * Bu would then tend to +∞ as x tends to −∞. Thus, u * Bu = 0. Since u ∈ C q was arbitrarily chosen, we get B = O q×q and, in view of (2.5), thus (2.4) holds true for all z ∈ C \ [α, +∞). Taking additionally into account F (x) ∈ C q×q ≥ for all x ∈ (−∞, α 1 ), we conclude from (2.6) and
Since (u * νu)((−∞, α)) = 0 and since [α,α 2 ] |t|(u * νu)(dt) is finite, we conclude then R |t|(u * νu)(dt) < +∞. Because u ∈ C q was arbitrarily chosen, we get ν ∈ M q ≥,1 (R).
Integral representations for the class S q;[α,+∞)
The main goal of this section is to derive some integral representations for [α, +∞)-Stieltjes functions of order q.
(a) Suppose F ∈ S q;[α,+∞) . Denote by (A, B, ν) the Nevanlinna parametrization of
Obviously, for all z ∈ C and all t ∈ R with t = z, we get
Thus, in view of Prop. 2.16, we obtain
for all z ∈ C \ [α, +∞). Since u ∈ C q was arbitrarily chosen, it follows (3.1) for all z ∈ C \ [α, +∞) with C := A − [α,+∞) tν(dt) and η :=ν. Let φ ∈ (π/2, 3π/2). Then cos φ < 0. To show C = lim r→+∞ F (α + re iφ ), we consider an arbitrary sequence (r n ) ∞ n=1 from R with r n ≥ 1/|cos φ| for all n ∈ N and lim n→∞ r n = +∞. We have then lim n→∞ (1 + t 2 )/(t − α − r n e iφ ) = 0 for all t ∈ [α, +∞). For all n ∈ N and all t ∈ [α, +∞), we get furthermore
and hence |(1+t 2 )/(t−α−r n e iφ )| ≤ (1+t 2 )/(t−α+1). Since, because of (3.3), the integral
is finite, the application of Lebesgue's dominated convergence theorem yields lim n→∞ [α,+∞) (1 + t 2 )/(t − α − r n e iφ )(u * ν u)(dt) = 0. From (3.4) we conclude then u * Cu = lim n→∞ u * F (α + r n e iφ )u. Since u ∈ C q was arbitrarily chosen, we obtain C = lim n→∞ F (α + r n e iφ ). Taking into account F (x) ∈ C q×q ≥ for all x ∈ (−∞, α), we get with φ = π in particular C ∈ C q×q ≥ . Now let C ∈ C q×q ≥ and η ∈ M q ≥,1 ([α, +∞)) be such that (3.1) holds true for all 1 (R) and the matrix C + R tχ(dt) is Hermitian. Using (3.2), we infer from (3.1) that the integral R (1 + tz)/(t − z)χ(dt) exists and that
is fulfilled for all z ∈ Π + . Thm. 2.13(a) yields then C + R tχ(dt) = A and χ = ν. Hence η =ν and
) be such that (3.1) holds true for all z ∈ C \ [α, +∞). Using a result on holomorphic dependence of an integral on a complex parameter (see, e. g. [9, Ch. IV, §5, Satz 5.8]), we conclude then that F is a matrixvalued function which is holomorphic in C \ [α, +∞). Furthermore,
for all z ∈ Π + and
for all x ∈ (−∞, α). Thus, F belongs to S q;[α,+∞) .
In the following, if α ∈ R and F ∈ S q;[α,+∞) are given, then we will write (C F , η F ) for the unique pair (C, η) belonging to C q×q ≥ × M q ≥,1 ([α, +∞)) which fulfills (3.1) for all z ∈ C \ [α, +∞). Furthermore, if A and B are complex q × q matrices, then we write A ≤ B or B ≥ A to indicate that the matrices A and B are Hermitian and that B − A is non-negative Hermitian.
Remark 3.2. Let α ∈ R and let F ∈ S q;[α,+∞) . For all x 1 , x 2 ∈ (−∞, α) with
, which holds for each t ∈ [α, +∞), and Lem. A.8(a), one can easily see that the function
are sequences of non-negative Hermitian complex q × q matrices which converge to the nonnegative Hermitian complex matrices Im F (x) and − Im F (x), respectively. Consequently,
hold true for each z ∈ C \ [α, +∞). In particular,
for each x ∈ (−∞, α).
Proof. For each z ∈ C \ [α, +∞) and each t ∈ [α, +∞), we have
and
. Taking into account γ ∈ C q×q ≥ , thus (3.6) and (3.7) follow for each z ∈ C \ [α, +∞). For each z ∈ C α,− and each t ∈ [α, +∞), the right-hand side of (3.8) belongs to [0, +∞). Thus, γ ∈ C q×q ≥ and (3.6) show that
for each v ∈ Π − are fulfilled. Applying Lem. 3.4 completes the proof. Now we give a further integral representation of the matrix-valued functions which belong to the class S q;[α,+∞) . In the special case that q = 1 and α = 0 hold, one can find this result in [19, Appendix] . 
(a) Let F ∈ S q;[α,+∞) . According to Rem. 2.5, the function f belongs to S q;[0,+∞) . In view of Prop. 2.16, then Rstr Π + f belongs to R q (Π + ), the Nevanlinna parametrization (A, B, ν) of Rstr Π + f fulfills (2.3), and, for each w ∈ C \ [0, +∞), we have f (w) = A + [0,+∞) (1 + xw)/(x − w)ν(dx). Because of (2.3), the integral [0,+∞) xν(dx) exists and the mappingμ :
and, hence, (3.5) holds for each z ∈ C \ [α, +∞). Now we assume that γ is an arbitrary complex q × q matrix and that µ is an arbitrary non-negative Hermitian measure belonging to M q ≥ ([α, +∞)) such that (3.5) holds for each z ∈ C \ [α, +∞). Observe that lim n→+∞ h α,α−1−n (t) = 0 is valid for each t ∈ [α, +∞). Moreover, for every choice of n ∈ N 0 and t ∈ [α, +∞), one can easily check that the estimation |h α,α−1−n (t)| ≤ 1 holds. Consequently, a matrix generalization of Lebesgue's dominated convergence theorem (see Prop. A.6) yields
From (3.5) we obtain then 
and, consequently,
for each w ∈ Π + . Since γ is non-negative Hermitian we see that
coincides with the Nevanlinna parametrization (A, B, ν) of the Herglotz-Nevanlinna function Rstr Π + f . In particular, ρ is exactly the (unique) Nevanlinna measure ν of Rstr Π + f . For each B ∈ B [α,+∞) , we haveT −α (B) ∈ B [0,+∞) and hence
In particular, µ is uniquely determined.
is well defined and belongs to M q ≥ ([0, +∞)). Furthermore, f satisfies (3.9) withρ instead of ρ for each w ∈ C \ [0, +∞). Hence, using a result on holomorphic dependence of an integral on a complex parameter (see, e. g. [9, Ch. IV, §5, Satz 5.8]), we conclude that f is a matrix-valued function which is holomorphic in
Remark 3.7. In the following, if F ∈ S q;[α,+∞) is given, then we will write (γ F , µ F ) for the unique pair Example 3.9. Let α ∈ R, let γ ∈ C q×q ≥ , and let F : C \ [α, +∞) → C q×q be defined for each z ∈ C \ [α, +∞) by F (z) := γ. In view of Thm. 3.6, then F ∈ S q;[α,+∞) , γ F = γ, and µ F is the zero measure belonging to M q ≥ ([α, +∞)). Now we state some observations on the arithmetic of the class S q;[α,+∞) .
12. Let α ∈ R and let F ∈ S q;[α,+∞) . For each matrix A ∈ C q×q for which the matrix γ F + A is non-negative Hermitian, from Thm. 3.6 one can easily see that the function G := F + A belongs to S q;[α,+∞) and that
Proof. Let (y n ) ∞ n=1 be a sequence from [1, +∞) such that lim n→+∞ y n = +∞. Obviously, in view of Rem. 3.3, we have lim n→+∞ h α,iyn (t) = 0 for each t ∈ [α, +∞). Furthermore, for each t ∈ [α, +∞), we get |h α,iyn (t)| ≤ 3 + |α|. By virtue of Prop. A.6, we obtain then lim n→+∞ [α,+∞) h α,iyn dµ F = O q×q . Application of the integral representation stated in Thm. 3.6(a) completes the proof.
Proof. Combine Prop. 3.13 and Rem. 3.7.
If X is a non-empty subset of C q , then we will use X ⊥ to denote the orthogonal space of X . For each A ∈ C p×q , let N (A) be the null space of A and let R(A) be the column space of A.
Recall that a complex q × q matrix A is called an EP matrix if R(A * ) = R(A). The class C q×q EP of these complex q × q matrices was introduced by Schwerdtfeger [20] . For a comprehensive treatment of the class C q×q EP against to the background of this paper, we refer the reader to [10, Appendix A]. If G ∈ R q (Π + ) then it was proved in [10, Lem. 9.1] that, for each w ∈ Π + , the matrix G(w) belongs to C q×q EP . Part (b) of the following proposition shows that an analogous result is true for functions belonging to the class S q;[α,+∞) . Furthermore, the following proposition contains also extensions to the class S q;[α,+∞) of former results (see [10, Thm. 9 .4], [11, Prop. 3.7] ) concerning the class R q (Π + ).
Proposition 3.15. Let α ∈ R and let F ∈ S q;[α,+∞) . Then:
(c) Let r ∈ N 0 . Then the following statements are equivalent:
(ii) There is some
Proof. In view of Rem. 3.7, we have
Taking into account Rem. 3.3, for all z ∈ C \ [α, +∞), we get then that h α,z belongs to
. From Rem. 3.7 and (3.12) we obtain
Since
holds true. Now we consider an arbitrary u ∈ N (F (z)). In view of the definition of the pair (γ F , µ F ) (see Rem. 3.7), we have
Consequently, because of (3.16), (3.12), and (3.14), then
follow. In the case Im z = 0, from (3.18) and (3.12) we get
, then from (3.13) we see that Re h α,z (t) ∈ (0, +∞) holds for each t ∈ [α, +∞), and, by virtue of (3.17) and (3.12), we obtain (u * µ F u)([α, +∞)) = 0. Thus (u * µ F u)([α, +∞)) = 0 is proved in each case, which, in view of (3.12), implies u ∈ N (µ F ([α, +∞))). Taking into account a standard argument of the integration theory of non-negative Hermitian measures and (3.15), we conclude that
Consequently, from (3.16) we infer u * γ F u = 0. Thus, (3.12) shows that u belongs to
is valid. Now we are going to check that
holds. For this reason, we consider an arbitrary
Hence (3.20) is verified. From (3.19) and (3.20) then (3.10) follows. Keeping in mind (a), (3.10) for z instead of z, and (3.12), standard arguments of functional analysis yield then
Thus, (3.11) is proved. Using (3.10) for z and for z instead of z, from (a) we obtain
follows from (3.11) and (a). 
Proof. This is an immediate consequence of Prop. 3.15 (c) . +∞) , and let λ ∈ R be such that the matrix γ F − λI q is non-negative Hermitian. Then
+∞) if and only if λ is an eigenvalue of the matrix
Proof. if λ ≤ 0. Thus, the remaining assertions are an immediate consequence of (3.21).
At the end of this section we add a useful technical result.
Lemma 3.18. Let α ∈ R, let A ∈ C p×q , and let F ∈ S q;[α,+∞) . Then the following statements are equivalent: Now we apply the preceding results to the subclass S ⋄ q;[α,+∞) of S q;[α,+∞) (see Notation 2.9).
Example 3.19. Let α ∈ R and let F : C \ [α, +∞) → C q×q be defined by F (z) := O q×q . In view of Example 3.9 and Cor. 3.14, one can easily see then that F belongs to S ⋄ q;[α, +∞) and that µ F is the zero measure belonging to M q ≥ ([α, +∞)). Remark 3.20. Let α ∈ R, let n ∈ N, and let (q k ) n k=1 be a sequence of positive integers.
In view of Cor. 3.14 and Rem. 3.11, then:
Remark 3.21. Let α ∈ R and let F ∈ S ⋄ q;[α,+∞) . In view of Cor. 3.14 and Prop. 3.
Characterizations of the class S q;[α,+∞)
In this section, we give several characterizations of the class S q;[α,+∞) .
Suppose that Rstr Π + F and Rstr Π + F both belong to
Proof. We consider an arbitrary x ∈ (−∞, α). For each n ∈ N, we have then
Since F is continuous, we get then Re F (x) = lim n→∞ Re F (x + i/n). In particular, the matrix Re F (x) is non-negative Hermitian.
In order to give further characterizations of the class S q;[α,+∞) , we state the following technical result. The proof of which uses an idea which is originated in [19, Thm. A.5].
Lemma 4.2. Let α ∈ R and let F ∈ S q;[α,+∞) . Then F : C \ [α, +∞) → C q×q defined by (4.1) is holomorphic and fulfills
Proof. Since F is holomorphic, the matrix-valued function F is holomorphic as well. In view of Rem. 3.7, using a well-known result on integrals with respect to non-negative Hermitian measures, we have
for each z ∈ C \ [α, +∞). Thus, from Rem. 3.7 and (4.4) we get
holds for every choice of z ∈ C \ [α, +∞) and t ∈ [α, +∞), from (4.5) it follows (4.3) for each z ∈ C \ [α, +∞). 
(II) The matrix-valued functions Rstr Π + F and Rstr Π + F both belong to R q (Π + ).
Proof. First suppose that F belongs to S q;[α,+∞) . Then (I) and Rstr
follow from the definition of the class S q;[α,+∞) . Furthermore, Lem. 4.2 provides us
Conversely, now suppose that (I) and (II) hold true. Because of the definition of the classes R q (Π + ) and S q;[α,+∞) , it then remains to prove that F ((−∞, α)) ⊆ C q×q ≥ . We consider an arbitrary x ∈ (−∞, α). First we show that Im F (x) = O q×q . Because of (II), for each n ∈ N, the matrices Im F (x+i/n) and Im F (x+i/n) are non-negative Hermitian. Thus, the matrices Im F (x) and Im F (x) are (as limits of the sequences (Im F (x + i/n)) ∞ n=1 and (Im F (x + i/n)) ∞ n=1 , respectively) non-negative Hermitian as well. Since
Because of (I), (II), and Lem. 4.1, we have Re Proof. We modify ideas of proofs of integral representations of similar classes of holomorphic functions (see [19, Appendix] ).
(a) First suppose F ∈ S 0,q;[α,+∞) . Then F ∈ S q;[α,+∞) and the function F := Rstr Π + F belongs to the class R 0,q (Π + ). From a matricial version of a well-known integral representation of functions belonging to R 0,1 (Π + ) (see, e. g. [4, Thm. 8.7]) we know that there is a unique µ ∈ M q ≥ (R) such that
for all w ∈ Π + , namely the so-called spectral measure of F , i. e., for each B ∈ B R , we have µ(B) = B (1 + t 2 )ν(dt), where ν denotes the Nevanlinna measure of F . Prop. 4.4 shows that F is holomorphic in C \ [α, +∞) and that Im F (z) ∈ C q×q ≥ for all z ∈ Π + and − Im F (z) ∈ C q×q ≥ for all z ∈ Π − . Hence, for each t ∈ (−∞, α), we have F * (t) = F (t). 
and, for each z belonging to C α,− , moreover
Thus, F ∈ S q;[α,+∞) . From the definition of F and [4, Thm. 8.7(b)] we see that
If σ is a measure belonging to M Remark 5.2. Let α ∈ R, let n ∈ N, and let (q k ) n k=1 be a sequence of positive integers. For each k ∈ Z 1,n , let F k ∈ S 0,q k ;[α,+∞) , and let σ F k be the [α, +∞)-Stieltjes measure of
In particular, rank F (z) = rank σ F ([α, +∞)) holds true for each z ∈ C \ [α, +∞). We start with some further notation. If Z is a non-empty subset of C and if a matrixvalued function F : Z → C p×q is given, then let
stands for the Moore-Penrose inverse of the matrix F (z). In [11] (see also [10] ), we investigated the Moore-Penrose inverse of an arbitrary function F belonging to the class R q (Π + ). In particular, it turned out that −F † belongs to R q (Π + ) (see [10, Thm. 9.4] ). The close relation between S q;[α,+∞) and R q (Π + ) suggests now to study the Moore-Penrose inverse of a function F ∈ S q;[α,+∞) .
Proof. In view of formulas (3.10) and (3.11), we obtain for all z ∈ C \ [α, +∞) the identities N (F (z)) = N (F (i)) and R(F (z)) = R(F (i)). Thus, the application of [15, Prop. 8.4 ] completes the proof.
Let α ∈ R and F ∈ S q;[α,+∞) . Then Lem. 6.1 suggests to look if there are functions closely related to F † which belong again to S q;[α,+∞) . Against to this background, we are led to the function G : Proof. Lem. 6.1 yields that the function F † is holomorphic in C \ [α, +∞). Consequently, the function G is holomorphic in C \ [α, +∞). Let z ∈ Π + . Using Prop. 3.15(b), we have R(F * (z)) = R(F (z)). Hence, because of Rem. 6.2, the equations
hold. Taking into account F ∈ S q;[α,+∞) , the application of Prop. 4.3 yields
Thus, combining (6.1) (resp. (6.2)) and (6.3), we get Im
≥ . Now, the application of Prop. 4.3 yields G ∈ S q;[α,+∞) .
Moore-Penrose inverses of functions belonging to the class S q;[α,+∞)
Now we specify the result of Thm. 6.3 for functions belonging to S 0,q;[α,+∞) .
Proposition 6.4. Let α ∈ R, let F ∈ S 0,q;[α,+∞) , and let σ F be the [α, +∞)-Stieltjes measure of
belongs to S q;[α,+∞) and 
holds true for each y ∈ (0, +∞), from (6.5) and (6.6) we get then (6.4). Now assume that G belongs to S 0,q;[α,+∞) . From the definition of the class S 0,q;[α,+∞) we obtain then lim y→+∞ G(iy) = O q×q , which, in view of (6.5) and (6. 
(II) For all x ∈ (−∞, α), the matrix −F (x) is non-negative Hermitian. Proof. With z x := α − x we have (1 + t − α)/(t − z x ) = (1 + t − α)/(t − α + x) ≥ 0 for all t ∈ (α, +∞) and all x ∈ (0, +∞), which decreases to 0 as x increases to infinity. Since the signed measure ρ is finite, its Jordan decomposition ρ = ρ + − ρ − consists of two finite measures. Hence, (α,+∞) (1 + t − α)/(t − z 1 )ρ ± (dt) = ρ ± ((α, +∞)) < ∞ holds true. Thus, Lebesgue's monotone convergence theorem yields lim x→+∞ (α,+∞) ( 
and all x ∈ (0, +∞), which decreases to 0 as x decreases to 0.
In particular, d and e are uniquely determined. Now let σ be an arbitrary finite signed measure on ((α, +∞),
Since the signed measure σ is finite, its Jordan decomposition σ = σ + − σ − consists of two finite measures. Hence, we obtain (α,+∞) ( 
with finite measures σ + + ρ − and ρ + + σ − . Using Thm. 3.6, it is readily checked then that σ + + ρ − and ρ + + σ − coincide. Consequently, σ = ρ follows. In view of z − α ∈ C \ [0, +∞) for all z ∈ C \ [α, +∞), we obtain thus 
for all z ∈ C \ [α, +∞). Furthermore, the function P : 
holds true for all z ∈ C \ [α, +∞). With the standard basis (e 1 , e 2 , . . . , e q ) of C q , let
ℓ=0 (−i) ℓ e e j +i ℓ e k and ρ jk := 1
for all j, k ∈ Z 1,q and all z ∈ C\[α, +∞). Hence, (6.7) follows for all z ∈ C\[α, +∞) with . For all ζ ∈ C with |ζ| = 1, we have f ζu = f u and thus d ζu = d u , e ζu = e u , and ρ ζu = ρ u by virtue of the uniqueness of the triple (d u , e u , ρ u ). A straightforward calculation yields for all j, k ∈ Z 1,q then d kj = d jk , e kj = e jk , and ρ kj (B) = ρ jk (B) for all B ∈ B (α,+∞) . Thus, the matrices D and E are Hermitian and ρ is an σ-additive mapping defined on B (α,+∞) with values in C q×q
, where u * Du and u * Eu belong to R and u * ρu is a finite signed measure on ((α, +∞), B (α,+∞) ). In view of (6.8), Lem. 6.8 yields u * Du = d u , u * Eu = e u , and u * ρu = ρ u . In particular, u * Du and u * Eu belong to [0, +∞) and u * ρu ∈ M 1 ≥ ((α, +∞)). Since u ∈ C q was arbitrarily chosen, hence D, E ∈ C +∞) ) which fulfills (6.7) for all z ∈ C \ [α, +∞).
q;[α,+∞) , then P ∈ S q;[α,+∞) , by virtue of Thm. 6.10(a).
Conversely, now suppose P ∈ S q;[α,+∞) . According to Thm. 3.6 and Rem. 3.7, then
for all z ∈ C \ [α, +∞), where the matrices D := µ P ({α}) and E := γ P are non-negative Hermitian and ρ := Rstr B (α,+∞) µ P belongs to M q;[α,+∞) . For all x 1 , x 2 ∈ (−∞, α) with
Proof. Using Thm. 6.10, we obtain
for all x ∈ (−∞, α), thus the proof is complete.
Now we consider again the situation of Example 6.7. 10) and, in particular,
(ii) There is some z 0 ∈ C \ [α, +∞) such that rank F (z 0 ) = r.
Proof. (a) This can be seen from Thm. 6.10(a).
(b) According to Thm. 6.10(a), the function P : +∞) ). Since the two matrices on the right-hand side of the last equation are both non-negative Hermitian, we get N (µ P ([α, +∞) F ((α, +∞)) ). Now let z ∈ C \ [α, +∞). Applying Prop. 3.15(b) to P , we get N (P (z)) = N (γ P ) ∩ N (µ P ([α, +∞)) ). In view of N (F (z)) = N (P (z)), then (6.9) follows. Thus, (6.9) is proved for all z ∈ C \ [α, +∞). From (a) and (6.9) we get N ([F (z)] * ) = N (F (z)) for all z ∈ C \ [α, +∞). Taking additionally into account that the matrices D F , E F , and ρ F ((α, +∞)) are non-negative Hermitian, we obtain (6.10) from (6.9) in the same way as in the proof of Prop. 3.15(b). Using (a) and (6.10), we get R([
This is a consequence of (6.10). Proof. This is an immediate consequence of Prop. 6.14(c). +∞) , and let λ ∈ R be such that the matrix
for every choice of z and w in C \ [α, +∞). In particular, if λ ≥ 0, then λ is an eigenvalue of the matrix F (z 0 ) for some z 0 ∈ C\[α, +∞) if and only if λ is an eigenvalue of the matrix F (z) for all z ∈ C \ [α, +∞). In this case, the eigenspaces N (F (z) − λI q ) are independent of z ∈ C \ [α, +∞).
Proof. In view of Thm. 6.10, we conclude that the function G :
q;[α,+∞) . The application of Prop. 6.14(b) to the function G yields then (6.11) . Since the matrix D F is non-negative Hermitian, we have D F + λI q ∈ C q×q ≥ if λ ≥ 0. Thus, the remaining assertions are an immediate consequence of (6.11).
Lemma 6.17. Let α ∈ R and F ∈ S
Proof. In view of (6.9) and (6.10), we obtain for all z ∈ C \ [α, +∞) the identities N (F (z)) = N (F (i)) and R(F (z)) = R(F (i)). Thus, the application of [15, Prop. 8.4] completes the proof.
The following proposition is a generalization of a result due to Kats and Krein [17, Lem. D1.5.2], who considered the case q = 1 and α = 0. q;[α,+∞) . Then G is holomorphic in C \ [α, +∞) by virtue of Lem. 6.17. In view of Rstr Π + F ∈ R q (Π + ), we conclude from [11, Prop. 3.8] that , α) (see, e. g. [5, Lem. 1.1.5]) . Hence, G belongs to S q;[α,+∞) . Now suppose G ∈ S q;[α,+∞) . Then F = −G † . Hence, F is holomorphic in C \ [α, +∞) by virtue of Lem. 6.1. Since Prop. 4.3 yields Rstr Π + G ∈ R q (Π + ), we conclude from [11, Prop. 3.8] that Rstr Π + F belongs to R q (Π + ) as well. Because of G(x) ∈ C q×q ≥ for all
for all x ∈ (−∞, α) (see, e. g. [5,
q;[α,+∞) .
Integral representations for the class S q;(−∞,β]
The main goal of this section is to derive some integral representations for (−∞, β]-Stieltjes functions of order q. Our strategy is based on using the corresponding results for the class S q;[−β,+∞) . The following observation provides the key to realize our aims.
Remark 7.1. Let α, β ∈ R and let T : C → C be defined by T (z) :
Consequently, in view of Prop. 4.4, one can easily check that, for each F ∈ S q;[α,+∞) , the function G :
belongs to S q;(−∞,β] and that, conversely, for any function 
Proof. According to Rem. 7.1, the function F :
belongs to S q;[−β,+∞) . From Rem. 2.15 we obtain then that the Nevanlinna parametrization of Rstr Π + F is given by (−A, B, θ) , where θ is the image measure of ν under the reflection t → −t on R. Now Prop. 2.16 yields 
and let η ∈ M follows. Taking additionally into account Thm. 3.1(a), for all φ ∈ (−π/2, π/2), we get
(R) and the matrix −C + R tχ(dt) is Hermitian. Using (3.2), we conclude from (7.1) then that the integral R (1 + tz)/(t − z)χ(dt) exists and that
and η ∈ M q ≥,1 ((−∞, β]) be such that (7.1) holds true for all z ∈ C \ (−∞, β]. Using a result on holomorphic dependence of an integral on a complex parameter (see, e. g. [9, Ch. IV, §5, Satz 5.8]), we conclude then that G is a matrixvalued function which is holomorphic in C \ (−∞, β]. Furthermore,
for all x ∈ (β, +∞). Thus, G belongs to S q;(−∞,β] .
In the following, if β ∈ R and G ∈ S q;(−∞,β] are given, then we will write
Remark 7.4. Let β ∈ R and let G ∈ S q;(−∞,β] . For all x 1 , x 2 ∈ (β, +∞) with
Remark 7.5. (a) Let α ∈ R and let F ∈ S q;[α,+∞) . In view of Thm. 3.1, we have then
, whereθ is the image measure of η F under the transforma-
(b) Let β ∈ R and let G ∈ S q;(−∞,β] . In view of Thm. 7.3 and Prop. A.5, we have then
for all z ∈ C \ [−β, +∞), whereθ is the image measure of η G under the transforma-
Now we get an integral representation for functions which belong to the class S q;(−∞,β] . 
holds for each z ∈ C \ (−∞, β]. Furthermore, γ = C G and γ = − lim y→+∞ G(iy). 
for all z ∈ C \ [−β, +∞) and that δ = C F . Applying Prop. A.5, we now infer
for all z ∈ C \ (−∞, β], where γ := C G and µ is the image measure of ρ under the transformation R : [−β, +∞) → (−∞, β] defined by R(t) := −t. Since Prop. 3.13 yields lim y→+∞ F (iy) = δ, we conclude furthermore
) be arbitrary such that (7.2) holds true for all z ∈ C \ (−∞, β]. Then using Prop. A.5 we get we have then (b) Let β ∈ R and let G ∈ S q;(−∞,β] . In view of Thm. 7.6, we have then 5) and, in particular,
(ii) There is some For each β ∈ R, let C β,+ := {z ∈ C : Re z > β}. 
for all z ∈ C \ [−β, +∞). Using Prop. A.5, we now infer we have then 
for all z ∈ C \ [−β, +∞), whereθ is the image measure of σ G under the transformation T : (−∞, β] → [−β, +∞) defined by T (t) := −t. Thm. 5.1 yields then that
belongs to S 0,q;[−β,+∞) and that σ F =θ. 
10. Moore-Penrose inverses of functions belonging to the class S q;(−∞,β]
(II) For all x ∈ (β, +∞), the matrix G(x) is non-negative Hermitian.
For the special case q = 1 and β = 0 the class introduced in Notation 10.4 was studied by Katsnelson [18] . , β) ) such that 
and that the function P : C \ [−β, +∞) → C q×q defined by P (z) := (z + β) −1 F (z) belongs to S q;[−β,+∞) with M = µ P ({−β}) and (N, ω) = (γ P , Rstr B (−β,+∞) µ P ). Applying Prop. A.5, we now infer 
for all z ∈ C \ [−β, +∞), whereθ is the image measure of ρ under the transformation T 0 : (−∞, β) → (−β, +∞) defined by T 0 (t) := −t. Thm. 6.10(b) yields then Proof. Using Thm. 10.7, we obtain G(x 2 )−G(x 1 ) = (x 2 −x 1 )(E G + (−∞,β] [(1+β −t)(β − t)]/[(t − x 2 )(t − x 1 )]ρ G (dt)) for all x 1 , x 2 ∈ (β, +∞) with x 1 ≤ x 2 , by direct calculation. Since E G ∈ C q×q ≥ and G(x) ∈ C q×q ≥ for all x ∈ (β, +∞), thus the proof is complete. 
A. Some considerations on non-negative Hermitian measures
In this appendix, we summarize some facts on integration with respect to non-negative Hermitian measures. For each non-negative Hermitian q × q measure µ = (µ jk ) q j,k=1 on a measurable space (Ω, A), we denote by L 1 (Ω, A, µ; C) the set of all A-B C -measurable functions f : Ω → C such that the integral Ω f dµ exists, i. e. that Ω |f |dμ jk < ∞ for every choice of j, k ∈ Z 1,q , whereμ jk is the variation of the complex measure µ jk .
For each A ∈ C q×q , let tr A be the trace of A.
Remark A.1. Let µ be a non-negative Hermitian measure on a measurable space (Ω, A), let τ := tr µ be the trace measure of µ, and let f : Ω → C be an A-B C -measurable function. Then f belongs to L 1 (Ω, A, µ; C) if and only if f belongs to L 1 (Ω, A, τ ; C).
Remark A.2. Let µ be a non-negative Hermitian q × q measure on a measurable space (Ω, A) and let u ∈ C q . Then ν := u * µu is a finite measure on (Ω, A) which is absolutely continuous with respect to the trace measure of µ. If f belongs to L 1 (Ω, A, µ; C), then Ω |f |dν < ∞ and Ω f dν = u * ( Ω f dµ)u. Remark A.3. Let µ be a non-negative Hermitian q × q measure on a measurable space (Ω, A). An A-B C -measurable function f : Ω → C belongs to L 1 (Ω, A, µ; C) if and only if Ω |f |d(u * µu) < ∞ for all u ∈ C q . 
