Abstract-This paper deals with the design of an optimal controller for a set of identical multi-agent systems. The problem under consideration is to ex amine if there is any benefit to adding to the classical local optimal control law, obtained from solving a 
INTRODUCTION
Recently progress has been made in terms of sta bilization and consensus in a network of dynamical systems subject to performance guarantees such as the rate of convergence and LQR/1l2 performance. In [30] , the weights of the Laplacian matrix of the graph are optimized to attain faster convergence to a consensus value: this is posed as a convex optimization problem and solved using LMI tools. The algebraic connectivity, characterized by the second smallest eigenvalue of the Laplacian matrix, is maximized in [12] to improve the convergence performance. An optimal communication topology for multi-agent systems is sought in [4] to achieve a faster rate of convergence. A distributed control methodology ensuring LQR performance in the case of a network of linear homogenous systems is presented in [1] . In [13] , the relationship between the interconnection graph and closed-loop performance in the design of distributed control laws is studied using an LQR cost function. In [17] , decentralized static output feedback controllers are used to stabilize a homogeneous network comprising a class of dynamical systems with guaranteed 112 performance, where an upper bound on the collective performance is given, depending only on the node level quadratic performance. In [3] , LQR op timal algorithms for continuous as well as discrete time consensus are developed, where the agent dynamics are restricted to be single integrators. However, interesting relations between the optimality in LQR performance and the Laplacian matrix of the underlying graph are also developed. In [16] procedures to design distributed controllers with 112 and 1loo performance have been proposed for a certain class of decomposable systems. Although delays are an ubiquitous factor associated with network interconnections as a result of information exchange over a communication medium, in all the above research work ( [1] , [3] , [13] , [16] , [17] ) no attempt is made to explicitly address or exploit the effects.
Significant research efforts analyzing stability and performance of collective dynamics (at network level) in the face of different types of delays have taken place in the recent past: references [2] , [15] , [21] - [23] , [26] , [27] , [31] are few examples, although this list is not exhaustive. 1 Necessary and sufficient conditions for average consensus problems in networks of linear agents in the presence of communication delays have been derived in [23] . Stability criteria associated with the con sensus dynamics in networks of agents in the presence of communication delays was subsequently developed in [27] using Lyapunov Krasovskii based techniques. Moreover, the strong dependency of the magnitude of delay and the initial conditions on the consensus value was also established in [27] . In [21] , a network of second order dynamical systems with heterogeneously delayed exchange of information between agents is considered, where flocking or rendezvous is obtained using decen tralized control. This can also be tuned locally, based only on the delays to the local neighbours. Both fre quency and time domain approaches are utilized in [21] to establish delay dependent and independent collective stability. The robustness of linear consensus algorithms and conditions for convergence subject to node level self delays and relative measurement delays were de veloped and reported in [22] building on the research described in [21] . 'Scalable' delay dependent synthesis of consensus controllers for linear multi agent networks making use of delay dependent conditions is proposed in [22] . Reference [31] reports an independent attempt to achieve second order consensus using delayed position and velocity information. Recently another methodol ogy, based on a cluster treatment of characteristic roots, has been proposed in [2] to study the effect of large and uniform delays in second order consensus problems with undirected graphs. In [26] the performance of consensus algorithms in terms of providing a fast convergence rate involving communication delays, was studied for second order multi agent systems.
Previous efforts to investigate stability and robustness in the face of delays clearly emphasizes the need to account for these delays explicitly. However research in this direction is limited when compared to the available voluminous research in the case of 'delay free' consensus algorithms. The main contribution of the present paper is the idea of designing delay dependent distributed optimal LQR control laws for homogeneous linear multi agent networks. At a collective network level, a cer tain level of guaranteed cost is attained, which takes into account the control effort. A Lyapunov-Krasovskii functional approach is used for synthesizing the control laws in the presence of fixed delays. The efficacy of the proposed approaches are demonstrated by considering a homogeneous linear multi agent network where the node level dynamics are represented as double integrators as in [21] , [26] , [31] .
II. PRELIMINARIES
In this paper the set of real numbers is denoted by IR. For all positive integers n, m, the sets]Rn and ]Rnxm and §;t represent the set of n dimensional vectors, the set of n x m matrices and the set of symmetric positive definite matrices of order n, respectively. For all M E ]Rnxn, the notation He{M} stands for M + MT. A column vector is denoted by Cal (.) and a diagonal matrix is denoted by Diag(.). For x E ]Rn, Ixi is the Euclidian norm of the vector x. An identity matrix of dimension n x n is denoted by I n . The Kronecker product is denoted by the symbol 121.
The notations for time delay systems are standard.
For 7 > 0, the notation Xt refers to a function defined over the interval [-7, 0] and such that for all e E [-7, 0], Xt(e) = x(t + e). Finally, the norm IIXtllr = SUPIiE[-r, ol l x(t + e) l · For basic concepts from graph theory from the perspective of multi agent network, standard texts such as [18] can be referred to for further reading on graph theory.
III. PROBLEM FORMULATION A. Optimal LQR control without delays
Consider a network of N identical linear systems given by BE IRnxm are constant and it is assumed that the pair (A, B) is controllable. Each agent is assumed to have knowledge of its own local state information.
The objective is to achieve a suboptimal level of LQR like closed-loop performance at each node. Specifically the control design objective can be stated as one of designing the gain matrix K such that the cost functions 00 Ji = J (Xf(t)QXi(t) + uf(t)Rui(t))dt, (2) o are minimized for all i = 1, ... , N, where Q E §;t and R E §t. It is well known that optimal control for each agent is achieved by finding a symmetric positive definite matrix Popt which solves the algebraic Riccati
The optimal control gain is then given by
and the cost function satisfies
The problem under consideration in this paper is to include in the control law of each agent an additional term which uses the (delayed) measurements of the relative positions between the agent and its neighbours viewed from a graph perspective.
B. Collaborative control law using delayed measure ments Assume now that each agent has knowledge of delayed relative state information. The motivation for the intro duction of delays in the relative position between agents has been considered in the literature: see for example [19] , [24] .
In this paper the relative information communicated to each agent is given by
where 7 is a fixed delay in the communication of relative information and .:h c {l, 2, ... N} / {i} is the index set of the neighbours to node i. Here it is assumed that the delay is fixed and known. This assumption can be justi fied because of the use of buffers in the communication protocols. This information will be exploited as part of the design of the control law.
The intention is to design control laws of the form
we re opt E resu ts rom t e so utlOn 0 t e for i = 1, ... , N, where the states Xi(t) E IRn and the Riccati equation, and the relative information scaling control inputs Ui(t) E IRm. The matrices A E IRnxn and matrix, H E IRmxn, is to be designed to achieve consensus. Substituting from (4) into (1), the closed loop system at node level is given by Using Kronecker products, the system in (1) at a net work level is given by
where the augmented state X(t) = COl(Xl (t), ... ,X N(t)) and U(t) = Col( Ul (t), ... ,U N (t)) represents the control input. The relative information in (3) at a network level can be written as
where Z(t) = COl(Zl(t), ... , Z N(t)) and £ is the Lapla cian matrix associated with the sets :1;. Using (7) the control law is given by
Substituting (8) into (6), the closed loop system at a network level is given by
where Aopt = A -BKopt' Consider the global network level performance index J = L� l Ji. This can be rewritten using the augmented vector X(t) as
J= fiX T (t)(IN0Q)X(t) +U T (t)((IN0R)U(t))dt. (10) o
The objective is to design the gain matrix HE IRnx m in a scenario in which the communication delay T is known and fixed.
IV. MAIN RESULT
The following theorem concerns the design of the gain matrix H. 
(12) Then the gain matrix H given by H = Hy-1 , and the associated control law
guarantees that the closed loop system (9) is asymptot ically stable for the constant delay T > O. Moreover the cost functions (2) satisfy:
Ji :::; J.L (l x(0) 1 2 + Tllxoll; + T2 /21Ixoll;) . (13) Proof: The proof is divided into three steps. The first part suggests a model transformation of the multi agent system into a single generic system with paramet ric uncertainty. The second step deals with the stability analysis of such systems. The final step proposes a method to optimize the gain matrix H.
Model transformation: Consider a set of multi-agent systems governed by (1) and connected via an undi rected graph represented by a symmetric Laplacian £ .
The delay T is positive and assumed to be known. Since £ is symmetric positive semi-definite, a spectral decom position allows re-writing the Laplacian as £ = V AVT where V E IR N x N is an orthogonal matrix formed from the eigenvectors of £ , and A = Viag(Al"" A N) is a matrix of the eigenvalues of £ . Moreover the symmetry of the Laplacian ensures that the Ai'S are real and can be reordered as 0 < Ai < Amax (£). Define an orthogonal state transformation (14) where X is an element of IR N n. The closed loop system (9) in the new coordinates is given by X(t) = (IN (9 Aopt)X(t) -( A (9 BH)X(t -T) (15) Since A is a diagonal matrix, the system in (15) is
(11) equivalent to the collection of systems 5152 'Vi = 1, ... , N, Xi(t) = AoptXi(t) -AiBHxi(t -T), (16) where the variables Xi in JRn represent the i t h com ponents of the augmented vector X. The performance index J in (10) can also be rewritten as where 00 Ji = j(Xf(t)QXi(t) +uf(t)RUi(t))dt, (17) o for i = 1 ... N. In order to provide an efficient stability analysis of this set of system, a poly topic representation is adopted. Indeed the matrices AiH can be viewed as a set of matrices which belong to a polytope whereby a real parameter A varies in an interval [0, Amax].
Therefore the problem has become to find the optimal gain matrix H for the delay system with a polytopic uncertainty P(A) given by P(A) :
x(t) = Aoptx(t) -ABHx(t -T), (18) where x is a vector of JRn and A is an uncertain param eter in [0, Amax] such that the performance index 00 J* = j(x T(t) Q x(t) + u T(t) Ru(t))dt, (19) o is minimized.
Stability analysis: To solve this problem, a Lyapunov Krasovskii theorem dedicated to time-delay systems will be used. Consider the Lyapunov-Krasovskii functional given by
xT(t)Px(t) + fL T xT(s)Sx(s)ds +T fL T (T -t + s)xT(s)Zx(s)ds.
(20)
Differentiating the functional given in (20) and making use of Jensen's inequality [9] yields
V(Xt) < 2xT(t)Px(t) + xT(t)Sx(t) xT(t -T)SX(t -T) + T2XT(t)Zx(t) (x(t) -x(t -T))T Z(x(t) -x(t -T)). (21)
In order to achieve a sub-optimal control design, the cost function is manipulated as where the matrices Q and R are from the cost function defined in (19) . Then the objective is to find the ma trices P, Q and Z such that We) is negative definite. Note that for all matrices Y E JR 3 nxn the equality
holds, where �(t) : = Col (x(t), x(t -T), x(t)) . The right hand side of (22) can be written as
(23) Assume that the matrix Y has the particular structure Y = Col (y-l, 0, Ey-11 , where E is a positive scalar and where the matrix Y in JRnxn is nonsingular. This manipulation corresponds to the use of the descriptor approach proposed in [14] . Define the vector ((t) = Col (y-1x(t), y-1x(t -T), y-l) . Then We) can be rewritten as Then if these two conditions hold, the functional W ( . ) is negative definite. Integrating We) in (24) 
o Since V (X T ) > 0, a bound of the performance index is given by Optimization: The optimization corresponds to the minimiz � tion of f-lp, f-ls and f-lt· Consider first the matrix P . Introduce the parameter f-l such that f-lp ::::; f-l which can be re-written in the form of a matrix inequality as follows:
y-T py-1 :::S f-lI .
(26)
Then applying the Schur complement and doing algebra it follows that yTp-1 y � Y + yT _ P. (27) This proves that the condition iJ!( P ) >-0 implies (26) .
Repeating the same procedure, it can be shown that the LMIs iJ!(S) >-0 and iJ!(Z) >-0 ensure that y-T Sy-1 :::S f-lI and y-T Zy-1 :::S f-lI respectively.
The proof is concluded by solving the minimization of f-l as suggested in (11).
• Remark 1: Following the initialization of the con sensus algorithm provided in [27] , a pragmatic choice of the initial conditions for the system (9) is x( t ) = x(O), V t < O. Using such initial conditions, equation ( V. EXAMPLE In order to illustrate the result of the previous section, consider a set of 6 systems governed by . 0001 00 The first comment to make is that, depending on the choice of Q, the shape of the performance index is significantly modified.
For Q = Q 1 , Figure 1 For Q = Q3, Figure 1 (c) shows that, in this situation, the delay affects the performance index. Indeed, the greater the delay, the greater the performance index. The interesting issue here is that, depending on the value of the delay T, the minimum of the performance index can be above or below the optimal case without relative information.
Consider now a set of 4 agents connected through the Laplacian
o -1 Since its eigenvalues are 0, 2 and 4, the same results are directly obtained from the previous example despite the significant change to .c . This shows the strength of our approach based on the polytopic representation in (18) .
VI. CONCLUSIONS
This paper has considered the design of an optimal controller for a set of N identical multi-agent systems. The proposed control law has a local linear feedback term (from solving a local Riccati equation) and a consensus-like term which depends on a delayed version of the relative states with respect to its neighbours.
The eigenvalues of this matrix are 0,1,3 and 4.
The resulting closed loop system at a network level Several different pairs of matrices in the performance has been decomposed using spectral decomposition of index are considered. The matrix R is chosen to be equal the associated Laplacian into N independent systems which depend on the eigenvalues of the Laplacian. This collection of systems has been viewed from a poly topic systems perspective, and a Lyapunov-Krasovskii approach has been used to synthesize the gain associ ated with the consensus term to provide sub-optimal LQR-like performance at a network level. Situations are demonstrated when this approach provides better performance (in terms of the LQR cost) than when a traditional decentralised approach is adopted. The examples show that the answer to this problem depends not only on the value of the delay but also on the definition of the cost function.
