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1. Introduction
Let H and F be graphs. The Ramsey number R(H, F) is defined as the minimum integer N such that any red/blue edge-
coloring of KN contains a red H or a blue F . There are many open problems in Ramsey theory, see [1,2]. It was shown that
for fixedm ≥ 3
c1

n
log n
(m+1)/2
(log n)1/(m−1) ≤ R(Km, Kn) ≤ c2 n
m−1
(log n)m−2
, (1)
where ci = ci(m) > 0 are constants. The upper bound comes from Ajtai et al. [3], and the constant c2 has been improved to
1 + o(1) in [4] for m = 3 and in [5] for general m. The lower bound comes from Bohman and Keevash [6], who improved
the bound of Spencer [7] by a factor (log n)1/(m−1).
Let Kk(n) be the complete k-partite graph, in which each part has n vertices, and write K2(n) = Kn,n. A similar problem
is to determine the asymptotic behavior of R(Km, Kn,n) for fixedm ≥ 3. The known bounds are as follows.
c1

n
log n
(m+1)/2
≤ R(Km, Kn,n) ≤ c2 n
m−1
(log n)m−2
, (2)
in which the upper bound comes from the bound for R(Km, K2n), and the lower bound comes from [8].
Obtaining the right order of magnitude of R(Km, Kn) was certainly a challenge for researchers for decades. A celebrated
result of Kim [9], and Bohman [10] recently, showed that of R(K3, Kn) is n2/ log n. They elaborately analyze the same random
graph process, called the triangle-free process. For general H-free process, see, e.g., [11–14].
The triangle-free process can be described as follows. Let V be a set with |V | = N , which is the common vertex set of any
graph Gi produced in the process. We begin with the empty graph, denoted by G0 on V . At step i we form the graph Gi by
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adding an edge to Gi−1 chosen uniformly at random from the edges in V that is not an edge of Gi−1 not forming any triangle
when added to Gi−1. The process terminates with a maximal triangle-free graph, which we denote GM (thus the random
variableM is the number of steps in the process). Note that GM is connected and it contains no triangle, so we have
N − 1 ≤ M ≤ N
2
4
.
However, Bohman [10] proved that almost surely
c1N3/2

logN ≤ M ≤ c2N3/2

logN.
By the same analysis of Bohman, we determine the order of magnitude of R(K3, Kn,n).
Theorem 1. There is a positive constant c such that the following holds: If N = N(n) < cn2/ log n, then almost surely the
triangle-free process on N vertices produces a graph whose complement graph contains no Kn,n. Consequently
R(K3, Kn,n) = Θ

n2
log n

.
Remark. It was shown [8] that R(K3,Gn) ≥ Θ

n
log n
2
, whereGn has order n andΘ(n2) edges. So it is natural to askwhether
or not R(K3,Gn) = Θ

n2
log n

. The obstacle for us to extend the argument is that Gn does not have a specific structure.
2. Proofs for the main results
Let us first repeat the definitions of Bohman [10]. For a set V , let

V
2

be the set of all pairs {u, v} of V , which is the edge
set of complete graph on V . The vertex set of our complete graph is [N] = {1, 2, . . . ,N}. In the evolution of the triangle-free
process, we track the same random variables. Recall that Gi is the graph given by the first i edges selected by the process.
The graph Gi partitions

[N]
2

into three parts: Ei,Oi and Ci. The set Ei is simply the edge set of Gi. An edge of

[N]
2

is open at
the step i, and in the set Oi, if it can still be added as an edge without violating the triangle-free condition. An edge of

[N]
2

is closed, and in the set Ci, if it is neither in Ei nor open; that is, the edge {u, v} is in Ci if there exists some vertexw such that
{u, w}, {v,w} ∈ Ei. Note that ei+1 is chosen uniformly at random from Oi, and |Oi| is one of the random variables we track,
and others are defined as follows.
For each edge {u, v} ∉ Ei, let Xu,v(i) be the set of verticesw such that {u, w}, {v,w} ∈ Oi. Let Yu,v(i) be the set of vertices
w such that one of {u, w} and {v,w} is in Oi and the other is in Ei. Finally, let Zu,v(i) be the set of vertices w such that
{u, w}, {v,w} ∈ Ei. If {u, v} ∈ Ei, we set Xu,v(i) = Xu,v(i− 1), Yu,v(i) = Yu,v(i− 1) and Zu,v(i) = Zu,v(i− 1).
Let Q (i) = |Oi|. To track Q (i), |Xu,v(i)|, |Yu,v(i)| and |Zu,v(i)| easier, define
t = t(i) = i
N2/3
,
and
q(t) = 1
2
e−4t
2
, x(t) = e−8t2 , y(t) = 4te−4t2 .
We always associate iwith t . A heuristic derivation of Bohman shows that
Q (i) ≈ q(t)N2, |Xu,v(i)| ≈ x(t)N, |Yu,v(i)| ≈ y(t)
√
N.
Define
fq(t) =

e41t
2+40t if t ≤ 1,
e41t
2+40t
t
if t > 1,
fx(t) = e37t2+40t , fy(t) = e41t2+40t ,
and set
gq(t) = fq(t)N−1/6, gx(t) = fx(t)N−1/6, gy(t) = fy(t)N−1/6.
LetBj be the event that there exists a step i ≤ j such that
| |Oi| − q(t)n2| ≥ gq(t)N2
or there exists some pair {u, v} ∈

[N]
2

\ Ei such that at least one of the following holds
| |Xu,v(i)| − x(t)N| ≥ gx(t)N,
| |Yu,v(i)| − y(t)
√
N| ≥ gy(t)
√
N,
|Zu,v(i)| ≥ log2 N.
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Let µ, β, γ , ρ be positive constants, where µ and ρ are small, β is large relative to µ, and γ is large relative to both µ
and β . Let di(v) denote the degree of a vertex v in Gi and Ni(v) the neighborhood of v in Gi. Set
m = µN3/2logN.
Lemma 2 ([10]).We have Pr(Bm) ≤ e− log2 N for large N.
DefineDi to be the event that ∆(Gi) > β
√
N logN , where ∆(Gi) is the maximum degree of Gi and β = β(µ) > 0 is a
large constant.
Lemma 3 ([10]).We have Pr(Dm ∧Bm) ≤ e−N1/5 for large N.
For disjoint subsets A, B of [N] such that
|A| = |B| =

γ − 2β
2

N logN = k,
where γ = γ (µ, β) is a constant much larger than β , we write A× B as the set of pairs {u, v}with u ∈ A and v ∈ B. Let us
say that a pair {u, v} ∈ A× B is closed with respect to A and B if there exists x ∉ A ∪ B and j ≤ i such that u, v ∈ Nj(x), and
|Nj(x) ∩ A| ≤ kNρ , |Nj(x) ∩ B| ≤
k
Nρ
.
A pair {u, v} ∈ A× B is open with respect to A and B if {u, v} ∉ Ei and {u, v} is not closed with respect to A and B. Define
WA,B(i) = {{u, v} ∈ A× B : {u, v} is open with respect to A, B inGi} .
Note that a pair {u, v} ∈ A× B can be closed (in Gi) and still be inWA,B(i). We stop trackingWA,B(i) as soon as a single edge
falls in A× B; formally, if Ei ∩ (A× B) ≠ ∅ or the triangle-free graph Gi lies inDi ∨Bi then we setWA,B(i) = WA,B(i− 1).
Let Pj be the event where there are A, B ∈

[N]
k

and a step i ≤ j such that
(A× B) ∩ Ei = ∅, and |WA,B(i)| < e−4t2k2 − 2N1−ρ/3.
For the final proof, the above definition of A and B is slightly changed from that of Bohman. However, the same proof of
Claim 12 in [10] will get the following result.
Lemma 4. We have Pr(Pm ∧Bm) ≤ e−N1/2 for large N.
We are ready to prove Theorem 1.
Proof of Theorem 1. Choose positive constants µ, ρ, β, γ such that µ, ρ are small, and β, γ are large, which are required
for all mentioned results and satisfy more conditions that will be needed.
Before considering the details of the proof, it may be helpful to have an overview. By Lemmas 2–4, we can restrict ourself
toBm ∧Dm ∧ Pm, whose probability is almost 1. Note thatBm ⊆ Bi,Dm ⊆ Di and Pm ⊆ Pi for i ≤ m. Set
n = γN logN,
where γ is large, and 3k = 32 (γ − 2β)
√
N logN > n. Clearly n > 2k. We shall consider fixed disjoint sets K1 and K2 with
|K1| = |K2| = γ√N logN . We bound the probability that K1 × K2 forms a complete bipartite graph in Gm by first showing
that if K1 × K2 is a complete bipartite graph in Gi (and we are not in the ‘bad’ eventBi ∨Di ∨ Pi) then
|(K1 × K2) ∩ Oi| ≥ Ω(e−4t2 |K |2).
This implies that the edge ei+1 has a reasonably good chance of falling in K1 × K2. Thus the probability that there is no edge
of this K1 × K2 has been chosen at some step is so small such that it remains small when multiplied by the number of Kn,n.
The formal proof is as follows.
We suppose that (K1 × K2) ∩ Ei = ∅ for each step i of the process. set
Li = {x : x ∉ K1 ∪ K2, |Ni(x) ∩ (K1 ∪ K2)| > k/Nρ},
and set
X(x) = {Ni(x) ∩ (K1 ∪ K2) : x ∈ Li}.
Let us denote X(x) by X for short.
Since we are not in the eventBi, we have for each pair {u, v} ∈

[N]
2

|Zu,v(i)| ≤ log2 N.
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Therefore
|X ∩ Y | ≤ log2 N for x, y ∈ Li.
This implies that
|Li| ≤ 4Nρ,
since otherwise if we choose L′i ⊆ Li with |L′i| = ⌈4Nρ⌉ then
|K1| ≥ | ∪x∈L′i X | ≥ 4Nρ · k/Nρ − (4Nρ + 1)2 · log2 N > 3k > |K1|
as N is large, a contradiction.
Moreover, as we restrict our attention toDi, we have
|X | ≤ βN logN for x ∈ Li.
Claim. There exist disjoint subsets A ⊆ K1, B ⊆ K2 with |A| = |B| = k such that the number of edges in WA,B(i) that are closed
in the process (i.e. in Ci) is at most
16βN1/2+2ρ log5/2 N.
Proof of the Claim. We separate the proof into two cases.
For convenience, for j = 1, 2 and x ∈ Li, write Xj = X ∩ Kj.
Case 1. | ∪x∈Li Xj| < k for j = 1, 2. Let
A ⊂ K1 such that |A| = k and ∪x∈Li X1 ⊂ A,
and
B ⊂ K2 \ (∪x∈Li X2) with |B| = k.
Since there is no vertex in B that is incident to x for any x ∈ Li, we have that the number of edges inWA,B(i) that are closed
in the process is zero.
Case 2. Either | ∪x∈Li X1| ≥ k or | ∪x∈Li X2| ≥ k.
Without loss of generality, suppose that | ∪x∈Li X1| ≥ k. Let us choose L′i ⊆ Li such that |L′i| as small as possible and| ∪x∈L′i X1| ≥ k, and set
A ⊂ ∪x∈L′i X1 with |A| = k.
In order to form B, we shall consider the size of ∪x∈L′i X2 in K2.
Subcase 2.1. | ∪x∈L′i X2| < k. Then let us set
B ⊂ K2 \ (∪x∈L′i X2) with |B| = k.
Similar to the proof in Case 1, we have that there is no edge inWA,B(i) that is closed.
Subcase 2.2. | ∪x∈L′i X2| ≥ k. Then by the choice of L′i , we have that
| ∪x∈L′i X2| ≤ k− 1+ β

N logN,
implying
|K2 \ (∪x∈L′i X2)| ≥ |K | − (k− 1+ β

N logN)
>

γ − β − γ − 2β
2

N logN > k.
Now let us set
B ⊂ K2 \ (∪x∈L′i X2) with |B| = k.
On the one hand, for any vertex x ∈ L′i, X ∩ B = ∅; on the other hand, for y ∈ Li,
|Y2 ∩ A| ≤ |Y ∩ (∪x∈L′i X)| ≤ 4Nρ log2 N
as |X ∩ Y | ≤ log2 N for x, y ∈ Li and |L′i| ≤ 4Nρ .
Therefore, the number of edges inWA,B(i) that are closed is at most
|Li|(4Nρ log2 N) · β

N logN ≤ 16βN1/2+2ρ log5/2 N.
The proof of the Claim is completed. 
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Let us continue the proof of Theorem 1. From the above Claim and since we restrict our attention to Pi,
|Oi ∩ (K1 × K2)| ≥ e−4t2

(γ − 2β)2
4

N logN − 2N1−ρ/3 − 16βN1/2+2ρ log5/2 N
≥ e−4t2 (γ − 2β)
2
5
N logN.
Thus, since we restrict our attention toBi,
Pr(ei+1 ∈ (K1 × K2)) = |Oi ∩ (K1 × K2)||Oi| ≥
(γ − 2β)2 logN
5N
,
and the probability that K1 × K2 forms a complete bipartite graph Kn,n in Gm is at most
1− (γ − 2β)
2 logN
5N
2µN3/2√logN
≤ exp

−2(γ − 2β)
2
5
µ
√
N log3/2 N

.
On the other hand, the number of Kn,n is less than
N
γ
√
N logN
2
≤

eN
γ
√
N logN
2γ√N logN
≤ exp{γ√N log3/2 N}.
This completes the proof of Theorem 1. 
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