It is appropriate to analyze count data in ecology, such as species richness, using Poisson models. However, there has been limited work on incorporating spatial autocorrelation in Poisson models. The objective of this study was to use three spatial Poisson modeling techniques to investigate the relationships between bird species richness and patterns of climate and land cover diversity in New York State. The three spatial Poisson models included auto-Poisson (AP), generalized linear mixed Poisson (GLMP), and geographically weighted Poisson regression (GWPR). The results from the three models were compared with a global nonspatial Poisson (GP) model. Moran's I correlograms and local estimates of Moran's I were used to evaluate the global and local spatial autocorrelations of model residuals and spatially assess model performance. We found that the spatial Poisson models produced better model predictions for bird species richness, significantly reduced spatial autocorrelation in model residuals, and generated more desirable spatial distributions for model residuals than the GP model. Overall, we found that the GWPR models were more effective in reducing spatial autocorrelation of model residuals and incorporating spatial heterogeneity at different spatial scales than the AP and GLMP models. We conclude that the analysis of count data (e.g., species richness) can be effectively modeled using spatial Poisson models but that the coefficients of environmental predictors may shift as a result of which method is used. FOR. SCI. 58(1):61-74.
M ODELING RELATIONSHIPS BETWEEN SPECIES
RICHNESS and environmental variables across space and/or time has always been an important focus of biogeography, ecology, and conservation biology (Böehning-Gaese 1997, Blackburn 2000, Lomolino et al. 2005) . Many past studies have used different variations of ordinary least squares (OLS) regression to model these relationships. When one is analyzing count data, however, OLS is inappropriate because count data are non-negative and discrete, tend to be highly skewed and non-normally distributed, and commonly follow a Poisson distribution with mean-related variance (Upton and Fingleton 1989, Lehmann et al. 2002) . It is well known that these features of the Poisson distribution violate the assumptions of OLS such as symmetric error distribution and constant variance and OLS may predict negative count values. Thus, Poisson regression is often used to analyze and model count data to overcome these limitations (Myers et al. 2002, Griffith and Haining 2006) . Similar to assumptions for OLS, an important assumption for Poisson regression is that the individual observations in data should be independent of each other (Legendre 1993 , Fortin and Payette 2002 , Fortin and Dale 2005 . The existence of spatial autocorrelation in ecological data is not an uncommon phenomenon and has long been recognized by ecologists (e.g., Legendre 1993 , Koenig 1999 . In recent years, ecological studies have shown that the presence of spatial autocorrelation has a strong influence on estimating the variability of regression coefficients (Fortin and Payette 2002 , Jetz and Rahbek 2002 , Lichstein et al. 2002 , may change the relative importance of explanatory variables in the model (Lennon 2000 , Tognelli and Kelt 2004 , Bini et al. 2009 , and may invert the observed relationships between explanatory and response variables (Kuhn 2007) . Although nonspatial methods may be appropriate when there is no evidence of significant spatial autocorrelation in model residuals (Bhattarai et al. 2004 , Warren et al. 2005 , Hawkins et al. 2007 ), more appropriate methods (e.g., autoregressive modeling) are available and should be used if statistical tests indicate significant spatial autocorrelation (Diniz-Filho et al. 2003) .
For count data following a Poisson distribution, autoPoisson (AP) regression and generalized linear mixed Poisson (GLMP) regression have been developed to correct for the effects of spatial autocorrelation on development of predictive models (Griffith and Haining 2006, Dormann et al. 2007) . AP is one of the auto-covariate models that use an index of immediate neighbors around a subject location as one of the predictor variables (i.e., a spatial lag variable). It captures direct spatial influence or common spatial factors shared by neighbors but not contained in the predictor variables. In other words, the AP model can be applied to estimate how much the response variable at a subject location is reflected by its surrounding neighbors, independent of environmental influences (Ferrandiz et al. 1995 , Dormann et al. 2007 ). If there is no spatial interaction between neighboring locations, AP reduces to a traditional Poisson regression. AP is compatible with a spatial lag model that is designed to account for spatially correlated data following a Gaussian distribution (Schabenberger and Gotway 2005) . Alternatively, GLMP is an extension of generalized linear models that incorporate random-effects factors and spatially correlated within-group errors (Dormann et al. 2007 , Schabenberger 2007 . Therefore, AP and GLMP treat spatial autocorrelation in different ways: AP considers spatial autocorrelations in the response variable (equivalent to a spatial lag model), whereas GLMP considers spatial autocorrelation in the model error term (equivalent to a spatial error model).
Although AP and GLMP take spatial information into account to improve model fitting for spatially correlated data, they are global in nature, assuming that the relationships between the variables in the model apply equally to the entire study area (i.e., stationarity). Because many relationships in ecological studies may not be spatially stationary (i.e., varying across the study areas), researchers have become more interested in building local models rather than global models in recent years. The advent of geographically weighted regression (GWR) provides such a tool of directly investigating the presence of spatial nonstationarity (Fotheringham et al. 2002) . Numerous studies have shown that GWR is effective to reveal spatial nonstationary in the relationships between variables (e.g., Foody 2004 , Wang et al. 2005 and to investigate the effects of spatial scales on nonstationary relationships (e.g., Foody 2004 , Bickford and Laffan 2006 , Kupfer and Farris 2007 . Furthermore, it is well known that the patterns of species richness are often scale-dependent (Godfray and Lawton 2001 , Blackburn and Gaston 2002 , Bond and Chase 2002 , Hurlbert and Jetz 2007 , and the relative importance and relationship of environmental predictors in shaping these patterns may vary as the scale of analysis changes (Lennon 2000 , Rahbek and Graves 2001 , Diniz-Filho et al. 2003 , Bini et al. 2009 ). In recent years, geographically weighted Poisson regression (GWPR) has been applied for analyzing disease maps (Nakaya et al. 2005 ) and manufacturing investment locations (Lambert et al. 2006 ). However, we are not aware of any application of GWPR to the count data in forestry, ecology, or wildlife.
In this study, we applied three spatial Poisson regression techniques for modeling bird species richness using a parsimonious suite of climate and land cover variables at both global and local levels. Our objectives were to compare the performance of spatial Poisson models with that of nonspatial Poisson models, evaluate the performance of global spatial Poisson models compared with that of localized models, and determine how the relationships between species richness and environmental variables vary as a function of which method is used.
Data and Methods

Breeding Bird Atlas Data
The New York State Breeding Bird Atlas (BBA) is a comprehensive, statewide survey with the objective of documenting the distribution of breeding birds in New York State. The latest BBA was surveyed from 2000 to 2005 (McGowan and Corwin 2008) . As one of the largest and finest resolution atlas data sets in the world, the survey used 5,332 5 ϫ 5 km spatially referenced blocks to cover a total of 125,384 km 2 . To achieve consistent and adequate coverage within each atlas block, a set of protocols were followed by every atlas participant (for details, see McGowan and Corwin 2008) . In brief, each participant was expected to spend at least 8 hours in the block, visit each habitat, and record every bird that was seen or heard in an appropriate breeding habitat. Effort was recorded for each atlas blocks and reported as the number of person-hours spent surveying per block (i.e., the sum of the number of hours per person spent in each block ϫ the number of people atlasing each block) (McGowan and Zuckerberg 2008) . Participants recorded information on breeding status using predefined codes including possible (e.g., species observed in appropriate habitat or singing male), probable (e.g., pair observed in suitable habitat in breeding season), and confirmed (e.g., nest with young) breeding. The final BBA database retains the species with the highest level of confirmation of breeding. The 2000 -2005 New York BBA enlisted more than 1,000 volunteers and contributed 383,051 records for 251 species. We calculated species richness as the total number of species recorded within atlas blocks (hereafter SPRICH2000) ( Table 1) .
Environmental Data and Land Cover Analysis
We acquired environmental data to characterize statewide gradients in land cover and climate for use as predictors of bird species richness. For land cover data, we analyzed the 2001 National Land Cover Data (NLCD) to characterize the composition and configuration of different land cover types within each BBA block. The 2001 NLCD consists of 16 land cover classes modeled over the conterminous United States at a 30-m cell resolution and a 0.40-ha minimum mapping unit (Homer et al. 2007) . Given that bird species richness includes a number of species, all with varying life-history characteristics (e.g., breeding habitat associations, migratory status, and feeding strategies), we were interested in quantifying the diversity and configuration of land cover types throughout the study area. Following the recommendations of Cushman et al. (2008) , we calculated a parsimonious suite of uncorrelated landscape-level metrics describing the interspersion, diversity, and amount of edge in each landscape. These variables included the index of juxtaposition and interspersion (IJI), aggregation index (AI), areaweighted Euclidean nearest neighbor distance distribution (ENN_AM), and area-weighted edge contrast index distribution (ECON_AM) (McGarigal and Marks 1995) ( Table 1 ). All landscape metrics were calculated using FRAG-STATSBATCH (Mitchell 2005) and FRAGSTATS (McGarigal et al. 2002) .
In addition to these land cover variables, we included information on climate and elevation. We acquired climate data using the WorldClim database (Hijmans et al. 2005) . The WorldClim database is a set of global climate grids with a spatial resolution of a square kilometer. The climate grids represent 50-year averages in temperature and precipitation and are useful for mapping and spatial modeling (Hijmans et al. 2005) . We used climate grids representing average summer temperature (°C) (TEMP) and its variability (SD) (TEMP_SD) and average summer precipitation (mm) (PRECIP) and its variability (SD) (PREC_SD).
Modeling Methods
We briefly describe the four Poisson regression techniques used in this study.
Global Nonspatial Poisson Regression (GP)
The Poisson model is a special case of generalized linear model that has two fundamental components: the response distribution is not necessarily Gaussian distribution and a monotonic link function is used to transform the mean of response variables to a linear form (Myers et al. 2002) . The probability density function of a Poisson random variable Y is given as
where the parameter is the mean and variance of random variable Y, i.e., E(Y) ϭ and Var(Y) ϭ (Myers et al. 2002) . The basic model formulation is that the log link function transforms the mean of the Poisson random variable to a function of linear predictors such that
where X is a known design matrix and ␤ is a vector of unknown regression coefficients. The log function is the link between the mean of the Poisson random variable and linear predictors. It ensures that the mean remains positive for all linear predictors and parameters. The Poisson regression (GP) in Equation 2 assumes that the observations are independent. The method of maximum likelihood can be used to estimate the regression coefficients (Myers et al. 2002) .
Spatial Auto-Poisson Regression (AP)
The AP model intends to capture the spatial autocorrelation among the adjacent values of response variable by estimating how much the response variable at one location can be explained by surrounding locations, independent of environmental influences. The AP model is a simple extension of the global Poisson model by adding a distanceweighted function of neighboring response values as one of the predictor variables in the model (Dormann et al. 2007 ). This added predictor variable is commonly known as an autocovariate. Based on Equation 2, the AP model can be expressed as
where B is the added autocovariate, is the coefficient of autocovariate, and X and ␤ are the same as defined in Equation 2. The autocovariate B at location i may be calculated as
where k i is the number of neighbors for a subject location i, y j is the response value of neighboring location j, and w ij is the weight calculating the influence of location j over the subject location i and is usually related to the geographical distance between the two points (Augustin et al. 1996) . In this study, we define the nearest eight atlas blocks (Queen's adjacency) as the neighbors, and each neighboring block is equally weighted. Thus, the average response value of the nearest eight neighboring blocks is used as the autocovariate in the AP model. 
Spatial Generalized Linear Mixed Poisson Regression (GLMP)
The GLMP model is the extension of Poisson regression by allowing the linear predictor to contain random factors and within-group errors that are spatially correlated (Venables and Ripley 2002, Dormann et al. 2007 ). The GLMP model is defined as
where X and Z are known design matrixes for fixed and random effects, respectively, log(.) represents the log link function, and ␤ and ␥ are unknown fixed-and randomeffects parameters, respectively. The random effects ␥ are assumed to be normally distributed with mean 0 and covariance matrix G (known as G-side effect), and the variance of random effects ␥ is
where A is a diagonal matrix containing the variance functions that are used to express the variance of a response as a function of the mean and R (known as R-side effect) is a user-specified covariance matrix (SAS Institute, Inc. 2006). Several spatial covariance structures are available including exponential, Gaussian, spherical, and power. The exponential spatial covariance structure was used in this study as follows:
where d ij is the distance between two locations i and j and is a bandwidth parameter. When the spatial data are available from several adjacent regions, PROC GLIMMIX (SAS Institute, Inc. 2006) can be used to fit the overall fixed effects and random effects as well as take spatial autocorrelations among locations within the same subject/region into account (SAS Institute, Inc. 2006 , Dormann et al. 2007 . After the structures of G and R variance matrices are specified, the penalized quasi-likelihood method is commonly used to solve GLMP.
Spatial Geographically Weighted Poisson Regression (GWPR)
The GWPR model is a local form of the global Poisson regression and assumes that the data follow a Poisson distribution (Fotheringham et al. 2002 , Nakaya et al. 2005 . The underlying GWPR model for each observed location with spatial coordinate (u i , v i ) in the study area is
where log(.) is the link function, and
are unknown regression coefficients at the location (u i , v i ). GWPR estimates the local model coefficients for each point in the study area. The basic procedure of GWPR is as follows: first, define neighbors for a particular location i at (u i , v i ) with a bandwidth, second, calculate a weight (w ij ) for each neighboring location based on the distance (d ij ) between locations i and j, and third, estimate the model parameters at location i using iteratively reweighted least squares such that
where X is a known design matrix, A(i) is the variance weights matrix for location i, Z(i) is a vector of adjusted dependent variables for location i, and W(i) denotes the diagonal spatial weight matrix for location i. The weight matrix can be shown as
Different spatial weighting functions can be used to calculate the weight matrix for each location. In this study we used a Gaussian distance-decay weighing function such that
where d ij denotes the distance between location i and j and h represents the bandwidth that controls the rate of weights change. For a small bandwidth, the weights decay rapidly, whereas for a large bandwidth, the weights decay gradually and slowly. The locations close to the subject location i will get higher weights than the locations further away. According to the Gaussian curve w ij decreases as the distance increases and w ij equals 1 for coincided locations i and j. For the Gaussian weighting function, the weights for all data points are nonzero no matter how far they are from the center of location i (Fotheringham et al. 2002 , Nakaya et al. 2005 .
Note that the GWPR model is applied to deal with the nonstationary relationship between bird species richness and the available bioclimatic and land cover variables. In a stationary case, a global model may be appropriate to investigate the true model relationship. To test whether the relationship is stationary, we calculated the index of stationarity for each explanatory variable, which is defined as the interquartile range of the GWR coefficients divided by two times the SD of the respective global regression coefficient. Values of this index larger than 1 indicate a nonstationary relationship, and values smaller than 1 indicate a stationary relationship (Charlton et al. 2003 , Osborne et al. 2007 .
Model Fitting
Before model fitting, we checked outliers in the data. A few blocks were removed if the values of the blocks were outside 5 SDs of the mean. The GP, AP, and GLMP models were fitted using PROC GLIMMIX in SAS 9.1 (SAS Institute, Inc. 2006). The GWPR model was fitted using the software package SPGWR (Bivand and Yu 2009) For the AP model, an autocovariate defined as the average of the nearest eight neighbors' observed response (SPRICH2000) was added to the global nonspatial Poisson model. For the GLMP model, ecozone is used as a random factor that defines the ␥ random effect parameter and covariance matrix G. There are 11 ecozones in New York State that were developed by the New York GAP analysis project (Smith et al. 2001 ) and based on a review of Bailey's Ecoregions (Bailey 1995) , US Forest Service Ecological Units (Keys et al. 1995) , and New York State Department of Environmental Conservation Ecozones (Davis 1977 , Will et al. 1982 , Dickinson 1983 . Ecozone boundaries are based on land forms, geologic history, and elevational and topographical differences. In the GLMP model, relationships between species richness and the environmental predictors within an ecozone are assumed to be more homogeneous than the relationships between ecozones. As such, ecozone is modeled as a random factor to capture the nonhomogeneous relationships among ecozones. In addition, the R covariance structure is specified to capture the spatial autocorrelation within the ecozones. We used the exponential covariance structure based on model fitting statistics and best linear unbiased predictor predictions to calculate the model residuals. We used the spatial correlogram of model residuals from the global Poisson model to determine the maximum bandwidth for the GWPR model.
Model Evaluation
We used both global and local Moran coefficients (Anselin 1995) to evaluate the spatial distributions of the model residuals from the four modeling techniques. The global Moran's I can be decomposed into localized values (Anselin 1995). The local form of Moran's I i is defined by 
Results
Model Fitting
After checking for multicollinearity (variance inflation factor Ͻ10) among available explanatory variables, we used the following GP model as a benchmark to fit the relationship between SPRICH2000 and environmental variables:
where log(.) is the link function, E(.) represents the expectation of response variable, and all symbols are as defined in Table 1 .
To compare the importance of the independent variables, the standardized independent variables with mean of 0 and variance of 1 were used in all regression models. For the GWPR model, we used a maximum bandwidth of 150 km because we found that the Moran's I values of the GP model residuals approached 0 at 150 km (Figure 1 ). To investigate the scale effects on the spatial modeling of bird species richness, however, we selected four bandwidths (25, 50, 100, and 150 km) to detect scale dependency for the GWPR models. All spatial models (AP, GLMP, and GWPR) produced smaller model mean sum of squares of error (MSE) than the GP model ( Table 2 ). The GWPR model at 25 km had the smallest MSE (107.32), followed by the AP model and GWPR model at 50 km. Because the fitting of the GLMP model was based on the penalized quasi-likelihood method, one of the commonly used model comparison criteria, the Akaike information criterion, was not available for the GLMP model (Fotheringham et al. 2002 , Nakaya et al. 2005 . Furthermore, we calculated the model mean sum of squares of error (MSE*) for all Poisson models containing EFF as the only explanatory variable because it is a particular and important characteristic for any survey. Table 2 indicates that the MSE of the full Poisson models (equation 12) was substantially reduced because of other explanatory variables in addition to EFF.
For the three global models (GP, AP, and GLMP), we found land cover, climate, and effort variables to be significant (P Ͻ 0.05) predictors of bird species richness (Table  3 ). The only exceptions were the ECON_AM in the GP model, and the ENN_AM variables in the AP model (Table  3) . All global models showed a similar relationship between sampling effort (EFF) and bird species richness where blocks with more effort generally supported a higher number of bird species. In addition, areas of high species richness were characterized by cooler (TEMP) and drier regions (PRECIP) of the study area (Table 3) . With respect to the diversity and intermixing of land cover types, regions of bird species richness were higher in blocks characterized by a diversity of land cover types (high IJI) that were smaller and less aggregated (low AI) ( Table 3 ). The stand errors of the AP and GLMP model coefficients, however, were all larger than those of the GP model by taking spatial autocorrelation into account in the model-fitting processes.
We found evidence of shifts in the direction and relative importance of model coefficients. Using the GWPR model, we found that the estimated regression coefficients of the GWPR models at the four bandwidths were not constant across the study area (Table 4) . For example, the model coefficients of PRECIP and TEMP are all negative in the three global models but ranged in value from negative to positive across the four bandwidths used in the GWPR model. At the smallest bandwidth (25 km), we found that negative regression coefficients of PRECIP were clustered across the entire study area, suggesting that, at local scales, bird species richness was higher in relatively dry areas (Figure 2A) . It was evident, however, that the coefficient estimates of the GWPR model at 25 km were highly localized and produced a relatively large range of model coefficients (Table 4) . When we used the larger bandwidths of 100 and 150 km, the spatial patterns were less localized and produced a smaller range of the model coefficients ( Figure  2 ). Even at the larger bandwidths, however, the relationship between bird species richness and precipitation remained consistently negative and positive.
Furthermore, not only the magnitude but also the relative importance ranking of the model coefficients was changed for the AP and GLMP models compared with the GP model. For example, the most important variable was PREC_SD in Figure 2 . The contour diagram of the PRECIP coefficient for the GWPR model at four bandwidths: (A) 25 km, (B) 50 km, (C) 100 km, and (D) 150 km. the GP model, whereas EFF was the top one in the AP and GLMP models (Table 5) . Alternatively, some variables showed little or no shift, e.g., ENN_AM was ranked 8 regardless of the modeling approach (Table 5) .
The environmental variables of PRECIP, PREC_SD, TEMP, ECON_AM, EFF, and IJI were highly nonstationary at short bandwidths, whereas TEMP_SD, ENN_AM, and AI became stationary at approximately 150-km bandwidth (Figure 3) , suggesting that the influence of climate and land cover pattern affected bird species richness differently at different spatial scales.
Evaluation of Model Residuals
The GWPR model with the 150-km bandwidth produced the largest range and kurtosis of the model residuals (Table  6 ). On the other hand, the GWPR model at 25 km yielded The assignment of ranks is based on the magnitude (the absolute value) of the estimated standard coefficients. the smallest range of the model residuals, followed by the GLMP model. The model residuals of the GP model had the largest SD and the fourth largest range of model residuals.
The model residuals of all seven models had positive kurtosis and negative skewness. The GWPR models at short bandwidths (e.g., 25 and 50 km) produced much smaller range, kurtosis, and skewness for the model residuals than the other models. In addition, the SD, kurtosis, skewness, and range of the GWPR models became larger as the bandwidth increased (Table 6 ).
Using the global nonspatial GP model, we found that there were large continuous areas with either high positive (Ն5) or low negative (ՅϪ5) residuals (Figure 4) , which implied that the GP model either underestimated or overestimated bird species richness for those areas. For example, most areas of the Adirondacks ecozone were overestimated by the GP model, whereas most areas of Tug Hill and Appalachian Plateau ecozones were underestimated by the GP model ( Figure 4A ). In contrast, the AP model produced much smaller positive (0 to 5) or negative (Ϫ5 to 0) residuals across New York State ( Figure 4B ) The residuals of the GWPR model at 25 km were highly localized across the study area ( Figure 4D) , whereas the GWPR model at 150 km produced relatively smoother patterns of the model residuals with a large continuous area with either high (Ն5) or low residuals (ՅϪ5) ( Figure 4G ). For the GWPR models, it was clear that the extent of areas with either high (Ն5) or low (ՅϪ5) model residuals increased as the bandwidth of the model increased.
Global Spatial Autocorrelation of Model Residuals
Using Moran's I correlograms of model residuals across different bandwidths, we found that the AP and GWPR models at 25 km produced the smallest Moran's I values across the different lag distances, followed by the GWPR model at 50 km and the GLMP model ( Figure 5 ). The GP model produced the largest Moran's I value across different lag distances, and the GWPR at 150 km produced the second largest Moran's I value across different lag distances ( Figure 5 ). The AP model had a negative Moran's I value at 
Local Spatial Autocorrelation of Model Residuals
Local Moran's I i values were computed for the residuals of each model. We found that the GP model produced the largest areas with large positive local Moran's I i values ( Figure 6A) , indicating that the model residuals in those areas tended to be clustered in similar values. In contrast, the AP model ( Figure 6B ) and the GWPR model at 25 km ( Figure 6D ) yielded the most desirable local Moran's I i values because most areas had small negative local Moran's I i values, implying that the residuals in those areas tended to be clustered in dissimilar values. We found that the GLMP model ( Figure 6D ) produced more acceptable patterns of local Moran's I i values than the GP model, but it still had larger areas with large positive local Moran's I i values than both the AP and GWPR models at 25 km. Clearly, the GWPR models at smaller bandwidths generated more desirable local Moran's I i patterns than the GWPR models at larger bandwidths. As the bandwidth increased, the areas with large positive local Moran's I i values increased.
We also computed the Z values for the local Moran's I i of model residuals and evaluated these Z values at the significance level of ␣ ϭ 0.001 (Z value ϭ 3.30) (Figure 7) . Again, the results indicated that the AP model ( Figure 7B ) and GWPR model at 25 km ( Figure 7D ) may be more effective for removing spatial autocorrelation than other models. Meanwhile, the GWPR model at 50 km ( Figure 7E ) produced smaller areas with significant local Z values than the GLMP model ( Figure 7C) . The GWPR models produced more areas with significant local Z values as the bandwidth increased.
Discussion
Ecologists collect data on counts of species (e.g., species richness) that are most suitable for Poisson regression. The use of spatial Poisson models, however, remains relatively rare in macroecology and geographical ecology. In this study, the use of both Moran's I correlograms and visualizations of model residuals from the global nonspatial Poisson model indicated the existence of significant spatial autocorrelation in bird species richness across the study area. The effects of spatial autocorrelation on analyzing and modeling ecological data are of increasing importance and interest for many ecologists (Legendre 1993 account for the effects of spatial autocorrelation can lead to biased estimates of the SEs of regression coefficients, and, consequently, misleading hypothesis testing and confidence intervals. These findings justified the importance of accounting for spatial autocorrelations in modeling the influences of land cover diversity and climate on bird species richness.
The use of the three spatial Poisson modeling techniques did improve the model fitting over that of the nonspatial Poisson model. Overall, we found that the use of spatial Poisson models had several advantages including (1) smaller model MSE, (2) a reduced range of model residuals (except the GWPR model at 150 km), (3) an expected reduction in the spatial autocorrelation of model residuals (both at global and local scales), and (4) more desirable spatial patterns for the model residuals (fewer residual clusters of similar or dissimilar values). We found, however, that the relative importance of environmental variables shifted as a result of which modeling procedure was used. This type of coefficient shifting in spatial modeling has been found in past studies (Lennon 2000 , Tognelli and Kelt 2004 , Bini et al. 2009 ) and further emphasizes the importance of using various methods to account for spatial autocorrelation (Dormann et al. 2007 ). In addition, we found that direction of the environmental relationship may be inversed on the basis of the scale of the analysis (Kuhn 2007) . Despite these shifting coefficients, it was clear that land cover diversity was a stronger determinant of avian species richness throughout New York State. After accounting for variation in sampling effort, areas of high bird species richness supported a greater diversity of interspersed and fragmented land cover types.
Spatial autocorrelation may be caused by many ecological factors such as distance-related biological process, the missingness of spatially structured environmental variables, and nonstationarity of relationships between variables (Legendre 1993, Fotheringham et al. 2002 , Dormann et al. 2007 . Furthermore, spatial autocorrelation may exist at different spatial scales. Because the rationale for selecting a proper modeling technique is commonly lacking, one may need to try a number of modeling methods to choose the one suitable to the given data (Dormann et al. 2007) . In this study, the AP model produced the best model fitting (according to the model MSE) among the three spatial Poisson models and significantly reduced the global spatial autocorrelation at a relatively short distance. However, the AP model residuals showed the existence of significant positive autocorrelations at longer distances than the GWPR models at 25-and 50-km bandwidths. The AP model also generated a larger number of significant local Moran's I i values than the GWPR models at 25 and 50 km, indicating more clusters of either similar or dissimilar model residuals across the study area. The GLMP model produced less desirable global spatial autocorrelation and spatial distribution of model residuals (larger number of significant local Moran's I values) than the AP model and GWRP models at short spatial scales. Among the spatial models, the GWPR model at 25 km effectively removed the global spatial autocorrelation and produced the most desirable spatial distribution of model residuals and the least number of significant local Moran's I values.
Our results indicated that the relationships between bird species richness and environmental variables were nonstationary and scale-dependent. Therefore, global models, either nonspatial (GP) or spatial (AP and GLMP), may not be able to effectively model the spatial heterogeneity in these relationships across the entire study area, resulting in imprecise descriptions of the data and model predictions. Using the GWPR models at smaller spatial scales may be a better choice to model spatial heterogeneity in the data and variable relationships. One possible limitation in the use of GWPR models at a small bandwidth is that they tend to generate highly localized model coefficients (Guo et al. 2008) . As spatial scale increased, however, the magnitude of the parameter estimates became closer to the global AP model estimates and, thus, produced a more similar or dissimilar cluster of model residuals.
We conclude that Poisson regression modeling is an effective and appropriate method for analyzing data on species richness, and multiple methods are available for the incorporation of spatial autocorrelation. Our findings, however, support the potential ramifications of shifts in the direction and magnitude in model coefficients that may result from these different approaches and potentially affect the interpretation of analyses (Lennon 2000 , Diniz-Filho et al. 2003 , Kuhn 2007 , Bini et al. 2009 ).
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