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Abstract
In this paper, we investigate the uniform regularity for the isentropic compressible Navier-Stokes
system with general Navier-slip boundary conditions (1.6) and the inviscid limit to the compressible
Euler system. It is shown that there exists a unique strong solution of the compressible Navier-Stokes
equations with general Navier-slip boundary conditions in an interval of time which is uniform in the
vanishing viscosity limit. The solution is uniformly bounded in a conormal Sobolev space and is
uniform bounded in W 1,∞. It is also shown that the boundary layer for the density is weaker than
the one for the velocity field. In particular, it is proved that the velocity will be uniform bounded
in L∞(0, T ;H2) when the boundary is flat and the Navier-Stokes system is supplemented with the
special boundary condition (1.21). Based on such uniform estimates, we prove the convergence of the
viscous solutions to the inviscid ones in L∞(0, T ;L2), L∞(0, T ;H1) and L∞([0, T ]× Ω) with a rate
of convergence.
Keywords: Compressible Navier-Stokes, Euler equations, vanishing viscosity limit, convergence
rate.
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1 Introduction
In this paper, we consider the isentropic compressible Navier-Stokes equations{
ρεt + div(ρ
εuε) = 0,
ρεuεt + ρ
εuε · ∇uε +∇pε = µε∆uε + (µ+ λ)ε∇divuε, x ∈ Ω, t > 0 (1.1)
where Ω is a bounded smooth domain of R3, ρε, uε represent the density and velocity, respectively,
pε = p(ρε) is the pressure function given by γ-law
p(ρ) = ργ , with γ > 1.
The viscous coefficients µε and λε satisfy the physical restrictions
µ > 0, 2µ+ 3λ > 0, (1.2)
where the parameter ε > 0 is the inverse of the Reynolds number.
Here, we are interested in the existence of strong solution of (1.1) with uniform bounds on an interval
of time independent of viscosity ε ∈ (0, 1] and the vanishing viscosity limit to the corresponding Euler
equations as ε vanishes, i.e, {
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇p = 0.
(1.3)
There has lots of literature on the uniform bounds and the vanishing viscosity limit when the domain
has no boundaries, see for instances [6, 5, 11, 15]. However, in the presence of physical boundaries, the
problems become much more complicated and challenging due to the possible appearance of boundary
layers. Indeed, in presence of a boundary, one of the most important physical boundary conditions for
the Euler equations is the slip boundary condition, i.e,
u · n = 0, ∂Ω, (1.4)
and there exists a unique smooth solution for the initial boundary value problem (1.3) and (1.4) at least
locally in time. This boundary condition is characteristic for the Euler equations (1.3). Corresponding to
(1.4), there are different choices of boundary conditions for the Navier-Stokes equations, and the no-slip
boundary condition
uε = 0, on ∂Ω,
is one of the frequently used one. Another one is the well-known Navier-slip boundary condition, i.e,
uε · n = 0, (Suε · n)τ = −αuετ , x ∈ ∂Ω, (1.5)
where n is the outward unit normal to ∂Ω, uτ represents the tangential part of u. S is the strain tensor
Su =
1
2
(∇u+∇ut).
The boundary condition (1.5), which was introduced by Navier [18], expresses that the velocity on the
boundary is propositional to the tangential component of the stress. This kind of boundary condition
allows the fluid to slip at the boundary, and has important applications for problems with rough bound-
aries.
The Navier-slip boundary condition (1.5) can be written to the following generalized one
uε · n = 0, (Suε · n)τ = −(Auε)τ , x ∈ ∂Ω, (1.6)
with A a smooth symmetric matrix ,see [7]. For smooth solutions, it is noticed that
(2S(v)n− (∇× v)× n)τ = −(2S(n)v)τ ,
3see [27] for details. Therefore, as in [25, 26], the boundary condition (1.6) can be rewritten in the form
of the vorticity as
uε · n = 0, n× ωε = [Buε]τ , x ∈ ∂Ω, (1.7)
where ωε = ∇× uε is the vorticity and B = 2(A − S(n)) is a symmetric matrix. Actually, it turns out
that the form (1.7) will be more convenient than (1.6) in the energy estimates, see [25].
For the incompressible fluid, the vanishing viscosity limit of the incompressible Navier-Stokes with
no-slip boundary condition to the incompressible Euler flows with boundary condition (1.4) is one of
the major open problems due to the possible appearance of boundary layers, as illustrated by Prandtl’s
theory. In [20, 21], the authors proved the(local in time) convergence of the incompressible Navier-Stokes
flows to the Euler flows outside the boundary layer and to the prandtl flows in the boundary layer at the
inviscid limit for the analytic initial data. Recently, Y. Maekawa [13] proved this limit when the initial
vorticity is located away from the boundary in 2-D half plane.
On the other hand, for the incompressible Navier-Stokes system with Navier-slip boundary condition
(1.5), considerable progress has been made on this problem. Indeed, the uniform H3 bound and a uniform
existence time interval as ε tends to zero are obtained by Xiao-Xin in [25] for flat boundaries, which are
generalized to W k,p in [2, 3]. However, such results can not be expected for general curved boundaries
since boundary layer may appear due to non-trivial curvature as pointed out in [10]. In such a case,
Iftimie and Sueur have proved the convergence of the viscous solutions to the inviscid Euler solutions
in L∞(0, T, ;L2)-space by a careful construction of boundary layer expansions and energy estimates.
However, to identify precisely the asymptotic structure and get the convergence in stronger norms such
as L∞(0, T ;Hs)(s > 0), further a priori estimates and analysis are needed. Recently, Masmoudi-Rousset
[16] established conormal uniform estimates for 3-dimensional general smooth domains with the Naiver-
slip boundary condition (1.5), which, in particular, implies the uniform boundedness of the normal first
order derivatives of the velocity field. This allows the authors([16]) to obtain the convergence of the
viscous solutions to the inviscid ones by a compact argument. Based on the uniform estimates in [16],
better convergence with rates have been studied in [7] and [26]. In particular, Xiao-Xin [26] has proved
the convergence in L∞(0, T ;H1) with a rate of convergence.
For the compressible Navier-Stokes equations, however, the study is quite limited. Xin and Yanagisawa
[28] studied the vanishing viscosity limit of the linearized compressible Navier-Stokes system with the no-
slip boundary condition in the 2-D half plane. Recently, Wang and Williams [24] constructed a boundary
layer solution of the compressible Navier-Stokes equations with Navier-slip boundary conditions in 2-D
half plane. The layers constructed in [24] are of width O(
√
ε) as the Prandtl boundary layer, but are
of amplitude O(
√
ε) which is similar to the one [10] for the incompressible case. So, in general, it is
impossible to obtain the H3 or W 2,p(p > 3) estimates for the compressible Navier-Stokes system (1.1)
with the generalized Navier-slip boundary condition (1.6) or (1.7). Recently, Paddick [19] obtained an
uniform estimates for the solutions of the compressible isentropic Navier-Stokes system in the 3-D half-
space with a Navier boundary condition. As expected, the boundary layers for the density must be weaker
than the one for the velocity, however, this has not been proved in [19].
In the present paper, we aim to obtain the uniform estimates in some anisotropic conormal Sobolev
spaces and a control of the Lipschitz norm for solutions of the compressible Navier-Stokes equations (1.1)
with the Navier-slip boundary condition (1.6) in general 3-dimensional domains. As a consequence, our
uniform estimates will yield that the boundary layers for the density are weaker than the one for the
velocity. Furthermore, we obtain an uniform estimate in L∞(0, T ;H2) when the boundary is flat. Finally,
we study the vanishing viscosity limit of viscous solutions to the inviscid ones with a rate of convergence.
Since the divergence free condition plays a key role in the analysis of [16], delicate estimates for divu are
needed to complete the analysis for the compressible Navier-Stokes system. Moreover, the compressible
Navier-Stokes system is much more complicated to handle than the incompressible one.
The bounded domain Ω ⊂ R3 is assumed to have a covering such that
Ω ⊂ Ω0 ∪nk=1 Ωk, (1.8)
where Ω0 ⊂ Ω and in each Ωk there exists a function ψk such that
Ω ∩Ωk = {x = (x1, x2, x3) | x3 > ψk(x1, x2)} ∩Ωk and ∂Ω ∩ Ωk = {x3 = ψk(x1, x2)} ∩Ωk.
Ω is said to be Cm if the functions ψk are Cm-function.
4To define the Sobolev conormal spaces, we consider (Zk)1≤k≤N a finite set of generators of vector
fields that are tangent to ∂Ω and set
Hmco =
{
f ∈ L2(Ω) | ZIf ∈ L2(Ω), for |I| ≤ m
}
,
where I = (k1, · · · , km). We will use the following notations
‖u‖2m = ‖u‖2Hmco =
3∑
j=1
∑
|I|≤m
‖ZIuj‖2L2,
‖u‖2m,∞ =
∑
|I|≤m
‖ZIu‖2L∞,
and
‖∇Zmu‖2 =
∑
|I|=m
‖∇ZIu‖2L2.
Noting that by using the covering of Ω, one can always assume that each vector field is supported in
one of the Ωi, moreover, in Ω0 the norm ‖ · ‖m yields a control of the standard Hm norm, whereas if
Ωi ∩ ∂Ω 6= Ø, there is no control of the normal derivatives.
Denote by Ck a positive constant independence of ε ∈ (0, 1] which depends only on the Ck-norm of
the functions ψj . Since ∂Ω is given locally by x3 = ψ(x1, x2)(we omit the subscript j for notational
convenience), it is convenient to use the coordinates:
Ψ : (y, z) 7−→ (y, ψ(y) + z) = x.
A local basis is thus given by the vector fields (∂y1 , ∂y2 , ∂z). On the boundary ∂y1 and ∂y2 are tangent
to ∂Ω, and in general, ∂z is not a normal vector field. By using this parametrization, one can take as
suitable vector fields compactly supported in Ωj in the definition of the ‖ · ‖m norms:
Zi = ∂yi = ∂i + ∂iψ∂z, i = 1, 2, Z3 = ϕ(z)∂z,
where ϕ(z) = z1+z is smooth, supported in R+ with the property ϕ(0) = 0, ϕ
′(0) > 0, ϕ(z) > 0 for z > 0.
It is easy to check that
ZkZj = ZjZk, j, k = 1, 2, 3,
and
∂zZi = Zi∂z, i = 1, 2, and ∂zZ3 6= Z3∂z.
In this paper, we shall still denote by ∂j , j = 1, 2, 3 or ∇ the derivatives in the physical space. The
coordinates of a vector field u in the basis (∂y1 , ∂y2 , ∂z) will be denoted by u
i, thus
u = u1∂y1 + u
2∂y2 + u
3∂z . (1.9)
We shall denote by uj the coordinates in the standard basis of R
3, i.e, u = u1∂1 + u2∂2 + u3∂3. Denote
by n the unit outward normal in the physical space which is given locally by
n(x) ≡ n(Ψ(y, z)) = 1√
1 + |∇ψ(y)|2

 ∂1ψ(y)∂2ψ(y)
−1

 .= −N(y)√
1 + |∇ψ(y)|2 ,
and by Π the orthogonal projection
Π(x) ≡ Π(Ψ(y, z))u = u− [u · n(Ψ(y, z))]n(Ψ(y, z)).
which gives the orthogonal projection onto the tangent space of the boundary. Note that n and Π are
defined in the whole Ωk and do not depend on z.
For later use and notational convenience, we set
Zα = ∂α0t Zα1 = ∂α0t Zα111 Zα122 Zα133 . (1.10)
5and use the following notations
‖f(t)‖2Hm =
∑
|α|≤m
‖Zαf(t)‖2L2x , ‖f(t)‖Hk,∞ =
∑
|α|≤k
‖Zαf(t)‖2L∞x , (1.11)
for smooth space-time function f(x, t). Throughout this paper, the positive generic constants that are
independent of ε are denoted by c, C. ‖ · ‖ denotes the standard L2(Ω; dx) norm, and ‖ · ‖Hm (m =
1, 2, 3, · · · ) denotes the Sobolev Hm(Ω; dx) norm. The notation | · |Hm will be used for the standard
Sobolev norm of functions defined on ∂Ω. Note that this norm involves only tangential derivatives. P (·)
denotes a polynomial function.
Since the boundary layer may appear in the presence of physical boundaries, in order to obtain the
uniform estimation for solutions of the compressible Navier-Stokes system with Navier-slip boundary
condition, one needs to find a suitable functional space. Here, we define the functional space Xεm(T ) for
a pair of function (p, u) = (p, u)(x, t) as follows:
Xεm(T ) =
{
(p, u) ∈ L∞([0, T ], L2); esssup0≤t≤T ‖(p, u)(t)‖Xεm < +∞
}
, (1.12)
where the norm ‖(·, ·)‖Xεm is given by
‖(p, u)(t)‖Xεm = ‖(p, u)(t)‖2Hm + ‖∇u(t)‖2Hm−1 +
m−2∑
k=0
‖∂kt∇p(t)‖2m−1−k + ‖∆p(t)‖2H1
+ ‖∇u‖2H1,∞ + ε‖∇∂m−1t p(t)‖2 + ε‖∆p(t)‖2H2. (1.13)
In the present paper, we supplement the compressible Navier-Stokes equations (1.1) with the initial data
(ρε, uε)(x, 0) = (ρε0, u
ε
0)(x), (1.14)
such that
0 <
1
C0
≤ ρε0 ≤ C0 <∞, (1.15)
and
sup
0<ε≤1
‖(pε0, uε0)‖Xεm = sup
0<ε≤1
{
‖(pε0, uε0)‖2Hm + ‖∇uε0‖2Hm−1 +
m−2∑
k=0
‖∂kt∇pε0‖2m−1−k
+ ‖∆pε0‖2H1 + ‖∇uε0‖2H1,∞ + ε‖∇∂m−1t pε0‖2 + ε‖∆pε0‖2H2
}
≤ C˜0, (1.16)
where pε0 = p(ρ
ε
0), C0 > 0, C˜0 > 0 are positive constants independent of ε ∈ (0, 1], and the time derivatives
of initial data in (1.16) are defined through the compressible Navier-Stokes system (1.1). Thus, the
initial data (ρε0, u
ε
0) is assumed to have a higher space regularity and compatibilities. Notice that the a
priori estimates in Theorem 3.1 below is obtained in the case that the approximate solution is sufficient
smooth up to the boundary, therefore, in order to obtain a selfcontained result, one needs to assume
that the approximate initial data satisfies the boundary compatibility conditions, i.e. (1.6)(or equivalent
to (1.7)). For the initial data (ρε0, u
ε
0) satisfying (1.16), it is not clear if there exists an approximate
sequence (ρε,δ0 , u
ε,δ
0 )(δ being a regularization parameter), which satisfy the boundary compatibilities and
‖(pε,δ0 − pε0, uε,δ0 − uε0)‖Xεm → 0 as δ → 0. Therefore, we set
X
ε,m
NS,ap =
{
(p, u) ∈ C2m(Ω¯)
∣∣∣∂kt p, ∂kt u, k = 1, · · · ,m are defined through the Navier-Stokes
equations (1.1) and ∂kt u, k = 0, · · · ,m− 1 satisfy
the boundary compatibility condition
}
, (1.17)
and
X
ε,m
NS = The closure of X
ε,m
NS,ap in the norm ‖(·, ·)‖Xεm . (1.18)
Then our main result in this paper is follows:
6Theorem 1.1 (Uniform Regularity) Let m be an integer satisfying m ≥ 6, Ω be a Cm+2 domain and
A ∈ Cm+1(∂Ω). Consider the initial data (pε0, uε0) ∈ Xε,mNS given in (1.14) and satisfying (1.15) -(1.16).
Then there exists a time T0 > 0 and C˜1 > 0 independent of ε ∈ (0, 1], such that there exists a unique
solution (ρε, uε) of (1.1), (1.6), (1.14) which is defined on [0, T0] and satisfies the estimates:
sup
0≤t≤T0
{
‖(uε, pε)(t)‖2Hm + ‖∇uε(t)‖2Hm−1 +
m−2∑
k=0
‖∂kt∇pε(t)‖2m−1−k + ‖∆pε(t)‖2H1
+ ‖∇uε(t)‖2H1,∞ + ε‖∇∂m−1t pε(t)‖2 + ε‖∆pε(t)‖2H2
}
+
∫ T0
0
‖∇∂m−1t pε(t)‖2dt
+
∫ T0
0
‖∆pε(t)‖2H2dt+ ε
∫ T0
0
‖∇uε(t)‖2Hmdt+ ε
m−2∑
k=0
∫ T0
0
‖∇2∂kt uε(t)‖2m−k−1dt
+ ε2
∫ T0
0
‖∇2∂m−1t uε(t)‖2dt ≤ C˜1 <∞, (1.19)
and
1
2C0
≤ ρε(t) ≤ 2C0 ∀t ∈ [0, T0], (1.20)
where C˜1 depends only on C0, C˜0 and Cm+2.
Remark 1.2 Recently, we notice that Paddick [19] obtained a similar uniform estimates for the solu-
tions of the compressible isentropic Navier-Stokes system in the 3-D half-space with a Navier boundary
condition. However, the details of proof are different, and our regularity is better than the one in [19],
especially, we show that ‖∆pε(t)‖2H1 is uniform bounded which yields immediately that the boundary layer
for the density ρε is weaker than the one for velocity uε as expected.
Remark 1.3 It is obvious that Xε,mNS ⊂ {(p, u) ∈ L2(Ω) |∂kt (p, u) defined through (1.1), ‖(p, u)‖Xεm <
+∞, 0 ≤ k ≤ m}, yet it is not clear whether ” ⊂ ” can be changed to ” = ”. And we will not address
this problem since our main concern is the uniform regularity of the solution of Navier-Stokes equations.
Here, it should be pointed out that there are lots of data contained in Xε,mNS , for example, let (ρ
ε
0, u
ε
0) be
sufficiently smooth functions, and in a vicinity of the boundary, ρε0 is positive constant and u
ε
0 vanishes,
then it is obvious that (p(ρε0), u
ε
0) ∈ Xε,mNS .
Remark 1.4 For (pε0, u
ε
0) ∈ Xε,mNS , it must hold that uε0 · n|∂Ω = 0 and (Suε0 · n)τ |∂Ω = −(Auε0)τ |∂Ω in
the trace sense for every fixed ε ∈ (0, 1]. For the solution (ρε, uε)(t) of (1.1), (1.6), (1.14), the boundary
conditions (1.6) are satisfied in the trace sense for every fixed ε ∈ (0, 1] and t ∈ (0, T0].
Remark 1.5 When time derivative is applied to the boundary layer, it has the same properties as the
tangential derivatives. So, the time derivative is regarded as a tangential derivative in this sense.
We now outline the proof of Theorem 1.1. First, we obtain a conormal energy estimates for (pε, uε)
in Hm-norm(see (1.11) above for the definition of Hm). Second, since the divuε is no longer free for the
compressible Navier-Stokes equations, one has to get enough estimates for divuε. Indeed, we can obtain
a control of
∑m−2
j=0 ‖∂jt (divuε,∇pε)‖2m−1−j at the cost that the term
∫ t
0 ‖∇Zm−2divuε‖2dτ appears in
the right hand side of the inequality. And, in general, it is impossible to obtain the uniform bound of∫ t
0
‖Zm−2∂zzuε‖2dτ due to the possible appearance of boundary layers. However, the situation is different
for
∫ t
0
‖∇Zm−2divuε‖2dτ , because divuε is not expected to have boundary layer structure. Another
difficulty is that, due to the singular behavior at the boundary, we can only obtain the uniform estimate
of ε‖∂m−1t (divuε,∇pε)‖2 which is not enough to get the uniform estimate for ‖∇∂m−1t uε‖. Fortunately,
we can obtain the uniform estimates for
∫ t
0
‖∂m−1t ∇pε‖2 and get a control of ‖∂m−1t divuε‖ in terms of∑m−2
j=0 ‖∂jt (∇uε,∇pε)‖2m−1−j and ‖(pε, uε)‖Hm which are independent of ‖∂m−1t (divuε,∇pε)‖2. These
key observations play an important role in this paper. The third step is to estimate the ‖∂nuε‖Hm−1.
Similar to [16], due to the Navier-slip condition (1.7), it is convenient to study η = ωε × n + (Buε)τ
with a homogeneous Dirichlet boundary condition. Indeed, we get a control of ‖η‖Hm−1 by using energy
estimates on the equations solved by η. The fourth step is to estimate ‖∇uε‖H1,∞ . In fact, it suffices to
estimate ‖(∂nuε)τ‖H1,∞ since the other terms can be estimated by the Sobolev imbedding. We choose
7an equivalent quantity such that it satisfies a homogeneous Dirichlet condition and solves a convection-
diffusion equation at the leading order. Before performing the estimates, we generalize some results of
[16] in the Appendix, so that it can be applied to the compressible Navier-Stokes system. Moreover, we
also need to get some control on ‖∇divuε‖L∞ . Then, all these preparations will enable us to obtain a
control of ‖∇uε‖H1,∞ . The last step is to obtain the uniform estimate of ‖∆pε‖H1 which gives a control
of ‖∇pε‖H1,∞ from Proposition 2.3. Then Theorem 1.1 can be proved by the above a priori estimates
and a classical iteration method.
In general, it is hard to obtain the uniform estimate of ‖uε‖L∞(0,T ;H2) due to the possible boundary
layers. However, the uniform H3 bound and a uniform existence time interval as ε tends to zero are
obtained by Xiao-Xin in [25](which are generalized to W k,p in [2, 3]) when the boundary is flat and the
Navier-Stokes system is imposed with the following special Navier-slip boundary condition
n · uε = 0, n× ωε = 0, x ∈ ∂Ω. (1.21)
In Theorem 1.6 below, we prove that ‖uε‖L∞(0,T ;H2) is uniformly bounded for the solution of compress-
ible Navier-Stokes system (1.1) when the boundary is flat and the special boundary condition (1.21) is
imposed.
In order to avoid the unessential technical difficulties, without loss of generality, we assume that the
domain Ω is given by
Ω = T2 × (0, 1), (1.22)
and set
Γ = {x = (y1, y2, z) | 0 ≤ y1, y2 ≤ 1, and z = 0 or z = 1}. (1.23)
Then, the boundary condition (1.21) will be imposed on Γ. Hereafter, the flat case means that Ω =
T
2× (0, 1) and the Navier-Stokes system is supplemented with the special Navier-slip boundary condition
(1.21). In this domain, we define the conormal derivatives as following
Zi = ∂yi , i = 1, 2, and Z3 = z(1− z)∂z. (1.24)
Then, we have better uniform estimates for ‖uε‖H2 as follows:
Theorem 1.6 (Flat case) Let m ≥ 6 and Ω = T2×(0, 1). Consider the initial data (pε0, uε0) ∈ Xε,mNS ∩H2
given in (1.14) and satisfying (1.15)-(1.16). Then there exists a time T0 > 0 and C˜1 > 0 independent
of ε ∈ (0, 1], such that there exists a unique solution (ρε, uε) of (1.1), (1.14), (1.21) which is defined on
[0, T0] and satisfies the uniform estimates (1.19) and (1.20). Especially, it holds that
sup
0≤t≤T0
‖uε(t)‖2H2 + ε
∫ T0
0
‖uε(τ)‖2H3dτ ≤ exp(C˜1)(1 + ‖u0‖2H2), (1.25)
where C˜1 depends only on C0, C˜0.
Remark 1.7 This theorem implies that ‖(ρε, uε)‖L∞(0,T ;H2) is uniform bounded which yields immediately
that the boundary layers for (ρε, uε) is very weak for the flat case.
Based on the uniform estimates of Theorem 1.1, using similar arguments as [16], one can prove the
vanishing viscosity limit of viscous solutions to the inviscid one in L∞-norm by the strong compactness
argument, but without convergence rate. However, we are interested in the vanishing viscosity limit
with rate of convergence. In Theorem 1.8 below, we prove the vanishing viscosity limit with rates of
convergence, which generalizes the corresponding results for the incompressible case in [25, 26].
We supplement the compressible Euler equations (1.3) and the compressible Navier-Stokes system
(1.1) with the same initial data (ρ0, u0) satisfying
(p0, u0) ∈ H3 ∩Xε,mNS with m ≥ 6. (1.26)
It is well known that there exists a unique smooth solution (ρ, u)(t) ∈ H3 for the problem (1.3), (1.4)
with initial data (ρ0, u0) at least locally in time [0, T1] where T1 > 0 depends only on ‖(p0, u0)‖H3 . On
8the other hand, it follows from Theorem 1.1 that there exists a time T0 > 0 and C˜1 > 0 independent of
ε ∈ (0, 1], such that there exists a unique solution (ρε, uε)(t) of (1.1),(1.6) with initial data (ρ0, u0) and
satisfies ‖(p(ρε), uε)(t)‖Xεm ≤ C˜1.
We justify the vanishing viscosity limit as follows:
Theorem 1.8 (Inviscid Limit) Let (ρ, u)(t) ∈ L∞(0, T1;H3) be the smooth solution to Euler equations
(1.3), (1.4) with initial data (ρ0, u0) satisfying (1.26).
Part I(General case): Let (ρε, uε)(t) be the solution to the initial boundary value problem of the
compressible Navier-Stokes equations (1.1),(1.6) with initial data (ρ0, u0) satisfying (1.26). Then, there
exists T2 = min{T0, T1} > 0, which is independent of ε > 0, such that
‖(ρε − ρ, uε − u)(t)‖2L2 + ε
∫ t
0
‖(uε − u)(τ)‖2H1dτ ≤ Cε
3
2 , t ∈ [0, T0], (1.27)
‖(ρε − ρ, uε − u)(t)‖2H1 + ε
∫ t
0
‖(uε − u)(τ)‖2H2dτ ≤ Cε
1
2 , t ∈ [0, T0], (1.28)
and
‖(ρε − ρ, uε − u)‖L∞(Ω×[0,T0]) ≤ ‖(ρε − ρ, uε − u)‖
2
5
L2
· ‖(ρε − ρ, uε − u)‖ 35
W 1,∞
≤ Cε 310 , (1.29)
where C depend only on the norm ‖(ρ0, u0)‖H3 + ‖(p(ρ0), u0)‖Xεm .
Part II(Flat case): Let Ω = T2 × (0, 1) and (ρε, uε)(t) be the solution to the initial boundary value
problem of the compressible Navier-Stokes equations (1.1),(1.21) with initial data (ρ0, u0) satisfying (1.26).
Then, there exists T2 = min{T0, T1} > 0, which is independent of ε > 0, such that
‖(ρε − ρ, uε − u)(t)‖2L2 + ε
∫ t
0
‖(uε − u)(τ)‖2H1dτ ≤ Cε2, t ∈ [0, T0], (1.30)
‖(ρε − ρ, uε − u)(t)‖2H1 + ε
∫ t
0
‖(uε − u)(τ)‖2H2dτ ≤ Cε
3
2 , t ∈ [0, T0], (1.31)
and
‖(ρε − ρ, uε − u)‖L∞(Ω×[0,T0]) ≤ ‖(ρε − ρ, uε − u)‖
2
5
L2
· ‖(ρε − ρ, uε − u)‖ 35
W 1,∞
≤ Cε 25 , (1.32)
where C depend only on the norm ‖(ρ0, u0)‖H3 + ‖(p(ρ0), u0)‖Xεm . Moreover, the solution (ρ, u) of the
Euler system sasifies the additional boundary condition, i.e.
n× ω = 0, on Γ. (1.33)
Remark 1.9 In general, it is hard to obtain uniform bound for ‖uε‖L∞(0,T ;H2), otherwise, the corre-
sponding Euler solution will satisfy (1.33) as above. However, usually, it is impossible for the solution of
Euler system to satisfy the additional boundary condition (1.33) because the boundary condition (1.4) is
enough for the well-posedness of Euler system (1.3).
Remark 1.10 The multi-scale analysis implies that the convergence should be of order ε
1
2 in L∞(Ω ×
[0, T ]), so the justification of this rate is still an difficult problem.
The rest of the paper is organized as follows: In the next section, we collect some inequalities that will
be used later. In section 3, we prove the a priori estimates Theorem 3.1. By using the a priori estimates,
we prove Theorem 1.1 in section 4. By careful boundary analysis, Theorem 1.6 is proved in section 5.
Based on the uniform estimate in Theorem 1.1, Theorem 1.8 is proved in section 6. In the Appendix,
we generalize the Lemma 14 and Lemma 15 of [16] so that it can be applied to the case of compressible
Navier-Stokes equations.
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The following lemma [25, 23] allows one to control the Hm(Ω)-norm of a vector valued function u by its
Hm−1(Ω)-norm of ∇× u and divu, together with the Hm− 12 (∂Ω)-norm of u · n.
Proposition 2.1 Let m ∈ N+ be an integer. Let u ∈ Hm be a vector-valued function. Then, there exists
a constant C > 0 in dependent u, such that
‖u‖Hm ≤ C
(
‖∇× u‖Hm−1 + ‖divu‖Hm−1 + ‖u‖Hm−1 + |u · n|Hm− 12 (∂Ω)
)
. (2.1)
and
‖u‖Hm ≤ C
(
‖∇× u‖Hm−1 + ‖divu‖Hm−1 + ‖u‖Hm−1 + |n× u|Hm− 12 (∂Ω)
)
. (2.2)
In this paper, we shall use repeatedly the Gagliardo-Nirenbirg-Morser type inequality, whose proof
can be find in [8]. First, define the space
Wm(Ω× [0, T ]) = {f(x, t) ∈ L2(Ω× [0, T ]) | Zαf ∈ L2(Ω× [0, T ]), |α| ≤ m }. (2.3)
Then, the Gagliardo-Nirenbirg-Morser type inequality is as follows:
Proposition 2.2 For u, v ∈ L∞(Ω× [0, T ]) ∩Wm(Ω× [0, T ]) with m ∈ N+ be an integer. It holds that∫ t
0
‖(ZβuZγv)(τ)‖2dτ . ‖u‖2L∞t,x
∫ t
0
‖v(τ)‖2Hmdτ + ‖v‖2L∞t,x
∫ t
0
‖u(τ)‖2Hmdτ, |β|+ |γ| = m. (2.4)
We also need the following anisotropic Sobolev embedding and trace estimates:
Proposition 2.3 Let m1 ≥ 0, m2 ≥ 0 be integers, f ∈ Hm1co (Ω) ∩Hm2co (Ω) and ∇f ∈ Hm2co (Ω).
1) The following anisotropic Sobolev embedding holds:
‖f‖2L∞ ≤ C
(
‖∇f‖Hm2co + ‖f‖Hm2co
)
· ‖f‖Hm1co , (2.5)
provided m1 +m2 ≥ 3.
2) The following trace estimate holds:
|f |2Hs(∂Ω) ≤ C
(
‖∇f‖Hm2co + ‖f‖Hm2co
)
· ‖f‖Hm1co . (2.6)
provided m1 +m2 ≥ 2s ≥ 0.
Proof. The proof is just a using of the covering Ω ⊂ Ω0 ∪nk=1 Ωk and Proposition 2.2 in [17], the details
are tus omitted here. 
3 A priori Estimates
The aim of this section is to prove the following a priori estimates, which is a crucial step to prove
Theorem 1.1. For notational convenience, we drop the superscript ε throughout this section.
Theorem 3.1 (A priori Estimates) Let m be an integer satisfying m ≥ 6, Ω be a Cm+2 domain and
A ∈ Cm+1(∂Ω). For very sufficiently smooth solution defined on [0, T ] of (1.1) and (1.6)(or (1.7)), then
it holds that
|ρ(x, 0)| exp(−
∫ t
0
‖divu(τ)‖L∞dτ) ≤ ρ(x, t) ≤ |ρ(x, 0)| exp(
∫ t
0
‖divu(τ)‖L∞dτ), ∀t ∈ [0, T ]. (3.1)
In addition, if
0 < c0 ≤ ρ(t) ≤ 1
c0
<∞, ∀t ∈ [0, T ], (3.2)
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where c0 is any given small positive constant, then the following a priori estimate holds
Nm(t) +
∫ t
0
‖∇∂m−1t p(τ)‖2 + ‖∆p(τ)‖2H2dτ + ε
∫ t
0
‖∇u(τ)‖2Hmdτ
+ ε
m−2∑
k=0
∫ t
0
‖∇2∂kt u(τ)‖2m−k−1dτ + ε2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ
≤ C˜2Cm+2
{
P (Nm(0)) + P (Nm(t)) ·
∫ t
0
P (Nm(τ))dτ
}
, ∀t ∈ [0, T ], (3.3)
where C˜2 depends only on
1
c0
, P (·) is a polynomial and
Nm(t) , Nm(p, u)(t) = sup
0≤τ≤t
{
1 + ‖(p, u)(τ)‖2Hm + ‖∇u(τ)‖2Hm−1 +
m−2∑
k=0
‖∂kt∇p(τ)‖2m−1−k
+ ‖∆p(t)‖2H1 + ‖∇u(τ)‖2H1,∞ + ε‖∇∂m−1t p(τ)‖2 + ε‖∆p(τ)‖2H2
}
. (3.4)
Throughout this section, we shall work on the interval of time [0, T ] such that c0 ≤ ρ(t) ≤ 1c0 . And
we point out that the generic constant C may depend on 1
c0
in this section. Since the proof of Theorem
3.1 is quite lengthy and involved, we divide the proof into the following several subsections.
3.1 Conormal Energy Estimates
Notice that
∆u = ∇divu−∇×∇× u, (3.1.5)
then (1.1)2 is rewritten as
ρut + ρu · ∇u+∇p = −µε∇× ω + (2µ+ λ)ε∇divu, (3.1.6)
where ω = ∇ × u is the vorticity. Since µ > 0, 2µ + λ > 0, we normalize µ and 2µ + λ to be 1 and 2
respectively for simplicity.
In this subsection, we first give the basic a priori L2 energy estimate which holds for (1.1) with (1.6).
Lemma 3.2 For a smooth solution to (1.1) and (1.7), it holds that for ε ∈ (0, 1]
sup
0≤τ≤t
(∫ 1
2
ρ|u|2 + 1
γ − 1ρ
γdx
)
+ c1ε
∫ t
0
‖∇u‖2dτ ≤
∫
1
2
ρ0|u0|2 + 1
γ − 1ρ
γ
0dx+ C
∫ t
0
‖u‖2dτ, (3.1.7)
where c1 > 0 is a positive constant.
Proof. Multiplying (3.1.6) by u, using the boundary condition and integrating by parts, we have that
d
dt
∫
1
2
ρ|u|2dx +
∫
∇pudx = −ε
∫
∇× ωudx+ 2ε
∫
∇divuudx. (3.1.8)
By using (1.1)1, we obtain that∫
∇pudx = γ
γ − 1
∫
∇ργ−1 · ρudx = γ
γ − 1
∫
ργ−1ρtdx =
d
dt
∫
1
γ − 1ρ
γdx. (3.1.9)
Integrating by parts and using the boundary conditions (1.7), one has that
−ε
∫
∇× ωudx = −ε‖ω‖2 − ε
∫
∂Ω
(n× ω) · udσ ≤ −ε‖ω‖2 + Cε|u|2L2(∂Ω),
and
ε
∫
u∇divudx = −ε‖divu‖2. (3.1.10)
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Substituting (3.1.9)-(3.1.10) into (3.1.8) leads to that
d
dt
(∫ 1
2
ρ|u|2 + 1
γ − 1ρ
γdx
)
+ ε‖ω‖2 + 2ε‖divu‖2 ≤ Cε|u|2L2(∂Ω). (3.1.11)
Due to Proposition 2.1, it holds that
‖ω‖2 + ‖divu‖2 ≥ 2c1‖∇u‖2 − C‖u‖2.
The trace theorem implies
ε|u|2L2(∂Ω) ≤ ε‖u‖H1 · ‖u‖ ≤
1
2
c1ε‖∇u‖2 + Cε‖u‖2. (3.1.12)
Then (3.1.13)-(3.1.12) give that
d
dt
( ∫ 1
2
ρ|u|2 + 1
γ − 1ρ
γdx
)
+ c1ε‖∇u‖2 ≤ C‖u‖2. (3.1.13)
Integrating the above inequality with respect to t yields (3.1.7) immediately. Thus the proof of the
Lemma 3.2 is completed. 
Set
Λm(t) , ‖(p, u)(t)‖2Hm + ‖∇u(t)‖2Hm−1 +
m−2∑
k=0
‖∇∂kt p(t)‖2m−1−k + ε‖∇∂m−1t p(t)‖2, (3.1.14)
and
Q(t) , sup
0≤τ≤t
{
‖(∇p,∇u)(t)‖2H1,∞ + ‖(p, u, pt, ut)(t)‖2L∞x
}
. (3.1.15)
Lemma 3.3 For every m ∈ N+, it holds that
sup
0≤τ≤t
‖(u, p)‖2Hm + ε
∫ t
0
‖∇u(τ)‖2Hmdτ ≤ CCm+2
{
‖(u0, p0)‖2Hm + δε2
∫ t
0
‖∇2u(τ)‖2Hm−1dτ
+ δ
∫ t
0
‖∇∂m−1t p(τ)‖2dτ + Cδ[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ
}
. (3.1.16)
Proof. The case form = 0 is already proved in Lemma 3.2. Assume that (3.1.16) is proved for k ≤ m−1.
We shall prove that it holds for k = m ≥ 1. By applying Zα with |α| = m to (3.1.6), we obtain
ρZαut + ρu · ∇Zαu+ Zα∇p = −εZα∇× ω + 2εZα∇divu+ Cα1 + Cα2 , (3.1.17)
where
Cα1 = −[Zα, ρ]ut = −
∑
|β|≥1,β+γ=α
Cβ,γZβρZγut, (3.1.18)
and
Cα2 = −[Zα, ρu · ∇]u = −
∑
|β|≥1,β+γ=α
Cβ,γZβ(ρu)Zγ∇u− ρu · [Zα,∇]u. (3.1.19)
Multiplying (3.1.17) by Zαu, and integrating by parts, one gets that
d
dt
∫
1
2
ρ|Zαu|2dx +
∫
Zα∇pZαudx
= −ε
∫
Zα∇× ω · Zαudx+ 2ε
∫
Zα∇divu · Zαudx+
∫
(Cα1 + Cα2 )Zαudx. (3.1.20)
Notice that
−ε
∫
Zα∇× ω · Zαudx = −ε
∫
∇×Zαω · Zαudx− ε
∫
[Zα,∇×]ω · Zαudx
≤ −ε
∫
Zαω · ∇ × Zαudx− ε
∫
∂Ω
n×Zαω · Zαudσ
+ Cε‖∇2u‖Hm−1‖u‖Hm + C(‖∇u‖2Hm−1 + ‖u‖2Hm)
≤ −3ε
4
‖∇× Zαu‖2 − ε
∫
∂Ω
n×Zαω · Zαudσ
+ δε2‖∇2u‖2Hm−1 + Cδ(‖∇u‖2Hm−1 + ‖u‖2Hm). (3.1.21)
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In order to complete the estimates of (3.1.21), one needs to estimate the boundary terms involving Zαu
with α13 = 0(For α13 6= 0, Zαu|∂Ω = 0 by definition). Due to (1.7), one has for |α0|+ |α1| = m
|n×Zαω|L2(∂Ω) ≤ Cm+2
(
|∂α0t ω|H|α1|−1(∂Ω) + |∂α0t u|H|α1|(∂Ω)
)
≤ Cm+2‖∇∂α0t ω‖
1
2
|α1|−1
· ‖∂α0t ω‖
1
2
|α1|−1
+ Cm+2‖∇∂α0t u‖
1
2
|α1|
· ‖∂α0t u‖
1
2
|α1|
+ Cm+2(‖∇u‖Hm−1 + ‖u‖Hm)
≤ Cm+2
(
‖∇2u‖ 12Hm−1 · ‖∇u‖
1
2
Hm−1 + ‖∇u‖
1
2
Hm · ‖u‖
1
2
Hm + ‖∇u‖Hm−1 + ‖u‖Hm
)
, (3.1.22)
thus
ε
∣∣∣∣
∫
∂Ω
n×Zαω · Zαudσ
∣∣∣∣ ≤ ε|n×Zαω|L2(∂Ω) · |Zαu|L2(∂Ω)
≤ Cm+2ε(‖∇u‖
1
2
Hm + ‖u‖
1
2
Hm) · ‖u‖
1
2
Hm
(‖∇2u‖Hm−1 + ‖∇u‖Hm + ‖∇u‖Hm−1 + ‖u‖Hm)
≤ δε‖∇u‖2Hm + δε2‖∇2u‖2Hm−1 + CδCm+2
(‖u‖2Hm + ‖∇u‖2Hm−1) . (3.1.23)
This, together with (3.1.21), yields that
−ε
∫
Zα∇× ω · Zαudx ≤ −3ε
4
‖∇× Zαu‖2 + δε‖∇u‖2Hm + δε2‖∇2u‖2Hm−1
+ CδCm+2(‖∇u‖2Hm−1 + ‖u‖2Hm). (3.1.24)
Notice that
ε
∫
Zα∇divu · Zαudx = ε
∫
∇Zαdivu · Zαudx+ ε
∫
[Zα,∇]divu · Zαudx
≤ −ε
∫
Zαdivu · divZαudx+ ε
∫
∂Ω
Zαdivu · (Zαu · n)dσ
+ ε‖∇2u‖Hm−1 · ‖u‖Hm + C(‖∇u‖2Hm−1 + ‖u‖2Hm)
≤ −3ε
4
‖divZαu‖2 + ε
∫
∂Ω
Zαdivu · (Zαu · n)dσ
+ δε2‖∇2u‖2Hm−1 + Cδ(‖∇u‖2Hm−1 + ‖u‖2Hm). (3.1.25)
In order to estimate the boundary term in the above term, one needs to discuss the following two cases.
If |α0| = |α|, then by (1.7), one has that ∂α0t u · n|∂Ω = 0 which implies that
ε
∫
∂Ω
Zαdivu · (Zαu · n)dσ = 0. (3.1.26)
If |α1| ≥ 1, then by using (1.7) and integrating by parts along the boundary, one obtains that
ε
∫
∂Ω
Zαdivu · (Zαu · n)dσ = ε
∫
∂Ω
Zα1∂α0t divu · (Zα1∂α0t u · n)dσ
= −ε
∫
∂Ω
Zα1−1∂α0t divu · Zy(Zα1∂α0t u · n)dσ ≤ ε|Zα1−1∂α0t divu|L2|Zy(Zα1∂α0t u · n)|L2
≤ Cm+2ε|Zα1−1∂α0t divu|L2 · |∂α0t u|H|α|−|α0|
≤ Cm+2ε(‖∇2u‖
1
2
Hm−1 + ‖∇u‖
1
2
Hm−1) · ‖∇u‖
1
2
Hm−1 · (‖∇u‖
1
2
Hm + ‖u‖
1
2
Hm)‖u‖
1
2
Hm
≤ δε‖∇u‖2Hm + δε2‖∇2u‖2Hm−1 + CδCm+2(‖∇u‖2Hm−1 + ‖u‖2Hm), (3.1.27)
where Zy or ∂y represents the derivatives involves only the tangential parts. Then (3.1.25)-(3.1.27) yield
that
ε
∫
Zα∇divu · Zαudx ≤ −3ε
4
‖divZαu‖2 + δε‖∇u‖2Hm + 2δε2‖∇2u‖2Hm−1
+ CδCm+2(‖∇u‖2Hm−1 + ‖u‖2Hm). (3.1.28)
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On the other hand, it follows from Proposition 2.1, that
2c1‖∇Zαu‖2L2 ≤
(
‖∇× Zαu‖2L2 + ‖divZαu‖2L2 + ‖Zαu‖2L2 + |Zαu · n|2
H
1
2 (∂Ω)
)
≤
(
‖∇× Zαu‖2L2 + ‖divZαu‖2L2
)
+ Cm+2
(
‖u‖2Hm + ‖∇u‖2Hm−1
)
(3.1.29)
where one has used
|Zm−ky ∂kt u · n|H 12 ≤


0, if k = m,
Cm+2|∂kt u|Hm−k− 12 ≤
∑
|α|≤m−1 |Zαu|H 12
≤ Cm+2(‖∇u‖Hm−1 + ‖u‖Hm), if k ≤ m− 1,
(3.1.30)
which is a consequence of (1.7) and (2.6).
Integrating the resulting equation (3.1.20), and substituting (3.1.29), (3.1.28) and (3.1.24) into (3.1.20),
one gets that
1
2
∫
ρ|Zαu|2dx+
∫ t
0
∫
Zα∇p · Zαudxdτ + 2c1ε
∫ t
0
‖∇Zαu(τ)‖2L2dτ
≤ 1
2
∫
ρ0|Zαu0|2dx+ Cδε2
∫ t
0
‖∇2u(τ)‖2Hm−1dτ + Cδε
∫ t
0
‖∇u(τ)‖2Hmdτ
+ CδCm+2
∫ t
0
‖∇u(τ)‖2Hm−1 + ‖u(τ)‖2Hmdτ +
∫ t
0
∫
(Cα1 + Cα2 ) · Zαudxdτ. (3.1.31)
Now we estimate the pressure term on the left hand side of (3.1.31). Notice that∫ t
0
∫
Zα∇p · Zαudxdτ =
∫ t
0
∫
∇Zαp · Zαudxdτ +
∫ t
0
∫
[Zα,∇]p · Zαudxdτ
≥ −
∫ t
0
∫
Zαp · divZαudxdτ +
∫ t
0
∫
∂Ω
ZαpZαu · ndσdτ − C
∫ t
0
‖u‖Hm‖∇p‖Hm−1dτ
≥ −
∫ t
0
∫
Zαp · Zαdivudxdτ +
∫ t
0
∫
∂Ω
ZαpZαu · ndσdτ − δ
∫ t
0
‖∇p‖2Hm−1dτ
− Cδ
∫ t
0
‖(p, u)‖2Hm + ‖∇u‖2Hm−1dτ (3.1.32)
First, we treat the boundary term when α13 = 0(for α13 6= 0, Zαu = 0 on the boundary) in the right
hand side of (3.1.32). If |α0| = |α|, one has, from (3.1.30), that∫ t
0
∫
∂Ω
ZαpZαu · ndσdτ = 0. (3.1.33)
If |α1| ≥ 1, integrating by parts along the boundary and using (3.1.30), one has that
|
∫ t
0
∫
∂Ω
ZαpZαu · ndσdτ | = |
∫ t
0
∫
∂Ω
Zα1y ∂
α0
t pZ
α1
y ∂
α0
t u · ndσdτ |
=
∫ t
0
|Zα1−1y ∂α0t p|H 12 · |Z
α1
y ∂
α0
t u · n|H 12 dσdτ
≤ Cm+2
∫ t
0
(‖∇Zα1−1∂α0t p‖+ ‖Zα1−1∂α0t p‖) 12 ‖Zα1−1∂α0t p‖ 12H1co(‖∇u‖Hm−1 + ‖u‖Hm)dτ
≤ δ
∫ t
0
‖∇p‖2Hm−1dτ + CδCm+2
∫ t
0
(‖∇u‖2Hm−1 + ‖(p, u)‖2Hm)dτ. (3.1.34)
Therefore, it follows from (3.1.33) and (3.1.34), that∣∣∣∣
∫ t
0
∫
∂Ω
ZαpZαu · ndσdτ
∣∣∣∣ ≤ δ
∫ t
0
‖∇p‖2Hm−1dτ + CδCm+2
∫ t
0
(‖∇u‖2Hm−1 + ‖(p, u)‖2Hm)dτ. (3.1.35)
14
In order to estimate the first term on the right hand side of (3.1.32), one rewrites the equation (1.1)1 as
divu = −(ln ρ)t − u · ∇ ln ρ = − pt
γp
− u
γp
· ∇p. (3.1.36)
Applying Zα to (3.1.36) yields that
Zαdivu = − 1
γp
Zαpt − u
γp
· Zα∇p−
∑
|β|≥1,β+γ=α
Cβ,γZβ( 1
γp
) · Zγpt
−
∑
|β|≥1,β+γ=α
Cβ,γZβ( u
γp
) · Zγ∇p. (3.1.37)
It is easy to get that∫ t
0
∫
Zαp · 1
γp
Zαptdxdτ =
∫ t
0
∫
(
1
2γp
|Zαp|2)tdxdτ −
∫ t
0
∫
(
1
2γp
)t|Zαp|2dxdτ
≥
∫
1
2γp
|Zαp|2dx−
∫
1
2γp0
|Zαp0|2dx− C‖pt‖L∞
∫ t
0
‖Zαp‖2dτ. (3.1.38)
It follows from integrating by parts and (1.7), that∫ t
0
∫
Zαp · u
γp
· Zα∇pdxdτ
≥
∫ t
0
∫
u
2γp
· ∇(|Zαp|2)dxdτ − C‖u
p
‖L∞
∫ t
0
(‖p‖Hm + ‖∇p‖Hm−1)‖p‖Hmdτ
≥ −δ
∫ t
0
‖∇p‖2Hm−1dτ − CδP (Q(t))
∫ t
0
‖p‖2Hmdτ. (3.1.39)
Due to Proposition 2.2, one has that
∑
|β|≥1,β+γ=α
|
∫ t
0
∫
Cβ,γZαpZβ(1
p
) · Zγptdxdτ |
.
(∫ t
0
‖p‖2Hmdτ
) 1
2 ∑
|β|≥1,β+γ=α
(∫ t
0
‖Zβ(1
p
) · Zγpt‖2dτ
) 1
2
.
(∫ t
0
‖p‖2Hmdτ
) 1
2
(
sup
0≤τ≤t
‖Zp‖2L∞
∫ t
0
‖pt‖2Hm−1dτ + sup
0≤τ≤t
‖pt‖2L∞
∫ t
0
‖1
p
‖2Hmdτ
) 1
2
. [1 + P (Q(t))]
∫ t
0
‖p‖2Hmdτ, (3.1.40)
and ∑
|β|≥1,β+γ=α
|
∫ t
0
∫
Cβ,γZαpZβ(u
p
) · Zγ∇pdxdτ |
.
(∫ t
0
‖p‖2Hmdτ
) 1
2 ∑
|β|≥1,β+γ=α
(∫ t
0
‖Zβ(u
p
) · Zγ∇p‖2dτ
) 1
2
.
(∫ t
0
‖p‖2Hmdτ
) 1
2
(
[1 + P (Q(t))]
∫ t
0
‖∇p‖2Hm−1 + ‖
u
p
‖2Hmdτ
) 1
2
≤ δ
∫ t
0
‖∇p‖2Hm−1dτ + [1 + P (Q(t))]
∫ t
0
‖(p, u)‖2Hmdτ, (3.1.41)
where in the estimates of (3.1.40) and (3.1.41), one has used
c2
∫ t
0
‖p‖2Hmdτ − C[1 + P (Q(t))]
∫ t
0
‖p‖2Hm−1dτ ≤
∫ t
0
‖(pa, ln ρ)‖2Hmdτ
≤ 1
c2
∫ t
0
‖p‖2Hmdτ + C[1 + P (Q(t))]
∫ t
0
‖p‖2Hm−1dτ, (3.1.42)
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here a ∈ R is any given constant and c2 is a positive constant depending on 1c0 , a. It follows from
(3.1.37)-(3.1.41), that
−
∫ t
0
∫
Zαp · Zαdivudxdτ ≥
∫
1
2γp
|Zαp|2dx−
∫
1
2γp0
|Zαp0|2dx
− Cδ
∫ t
0
‖∇p‖2Hm−1dτ − Cδ[1 + P (Q(t))]
∫ t
0
‖(p, u)‖2Hmdτ. (3.1.43)
In order to complete the estimates in (3.1.31), it remains to estimate the terms involving Cα1 and Cα2 .
It follows from Proposition 2.2 and (3.1.42) that
∫ t
0
‖Cα1 ‖2dxdτ ≤ C
∑
|β|≥1,β+γ=α
∫ t
0
‖Zβρ · Zγut‖2dτ
≤ C sup
0≤τ≤t
‖Zp‖2L∞
∫ t
0
‖ut‖2Hm−1dτ + C sup
0≤τ≤t
‖ut‖2L∞
∫ t
0
‖ρ‖2Hmdτ
≤ [1 + P (Q(t))]
∫ t
0
‖(p, u)‖2Hmdτ, (3.1.44)
and ∫ t
0
‖Cα2 ‖2dxdτ ≤ C
∑
|β|≥1,β+γ=α
∫ t
0
‖Zβ(ρu) · Zγ∇u‖2dτ + sup
0≤τt
‖ρu‖L∞
∫ t
0
‖∇u‖2Hm−1dτ
≤ C[1 + P (Q(t))]
∫ t
0
‖∇u‖2Hm−1 + ‖ρu‖2Hmdτ ≤ C[1 + P (Q(t))]
∫ t
0
P (Λm(τ))dτ. (3.1.45)
As a consequence of (3.1.44), (3.1.45) and the Cauchy inequality, one has that
∫ t
0
∫
(Cα1 + Cα2 ) · Zαudxdτ ≤ C[1 + P (Q(t))]
∫ t
0
P (Λm(τ))dτ. (3.1.46)
Therefore, substituting (3.1.43) and (3.1.46) into (3.1.31) yields (3.1.16). Thus the proof of the Lemma
3.3 is completed. 
3.2 Estimates for divu and ∇p
To deal with the compressibility of the system, we need to derive some uniform estimates on ‖divu‖Hm−1,
which will imply the desired uniform estimates on ‖∇u‖Hm−1 .
Lemma 3.4 For every m ∈ N+, it holds that
sup
0≤τ≤t
( ∫ 1
2
ρ|divu(τ)|2 + 1
2γp
|∇p(τ)|2dx
)
+
3
4
ε
∫ t
0
‖∇divu(τ)‖2dτ
≤
∫
1
2
ρ0|divu0|2 + 1
2γp0
|∇p0|2dx + C3[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.1)
Proof. Multiplying (3.1.6) by ∇divu yields that
∫ t
0
∫
(ρut + ρu · ∇u)∇divudxdτ +
∫ t
0
∫
∇p · ∇divudxdτ
= −ε
∫ t
0
∫
∇× ω · ∇divudxdτ + 2ε
∫ t
0
‖∇divu‖2dτ. (3.2.2)
16
Integrating by parts and using the boundary conditions (1.7), one obtains that∫ t
0
∫
(ρut + ρu · ∇u)∇divudxdτ = −
∫ t
0
∫
(ρdivut + ρu · ∇divu)divudxdτ
−
∫ t
0
∫
(∇ρ · ut +∇(ρu)t · ∇u)divudxdτ +
∫ t
0
∫
∂Ω
ρ(u · ∇)u · ndivudσdτ
≤ −1
2
∫
ρ|divu|2dx + 1
2
∫
ρ0|divu0|2dx+ C[1 + P (Q(t))]
∫ t
0
‖(ut,∇u)‖2dτ
+
∣∣∣ ∫ t
0
∫
∂Ω
ρ(u · ∇)n · udivudσdτ
∣∣∣
≤ −1
2
∫
ρ|divu|2dx + 1
2
∫
ρ0|divu0|2dx+ C[1 + P (Q(t))]
∫ t
0
‖(ut,∇u)‖2dτ
+ C2[1 + ‖ρ∇u‖L∞]
∫ t
0
‖∇u‖‖u‖dτ
≤ −1
2
∫
ρ|divu|2dx + 1
2
∫
ρ0|divu0|2dx+ C2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.3)
Using (3.1.36) and integrating by parts lead to∫ t
0
∫
∇p · ∇divudxdτ = −
∫ t
0
∫
∇p · ∇( pt
γp
)dxdτ −
∫ t
0
∫
∇p · ∇(u · ∇p
γp
)dxdτ
≤ −
∫ t
0
∫
∇p · ∇pt
γp
dxdτ −
∫ t
0
∫
u
2γp
· ∇(|∇p|2)dxdτ + C[1 + P (Q(t))]
∫ t
0
‖∇p‖2dτ
≤ −
∫
1
2γp
|∇p|2dx+
∫
1
2γp0
|∇p0|2dx+ C[1 + P (Q(t))]
∫ t
0
‖∇p‖2dτ, (3.2.4)
and (1.7), together with integration by parts along the boundary, implies that
ε
∣∣∣∣
∫ t
0
∫
∇× ω · ∇divudxdτ
∣∣∣∣ = ε
∣∣∣∣
∫ t
0
∫
∂Ω
n× ω · ∇divudσdτ
∣∣∣∣
= ε
∣∣∣∣
∫ t
0
∫
∂Ω
(Bu) ·Π(∇divu)dσdτ
∣∣∣∣ = ε
∣∣∣∣
∫ t
0
∫
∂Ω
(Bu) · Zydivudσdτ
∣∣∣∣
≤ C3ε
∫ t
0
|u|
H
1
2
|divu|
H
1
2
dτ ≤ C3ε
∫ t
0
‖u‖H1‖divu‖H1dτ
≤ ε
4
∫ t
0
‖∇divu‖2dτ + C3ε
∫ t
0
(‖∇u‖2 + ‖u‖2)dτ. (3.2.5)
Substituting (3.2.3)-(3.2.5) into (3.2.2) proves (3.2.1). Thus the proof of Lemma 3.4 is completed. 
Next, we consider the higher order estimates. One starts with the estimates of Zαdivu for |α0| ≤ m−2
with |α| = m− 1.
Lemma 3.5 For every m ≥ 1 and |α| ≤ m− 1 with |α0| ≤ m− 2, it holds that
sup
0≤τ≤t
( ∫
ρ|Zαdivu(τ)|2 + 1
γp
|Zα∇p(τ)|2dx
)
+ ε
∫ t
0
‖∇Zαdivu(τ)‖2dτ
≤
∫
ρ0|Zαdivu0|2 + 1
γp0
|Zα∇p0|2dx+ CCm+2
{
δ
∫ t
0
‖∇∂m−1t p(τ)‖2dτ
+ (δ + ε)
∫ t
0
‖∇Zm−2divu(τ)‖2dτ + Cδ[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ
+ ε
∫ t
0
‖∇2u(τ)‖2Hm−2dτ
}
(3.2.6)
where the last term doesn’t appear if m− 2 < 0.
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Proof. The case for |α| = 0 is already proved in Lemma 3.4. Assume that it is proved for |α| ≤ m− 2,
one needs to prove it for |α| = m− 1 ≥ 1 with |α0| ≤ m− 2.
Multiplying (3.1.17) by ∇Zαdivu leads to∫ t
0
∫
(ρZαut + ρu · ∇Zαu)∇Zαdivudxdτ +
∫ t
0
∫
Zα∇p · ∇Zαdivudxdτ
= −ε
∫ t
0
∫
Zα∇× ω · ∇Zαdivudxdτ + 2ε
∫ t
0
∫
Zα∇divu · ∇Zαdivudxdτ
+
∫ t
0
∫
(Cα1 + Cα2 )∇Zαdivudxdτ. (3.2.7)
Integrating by parts gives that∫ t
0
∫
(ρZαut + ρu · ∇Zαu)∇Zαdivudxdτ
= −
∫ t
0
∫
(ρdivZαut + ρu · ∇divZαu)Zαdivudxdτ
−
∫ t
0
∫
(∇ρ · Zαut +∇(ρu)t · ∇Zαu)Zαdivudxdτ
+
∫ t
0
∫
∂Ω
(ρZαut · n+ ρ(u · ∇)Zαu · n)Zαdivudσdτ , I1 + I2 + I3. (3.2.8)
For I1 and I2, one obtains easily that
I1 = −
∫ t
0
∫
(ρZαdivut + ρu · ∇Zαdivu)Zαdivudxdτ
−
∫ t
0
∫ (
ρ[div,Zα]ut + ρ(u1Zy1 + u2Zy2 + u ·N
ϕ(z)
Z3)[div,Zα]u
)
Zαdivudxdτ
≤ −
∫
ρ
2
|Zαdivu(t)|2dx+
∫
ρ0
2
|Zαdivu0|2dx+ C2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ, (3.2.9)
and
I2 ≤ C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.10)
Noting that Zα contains at least one tangential derivative Zy, integrating by parts along the boundary
and using (3.1.30) , one obtains that
I3 =
∫ t
0
∫
∂Ω
[ρZαut · n− ρ(u · ∇)n · Zαu+ ρ(u · ∇)(Zαu · n)]Zαdivudσdτ
=
∫ t
0
∫
∂Ω
[ρZαut · n− ρ(u · ∇)n · Zαu+ ρ(u1Zy1 + u2Zy2)(Zαu · n)]Zαdivudσdτ
≤ C[1 + P (Q(t))]
∫ t
0
(
|Zαut · n|
H
1
2
+ |Zαu|
H
1
2
+ |Zαu · n|
H
3
2
)
· |Zm−2divu|
H
1
2
dτ
≤ CδCm+2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ + δ
∫ t
0
‖∇Zm−2divu‖2dτ. (3.2.11)
Substituting (3.2.9),(3.2.10) and (3.2.11) into (3.2.8), yields that∫ t
0
∫
(ρZαut + ρu · ∇Zαu)∇Zαdivudxdτ
≤ −
∫
ρ
2
|Zαdivu(t)|2dx+
∫
ρ0
2
|Zαdivu0|2dx+ δ
∫ t
0
‖∇Zm−2divu‖2dτ
+ Cδ[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.12)
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It is easy to obtain
ε
∫ t
0
∫
Zα∇divu · ∇Zαdivudxdτ
= ε
∫ t
0
‖∇Zαdivu‖2dτ + ε
∫ t
0
∫
[Zα,∇]divu · ∇Zαdivudxdτ
≥ 3
4
ε
∫ t
0
‖∇Zαdivu‖2dτ − Cε
∫ t
0
‖∇Zm−2divu‖2 + Λm(τ)dτ. (3.2.13)
It follows from (1.7) and Proposition 2.3, that for k ≤ m− 1
|n× Zm−k−1y ∂kt ω|H 12 ≤ Cm+2|∂
k
t ω|Hm−k− 32 + Cm+2|∂
k
t u|Hm−k− 12
≤ Cm+2‖∇2u‖
1
2
Hm−2 · ‖∇u‖
1
2
Hm−1 + Cm+2
(
‖∇u‖Hm−1 + ‖u‖Hm
)
. (3.2.14)
This, together with integrating by parts, shows that
− ε
∫ t
0
∫
Zα∇× ω · ∇Zαdivudxdτ
= −ε
∫ t
0
∫
∇×Zαω · ∇Zαdivudxdτ − ε
∫ t
0
∫
[Zα,∇×]ω · ∇Zαdivudxdτ
≥ −ε
8
∫ t
0
‖∇Zαdivu‖2dτ − ε
∫ t
0
∫
∂Ω
n×Zαω · Π(∇Zαdivu)dσdτ
− Cε
∫ t
0
‖∇Zm−2ω‖2 + Λm(τ)dτ
≥ −ε
8
∫ t
0
‖∇Zαdivu‖2dτ − Cε
∫ t
0
|n×Zαω|
H
1
2
· |Zαdivu|
H
1
2
dτ
− Cε
∫ t
0
‖∇Zm−2ω‖2 + Λm(τ)dτ
≥ −ε
4
∫ t
0
‖∇Zαdivu‖2dτ − Cε
∫ t
0
‖∇2u‖2Hm−2dτ − Cm+2
∫ t
0
P (Λm(τ))dτ. (3.2.15)
Now we estimate the terms involving the pressure. It follows from (3.1.36) that∫ t
0
∫
Zα∇p · ∇Zαdivudxdτ
≤
∫ t
0
∫
Zα∇p · Zα∇divudxdτ + δ
∫ t
0
‖∇Zm−2divu‖2dτ + Cδ
∫ t
0
Λm(τ)dτ
≤ −
∫ t
0
∫
Zα∇p · Zα∇( pt
γp
)dxdτ −
∫ t
0
∫
Zα∇p · Zα∇( u
γp
· ∇p)dxdτ
+ δ
∫ t
0
‖∇Zm−2divu‖2dτ + Cδ
∫ t
0
Λm(τ)dτ. (3.2.16)
For the first term on the right hand side of (3.2.16), one notices that
Zα∇( pt
γp
) =
1
γp
Zα∇pt +
∑
|β|≥1,β+γ=α
Cβ,γZβ( 1
γp
) · Zγ∇pt
+
∑
β+γ=α
Cβ,γZβpt · Zγ∇( 1
γp
).
Therefore, Proposition 2.2 shows that
−
∫ t
0
∫
Zα∇p · Zα∇( pt
γp
)dxdτ ≤ −
∫
1
2γp
|Zα∇p|2dx +
∫
1
2γp0
|Zα∇p0|2dx
+ δ
∫ t
0
‖∇∂m−1t p‖2dτ + Cδ(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ. (3.2.17)
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To estimate the second term on the right hand side of (3.2.16), we notice that
Zα∇( u
γp
· ∇p) =
∑
i=1,2
ui
γp
Zα∇∂yip+ u ·N
γp
Zα∂z∇p
+
∑
i=1,2
∑
|β|≥1,β+γ=α
Cβ,γZβ( ui
γp
) · Zγ∇∂yip+
∑
|β|≥1,β+γ=α
Cβ,γZβ(u ·N
γp
) · Zγ∂z∇p
+
∑
i=1,2
∑
β+γ=α
Cβ,γZβ∇( ui
γp
) · Zγ∂yip+
∑
β+γ=α
Cβ,γZβ∇(u ·N
γp
) · Zγ∂zp. (3.2.18)
Then integrating by parts gives that
−
∫ t
0
∫
Zα∇p ·
( ∑
i=1,2
ui
γp
Zα∇∂yip+ u ·N
γp
Zα∂z∇p
)
dxdτ
= −
∫ t
0
∫
Zα∇p ·
( ∑
i=1,2
ui
γp
∂yiZα∇p+ u ·N
γp
∂zZα∇p
)
dxdτ
−
∫ t
0
∫
Zα∇p ·
( ∑
i=1,2
ui
γp
[Zα∇, ∂yi ]p+ u ·N
γpϕ(z)
ϕ(z)[Zα, ∂z]∇p
)
dxdτ
≤ C2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.19)
Using Proposition 2.2, one has that
−
∑
i=1,2
( ∑
β+γ=α
Cβ,γ
∫ t
0
∫
Zα∇p · Zβ∇( ui
γp
) · Zγ∂yipdxdτ
−
∑
|β|≥1,β+γ=α
Cβ,γ
∫ t
0
∫
Zα∇p · Zβ( ui
γp
) · Zγ∇∂yipdxdτ
)
≤ δ
∫ t
0
‖∇∂m−1t p‖2dτ + Cδ(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ, (3.2.20)
and
−
∑
β+γ=α
Cβ,γ
∫ t
0
∫
Zα∇p · Zβ∇(u ·N
γp
) · Zγ∂zpdxdτ
≤ δ
∫ t
0
‖∇∂m−1t p‖2dτ + CδCm+1(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ. (3.2.21)
On the other hand, notice that for |β| ≥ 1, β + γ = α, and |α| = m− 1
Zβ(u ·N
p
) · Zγ∂z∇p = 1
ϕ(z)
Zβ(u ·N
p
) · ϕ(z)Zγ∂z∇p
=
∑
β˜≤β,γ˜≤γ
Cβ˜,γ˜Z β˜(
u ·N
pϕ(z)
) · Z γ˜(Z3∇p),
where |β˜|+ |γ˜| ≤ m− 1, |γ˜| ≤ m− 2 and Cβ˜,γ˜ is some smooth bounded coefficient.
If β˜ = 0, and hence |γ˜| ≤ m− 2, it holds that
∫ t
0
‖Z β˜( u ·N
pϕ(z)
) · Z γ˜(Z3∇p)‖2dτ ≤ C‖ u ·N
pϕ(z)
‖2L∞
∫ t
0
‖Z3∇p(τ)‖2Hm−2dτ
≤ C2(1 + ‖u‖2W 1,∞)
∫ t
0
Λm(τ)dτ ≤ C2(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ, (3.2.22)
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where one has used ‖u·N
ϕ
‖L∞ ≤ C‖u‖W 1,∞ due to the boundary condition u · n = 0. On the other hand,
by using Proposition 2.2 for β˜ 6= 0, one obtains that
−
∑
β˜≤β,γ˜≤γ
Cβ˜,γ˜
∫ t
0
∫
Zα∇p · Z β˜( u ·N
pϕ(z)
) · Z γ˜(Z3∇p)dxdτ
≤ C
(∫ t
0
‖Zα∇p‖2dτ
) 1
2 · sup
0≤τ≤t
‖Z( u ·N
pϕ(z)
,Z∇p)‖L∞
{∫ t
0
‖Z( u ·N
pϕ(z)
)‖2Hm−2 + ‖Z3∇p‖2Hm−2
} 1
2
≤ Cm+1[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ, (3.2.23)
where one has used the following hardy inequality in the last step of (3.2.23)
‖Z(u ·N
ϕ(z)
)‖Hm−2 ≤ Cm+1(‖∇u‖Hm−1 + ‖u‖Hm−1), (3.2.24)
which is proved in page543 of [16]. Then (3.2.22) and (3.2.23) yield immediately
−
∑
|β|≥1,β+γ=α
Cβ,γ
∫ t
0
∫
Zα∇p · Zβ(u ·N
p
) · Zγ∂z∇pdxdτ
≤ Cm+1(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ. (3.2.25)
Combining (3.2.18)-(3.2.21) with (3.2.25), one obtains that
−
∫ t
0
∫
Zα∇p · Zα∇( u
γp
· ∇p)dxdτ
≤ Cδ
∫ t
0
‖∇∂m−1t p‖2dτ + CδCm+1(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ. (3.2.26)
Due to (3.2.17), (3.2.26) and (3.2.16), it holds that∫ t
0
∫
Zα∇p · ∇Zαdivudxdτ
≤ −
∫
1
2γp
|Zα∇p|2dx+
∫
1
2γp0
|Zα∇p0|2dx+ Cδ
∫ t
0
‖∇Zm−2divu‖2dτ
+ Cδ
∫ t
0
‖∇∂m−1t p‖2dτ + CδCm+1(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ. (3.2.27)
Finally, using Proposition 2.2 and integrating by parts, one can get that
|
∫ t
0
∫
(Cα1 + Cα2 )∇Zαdivudxdτ |
≤ |
∫ t
0
∫
(Cα1 + Cα2 )Z∇Zα−1divudxdτ | + C
∫ t
0
∫
(|Cα1 |+ |Cα2 |)|∇Zα−1divu|dxdτ
≤ |
∫ t
0
∫
(|ZCα1 |+ |ZCα2 |+ |Cα1 |+ |Cα2 |) · |∇Zα−1divu|dxdτ
≤ δ
∫ t
0
‖∇Zm−2divu‖2dτ + C
∫ t
0
‖(Cα1 , Cα2 )‖2H1codτ
≤ δ
∫ t
0
‖∇Zm−2divu‖2dτ + Cδ(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ, (3.2.28)
where the following estimate has been used:∫ t
0
‖(Cα1 , Cα2 )‖2H1codτ ≤ C(1 + P (Q(t)))
∫ t
0
Λm(τ)dτ. (3.2.29)
Substituting (3.2.12), (3.2.13), (3.2.15), (3.2.27) and (3.2.28) into (3.2.7) proves (3.2.6). Therefore, the
proof of Lemma 3.5 is completed. 
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Remark 3.6 It should be pointed out that in general, it is hard to derive an uniform estimate to
the term
∫ t
0 ‖Zm−2∂zzu‖2dτ due to the possible appearance of boundary layers. However, the term∫ t
0 ‖∇Zm−2divu‖2dτ is expected to be controllable since one could expect that there is no strong boundary
layer in either divu or pressure p.
Although we have obtained the bound for ‖Zα(divu,∇p)‖ for |α| = m − 1 with |α0| ≤ m − 2. Yet,
the estimates on ‖∂m−1t (divu,∇p)‖ is weaker:
Lemma 3.7 For every m ≥ 1, it holds that
sup
0≤τ≤t
(
ε
∫
ρ|∂m−1t divu(τ)|2 +
1
γp
|∂m−1t ∇p(τ)|2dx
)
+ ε2
∫ t
0
‖∇∂m−1t divu(τ)‖2dτ
≤ ε
∫
ρ0|∂m−1t divu0|2 +
1
γp0
|∂m−1t ∇p0|2dx+ CδCm+1[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.30)
Proof. Applying ∂m−1t to (3.1.6) shows that
ρ∂m−1t ut + ρu · ∇∂m−1t u+ ∂m−1t ∇p = −ε∇× ∂m−1t ω + 2ε∇∂m−1t divu+ Cm−11 + Cm−12 , (3.2.31)
where
Cm−11 = −[∂m−1t , ρ]ut = −
∑
|β|≥1,β+γ=m−1
Cβ,γ∂
β
t ρ∂
γ
t ut, (3.2.32)
and
Cm−12 = −[∂m−1t , ρu · ∇]u = −
∑
|β|≥1,β+γ=m−1
Cβ,γ∂
β
t (ρu)∂
γ
t ∇u. (3.2.33)
The boundary conditions become
n · ∂mt u = 0, n× ∂m−1t ω = [B∂m−1t u]τ , x ∈ ∂Ω. (3.2.34)
Multiplying (3.2.31) by ε∇div∂m−1t u yields that
ε
∫ t
0
∫
(ρ∂m−1t ut + ρu · ∇∂m−1t u)∇div∂m−1t udxdτ + ε
∫ t
0
∫
∂m−1t ∇p · ∇div∂m−1t udxdτ
= −ε2
∫ t
0
∫
∇× ∂m−1t ω · ∇div∂m−1t udxdτ + 2ε2
∫ t
0
‖∇∂m−1t divu‖2dτ
+ ε
∫ t
0
∫
(Cm−11 + Cm−12 )∇div∂m−1t udxdτ (3.2.35)
It follows from (3.2.34) and integrating by parts that
ε2|
∫ t
0
∫
∇× ∂m−1t ω · ∇div∂m−1t udxdτ | = ε2|
∫ t
0
∫
∂Ω
n× ∂m−1t ω ·Π(∇div∂m−1t u)dσdτ |
. ε2
∫ t
0
|n× ∂m−1t ω|H 12 · |div∂
m−1
t u|H 12 dτ . C3ε
2
∫ t
0
|∂m−1t u|H 12 · |div∂
m−1
t u|H 12 dτ
. C3ε
2
∫ t
0
‖∂m−1t u‖H1 · ‖div∂m−1t u‖H1dτ
≤ δε4
∫ t
0
‖∇∂m−1t divu‖2dτ + C3Cδ
∫ t
0
Λm(τ)dτ. (3.2.36)
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and
ε
∫ t
0
∫
(ρ∂m−1t ut + ρu · ∇∂m−1t u)∇div∂m−1t udxdτ
= −ε
∫ t
0
∫
(ρ∂m−1t divut + ρu · ∇∂m−1t divu)div∂m−1t udxdτ
− ε
∫ t
0
∫
(∇ρ · ∂m−1t ut +∇(ρu)t · ∇∂m−1t u)div∂m−1t udxdτ
− ε
∫ t
0
∫
∂Ω
ρ(u · ∇)n · ∂m−1t u∂m−1t divudσdτ
≤ −ε
∫
ρ
2
|∂m−1t divu(t)|2dx+ ε
∫
ρ0
2
|∂m−1t divu0|2dx+ C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ
+ C[1 + P (Q(t))]ε
∫ t
0
‖∂m−1t u‖
1
2 ‖∂m−1t u‖
1
2
H1
· ‖∂m−1t divu‖
1
2
H1
‖∂m−1t divu‖
1
2 dτ
≤ −ε
∫
ρ|∂m−1t divu(t)|2dx+ ε
∫
ρ0|∂m−1t divu0|2dx
+ C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ +
1
8
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ. (3.2.37)
By similar arguments as in the proof of (3.2.27), one gets that
ε
∫ t
0
∫
∂m−1t ∇p · ∇div∂m−1t udxdτ ≤ −ε
∫
1
2γp
|∇∂m−1t p|2dx+ ε
∫
1
2γp0
|∇∂m−1t p0|2dx
+ Cm+1[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ, (3.2.38)
and by using (3.2.29), one can obtain that
ε|
∫ t
0
∫
(Cm−11 + Cm−12 )∇div∂m−1t udxdτ | ≤
1
8
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ + C
∫ t
0
‖Cm−11 ‖2 + ‖Cm−12 ‖2dτ
≤ 1
8
ε2
∫ t
0
‖∇∂m−1t divu‖2dτ + C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.39)
Substituting (3.2.36)-(3.2.39) into (3.2.35) proves (3.2.30). Therefore Lemma 3.7 is proved. 
Since the estimate in Lemma 3.7 is not enough to obtain the uniform estimate for ∇∂m−1t u, so we need
some new estimates on ‖∂m−1t divu‖. Fortunately, we have the following subtle control about ‖∂m−1t divu‖:
Lemma 3.8 Define
Λ1m(t) = ‖(p, u)(t)‖2Hm +
∑
|β|≤m−2
‖Zβ∇p(t)‖21 +
∑
|β|≤m−2
‖Zβ∇u(t)‖21. (3.2.40)
Then, for every m ≥ 3, it holds that
‖∂m−1t divu(t)‖2 ≤ C2
{
P (Λ1m(t)) + P (Q(t))
}
. (3.2.41)
Remark 3.9 It should be pointed out that it does not contain the terms ‖∇∂m−1t u‖ and ‖∇∂m−1t p‖ in
the right hand side of (3.2.41). This estimate allows one to obtain the uniform estimates for ‖∇∂m−1t u‖.
Proof. Applying ∂m−1t to (3.1.36) yields that
∂m−1t divu = −∂mt (ln ρ)− ∂m−1t (ui∂yi ln ρ)− ∂m−1t (u ·N∂z ln ρ). (3.2.42)
Since
∂mt (ln ρ) = ∂
m−1
t (
∂tp
p
) =
m−1∑
k=0
∂kt (
1
p
) · ∂m−kt p,
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it holds that
‖∂mt (ln ρ)‖2 ≤ C‖∂mt p‖2 +
[m
2
]∑
k=1
‖∂kt (
1
p
)‖2L∞ · ‖∂m−kt p‖2 +
m−1∑
k=1+[m
2
]
‖∂m−kt p‖2L∞ · ‖∂kt (
1
p
)‖2. (3.2.43)
Note that for |β| ≤ [m2 ] and m ≥ 3, it holds that∑
|β|≤[m
2
]
‖Zβp‖2L∞ ≤ C
∑
|β|≤[m
2
]
‖(∇Zβp,Zβp)‖1 · ‖Zβp‖2
≤ C
(
‖p‖2Hm +
∑
|β|≤m−2
‖Zβ∇p‖21
)
≤ CP (Λ1m(t)), (3.2.44)
where (2.5) has been used. Therefore, substituting (3.2.44) into (3.2.43) leads to that
‖∂mt (ln ρ)‖2 ≤ P (Λ1m(t)). (3.2.45)
Similar arguments as (3.2.44) and (3.2.45) show that
‖ ln ρ‖2Hm +
∑
|β|≤m−2
‖Zβp‖2L∞ ≤ P (Λ1m(t)), (3.2.46)
and ∑
|β|≤m−2
‖Zβu‖2L∞ +
∑
|β|≤[m
2
]
‖Zβu‖2L∞ ≤ P (Λ1m(t)). (3.2.47)
It follows from (3.2.46) and (3.2.47) that
‖∂m−1t (ui∂yi ln ρ)‖2 ≤
[m
2
]∑
k=0
‖∂kt u‖2L∞ · ‖∂m−k−1t ∂yi ln ρ‖2
+
m−1∑
k=1+[m
2
]
‖∂m−k−1t ∂yi ln ρ‖2L∞ · ‖∂kt u‖2 ≤ CP (Λ1m(t)). (3.2.48)
Additional efforts are needed to bound ∂m−1t (u ·N∂z ln ρ), since it involves ∂z ln ρ. First, rewrite this
term as
∂m−1t (u ·N∂z ln ρ) =
u ·N
ϕ(z)
Z3∂
m−1
t ln ρ+ ∂z ln ρ · ∂m−1t (u ·N)
+
m−2∑
k=1
Ck∂
k
t (u ·N) · ∂z∂m−1−kt ln ρ.
Hence, by using (3.2.46) and (3.2.47), one has that
‖∂m−1t (u ·N∂z ln ρ)‖2 ≤ C‖
u ·N
ϕ(z)
‖2L∞‖ ln ρ‖2Hm + C‖∇p‖2L∞‖∂m−1t u‖2
+ C
m−2∑
k=1
‖∂kt u‖2L∞ · ‖∂m−1−kt (
∇p
p
)‖2
≤ C2
(
‖(∇p,∇u)‖2L∞ + P (Λ1m(t))
)(
P (Λ1m(t)) +
m−2∑
k=1
‖∂kt (
∇p
p
)‖2
)
≤ C2
(
‖(∇p,∇u)‖2L∞ + P (Λ1m(t))
)(
P (Λ1m(t)) + P (Λ1m(t))
m−2∑
k=1
‖∂kt (
1
p
)‖2L∞
)
≤ C2
(
‖(∇p,∇u)‖2L∞ + P (Λ1m(t))
)
P (Λ1m(t)). (3.2.49)
Therefore, (3.2.41) follows from (3.2.42), (3.2.45), (3.2.48) and (3.2.49), which proves Lemma 3.8. 
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Lemma 3.10 For every m ≥ 1, it holds that∫ t
0
‖∇∂m−1t p(τ)‖2dτ ≤ Cε2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ + C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.50)
Proof. Applying ∂m−1t to (3.1.6) yields that
∇∂m−1t p = −∂m−1t (ρut − ρu · ∇u− ε∇× ω + ε∇divu).
Using Proposition 2.2, one obtains (3.2.50), which thus proves lemma 3.10. 
In general, it is hard to obtain the uniform estimate for the term
∫ t
0
‖∇∂m−2t divu‖2dτ since it may
involve two spacial derivatives in the normal direction. However, divu can be expressed by the variation
of the density which is expected to have no strong boundary layers.
Lemma 3.11 For every m ≥ 2, it holds that∫ t
0
‖∇Zm−2divu(τ)‖2dτ ≤ C
∫ t
0
‖∇∂m−1t p(τ)‖2dτ + Cm[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.51)
Proof. Applying ∇Zα to (3.1.36) with |α| ≤ m− 2 gives that
∇Zαdivu = −∇Zα(ln ρ)t −∇Zα(ui∂yi ln ρ)−∇Zα(u ·N∂z ln ρ) (3.2.52)
It follows from Proposition 2.2 that∫ t
0
‖∇Zα(ln ρ)t‖2dτ ≤ C
∫ t
0
‖∇∂m−1t p‖2dτ + C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ, (3.2.53)
and ∫ t
0
‖∇Zα(ui∂yi ln ρ)‖2dτ ≤ C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.54)
Finally, by using Proposition 2.2 and the hardy inequality (3.2.24), one has that
∫ t
0
‖∇Zα(u ·N∂z ln ρ)‖2dτ ≤
∫ t
0
‖∇(u ·N∂z ln ρ)‖2Hm−2dτ
≤
∫ t
0
‖∇(u ·N) · ∂z ln ρ)‖2Hm−2dτ +
∫ t
0
‖(u ·N
ϕ(z)
) · Z3∇ ln ρ)‖2Hm−2dτ
≤ C[1 + P (Q(t)) + sup
0≤τ≤t
‖u ·N
ϕ(z)
‖2L∞ ]
∫ t
0
(
Λm(τ) + ‖u ·N
ϕ(z)
‖2Hm−2
)
dτ
≤ Cm[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.55)
Therefore, collecting all the estimates, one obtains (3.2.51). Thus the proof of Lemma 3.11 is completed.

It follows from (3.2.51) and (3.2.50) that
δ
∫ t
0
‖∇Zm−2divu(τ)‖2 + ‖∇∂m−1t p(τ)‖2dτ + ε
∫ t
0
‖∇∂m−1t p(τ)‖2dτ
≤ Cδ
∫ t
0
‖∇∂m−1t p(τ)‖2dτ + C
∫ t
0
ε‖∇∂m−1t p(τ)‖2dτ + Cm[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ
≤ Cδε2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ + C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.2.56)
25
Substituting (3.2.56) into (3.2.6) yields that
sup
0≤τ≤t
m−2∑
k=0
‖(∂kt∇p, ∂kt divu)(τ)‖2m−1−k + ε
∫ t
0
m−2∑
k=0
‖∂kt∇divu(τ)‖2m−1−kdτ
≤ C
∫
ρ0|Zαdivu0|2 + 1
γp0
|Zα∇p0|2dx+ CCm+2
{
δε2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ
+ ε
∫ t
0
‖∇2u(τ)‖2Hm−2dτ + Cδ[1 + P (Q(t))]
∫ t
0
P (Λm(τ))dτ
}
. (3.2.57)
Then, combining (3.2.57) with (3.2.30) shows that
sup
0≤τ≤t
{
m−2∑
k=0
‖(∂kt∇p, ∂kt divu)(τ)‖2m−1−k + ε‖(∂m−1t divu, ∂m−1t ∇p)(τ)‖2
}
+ ε
∫ t
0
m−2∑
k=0
‖∂kt∇divu(τ)‖2m−1−kdτ + ε2
∫ t
0
‖∂m−1t ∇divu(τ)‖2dτ
≤ CCm+2
{
Λm(0) + Cδε
2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ + ε
∫ t
0
‖∇2u(τ)‖2Hm−2dτ
+ [1 + P (Q(t))]
∫ t
0
P (Λm(τ))dτ
}
. (3.2.58)
3.3 Normal Derivatives Estimates
In order to estimate ‖∇u‖Hm−1 , it remains to estimate ‖χ∂nu‖Hm−1 , where χ is compactly supported
in one of the Ωj and with value one in a neighborhood of the boundary. Indeed, it follows from the
definition of the norm that ‖χ∂yiu‖Hm−1 ≤ C‖u‖Hm for i = 1, 2. So it suffices estimate ‖χ∂nu‖Hm−1.
Note that
divu = ∂nu · n+ (Π∂y1u)1 + (Π∂y2u)2. (3.3.1)
and
∂nu = [∂nu · n]n+Π(∂nu) (3.3.2)
Thus it follows from (3.3.1) and (3.3.2) that
‖χ∂nu‖Hm−1 ≤ ‖χ∂nu · n‖Hm−1 + ‖χΠ(∂nu)‖Hm−1
≤ Cm
{
‖χdivu‖Hm−1 + ‖χΠ(∂nu)‖Hm−1 + ‖u‖Hm
}
.
Thus it suffices to estimate ‖χΠ(∂nu)‖Hm−1 , since ‖u‖Hm and ‖χdivu‖Hm−1 have been estimated in
subsection 3.1 and subsection 3.2, respectively. We extend the smooth symmetric matrix A in (1.6) to be
A(y, z) = A(y).
Define
η , χ
(
ω × n+Π(Bu)
)
= χ
(
Π(ω × n) + Π(Bu)
)
. (3.3.3)
The η defined here, which enable us to avoid the term ∇2p, is slightly different from the one in [16]. Then
in view of the Navier-slip boundary condition (1.7), η satisfies:
η|∂Ω = 0. (3.3.4)
Since ω × n = (∇u − (∇u)t) · n, so η can be rewritten as
η = χ
{
Π(∂nu)−Π(∇(u · n)) + Π((∇n)t · u) + Π(Bu)
}
, (3.3.5)
which yields immediately that
‖χΠ(∂nu)‖Hm−1 ≤ Cm+1(‖η‖Hm−1 + ‖u‖Hm). (3.3.6)
Hence, it remains to estimate ‖η‖Hm−1. In fact, one can get the following conormal estimates for η:
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Lemma 3.12 For every m ≥ 1, it holds that
sup
0≤τ≤t
‖η(τ)‖2Hm−1 + ε
∫ t
0
‖∇η(τ)‖2Hm−1dτ ≤ CCm+2(‖u(0)‖2Hm−1 + ‖∇u(0)‖2Hm−1)
+ CCm+2
{
δε2
∫ t
0
‖∇2u(τ)‖2Hm−1dτ + Cδ[1 + P (Q(t))]
∫ t
0
P (Λm(τ))dτ
}
. (3.3.7)
Proof. Notice that
∇× ((u · ∇)u) = (u · ∇)ω − (ω · ∇)u+ divu · ω,
so ω satisfies the following equations
ρωt + ρ(u · ∇)ω = ε∆ω + F1, (3.3.8)
with
F1 , −∇ρ× ut −∇ρ× (u · ∇)u + ρ(ω · ∇)u− ρdivuω. (3.3.9)
Consequently, the system of η is
ρηt + ρu1∂y1η + ρu2∂y2η + ρu ·N∂zη − ε∆η
= χ[F1 × n+Π(BF2)] + χF3 + F4 + εχ∆(ΠB) · u =: F, (3.3.10)
where
F2 = ε∇divu−∇p, (3.3.11)
F3 = −2
2∑
j=1
ε∂jω × ∂jn− εω ×∆n+
2∑
i=1
ρuiω × ∂yin
+
2∑
i=1
ρui∂yi(ΠB)u − 2ε
2∑
j=1
∂j(ΠB)∂ju, (3.3.12)
F4 =
2∑
i=1
ρui∂yiχ · (ω × n+Π(Bu)) + ρu ·N∂zχ · (ω × n+Π(Bu))
− 2
3∑
j=1
ε∂jχ∂j(ω × n+Π(Bu))− ε∆χ · (ω × n+Π(Bu)). (3.3.13)
We start with m = 1. Multiplying (3.3.10) by η and integrating lead to that
sup
0≤τ≤t
∫
ρ|η|2dx+ 2ε
∫ t
0
‖∇η‖2dτ ≤
∫
ρ0|η0|2dx+
∫ t
0
∫
Fηdxdτ. (3.3.14)
To handle the right-hand side, one notes that∫ t
0
‖χ(F1 × n)‖2Hm−1dτ ≤ Cm[1 + P (Q(t))]
∫ t
0
(
‖∇∂m−1t p‖2 + Λm
)
dτ, (3.3.15)
∫ t
0
‖χΠ(BF2)‖2Hm−1dτ ≤ Cm+1
{∫ t
0
Λm + ‖∇∂m−1t p‖2dτ + ε2
∫ t
0
‖χ∇divu‖2Hm−1dτ
}
, (3.3.16)
and ∫ t
0
‖χF3‖2Hm−1dτ ≤ Cm+2
{
ε2
∫ t
0
‖χ∇2u‖2Hm−1dτ + [1 + P (Q(t))]
∫ t
0
Λm(τ)dτ
}
, (3.3.17)
Since all the terms in F4 are supported away from the boundary, one can estimate all the derivatives by
the ‖ · ‖Hm norms. Therefore, it is easy to obtain∫ t
0
‖F4‖2Hm−1dτ ≤ Cm+1
{
ε2
∫ t
0
‖χ∇2u‖2Hm−1dτ + C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ
}
. (3.3.18)
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Finally, by integrating by parts, it is easy to obtain that∫ t
0
∫
εZm−1(∆(ΠB) · u) · Zm−1ηdτ ≤ δε
∫ t
0
‖∇η‖2Hm−1dτ + Cm+2
∫ t
0
Λm(τ)dτ. (3.3.19)
Consequently, substituting these estimates into (3.3.14) and using the Cauchy inequality, one has that
sup
0≤τ≤t
∫
ρ|η|2dx + 2ε
∫ t
0
‖∇η‖2dτ ≤
∫
ρ0|η0|2dx+ Cm+2
{
δ
∫ t
0
‖∇∂m−1t p(τ)‖2dτ
+ Cδ[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ + δε
2
∫ t
0
‖χ∇2u‖2Hm−1dτ
}
.
Thus, (3.3.7) is proved for m = 1 by using Lemma 3.10.
To prove the general case, we assume that (3.3.7) is proved for k ≤ m − 2. Applying Zα to (3.3.10)
for |α| = m− 1 yields that
ρZαηt + ρ(u · ∇)Zαη − εZα∆η = ZαF + Cα3 + Cα4 , (3.3.20)
with
Cα3 = −[Zα, ρ]ηt =
∑
|β|≥1,β+γ=α
Cβ,γZβρZγηt, (3.3.21)
Cα4 = −
∑
|β|≥1,β+γ=α
2∑
i=1
Cβ,γZβ(ρui)Zγ∂yiη −
∑
|β|≥1,β+γ=α
Cβ,γZβ(ρu ·N)Zγ∂zη
− ρ(u ·N)
∑
|β|≤m−2
Cβ∂zZβη, (3.3.22)
where Cβ and Cβ,γ are functions depending only on z. Multiplying (3.3.20) by Zαη and using (3.3.15)-
(3.3.19), one obtains that
sup
0≤τ≤t
∫
1
2
ρ|Zαη|2dx ≤ ε
∫ t
0
∫
Zα∆ηZαηdxdτ +
∫
1
2
ρ0|Zαη0|2dx+
∫ t
0
∫
(Cα3 + Cα4 )Zαηdxdτ
+ CδCm+2
{
[1 + P (Q(t))]
∫ t
0
Λmdτ + δε
2
∫ t
0
‖χ∇2u‖2Hm−1dτ + δ
∫ t
0
‖∇∂m−1t p‖2dτ
}
. (3.3.23)
In the local basis, it holds that
∂j = β
1
j ∂y1 + β
2
j ∂y2 + β
3
j ∂z , for j = 1, 2, 3.
Therefore, we have the following commutation expansion
Zα∆η = ∆Zαη +
∑
|β|≤m−2
C1β∂zzZβη +
∑
|β|≤m−1
(
C2β∂zZβη + C3βZyZβη
)
. (3.3.24)
By using the expansion (3.3.24) and the inequalities before (3.3.20), one obtains that
ε
∫ t
0
∫
Zα∆ηZαηdxdτ = ε
∫ t
0
∫
∆Zαη · Zαηdxdτ +
∑
|β|≤m−2
ε
∫ t
0
∫
C1β∂zzZβη · Zαηdxdτ
+
∑
|β|≤m−1
ε
∫ t
0
∫ {
C2β∂zZβη + C3βZyZβη
}
Zαηdxdτ
≤ −3
4
ε
∫ t
0
‖∇Zαη‖2dτ + Cε
∫ t
0
‖∇η‖2Hm−2dτ + Cm+2ε
∫ t
0
Λm(τ)dτ. (3.3.25)
Note that there is no boundary term in the integrating by parts since Zαη vanishes on the boundary.
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It remains to estimate terms involving Cα3 and Cα4 . By using Proposition 2.2, it is easy to obtain∫ t
0
‖Cα3 ‖2dτ +
∑
|β|≥1,β+γ=α
Cβ,γ
∫ t
0
‖Zβ(ρui)Zγ∂yiη‖2dτ
≤ Cm+2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.3.26)
The remaining terms are more involved, since it is desired to obtain an estimate independent of ∂zη.
First, it is easy to obtain that
∑
|β|≤m−2
∫ t
0
‖ρ(u ·N)Cβ∂zZβη‖dτ ≤
∑
|β|≤m−2
∫ t
0
‖ρ(u ·N
ϕ(z)
)CβZ3Zβη‖dτ
≤ Cm+2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.3.27)
On the other hand, we notice that for |β| ≥ 1, β + γ = α, and |α| = m− 1
Zβ(ρu ·N)Zγ∂zη = 1
ϕ(z)
Zβ(ρu ·N) · ϕ(z)Zγ∂zη
=
∑
β˜≤β,γ˜≤γ
Cβ˜,γ˜Z β˜(ρ
u ·N
ϕ(z)
) · Z γ˜(Z3η),
where |β˜|+ |γ˜| ≤ m− 1, |γ˜| ≤ m− 2 and Cβ˜,γ˜ is some smooth bounded coefficient. Therefore, by similar
arguments as (3.2.22), (3.2.23) and using the hardy inequality (3.2.24) , one has that
∑
|β|≥1,β+γ=α
∫ t
0
‖Cβ,γZβ(ρu ·N)Zγ∂zη‖2dτ ≤ Cm+1[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.3.28)
Then, it follows from (3.3.26)-(3.3.28) that∫ t
0
‖(Cα3 , Cα4 )‖2dτ ≤ Cm+2[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ. (3.3.29)
Substituting (3.3.25) and (3.3.29) into (3.3.23) and using Lemma 3.10, we obtain that
sup
0≤τ≤t
∫
1
2
ρ|Zαη|2dx+ ε
∫ t
0
‖∇Zαη‖2dτ ≤ Cm+2
{∫ 1
2
ρ0|Zαη0|2dx+ ε
∫ t
0
‖∇η‖2Hm−2dτ
+ C[1 + P (Q(t))]
∫ t
0
Λm(τ)dτ + δε
2
∫ t
0
‖∇2u‖2Hm−1dτ
}
. (3.3.30)
By the induction assumption, one can eliminate the term ε
∫ t
0
‖∇η‖2Hm−2dτ . So the proof Lemma 3.12 is
completed. 
It follows from (3.3.1)-(3.3.6) that
∑
|β|≤m−2
‖Zβ∇u‖2H1co ≤ Cm+1
(
‖u‖2Hm + ‖η‖2Hm−1 +
m−2∑
k=0
‖∂kt divu‖2m−1−k
)
, (3.3.31)
∫ t
0
‖∇2u‖2Hm−1dτ ≤ Cm+2
∫ t
0
(
‖∇u‖2Hm + ‖∇η‖2Hm−1 + ‖∇divu‖2Hm−1 + Λm
)
dτ, (3.3.32)
m−2∑
k=0
∫ t
0
‖∇2∂kt u‖2m−1−kdτ ≤ Cm+2
{∫ t
0
‖∇u‖2Hm + ‖∇η‖2Hm−1dτ
+
m−2∑
k=0
∫ t
0
‖∂kt∇divu‖2m−1−kdτ +
∫ t
0
Λmdτ
}
, (3.3.33)
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and
ε
∫ t
0
‖∇2Zm−2u‖2dτ ≤ Cm+1ε
∫ t
0
‖∇η‖2Hm−2dτ + Cm+1
∫ t
0
Λmdτ, (3.3.34)
where (3.2.50), (3.2.51) are used in the estimate of (3.3.34). Then, taking δ suitably small and using
(3.1.16), (3.2.50), (3.2.50), (3.2.51), (3.2.58), (3.3.7) and (3.3.31)-(3.3.34), one has that
sup
0≤τ≤t
{
Λ1m(τ) + ‖η(τ)‖2Hm−1 + ε‖(∂m−1t divu, ∂m−1t ∇p)(τ)‖2
}
+ ε
∫ t
0
‖∇η(τ)‖2Hm−1dτ
+ε
∫ t
0
‖∇u(τ)‖2Hmdτ + ε
∫ t
0
m−2∑
k=0
‖∂kt∇divu(τ)‖2m−1−kdτ + ε2
∫ t
0
‖∂m−1t ∇divu(τ)‖2dτ
+ε
m−2∑
k=0
∫ t
0
‖∇2∂kt u(τ)‖2m−1−kdτ + ε2
∫ t
0
‖∇2u(τ)‖2Hm−1dτ +
∫ t
0
‖∇∂m−1t p(τ)‖2dτ
≤ CCm+2
{
Λm(0) + [1 + P (Q(t))]
∫ t
0
P (Λm(τ))dτ
}
. (3.3.35)
3.4 L∞-Estimates
To close the estimates, we need to bound the L∞-norms of u and p. First, one has the following Lemma:
Lemma 3.13 For every |α| ≥ 0, it holds that
‖Zα(ln ρ, p, u)(t)‖2L∞ ≤ CP (Λ1m(t)), for m ≥ 2 + |α|, (3.4.1)
‖∇(ln ρ, p)(t)‖2H1,∞ ≤ C3
(
P (‖∆p‖2H1) + P (Λ1m(t))
)
, for m ≥ 5, (3.4.2)
‖divu(t)‖2H1,∞ ≤ C3[P (Λ1m(t)) + P (‖∆p‖2H1)], for m ≥ 5, (3.4.3)
‖∇divu(t)‖2L∞ ≤ C3P (Q(t)), (3.4.4)
‖∇divu(t)‖2H1,∞ ≤ C4[1 + P (Q(t))] ·
(
CδP (Λ1m(t)) + δ‖∆p‖2H2
)
, for m ≥ 6, (3.4.5)
Q(t) ≤ C3 sup
0≤τ≤t
{
‖∇u(τ)‖2H1,∞ + P (Λ1m(τ)) + P (‖∆p(τ)‖2H1)
}
, for m ≥ 5. (3.4.6)
Proof. The proof of (3.4.1) is a consequence of (2.5) and thus omitted here. In order to prove (3.4.2),
one notes that
∂ii = ∂
2
yi − ∂yi(∂iψ∂z)− ∂iψ∂z∂yi + (∂iψ)2∂2z , for i = 1, 2,
which implies that
∆ = (1 + |∇ψ|2)∂zz +
∑
i=1,2
(
∂2yi − ∂yi(∂iψ∂z)− ∂iψ∂z∂yi
)
. (3.4.7)
Since 

‖∆ ln ρ‖2H1 ≤ C
{
P (‖∆p‖2H1) + P (Λ1m)
}
,m ≥ 3,
‖∆p‖2H1 ≤ C
{
P (‖∆ ln ρ‖2H1) + P (Λ1m)
}
,m ≥ 3,
‖∆ ln ρ‖2H2 ≤ C
{
‖∆p‖2H2 + P (‖∆ ln ρ‖2H1) + P (Λ1m)
}
,m ≥ 4
‖∆p‖2H2 ≤ C
{
‖∆ ln ρ‖2H2 + P (‖∆ ln ρ‖2H1) + P (Λ1m)
}
, m ≥ 4,
(3.4.8)
it then follows from (3.4.8), (2.5) and (3.4.7) that for m ≥ 5
‖∇(ln ρ, p)‖2L∞ ≤ C
(‖∂z∇(ln ρ, p)‖H1co + ‖∇(ln ρ, p)‖H1co) ‖∇(ln ρ, p)‖H2co
≤ C(‖∆(ln ρ, p)‖2H1co + ‖∇(ln ρ, p)‖
2
H2co
)
≤ C[‖∆(ln ρ, p)‖2H1 + Λ1m(t)] ≤ C3[P (‖∆p‖2H1) + P (Λ1m(t))],
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and
‖Z∇(ln ρ, p)‖2L∞ ≤ C (‖∂zZ∇(ln ρ, p)‖+ ‖Z∇(ln ρ, p)‖) ‖Z∇(ln ρ, p)‖H3co
≤ C[‖∆(ln ρ, p)‖2H1 + P (Λ1m(t))] ≤ C3[P (‖∆p‖2H1) + P (Λ1m(t))],
which proves (3.4.2).
By (3.1.36), (3.4.1) and (3.4.2), it is easy to obtain, for m ≥ 5, that
‖divu‖2L∞ ≤ C(‖ ln ρt‖2L∞ + ‖u‖2L∞ · ‖∇ ln ρ‖2L∞) ≤ C3
(
P (Λ1m(t)) + P (‖∆p‖2H1)
)
,
and
‖Zdivu‖2L∞ ≤ C
(
‖Z(ln ρ)t‖2L∞ + ‖Z(u · ∇ ln ρ)‖2L∞
)
≤ C3
(
P (Λ1m(t)) + P (‖∆p‖2H1)
)
.
Thus (3.4.3) follows. By using (3.1.36), one obtains (3.4.4).
It follows from (3.1.36), (3.4.1) and (2.5) that
‖∇divu‖2H1,∞ ≤ C[1 + P (Q(t))] ·
(
‖ ln ρ‖2H2,∞ + ‖∇p‖2H2,∞‖
1
p
‖2H2,∞
)
≤ C[1 + P (Q(t))] ·
(
P (Λ1m(t)) + ‖∂z∇p‖H2P (Λ1m(t))
)
≤ C4[1 + P (Q(t))] ·
(
CδP (Λ1m(t)) + δ‖∆p‖2H2
)
, for m ≥ 6, (3.4.9)
which gives (3.4.5). Finally, (3.4.6) is an immediately consequence of (3.4.1) and (3.4.2). Therefore,
Lemma 3.13 is proved. 
The following lemma is devoted to the estimate of ‖∇u(t)‖2H1,∞ .
Lemma 3.14 For m ≥ 6, it holds that
‖∇u(t)‖2H1,∞ ≤ CCm+2
{
‖(u0,∇u0)‖2H1,∞ + P (Λ1m(t)) + P (‖∆p(t)‖2H1) + ε2t
∫ t
0
‖∇2u‖2H4dτ
+ t
∫ t
0
[1 + P (Λ1m) + P (Q)] · [1 + ε2‖∆p‖2H2 ]dτ
}
. (3.4.10)
Proof. Away from the boundary, it follows easily by the classical isotropic Sobolev embedding theorem
that
‖χZ∇u‖2L∞ + ‖χ∇u‖2L∞ ≤ C‖u‖2Hm ≤ Λ1m(t), for m ≥ 4, (3.4.11)
where the support of χ is away from the boundary. Therefore, by using a partition of unity subordinated
to the covering (1.8), one needs to estimate only ‖χjZ∇u‖L∞ + ‖χj∇u‖L∞ for j ≥ 1. For notational
convenience, we shall denote χj by χ. Similar to [16], we use the local parametrization in the neighborhood
of the boundary given by a normal geodesic system in which the Laplacian takes a convenient form.
Denote
Ψn(y, z) =
(
y
ψ(y)
)
− zn(y) = x,
where
n(y) =
1√
1 + |∇ψ(y)|2

 ∂1ψ(y)∂1ψ(y)
−1

 ,
is the unit outward normal. As before, one can extend n and Π in the interior by setting
n(Ψn(y, z)) = n(y), Π(Ψn(y, z)) = Π(y).
Note that n(y, z) and Π(y, z) have different definitions from the ones used before. The advantage of this
parametrization is that in the associated local basis (∂y1 , ∂y2 , ∂z) of R
3, it holds that ∂z = ∂n and(
∂yi
)∣∣∣
Ψn(y,z)
·
(
∂z
)∣∣∣
Ψn(y,z)
= 0.
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The scalar product on R3 induces in this coordinate system the Riemannian metric g with the form
g(y, z) =
(
g˜(y, z) 0
0 1
)
.
Therefore, the Laplacian in this coordinate system reads
∆f = ∂zzf +
1
2
∂z(ln |g|)∂zf +∆g˜f (3.4.12)
where |g| denotes the determinant of the matrix g, and ∆g˜ is defined by
∆g˜f =
1√|g˜|
∑
i,j=1,2
∂yi(g˜
ij |g˜| 12 ∂yjf),
which involves only the tangential derivatives and {g˜ij} is the inverse matrix to g.
It follows from (3.3.1)(n and Π in the coordinate system we have just defined) and Lemma 3.13 that
for m ≥ 5,
‖χ∇u‖2L∞ + ‖χZ∇u‖2L∞ ≤ C2
(
‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ + ‖χdivu‖2L∞
+ ‖Zdivu‖2L∞ + ‖ZZyu‖2L∞ + ‖Zyu‖2L∞
)
≤ C3
{
‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ + P (Λ1m(t)) + P (‖∆p‖2H1)
}
. (3.4.13)
Consequently, it suffices to estimate ‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞. To this end, it is useful to use the
vorticity ω. Indeed,
Π(ω × n) = Π((∇u −∇ut) · n) = Π(∂nu−∇(u · n) +∇nt · u).
Therefore,
‖χΠ∂nu‖2L∞ + ‖Z(χΠ∂nu)‖2L∞ ≤ C3
{
‖χΠ(ω × n)‖2L∞ + ‖Z(χΠ(ω × n))‖2L∞ + Λ1m(t)
}
, (3.4.14)
which shows that it suffices to estimate ‖χΠ(ω × n)‖2L∞ and ‖Z(χΠ(ω × n))‖2L∞ .
In the support of χ, set
ω˜(y, z) = ω(Ψn(y, z)), (ρ˜, u˜)(y, z) = (ρ, u)(Ψn(y, z)).
It follows from (3.3.8) and (3.4.12) that
ρ˜ω˜t + ρ˜u˜
1∂y1 ω˜ + ρ˜u˜
2∂y2 ω˜ + ρ˜u˜ · n∂zω˜ = ε(∂zzω˜ + 1
2
∂z(ln |g|)∂zω˜ +∆g˜ω˜) + F˜1, (3.4.15)
and
ρ˜u˜t + ρ˜u˜
1∂y1 u˜+ ρ˜u˜
2∂y2 u˜+ ρ˜u˜ · n∂zu˜ = ε(∂zz u˜+ 1
2
∂z(ln |g|)∂zu˜+∆g˜u˜) + F˜2, (3.4.16)
here
F˜1(y, z) = F1(Ψ
n(y, z)), F˜2(y, z) = F2(Ψ
n(y, z)),
where F1 and F2 are defined in (3.3.9) and (3.3.11), respectively. Note that we use the same convention
as before for a vector u, and uj denotes the components of u in the local basis (∂y1 , ∂y2 , ∂z) just defined
in this section, whereas uj denotes its components in the standard basis of R
3. The vectorial equation of
(3.4.15) and (3.4.16) have to be understood component by component in the standard basis of R3.
Similar to (3.3.5), one can define
η˜(y, z) = χ
(
ω˜ × n+Π(Bu˜)
)
, (3.4.17)
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where A is extended into the interior domain by A(y, z) = A(y). Thus, (1.7) implies that
η˜(y, 0) = 0. (3.4.18)
Due to (3.4.15) and (3.4.16), η˜ solves the equations
ρ˜η˜t + ρ˜u˜
1∂y1 η˜ + ρ˜u˜
2∂y2 η˜ + ρ˜u˜ · n∂z η˜
= ε(∂zz η˜ +
1
2
∂z(ln |g|)∂z η˜) + χ(F˜1 × n) + χΠ(BF˜2) + Fχ + χFκ,
with
Fχ =
(
ρ˜u˜1∂y1 + ρ˜u˜
2∂y2 + ρ˜u˜ · n∂z
)
χ · (ω˜ × n+Π(Bu˜))
− ε
(
∂zzχ+ 2∂zχ∂z +
1
2
∂z(ln |g|) · ∂zχ
)
· (ω˜ × n+Π(Bu˜)),
Fκ =
(
ρ˜u˜1∂y1Π+ ρ˜u˜
2∂y2Π
)
· (Bu˜) + ω˜ ×
(
ρ˜u˜1∂y1n+ ρ˜u˜
2∂y2n
)
+Π
(
(ρ˜u˜1∂y1 + ρ˜u˜
2∂y2 + ρ˜u˜ · n∂z)B · u˜
)
+ ε∆g˜ω˜ × n
+ εΠ(B∆g˜u˜).
Note that in the derivation of the source terms above, in particular, Fκ, which contains all the commu-
tators coming from the fact that n and Π are not constant, we have used the fact that in the coordinate
system just defined, n and Π do not depend on the normal variable. Since ∆g˜ involves only the tangen-
tial derivatives, and the derivatives of χ are compactly supported away from the boundary, the following
estimates hold for m ≥ 6,
‖χ(F1 × n)‖2H1,∞ ≤ C2P (Q(t)), (3.4.19)
‖Fχ‖2H1,∞ ≤ C3
(
‖ρu‖2H1,∞ · ‖u‖2H2,∞ + ε2‖u‖2H3,∞
)
≤ C3
{
P (Q) + P (Λ1m)
}
, (3.4.20)
‖χFκ‖2H1,∞ ≤ C4
{
‖u‖8H1,∞ + ‖u‖4H1,∞‖∇u‖4H1,∞ + ‖ρ‖4H1,∞ + ε2(‖u‖2H3,∞ + ‖∇u‖2H3,∞)
}
≤ C4
{
P (Q(t)) + P (Λ1m) + ε
2‖∇2u‖2H4
}
, (3.4.21)
and (3.4.5) implies that
‖χΠ(BF˜2)‖2H1,∞ ≤ C3
{
ε2‖∇divu‖2H1,∞ + ‖∇p‖2H1,∞
}
≤ C4
{
P (Q(t)) + P (Λ1m(t)) + Cε
2[1 + P (Q(t))] · ‖∆p‖2H2
}
. (3.4.22)
Consequently, it follows from (3.4.19)-(3.4.22) that for m ≥ 6
‖F˜‖2H1,∞ ≤ C4
{
P (Q(t)) + P (Λ1m(t)) + ε
2[1 + P (Q(t))] · ‖∆p‖2H2 + ε2‖∇2u‖2H4
}
, (3.4.23)
where F˜ = χ(F˜1 × n) + χΠ(BF˜2) + Fχ + χFκ.
In order to eliminate the term 12∂z(ln |g|)∂z η˜, one can define
η˜ =
1
|g| 14 η¯
.
= γ¯η¯. (3.4.24)
Note that
‖η˜‖H1,∞ ≤ C3‖η¯‖H1,∞ , and ‖η¯‖H1,∞ ≤ C3‖η˜‖H1,∞ , (3.4.25)
and η¯ solves the equations
ρ˜η¯t + ρ˜u˜
1∂y1 η¯ + ρ˜u˜
2∂y2 η¯ + ρ˜u˜ · n∂z η¯ − ε∂zz η¯
=
1
γ¯
(
F˜ + ε∂zzγ¯ · η¯ + 1
2
ε∂z(ln |g|)∂zγ · η¯ − ρ˜(u˜ · ∇γ¯)η¯
)
=: S. (3.4.26)
33
It is difficult to obtain the explicit solution formula for (3.4.26) directly, so one rewrites it as
ρ˜(t, y, 0)
[
η¯t + u˜
1(t, y, 0)∂y1 η¯ + u˜
2(t, y, 0)∂y2 η¯ + z∂z(u˜ · n)(t, y, 0)∂z η¯
]
− ε∂zz η¯
= S + [ρ˜(t, y, 0)− ρ˜(t, y, z)]η¯t +
∑
i=1,2
[(ρ˜u˜i)(t, y, 0)− (ρ˜u˜i)(t, y, z)]∂yi η¯
− ρ˜(t, y, z)[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]∂z η¯
− [ρ˜(t, y, z)− ρ˜(t, y, 0)] · z∂z(u˜ · n)(t, y, 0)∂z η¯ =: G for z > 0, (3.4.27)
with the boundary condition η¯(t, y, 0) = 0. By Lemma 7.2 in Appendix, one has that
‖η¯‖H1,∞ . ‖η¯0‖H1,∞ +
∫ t
0
‖ρ˜−1‖L∞‖G‖H1,∞dτ
+
∫ t
0
(1 + ‖ρ˜−1‖L∞)(1 + ‖(ρ, u,∇u)‖2H1∞)‖η¯‖H1,∞dτ
. ‖η¯0‖H1,∞ + C
∫ t
0
‖G‖H1,∞dτ + C
∫ t
0
(1 + P (Λ1m) + ‖Z∇u‖2L∞)‖η¯‖H1,∞dτ. (3.4.28)
It remains to estimate the right hand side of (3.4.28). First, by (3.4.23), one has that
‖S‖2H1,∞ ≤ C4
{
Cδ[P (Q(t)) + P (Λ1m(t))] + ε
2[1 + P (Q(t))] · ‖∆p‖2H2
+ [1 + P (Λ1m(t))] · ‖η¯‖2H1,∞ + δε2‖∇2u‖2H4
}
, for m ≥ 6. (3.4.29)
Next, by the Taylor formula and the fact that η¯ is compactly supported in z, one can obtain that
‖[ρ˜(t, y, 0)− ρ˜(t, y, z)]η¯t‖2H1,∞ ≤ C‖η¯‖2H1,∞ + C‖Z[ρ˜(t, y, 0)− ρ˜(t, y, z)]‖2L∞ · ‖η¯t‖2L∞
+ ‖[ρ˜(t, y, 0)− ρ˜(t, y, z)] · Z η¯t‖2L∞
≤ C‖η¯‖2H1,∞ + C‖Zρ‖2L∞ · ‖η¯t‖2L∞ + C‖∇ρ‖2L∞ · ‖ϕ(z)Z η¯t‖2L∞ . (3.4.30)
By (2.5), one has the following inequality, for |α| ≥ 0
‖ϕ(z)Zαη¯‖2L∞ ≤ C
(‖∇(ϕ(z)Zαη¯)‖H1co + ‖ϕ(z)Zαη¯‖H1co) ‖ϕ(z)Zαη¯‖H2co
≤ C‖Zαη¯‖2H2co . (3.4.31)
Therefore, substituting (3.4.31) with |α| = 2 into (3.4.30) shows that
‖[ρ˜(t, y, 0)− ρ˜(t, y, z)]η¯t‖2H1,∞ ≤ C4[1 + P (Q(t))] · (‖η¯‖2H1,∞ + ‖Z2η¯‖2H2co)
≤ C[1 + P (Q(t))] · (‖η¯‖2H1,∞ + P (Λ1m(t)), for m ≥ 5. (3.4.32)
Similarly, one has that for m ≥ 5
‖[(ρ˜u˜1)(t, y, 0)− (ρ˜u˜1)(t, y, z)]∂y1 η¯‖2H1,∞ + ‖[(ρ˜u˜2)(t, y, 0)− (ρ˜u˜2)(t, y, z)]∂y2 η¯‖2H1,∞
≤ C4[1 + P (Q(t))] · (‖η¯‖2H1,∞ + P (Λ1m(t))), (3.4.33)
‖[ρ˜(t, y, z)− ρ˜(t, y, 0)] · z∂z(u˜ · n)(t, y, 0)∂z η¯‖2H1,∞
≤ C‖∇ρ‖2H1,∞‖∇u‖2H1,∞‖ϕ(z)Z3η¯‖2H1,∞ ≤ C
{
P (Q(t)) + P (Λ1m(t))
}
, (3.4.34)
and
‖ρ˜(t, y, z)[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]∂z η¯‖2H1,∞
≤ C‖ρ‖2H1,∞ · ‖[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]∂z η¯‖2H1,∞
≤ C4‖ρ‖2H1,∞
(
‖∇u‖2L∞‖η¯‖2H1,∞ + ‖Z[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)] · ∂z η¯‖2L∞
+ ‖[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]Z∂zη¯‖2L∞
)
≤ C4‖ρ‖2H1,∞
(
‖∇u‖2L∞‖η¯‖2H1,∞ + ‖∇u‖2H1,∞‖Z3η¯‖2L∞ + ‖∂zz(u˜ · n)‖2L∞‖ϕ2(z)Z∂z η¯‖2L∞
)
≤ C4[1 + P (Q(t)) + ‖∂zz(u˜ · n)‖2L∞ ] ·
(
‖η¯‖2H1,∞ + P (Λ1m(t))
)
. (3.4.35)
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To complete the proof, one needs to dealt with the term ‖∂zz(u˜ ·n)‖2L∞ on the right hand side of (3.4.35).
Since that n is independent of z and ∂z = ∂n, it follows from (3.3.1) that
∂zz(u˜ · n) = ∂z(∂nu˜ · n) = ∂zdivu− ∂z(Π∂y1u)1 − ∂z(Π∂y2u)2. (3.4.36)
Then, this, together with (3.4.36) and (3.4.4), shows that
‖∂zz(u˜ · n)‖L∞ ≤ ‖∂zdivu‖L∞ + ‖∂z(Π∂y1u)1‖L∞ + ‖∂z(Π∂y2u)2‖L∞ ≤ C3P (Q(t)). (3.4.37)
Substituting (3.4.37) into (3.4.35) yields that
‖ρ˜(t, y, z)[(u˜ · n)(t, y, z)− z∂z(u˜ · n)(t, y, 0)]∂z η¯‖2H1,∞
≤ C4[1 + P (Q(t))] ·
(
‖η¯‖2H1,∞ + P (Λ1m(t))
)
, for m ≥ 5. (3.4.38)
Combining (3.4.29), (3.4.32)-(3.4.34) with (3.4.38) leads to that for m ≥ 6,
‖G‖2H1,∞ ≤ C4
{
P (Q(t)) + P (Λ1m(t)) + ε
2[1 + P (Q(t))] · ‖∆p‖2H2 + ε2‖∇2u‖2H4
}
. (3.4.39)
Then, substituting (3.4.39) into (3.4.28) gives that for m ≥ 6,
‖η¯‖2H1,∞ . ‖η¯0‖2H1,∞ + C4t
∫ t
0
[1 + P (Λ1m) + P (Q)]dτ
+ C4tε
2
∫ t
0
(
[1 + P (Q(t))] · ‖∆p‖2H2 + ‖∇2u‖2H4
)
dτ. (3.4.40)
Then, (3.4.10) follows from (3.4.40), (3.4.25), (3.4.14), (3.4.13) and (3.4.11). This completes the proof of
Lemma 3.14. 
3.5 Uniform Estimate for ∆p
In order to complete the a priori estimates, we still need to estimate ∆p. Due to (3.4.8), it suffices to
estimate ∆ ln ρ. Applying div to (3.1.6) yields that
−2ε∆divu+∆p = −div(ρu˙), with u˙ = ut + (u · ∇)u.
Substituting (3.1.36) into the above equations leads to that
2ε∆(ln ρ)t + 2εu · ∇∆ ln ρ+∆p = −2ε∆u · ∇ ln ρ− 4ε
3∑
k=1
∂ku · ∇∂k ln ρ− div(ρu˙). (3.5.1)
Lemma 3.15 For m ≥ 6, it holds that
sup
0≤τ≤t
(
‖∆p(τ)‖2H1 + ε‖∆p(τ)‖2H2
)
+
∫ t
0
‖∆p(τ)‖2H2dτ
≤ CCm+2
{
P (Nm(0)) + [1 + P (Q(t))]
∫ t
0
P (Nm(τ))dτ
}
, m ≥ 6. (3.5.2)
Proof. Applying Zα(|α| ≤ 2) to (3.5.1) gives that
2εZα∆(ln ρ)t + Zα∆p = −2εZα(∆u · ∇ ln ρ)− 4ε
3∑
k=1
Zα(∂ku · ∇∂k ln ρ)−Zαdiv(ρu˙)
− 2εZα
( ∑
i=1,2
ui · ∂yi∆ ln ρ+ u ·N · ∂z∆ ln ρ
)
. (3.5.3)
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Multiplying (3.5.3) by Z2∆ ln ρ, one can obtain that
ε‖Zα∆ ln ρ‖2 +
∫ t
0
∫
Zα∆p · Zα∆ ln ρdxdτ ≤ ε‖Zα∆ ln ρ0‖2L2
− 2ε
∫ t
0
∫
Zα(∆u∇ ln ρ)Zα∆ ln ρdxdτ − 4ε
3∑
k=1
∫ t
0
∫
Zα(∂ku · ∇∂k ln ρ)Zα∆ ln ρdxdτ
− 2ε
∫ t
0
∫
Zα
( ∑
i=1,2
ui · ∂yi∆ ln ρ+ u ·N · ∂z∆ ln ρ
)
Zα∆ ln ρdxdτ
−
∫ t
0
∫
Zαdiv(ρu˙)Zα∆ ln ρdxdτ. (3.5.4)
Note that
∆p = γp∆ ln ρ+ γ∇p · ∇ ln ρ. (3.5.5)
This implies that∫ t
0
∫
Zα∆p · Zα∆ ln ρdxdτ
≥ γ
2
p(c0)
∫ t
0
‖Zα∆ ln ρ‖2dτ − C[1 + P (Q(t))]
∫ t
0
P (Λm) + ‖∆ ln ρ‖2H1dτ. (3.5.6)
The terms on the right hand side (3.5.4) can be estimated separately. First, it follows from (1.1)2, (3.2.51)
and (1.7) that for m ≥ 5,
ε2
∫ t
0
‖∆u‖2H2dτ ≤ C[1 +Q(t)]
∫ t
0
P (Λm(τ))dτ. (3.5.7)
Thanks to (2.4), (3.5.7) and Cauchy inequality, one has that
−2ε
∫ t
0
∫
Zα(∆u∇ ln ρ)Zα∆ ln ρdxdτ ≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδε2
∫ t
0
‖Zα(∆u∇ ln ρ)‖2dτ
≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδε2‖∆u‖2L∞
∫ t
0
‖∇ ln ρ‖2H2dτ + Cδε2P (Q(t))
∫ t
0
‖∆u‖2H2dτ
≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδ[1 + P (Q(t))]
∫ t
0
P (Λm)dτ, (3.5.8)
where one has used the following estimate,
ε2‖∆u‖2L∞ ≤ ε2‖∇divu‖2L∞ + ‖∇p‖2L∞ + ‖ρut‖2L∞ + ‖ρu · ∇u‖2L∞
≤ C[1 + P (Q(t))],
here (3.4.4) has been used. It follows from (2.5) and the Cauchy inequality that for m ≥ 5,
−4ε
3∑
k=1
∫ t
0
∫
Zα(∂ku · ∇∂k ln ρ)Zα∆ ln ρdxdτ
≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδε2
3∑
k=1
∫ t
0
‖Zα(∂ku · ∇∂k ln ρ)‖2
≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδε2[1 + P (Q(t))]
∫ t
0
P (Λm(t)) + ‖∆ ln ρ‖2H2dτ
+ Cδε
2
∫ t
0
‖Zα∇u‖2L∞ · [P (Λm(t)) + ‖∆ ln ρ‖2]dτ
≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδε2[1 + P (Q(t))]
∫ t
0
P (Λm) + ‖∆ ln ρ‖2H2dτ
+ ε2
∫ t
0
‖∇2u‖2H3dτ + Cδε2
∫ t
0
‖∇u‖2H4 · [‖∆ ln ρ‖4 + P (Λm)]dτ. (3.5.9)
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Note that
div(ρu˙) = ρdivut + ρ(u · ∇)divu+∇ρ · ut +∇(ρu)t · ∇u
= ρdivut +∇ρ · ut +∇(ρu)t · ∇u+
∑
i=1,2
ρui∂yidivu+ ρ
u ·N
ϕ(z)
Z3divu.
This, together with (2.4) and the hardy inequality (3.2.24), implies that∫ t
0
‖div(ρu˙)‖2H2dτ ≤ Cm+2[1 + P (Q(t))]
∫ t
0
P (Λm)dτ for m ≥ 4, (3.5.10)
which yields immediately that
−
∫ t
0
∫
Zαdiv(ρu˙)Zα∆ ln ρdxdτ
≤ δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + Cδ[1 + P (Q)]
∫ t
0
P (Λm(t))dτ. (3.5.11)
Finally, by integrating by parts, one has that for m ≥ 5
−2ε
∫ t
0
Zα
( ∑
i=1,2
ui · ∂yi∆ ln ρ+ u ·N · ∂z∆ ln ρ
)
Zα∆ ln ρdxdτ ≤ ε2
∫ t
0
‖∇2u‖2H3dτ
+δ
∫ t
0
‖Zα∆ ln ρ‖2dτ + CδC2[1 + P (Q(t))]
∫ t
0
ε2‖∆ ln ρ‖2H2 + P (Λm)dτ.
(3.5.12)
Substituting (3.5.6), (3.5.8), (3.5.9), (3.5.11), (3.5.12) into (3.5.4) and choosing δ suitably small, one
obtains that
ε‖∆ ln ρ(t)‖2H2 +
∫ t
0
‖∆ ln ρ‖2H2dτ ≤ Cε‖∆ ln ρ0‖2H2 + Cε2
∫ t
0
‖∇2u‖2H3dτ
+CδCm+2[1 + P (Q(t))]
∫ t
0
(
ε‖∆ ln ρ‖2H2 + ‖∆ ln ρ‖4H1 + P (Λm)
)
dτ. (3.5.13)
On the other hand, it is easy to get that
‖∆ ln ρ(t)‖2H1 ≤ ‖∆ ln ρ(0)‖2H1 +
∫ t
0
‖∂t∆ ln ρ(τ)‖2H1dτ
≤ ‖∆ ln ρ(0)‖2H1 +
∫ t
0
‖∆ ln ρ(τ)‖2H2dτ. (3.5.14)
Combining (3.5.13), (3.5.14) with (3.3.35), one obtains that
sup
0≤τ≤t
(
‖∆ ln ρ(τ)‖2H1 + ε‖∆ ln ρ(τ)‖2H2
)
+
∫ t
0
‖∆ ln ρ(τ)‖2H2dτ
≤ CCm+2
{
[1 + P (Q(t))]
∫ t
0
(
1 + ε‖∆ ln ρ‖2H2 + ‖∆ ln ρ‖4H1 + P (Λm)
)
dτ
+ C(‖∆ ln ρ0‖2H1 + ε‖∆ ln ρ0‖2H2 + Λm(0))
}
, m ≥ 6. (3.5.15)
Therefore, (3.5.2) follows from (3.4.8),(3.3.35) and (3.5.15), which completes the proof of Lemma 3.15.
3.6 Proof of Theorem 3.1
Noting the definition of Nm(t) in (3.4), and using (3.4.6), (3.4.10), (3.3.35) and (3.5.2), one has, for
m ≥ 6, that
Q(t) . sup
0≤τ≤t
{
‖∇u(τ)‖2H1,∞ + P (Λ1m(τ)) + P (‖∆p(τ)‖2H1)
}
. Cm+2
{
P (Nm(0)) + P (Nm(t)) ·
∫ t
0
P (Nm(τ))dτ
}
. (3.6.1)
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In order to close the a priori estimate, one still needs to get the uniform estimates for ‖∇∂m−1t u‖. Due
to (3.6.1), (3.3.35) and Lemma 3.8, it holds, for m ≥ 6, that
‖∇∂m−1t u(t)‖2 . Cm+1
{
‖u(t)‖2Hm + ‖η(t)‖2Hm−1 + ‖div∂m−1t u(t)‖2
}
. Cm+2
{
P (Λ1m(t)) + ‖η(t)‖2Hm−1 + P (Q(t))
}
. Cm+2
{
P (Nm(0)) + P (Λ1m(t)) + ‖η(t)‖2Hm−1 + P (Nm(t))
∫ t
0
P (Nm(τ))dτ
}
. Cm+2
{
P (Nm(0)) + P (Nm(t))
∫ t
0
P (Nm(τ))dτ
}
. (3.6.2)
Then, one obtains from (3.3.35) and (3.5.2), (3.6.1) and (3.6.2) that
Nm(t) + ε
∫ t
0
‖∇u(τ)‖2Hm−1dτ + ε
m−2∑
k=0
∫ t
0
‖∇2∂kt u(τ)‖2m−1−kdτ + ε2
∫ t
0
‖∇2∂m−1t u(τ)‖2dτ
+
∫ t
0
‖∇∂m−1t p(τ)‖2 + ‖∆p(τ)‖2H2dτ
. Cm+2
{
P (Nm(0)) + P (Nm(t))
∫ t
0
P (Nm(τ))dτ
}
. (3.6.3)
Therefore, (3.3) is proved. Furthermore, (1.1) implies that
|ρ(x, 0)| exp(−
∫ t
0
‖divu(τ)‖L∞dτ) ≤ ρ(x, t) ≤ |ρ(x, 0)| exp(
∫ t
0
‖divu(τ)‖L∞dτ),
which proves (3.1). Thus we complete the proof of Theorem 3.1.
4 Proof of Theorem 1.1: Uniform Regularity
Proof of Theorem 1.1: In this section, we shall indicate how to combine our a priori estimates to
obtain the uniform existence result. Fix m ≥ 6, we consider initial data (pε0, uε0) ∈ Xε,mNS such that
Im(0) = sup
0<ε≤1
{
‖(uε0, pε0)‖2Hm + ‖∇uε0‖2Hm−1 +
m−2∑
k=0
‖∂kt∇pε0‖2m−1−k + ‖∆pε0‖2H1
+ ‖∇uε0‖2H1,∞ + ε‖∇∂m−1t pε0‖2 + ε‖∆pε0‖2H2
}
≤ C˜0, (4.1)
and
0 <
1
C0
≤ ρε0 ≤ C0, (4.2)
For such initial data, since we are not aware of a local existence result for (1.1) and (1.6)(or (1.7)), we shall
prove this by using the energy estimates obtained in previous sections and a classical iteration scheme.
Noting (pε0, u
ε
0) ∈ Xε,mNS , we can find a sequence of smooth approximate initial data (pε,δ0 , uε,δ0 ) ∈ Xε,mNS,ap(δ
being a regularization parameter), which have enough space regularity so that the time derivatives at
the initial time can be defined by Navier-Stokes equations and the boundary compatibility conditions are
satisfied. We construct approximate solutions, inductively, as follows
(1) Define u0 = uε,δ0 , and
(2) Assume that uk−1 has been defined for k ≥ 1. Let (ρk, uk) be the unique solution to the following
linearized initial boundary value problem:

ρkt + div(ρ
kuk−1) = 0 in (0, T )× Ω,
ρkukt + ρ
kuk−1 · ∇uk +∇pk = ε∆uk + ε∇divuk in (0, T )× Ω,
(ρk, uk)|t=0 = (ρε,δ0 , uε,δ0 ), with 23C0 ≤ ρ
ε,δ
0 ≤ 32C0,
with boundary conditions (1.6) or (1.7).
(4.3)
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Since ρk and uk are decoupled, the existence of global unique smooth solution (ρk, uk) of (4.3) with
0 < ρk <∞ can be obtained by using classical methods, for example, the same argument of Lemma 3 in
Cho, Choe and Kim [4] and the standard elliptic regularity results as in Agmon-Douglis-Nirenberg [1].
An alternative method is to use a similar arguments (modified slightly) in [9](or [29]) to get the existence
of smooth solutions to (4.3).
Applying the a priori estimates given in Theorem 3.1 and by an induction argument, we obtain a
uniform time T˜1 > 0 and constant C˜3(independent of ε and δ), such that it holds for (ρ
k, uk), k ≥ 1 that
Nm(pk, uk)(t) +
∫ t
0
‖∇∂m−1t pk‖2 + ‖∆pk‖2H2dτ + ε
∫ t
0
‖∇uk‖2Hmdτ
+ε
m−2∑
j=0
∫ t
0
‖∇2∂jt uk‖2m−j−1dτ + ε2
∫ t
0
‖∇2∂m−1t uk‖2dτ ≤ C˜3, ∀t ∈ [0, T˜1], (4.4)
and
1
2C0
≤ ρk(x, t) ≤ 2C0, ∀t ∈ [0, T˜1], (4.5)
where T˜1 and C˜3 depend only on C0 and Im(0). Based on the above uniform estimates for (ρk, uk), by
the same arguments as section 3 in [4], there exists a uniform time T˜2(≤ T˜1)(independent of ε and δ)
such that (ρk, uk) converges to a limit (ρε,δ, uε,δ) as k → +∞ in the following strong sense:
(ρk, uk)→ (ρε,δ, uε,δ) in L∞(0, T˜2;L2), and ∇uk → ∇uε,δ in L2(0, T˜2, L2).
It is easy to check (ρε,δ, uε,δ) is a weak solution to the problem (1.1), (1.6) with initial data (ρε,δ0 , u
ε,δ
0 ).
Then, by virtue of the lower semi-continuity of norms, we deduce from the uniform bounds (4.4) and
(4.5) that (ρε,δ, uε,δ) satisfies the following regularity estimates
Nm(pε,δ, uε,δ)(t) +
∫ t
0
‖∇∂m−1t pε,δ‖2 + ‖∆pε,δ‖2H2dτ + ε
∫ t
0
‖∇uε,δ‖2Hmdτ
+ε
m−2∑
j=0
∫ t
0
‖∇2∂jtuε,δ‖2m−j−1dτ + ε2
∫ t
0
‖∇2∂m−1t uε,δ‖2dτ ≤ C˜3, ∀t ∈ [0, T˜2], (4.6)
and
1
2C0
≤ ρε,δ(x, t) ≤ 2C0, ∀t ∈ [0, T˜2], (4.7)
Based on the uniform estimates (4.6) and (4.7) for (ρε,δ, uε,δ), we pass the limit δ → 0 to get a strong
solution (ρε, uε) of (1.1), (1.6) with initial data (ρε0, u
ε
0) satisfying (4.1) by using a strong compactness ar-
guments. It follows from (4.6) that (pε,δ, uε,δ) is bounded uniformly in L∞([0, T˜2];H
m
co), while ∇(pε,δ, uε,δ)
is bounded uniformly in L∞([0, T˜2];H
m−1
co ), and ∂t(p
ε,δ, uε,δ) is bounded uniformly in L∞([0, T˜2];H
m−1
co ).
Then, one can obtain by the strong compactness argument(see [22]) that (pε,δ, uε,δ) is compact in
C([0, T˜2];Hm−1co ). In particular, there exists a sequence δn → 0+ and (pε, uε) ∈ C([0, T˜2];Hm−1co ) such
that
(pε,δn , uε,δn)→ (pε, uε) in C([0, T˜2];Hm−1co ) as δn → 0+,
or equivalently
(ρε,δn , uε,δn)→ (ρε, uε) in C([0, T˜2];Hm−1co ) as δn → 0 + . (4.8)
Moreover, applying the lower semi-continuity of norms to the bounds (4.6) and (4.7), one obtains the
bounds of (1.19) and (1.20) for (ρε, uε). It follows from (1.19), (1.20), (4.8) and the anisotropic Sobolev
inequality (2.5) that
sup
t∈[0,T ]
‖(ρε,δn − ρε, uε,δn − uε)‖2L∞
≤ C sup
t∈[0,T ]
(
‖∇(ρε,δn − ρε, uε,δn − uε)‖H1co · ‖(ρε,δn − ρε, uε,δn − uε)‖H2co
)
→ 0. (4.9)
Then, it is easy to check that (ρε, uε) is a weak solution of the Navier-Stokes system. The uniqueness of
the solution (ρε, uε) is easy since we work on functions with Lipschitz regularity. Therefore, the whole
family (ρε,δ, uε,δ) converges to (ρε, uε). Taking T0 = T˜2 and C˜1 = C˜3, one completes the proof of Theorem
1.1. 
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5 Proof of Theorem 1.6: Flat Boundary Case
Due to Theorem 1.1, there exists a time T0 > 0 and C˜1 > 0 independent of ε ∈ (0, 1], such that there
exists a unique solution (ρε, uε) of (1.1), (1.14), (1.21) which is defined on [0, T0] and satisfies the uniform
estimates (1.19) and (1.20). Therefore, it suffices to prove (1.25).
In the case of flat boundary, it follows from the boundary conditions (1.21) that
uε3 = 0, ω
ε
1 = 0, ω
ε
2 = 0, on Γ. (5.1)
Lemma 5.1 Let (5.1) holds, then the vectors (uε · ∇)ωε and (ωε · ∇)uε are normal to Γ.
Proof. It is easy to check that ∂3u
ε
1 = ω
ε
2+∂1u
ε
3 = 0 and ∂3u
ε
2 = ω
ε
1+∂2u
ε
3 = 0. Then direct calculations
yield that (uε · ∇)ωε and (ωε · ∇)uε are normal to Γ. Thus, the proof of this lemma is completed. 
The following formula plays a important role in the proof of uniform bounds for ‖uε‖L∞(0,T,H2).
Lemma 5.2 Let (ρε, uε) be smooth solution of (1.1) and (1.21), then it holds that
µn× (∇×∇× ωε) = −n×
(∇ρε
ρε
× (µ∆uε + (µ+ λ)∇divuε)
)
, on Γ. (5.2)
Proof. Applying ∇× to (1.1)2 gives that
ρεωεt + ρ
εuε · ∇ωε − ρεωε · ∇uε + ρεdivuεωε = −µε∇×∇× ωε −∇ρε × (uεt + uε · ∇uε). (5.3)
Since ωε × n = 0 on the boundary, so
ωεt × n = 0, on Γ. (5.4)
It follows from Lemma 5.1 that
n× ((uε · ∇)ωε) = n× ((ωε · ∇)uε) = 0, on Γ. (5.5)
Combining (1.21) and (5.3)-(5.5) gives that
µεn× (∇×∇× ωε) = −n× (∇ρε × (uεt + uε · ∇uε)), on Γ. (5.6)
It follows from (1.1)2 that
∇ρε × (uεt + uε · ∇uε) =
∇ρε
ρε
× (ρεuεt + ρεuε · ∇uε)
=
∇ρε
ρε
× (−p′(ρε)∇ρε + µε∆uε + (µ+ λ)ε∇divuε) = ε∇ρ
ε
ρε
× (µ∆uε + (µ+ λ)∇divuε). (5.7)
Then, substituting (5.7) into (5.6) yields (5.2). Therefore, the proof of this lemma is completed. 
Lemma 5.3 It holds that
‖∇× ωε(t)‖2L2 + ε
∫ t
0
‖∆ωε‖2L2dτ
≤ C + ‖uε0‖2H2 + Cδ
∫ t
0
‖∇2uε‖2dτ + δε2
∫ t
0
‖∇3uε‖2dτ, (5.8)
where C = P (C˜1) > 0.
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Proof. Applying ∇× to (5.3) shows that
ρε(∇× ωε)t + ρε(uε · ∇)(∇× ωε)
= −µε∇×∇×∇× ωε −∇ρε × ωεt − [∇×, ρεuε · ∇]ωε
−∇×
(
∇ρε × (uεt + uε · ∇uε)− ρεωε · ∇uε + ρεdivuεωε
)
. (5.9)
Multiplying (5.9) by ∇× ωε, one obtains that
1
2
∫
ρε|∇ × ωε|2dx+ µε
∫ t
0
‖∇×∇× ωε‖2dτ
= −µε
∫ t
0
∫
Γ
(n× (∇×∇× ωε)) · (∇× ωε)dydτ
−
∫ t
0
∫ (
∇ρε × ωεt + [∇×, ρεuε · ∇]ωε
)
· ∇ × ωεdxdτ
−
∫ t
0
∫ {
∇×
(
∇ρε × (uεt + uε · ∇uε)− ρεωε · ∇uε + ρεdivuεωε
)}
· ∇ × ωεdxdτ. (5.10)
First, it follows from uniform estimates of (1.19), (1.20) and Cauchy inequality that
∣∣∣ ∫ t
0
∫ {
∇×
(
∇ρε × (uεt + uε · ∇uε)− ρεωε · ∇uε + ρεdivuεωε
)}
· ∇ × ωεdxdτ
∣∣∣
+
∣∣∣ ∫ t
0
∫ (
∇ρε × ωεt + [∇×, ρεuε · ∇]ωε
)
· ∇ × ωεdxdτ
∣∣∣
≤ CP (1 + ‖(ρε, uε, ρεt , uεt )‖2W 1,∞)
∫ t
0
‖uε‖2H2 + ‖∆pε‖2 + ‖∇pε‖2H1co + ‖p
ε‖2H2codτ
≤ C + C
∫ t
0
‖uε‖2H2dτ. (5.11)
For the boundary term, it follows from Lemma 5.2 that
∣∣∣µε ∫ t
0
∫
Γ
(n× (∇×∇× ωε)) · (∇× ωε)dydτ
∣∣∣
=
∣∣∣ε ∫ t
0
∫
Γ
{
n×
(∇ρε
ρε
× (µ∆uε + (µ+ λ)∇divuε)
)}
· (∇× ωε)dydτ
∣∣∣
≤ Cε
∫ t
0
∫
Γ
|∇2uε|2dydτ ≤ Cε
∫ t
0
‖∇3uε‖‖∇2uε‖+ ‖∇2uε‖2dτ
≤ δε2
∫ t
0
‖∇3uε‖2dτ + CδC
∫ t
0
‖∇2uε‖2dτ. (5.12)
Substituting (5.12) and (5.11) into (5.10) and noting that ∆ωε = −∇ × ∇ × ωε, one proves (5.8).
Therefore, the proof of this lemma is completed. 
Lemma 5.4 It holds that
‖∇divuε‖2 ≤ C < +∞, (5.13)
and
‖∇2divuε‖2 ≤ C(1 + ‖uε‖2H2). (5.14)
where C = P (C˜1) > 0.
Proof. Since
divuε = − p
ε
t
γpε
− u
ε
γpε
· ∇pε, (5.15)
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then, it follows from the uniform estimates (1.19) and (1.20) that
‖∇divuε‖2 ≤ CP (‖(pε, uε, pεt ,∇uε,∇pε)‖2L∞ + ‖∇pε‖2H1co + ‖u
ε
3∂
2
zp
ε‖2L2)
≤ P (‖(pε, uε, pεt ,∇uε,∇pε)‖2L∞ + ‖∇uε3‖2L∞‖∇pε‖2H1co) ≤ P (C˜1), (5.16)
and
‖∇2divuε‖2 ≤ P (1 + ‖(pε, uε, pεt ,∇uε,∇pε)‖2L∞) · (‖∆pε‖2H1 + ‖pε‖2H3 + ‖uε‖2H2 + ‖uε3∂3zpε‖2)
≤ P (C˜1)(1 + ‖uε‖2H2 + ‖∇uε3‖2L∞‖∆pε‖2H1co) ≤ P (C˜1)(1 + ‖u
ε‖2H2) (5.17)
where one has used u3|Γ = 0 in (5.16) and (5.17). Thus, (5.13) and (5.14) are proved. Therefore, the
proof of this lemma is completed. 
Proof of (1.25): It follows from (1.19) that ‖∇uε‖H1co and ‖uε‖H2co are bounded uniformly. Note
that ∆uε = −∇× ωε +∇divuε, one obtains that
‖uε‖2H2 ≤ C(‖∇ × ωε‖2 + ‖∇divuε‖2 + ‖uε‖2H2co + ‖∇u
ε‖2H1co)
≤ C(1 + ‖∇ × ωε‖2), (5.18)
where one has used (5.13) and the uniform estimate (1.19) in the last inequality. On the other hand, it
follows from (2.1) that
‖uε‖2H3 ≤ C
(
‖ωε‖2H2 + ‖divuε‖2H2 + ‖uε‖2L2 + |uε · n|2
H
5
2
)
≤ C
(
‖∂2zωε‖2L2 + ‖∂2zdivuε‖2L2 + ‖∇2uε‖2H1co + ‖∇u
ε‖2H2co + ‖u
ε‖2H3co
)
≤ C
(
‖∆ωε‖2L2 + ‖∂2zdivuε‖2L2 + ‖∇2uε‖2H1co + ‖∇u
ε‖2H2co + ‖u
ε‖2H3co
)
≤ C
(
1 + ‖∆ωε‖2L2 + ‖∇2uε‖2H1co
)
, (5.19)
where (5.14) and the uniform estimate (1.19) have been used in the last inequality.
Therefore, combining (5.8), (5.18) and (5.19), one obtains that
‖uε‖2H2 + ε
∫ t
0
‖uε‖2H3dτ
≤ C + ‖uε0‖2H2 + δε
∫ t
0
‖uε‖2H3dτ + ε
∫ t
0
‖∇2uε‖2H1codτ + Cδ
∫ t
0
‖∇2uε‖2dτ.
Taking δ suitably small and using the uniform estimate (1.19), one has that
‖uε‖2H2 + ε
∫ t
0
‖uε‖2H3dτ ≤ C + ‖uε0‖2H2 + C
∫ t
0
‖∇2uε‖2dτ,
Then, it follows from Gronwall inequality that
‖uε‖2H2 + ε
∫ t
0
‖uε‖2H3dτ ≤ exp(C˜1)(1 + ‖uε0‖2H2), (5.20)
which proves (1.25). Therefore, the proof of Theorem 1.6 is completed. 
6 Proof of Theorem 1.8: Inviscid Limit
In this section, we study the vanishing viscosity limit of viscous solutions to the inviscid one with a rate
of convergence. It is well known that the solution (ρ, u)(t) ∈ H3 of Euler system (1.3), (1.4) with initial
data (ρ0, u0) satisfies
3∑
k=0
‖(ρ, u)‖Ck(0,T1;H3−k) ≤ C˜4,
1
2C0
≤ ρε ≤ 2C0, (6.1)
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where C˜4 depends only on ‖(ρ0, u0)‖H3 . On the other hand, it follows from Theorem 1.1 that the solution
(ρε, uε)(t) of Navier-Stokes system (1.1),(1.6) with initial data (ρ0, u0) satisfies
‖(p(ρε), uε)(t)‖Xεm ≤ C˜1,
1
2C0
≤ ρε(t) ≤ 2C0, ∀ t ∈ [0, T0], (6.2)
where T0, C0, and C˜1 are defined in Theorem 1.1. In particular, this uniform regularity implies the
following bound
‖(ρε, uε)‖W 1,∞ + ‖∂t(ρε, uε)‖L∞ ≤ C˜1, (6.3)
which plays an important role in the proof of Theorem 1.8. Based on these uniform estimates, using the
strong compactness argument as [16], one can prove that
(ρε, uε)→ (ρ, u), as ε→ 0, in L∞. (6.4)
For the flat case, Theorem 1.6 and lower semi-continuity of norm imply that
‖u‖2H2 ≤ exp(C˜1)(1 + ‖u0‖2H2), (6.5)
which yields immediately that, for the flat case, the solution (ρ, u) of Euler system satisfies an additional
boundary condition, i.e.
n× ω = 0, on Γ. (6.6)
In general, it is impossible for the solution of the Euler system to satisfy (6.6). The observation of (6.6)
will enable us to obtain better convergence rate for the flat case than the general case. For later use, we
extend smoothly the normal n to Ω. In particular, for the flat case, we extend the normal n such that it
is constant vector in the vicinity of Γ.
Define
φε = ρε − ρ, ψε = uε − u. (6.7)
It then follows from (1.1) and (1.3) that

φεt + ρdivψ
ε + u · ∇φε = Rε1,
ρψεt + ρu · ∇ψε +∇(pε − p) + Φε = −µε∇× (∇× ψε) + (2µ+ λ)ε∇divψε +Rε2,
(6.8)
where {
Rε1 = −φεdivψε − ψε∇φε − φεdivu−∇ρψε,
Rε2 = −φεψεt − φεut + µε∆u+ (µ+ λ)ε∇divu,
(6.9)
and
Φε = (ρεuε − ρu) · ∇uε = (ρεuε − ρu) · ∇ψε + (ρεuε − ρu) · ∇u. (6.10)
The boundary conditions to (6.8) are
ψε · n = 0, n× (∇× ψε) = [Bψε]τ + [Bu]τ − n× ω, on ∂Ω. (6.11)
In particular, in the flat case, it follows from (1.21) and (6.6) that
ψε · n = 0, n× (∇× ψε) = 0, on Γ. (6.12)
Lemma 6.1 It holds that
‖(φε, ψε)(t)‖2 + ε
∫ t
0
‖ψε‖2H1dτ ≤
{
Cε
3
2 , general case,
Cε2, flat case,
t ∈ [0, T2], (6.13)
where T2 = min{T0, T1}, C > 0 depend only on C0, C˜1 and C˜4.
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Proof : Multiplying (6.8)2 by ψ
ε, one obtains that
d
dt
∫
Ω
1
2
ρ|ψε|2dx+
∫
Ω
Φε · ψεdx+
∫
Ω
∇(pε − p) · ψεdx
= −µε
∫
Ω
∇× (∇× ψε) · ψεdx+ (2µ+ λ)ε
∫
Ω
∇divψε · ψεdx+
∫
Ω
Rε2 · ψεdx. (6.14)
It is easy to check that∣∣∣∣
∫
Ω
Φε · ψεdx
∣∣∣∣ =
∣∣∣∣
∫
Ω
((ρεuε − ρu) · ∇)uε · ψεdx
∣∣∣∣ ≤ C(1 + ‖(ρε, uε,∇uε)‖L∞)‖(φε, ψε)‖2L2 , (6.15)
and ∫
Ω
∇(pε − p) · ψεdx = −
∫
Ω
(pε − p)divψεdx
≥
∫
Ω
1
ρ
p′(ρ)φε[φεt + u · ∇φε −Rε1]dx− C(1 + ‖∇uε‖L∞)‖φε‖2
≥ d
dt
∫
Ω
p′(ρ)
2ρ
|φε|2dx− C(1 + ‖(ρ, u, ρε, uε)‖W 1∞)‖φε‖2
≥ d
dt
∫
Ω
p′(ρ)
2ρ
|φε|2dx− C‖φε‖2. (6.16)
Next, (6.11) implies that
−µε
∫
Ω
∇× (∇× ψε) · ψεdx = −µε
∫
Ω
|∇ × ψε|2dx− µε
∫
∂Ω
n× (∇× ψε) · ψεdx
≤ −µε‖∇× ψε‖2 + Cε
∣∣∣∣
∫
∂Ω
[Bψε +Bu − n× ω] · ψεdx
∣∣∣∣
≤ −µε‖∇× ψε‖2 + Cε
(
|ψε|2L2(∂Ω) + |ψε|L2(∂Ω)
)
. (6.17)
For the flat case, it follows from (6.12) that
−µε
∫
Ω
∇× (∇× ψε) · ψεdx
= −µε
∫
Ω
|∇ × ψε|2dx− µε
∫
Γ
n× (∇× ψε) · ψεdx = −µε‖∇× ψε‖2. (6.18)
It is easy to obtain that
ε
∫
Ω
∇divψε · ψεdx = −ε‖divψε‖2, (6.19)
and ∣∣∣∣
∫
Ω
Rε2 · ψεdx
∣∣∣∣ ≤ C‖(φε, ψε)‖2L2 + Cε2. (6.20)
Collecting all the above estimates, one gets that
d
dt
(
1
2
∫
Ω
ρ|ψε|2 + p
′(ρ)
ρ
|φε|2dx
)
+ µε‖∇× ψε‖2 + (2µ+ λ)ε‖divψε‖2
≤


C‖(φε, ψε)‖2L2 + Cε2 + Cε
(|ψε|2L2 + |ψε|L2) , general case,
C‖(φε, ψε)‖2L2 + Cε2, flat case.
(6.21)
It follows from (2.1) that
‖ψε‖2H1 ≤ C1
(‖∇× ψε‖2 + ‖divψε‖2 + ‖ψε‖2) . (6.22)
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The trace theorem yields that
|ψε|2L2 ≤ δ‖∇ψε‖2 + Cδ‖ψε‖2, (6.23)
and
ε|ψε|L2 ≤ δε‖∇ψε‖2 + Cδε‖ψε‖ 23 ≤ δε‖∇ψε‖2 + ‖ψε‖2 + Cδε 32 . (6.24)
Substituting (6.22)-(6.24) into (6.21) and taking δ suitably small, one gets that
d
dt
(∫
Ω
ρ|ψε|2 + p
′(ρ)
ρ
|φε|2dx
)
+ c0ε‖ψε‖2H1 ≤


C‖(φε, ψε)‖2L2 + Cε
3
2 , general case.
C‖(φε, ψε)‖2L2 + Cε2, flat case.
(6.25)
Then, (6.13) follows from the Gronwall inequality. Therefore, the proof of Lemma 6.1 is completed. 
Lemma 6.2 It holds that
‖(divψε,∇(pε − p))(t)‖2L2 + (2µ+ λ)ε
∫ t
0
‖∇divψε(τ)‖2L2dτ
≤


δ
∫ t
0 ‖ψεt ‖2dτ + Cδ
∫ t
0 ‖(φε, ψε)‖2H1dτ + Cδε
1
2 , general case,
δ
∫ t
0 ‖ψεt ‖2dτ + Cδ
∫ t
0 ‖(φε, ψε)‖2H1dτ + Cδε
3
2 , flat case,
t ∈ [0, T2], (6.26)
where δ > 0 will be chosen later.
Proof: Multiplying (6.8)2 by ∇divψε, one obtains that∫
(ρψεt + ρu · ∇ψε) · ∇divψεdx+
∫
∇(pε − p) · ∇divψεdx (6.27)
= −µε
∫
∇× (∇× ψε) · ∇divψεdx+ (2µ+ λ)ε‖∇divψε‖2 +
∫
Rε2 · ∇divψεdx−
∫
Φε · ∇divψεdx.
First, it follows from (3.4.4) and (1.19) that
‖∇divuε‖L∞ + ‖∇divuε‖L2 ≤ C <∞, (6.28)
where C > 0 depends only on C˜1. Integrating by parts and using Holder inequality, one has that∫
(ρψεt + ρu · ∇ψε) · ∇divψεdx ≤ −
∫
(ρdivψεt + ρu · ∇divψε) divψεdx
+ |
∫ (∇ρψεt +∇(ρu)t∇ψε) divψεdx|+ |
∫
∂Ω
ρ(u · ∇)ψε · ndivφεdσ|
≤ − d
dt
∫
ρ
2
|divψε|2dx+ δ‖ψεt ‖2 + Cδ‖∇ψε‖2 +
∣∣∣∣
∫
∂Ω
ρ(u · ∇)nψεdivψεdx
∣∣∣∣
≤
{
− d
dt
∫
ρ
2 |divψε|2dx+ δ‖ψεt ‖2 + Cδ‖∇ψε‖2 + C|ψε|L2(∂Ω), general case,
− d
dt
∫
ρ
2 |divψε|2dx+ δ‖ψεt ‖2 + Cδ‖∇ψε‖2, flat case,
(6.29)
and ∣∣∣∣
∫
Φε · ∇divψεdx
∣∣∣∣ =
∣∣∣∣
∫
[(ρεuε − ρu) · ∇ψε + (ρεuε − ρu) · ∇u]∇divψεdx
∣∣∣∣
≤ C(1 + ‖(ρε, uε)‖W 1,∞)‖(φε, ψε)‖2H1 +
∣∣∣∣
∫
∂Ω
((ρεuε − ρu) · ∇u) · ndivψεdσ
∣∣∣∣
≤ C(1 + ‖(ρε, uε)‖W 1,∞)‖(φε, ψε)‖2H1 +
∣∣∣∣
∫
∂Ω
((ρεuε − ρu) · ∇n) · udivψεdσ
∣∣∣∣
≤
{
C(1 + ‖(ρε, uε)‖W 1,∞)
(‖(φε, ψε)‖2H1 + |(φε, ψε)|L2(∂Ω)) , general case,
C(1 + ‖(ρε, uε)‖W 1,∞)‖(φε, ψε)‖2H1 , flat case,
(6.30)
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where one has used that ∇n is a zero matrix in the vicinity of Γ for the flat case.
Rewrite (6.8)1 as
(pε − p)t + u · ∇(pε − p) + γp(ρε)divψε = −ψε · ∇p− γ(pε − p)divu, (6.31)
which implies immediately
∇divψε = − 1
γpε
[
∇(pε − p)t + (uε · ∇)∇(pε − p) + γ∇pεdivψε
+∇uε∇(pε − p) +∇(ψε · ∇p) + γ∇((pε − p)divu)
]
. (6.32)
Using (6.32), one obtains that∫
∇(pε − p) · ∇divψεdx
≤ −
∫
1
γpε
∇(pε − p)
[
∇(pε − p)t + (uε · ∇)∇(pε − p)
]
dx
+ C(1 + ‖(uε, pε)‖W 1∞)‖(pε − p, ψε)‖2H1
≤ − d
dt
∫
1
2γpε
|∇(pε − p)|2dx+ C(1 + ‖(uε, pε)‖W 1∞)‖(pε − p, ψε)‖2H1 . (6.33)
It follows from the integrating by parts that
ε
∣∣∣∣
∫
∇× (∇× ψε) · ∇divψεdx
∣∣∣∣ = ε
∣∣∣∣
∫
∂Ω
n× (∇× ψε) · ∇divψεdσ
∣∣∣∣
= ε
∣∣∣∣
∫
∂Ω
(Bψε +Bu− n× ω) · Π(∇divψε)dσ
∣∣∣∣ ≤ Cε(1 + |ψε|H 12
)
|divψε|
H
1
2
≤ Cε‖divψε‖H1(1 + ‖ψε‖H1) ≤ δε‖∇divψε‖2 + Cδε(1 + ‖ψε‖2H1). (6.34)
For the flat case, it follows from (6.12) that
ε
∣∣∣∣
∫
∇× (∇× ψε) · ∇divψεdx
∣∣∣∣ = ε
∣∣∣∣
∫
Γ
n× (∇× ψε) · ∇divψεdy
∣∣∣∣ = 0. (6.35)
For the term involving Rε2. It follows from (6.28) and integrating by parts that∣∣∣∣
∫
Rε2∇divψεdx
∣∣∣∣ ≤ C(1 + ‖∇divuε‖L∞)[‖φε‖‖ψεt ‖+ ‖(φε, ψε)‖2H1 ]
+ ε‖u‖H3‖ψε‖H1 +
∣∣∣∣
∫
∂Ω
(µε∆u + (µ+ λ)ε∇divu) · ndivψεdσ
∣∣∣∣
≤ δ‖ψεt ‖2 + Cδ[‖(φε, ψε)‖2H1 + ε2] + Cε‖u‖H3‖divψε‖
1
2
H1
‖divψε‖ 12
L2
≤ 1
8
(2µ+ λ)ε‖∇divψε‖2 + δ‖ψεt ‖2 + Cδ[‖(φε, ψε)‖2H1 + ε
3
2 ]. (6.36)
It follows from the trace theorem that
|(φε, ψε)|L2 . ‖(φε, ψε)‖2H1 + ‖(φε, ψε)‖
2
3
L2
. ‖(φε, ψε)‖2H1 + ε
1
2 . (6.37)
Collecting all the above estimates, we obtain (6.26). Thus, the proof of Lemma 6.2 is completed. 
Lemma 6.3 It holds that
‖∇× ψε‖2 + ε
∫ t
0
‖(∇× ψε)(τ)‖2H1dτ ≤ δ‖∇(φε, ψε)‖2L2
+ Cδ
∫ t
0
‖ψεt ‖2 + ε‖∇2ψε‖2dτ + Cδ
∫ t
0
‖(φε, ψε)‖2H1dτ + Cδε
1
2 , general case, (6.38)
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and
‖∇× ψε‖2 + ε
∫ t
0
‖(∇× ψε)(τ)‖2H1dτ
≤ Cδ
∫ t
0
‖ψεt ‖2 + ε‖∇2ψε‖2dτ + Cδ
∫ t
0
‖(φε, ψε)‖2H1dτ + Cδε
3
2 , flat case, (6.39)
where δ > 0 will be chosen later.
Proof: Multiplying (6.8)2 by ∇× (∇× ψε), one obtains that∫
ρεψεt∇× (∇× ψε)dx+
∫
∇(pε − p) · ∇ × (∇× ψε)dx
= −µε‖∇× (∇× ψε)‖2 + (2µ+ λ)ε
∫
∇× (∇× ψε) · ∇divψεdx
+
∫
Φ˜ε∇× (∇× ψε)dx +
∫
R˜ε2∇× (∇× ψε)dx, (6.40)
where one has rewritten (6.8)2 and
R˜ε2 = −φεut + µε∆u+ (µ+ λ)ε∇divu and Φ˜ε = ρεuε · ∇ψε + (ρεuε − ρu) · ∇u.
Note that the second term on the right hand side of (6.40) has been estimated in (6.34) and (6.35). It
remains to estimate the other terms of (6.40). First, it follows from integrating by parts that∫
ρεψεt∇× (∇× ψε)dx
=
∫ [
ρε(∇× ψε)t +∇ρε × ψεt
]
· (∇× ψε)dx+
∫
∂Ω
ρεψεt · (n× (∇× ψε))dσ
≥ d
dt
∫
1
2
ρε|(∇× ψε)|2dx+
∫
∂Ω
ρεψεt [Bψ
ε + Bu− n× ω]dσ − δ‖ψεt ‖2 − Cδ‖ψε‖2H1
≥ d
dt
(∫
1
2
ρε|(∇× ψε)|2dx+
∫
1
2
ρεψεBψε + ρεψε(Bu − n× ω)dσ
)
− δ‖ψεt ‖2 − Cδ
(‖ψε‖2H1 + |ψε|2L2 + |ψε|L2)
≥ d
dt
(∫
1
2
ρε|∇ × ψε|2dx+
∫
1
2
ρεψεBψε + ρεψε(Bu− n× ω)dσ
)
− δ‖ψεt ‖2 − Cδ
(‖ψε‖2H1 + |ψε|L2) . (6.41)
For the flat case, it follows from (6.12) that∫
ρεψεt∇× (∇× ψε)dx
=
∫ [
ρε(∇× ψε)t +∇ρε × ψεt
]
· (∇× ψε)dx+
∫
∂Ω
ρεψεt · (n× (∇× ψε))dσ
≥ d
dt
(∫
1
2
ρε|∇ × ψε|2dx
)
− δ‖ψεt ‖2 − Cδ‖ψε‖2H1 . (6.42)
Integrating along the boundary, one has that∣∣∣∣
∫
∇(pε − p) · ∇ × (∇× ψε)dx
∣∣∣∣ =
∣∣∣∣
∫
∂Ω
∇(pε − p) · (n× (∇× ψε))dσ
∣∣∣∣
=
∣∣∣∣
∫
∂Ω
Π(∇(pε − p)) · [Bψε +Bu− n× ω]dx
∣∣∣∣ ≤ C [|pε − p|H 12 |ψε|H 12 + |pε − p|L2
]
≤ C [‖pε − p‖2H1 + ‖ψε‖2H1 + |pε − p|L2] . (6.43)
For the flat case, it follows from (6.12) that∣∣∣∣
∫
∇(pε − p) · ∇ × (∇× ψε)dx
∣∣∣∣ =
∣∣∣∣
∫
∂Ω
∇(pε − p) · n× (∇× ψε)dσ
∣∣∣∣ = 0. (6.44)
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For the term involving R˜ε2, integrating by parts leads to that∣∣∣∣
∫
R˜ε2∇× (∇× ψε)dx
∣∣∣∣
≤ C‖(φε, ψε)‖2H1 +
∣∣∣∣
∫
∂Ω
φεut · (n× (∇× ψε))
∣∣∣∣ + Cε‖u‖H3‖ψε‖H1 + Cε‖u‖H3 |∇ × ψε|L2
≤ C‖(φε, ψε)‖2H1 + δε‖∇(∇× ψε)‖2 +
∣∣∣∣
∫
∂Ω
φεut · [Bψε +Bu− n× ω]
∣∣∣∣+ Cδ(ε 32 + ‖ψε‖2H1)
≤ δε‖∇× (∇× ψε)‖2 + Cδ
(
‖(φε, ψε)‖2H1 + |(φε, ψε)|L2 + ε
3
2
)
. (6.45)
For the flat case, it follows from (6.12) that∣∣∣∣
∫
R˜ε2∇× (∇× ψε)dx
∣∣∣∣
≤ C‖(φε, ψε)‖2H1 +
∣∣∣∣
∫
∂Ω
φεut · (n× (∇× ψε))
∣∣∣∣+ Cε‖u‖H3‖ψε‖H1 + Cε‖u‖H3 |∇ × ψε|L2
≤ δε‖∇× (∇× ψε)‖2 + Cδ
(
‖(φε, ψε)‖2H1 + ε
3
2
)
. (6.46)
For the term involving Φ˜ε, we will follow the ideas in [26]. Indeed, it follows from the integrating by
parts that ∣∣∣∣
∫
Φ˜ε∇× (∇× ψε)dx
∣∣∣∣
≤
∣∣∣∣
∫
∇× Φ˜ε · (∇× ψε)dx
∣∣∣∣+
∣∣∣∣
∫
∂Ω
Φ˜ε(Bψε)τdσ
∣∣∣∣+
∣∣∣∣
∫
∂Ω
Φ˜ε[(Bu)τ − n× ω]dσ
∣∣∣∣
.
= N +BN +BNL. (6.47)
Noting
∇× ((a · ∇)b) = (a · ∇)(∇× b) +

 ∂2a · ∇b3 − ∂3a · ∇b2∂3a · ∇b1 − ∂1a · ∇b3
∂1a · ∇b2 − ∂2a · ∇b1


= (a · ∇)(∇× b) + (∇a)⊥ · ∇b, (6.48)
which implies that
∇× Φ˜ε = ρεuε · ∇(∇× ψε) + (∇(ρεuε))⊥ · ∇ψε + (ρεuε − ρu) · ∇ω
+ (∇(ρεuε − ρu))⊥ · ∇u. (6.49)
Integrating by parts and using Cauchy inequality, one has that
N ≤ C(1 + ‖(ρε, uε)‖2W 1,∞)‖(φε, ψε)‖2H1 . (6.50)
For the term BN , it holds that
BN =
∣∣∣∣
∫
∂Ω
Φ˜ε(Bψε)τdσ
∣∣∣∣ =
∣∣∣∣
∫
∂Ω
n× Φ˜ε · [n× (Bψε)τ ]dσ
∣∣∣∣
=
∣∣∣∣
∫
∂Ω
n× Φ˜ε · [n× (Bψε)]dσ
∣∣∣∣
=
∣∣∣∣
∫
∇× Φ˜ε · [n× (Bψε)]dx−
∫
Φ˜ε · ∇ × [n× (Bψε)]dx
∣∣∣∣ . (6.51)
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It follows from the Cauchy inequality, integrating by parts and (6.49) that∣∣∣∣
∫
∇× Φ˜ε · [n× (Bψε)]dx
∣∣∣∣
≤
∣∣∣∣
∫
ρε(uε · ∇)(∇× ψε) · [n× (Bψε)]dx
∣∣∣∣ + C(1 + ‖(ρε, uε)‖2W 1,∞)‖(φε, ψε)‖2H1
≤ C(1 + ‖(ρε, uε)‖2W 1,∞)‖(φε, ψε)‖2H1 , (6.52)
and ∣∣∣∣
∫
Φ˜ε · ∇ × [n× (Bψε)]dx
∣∣∣∣ ≤ C(1 + ‖(ρε, uε)‖2W 1,∞)‖(φε, ψε)‖2H1 . (6.53)
Substituting (6.52) and (6.53) into (6.51), one obtains that
BN = C(1 + ‖(ρε, uε)‖2W 1,∞)‖(φε, ψε)‖2H1 . (6.54)
Finally, we estimate the leading order term BNL on the boundary. Since the boundary layer may
appear, in general, the term (Bu)τ − n× ω is not zero.
BNL =
∣∣∣∣
∫
∂Ω
Φ˜ε[(Bu)τ − n× ω]dσ
∣∣∣∣
≤ C(1 + ‖(ρε, uε)‖2W 1,∞)|(φε, ψε)|L2 +
∣∣∣∣
∫
∂Ω
ρu · ∇ψε[(Bu)τ − n× ω]dσ
∣∣∣∣ . (6.55)
In order to estimate the last term in (6.55), we note that
u · ∇ψε = u1∂y1ψε + u2∂y2ψε, x ∈ ∂Ω. (6.56)
It follows from (6.56) and integrating by parts along the boundary that∣∣∣∣
∫
∂Ω
ρu · ∇ψε[(Bu)τ − n× ω]dσ
∣∣∣∣ ≤ C|ψε|L2 · |ρu((Bu)τ − n× ω)|H1 ≤ C|ψε|L2 . (6.57)
Therefore, substituting (6.57) into (6.55), one gets that
BNL ≤ C(1 + ‖(ρε, uε)‖2W 1,∞)|(φε, ψε)|L2 . (6.58)
Substituting (6.50), (6.54), (6.58) into (6.47), one obtains that∣∣∣∣
∫
Φ˜ε · ∇ × (∇× ψε)dx
∣∣∣∣ ≤ C[‖(φε, ψε)‖2H1 + |(φε, ψε)|L2 ]. (6.59)
For the flat case, it follows from (6.12) that∣∣∣∣
∫
Φ˜ε∇× (∇× ψε)dx
∣∣∣∣ =
∣∣∣∣
∫
∇× Φ˜ε · (∇× ψε)dx
∣∣∣∣+
∣∣∣∣
∫
Γ
Φ˜ε · (n×∇× ψε)dσ
∣∣∣∣
≤
∣∣∣∣
∫
∇× Φ˜ε · (∇× ψε)dx
∣∣∣∣ ≤ C‖(φε, ψε)‖2H1 , (6.60)
where the last inequality follows from (6.50).
Combining (6.40)-(6.46), (6.59), (6.60) and (6.34)-(6.35), we obtain that
d
dt
(∫
1
2
ρε|∇ × ψε|2dx+
∫
1
2
ρεψεBψε + ρεψε(Bu − n× ω)dσ
)
+
1
2
µε‖∇× (∇× ψε)‖2
≤ Cδ‖ψεt ‖2 + Cδε‖∇2ψε‖2 + Cδ
(
‖(φε, ψε)‖2H1 + ε
1
2
)
, general case, (6.61)
49
and
d
dt
(∫
1
2
ρε|∇ × ψε|2dx
)
+
1
2
µε‖∇× (∇× ψε)‖2
≤ Cδ‖ψεt ‖2 + Cδε‖∇2ψε‖2 + Cδ
(
‖(φε, ψε)‖2H1 + ε
3
2
)
, flat case, (6.62)
where we have used

|(φε, ψε)|L2 ≤ ‖(φε, ψε)‖
1
2
H1
· ‖(φε, ψε)‖ 12 ≤ δ‖∇(φε, ψε)‖2 + Cδε 12 ,
|(φε, ψε)|2L2 ≤ ‖(φε, ψε)‖H1 · ‖(φε, ψε)‖ ≤ δ‖∇(φε, ψε)‖2 + Cδε
3
2 ,
(6.63)
which are consequences of the trace theorem and (6.13). It follows from (2.2) that
‖∇× ψε‖2H1 ≤ C1
(
‖∇× (∇× ψε)‖2 + ‖div(∇× ψε)‖2 + ‖∇× ψε‖2 + |n× (∇× ψε)|2
H
1
2
)
≤
{
C1(‖∇× (∇× ψε)‖2 + ‖∇× ψε‖2 + |Bψε|2
H
1
2
+ |(Bu)τ − n× ω|2
H
1
2
), general case
C1(‖∇× (∇× ψε)‖2 + ‖∇× ψε‖2), flat case
≤
{
C1(‖∇× (∇× ψε)‖2 + ‖ψε‖2H1 + C), general case,
C1(‖∇× (∇× ψε)‖2 + ‖ψε‖2H1), flat case.
(6.64)
Substituting (6.64) into (6.61) yields that
d
dt
(∫
1
2
ρε|∇ × ψε|2dx +
∫
1
2
ρεψεBψε + ρεψε(Bu− n× ω)dσ
)
+ c0ε‖∇× ψε‖2H1
≤ Cδ‖ψεt ‖2 + Cδε‖∇2ψε‖2 + Cδ
(
‖(φε, ψε)‖2H1 + ε
1
2
)
, general case, (6.65)
and
d
dt
(∫
1
2
ρε|∇ × ψε|2dx
)
+ c0ε‖∇× ψε‖2H1
≤ Cδ‖ψεt ‖2 + Cδε‖∇2ψε‖2 + Cδ
(
‖(φε, ψε)‖2H1 + ε
3
2
)
, flat case. (6.66)
Integrating (6.65) and (6.66) over [0, t] and using (6.63), one gets (6.38) and (6.39), respectively. There-
fore, the proof of Lemma 6.3 is completed. 
Proof of Theorem 1.8: It follows from (2.1) that
‖ψε‖2H1 ≤ C
(
‖∇× ψε‖2 + ‖divψε‖2 + ‖ψε‖2 + |ψε · n|
H
1
2
)
≤ C (‖∇× ψε‖2 + ‖divψε‖2 + ‖ψε‖2) , (6.67)
and
‖ψε‖2H2 ≤ C
(
‖∇× ψε‖2H1 + ‖divψε‖2H1 + ‖ψε‖2H1 + |ψε · n|H 32
)
≤ C (‖∇ × ψε‖2H1 + ‖divψε‖2H1 + ‖ψε‖2H1) . (6.68)
While (6.8)2 implies that
‖ψεt ‖2L2 ≤ C
(‖(φε, ψε)‖2L2 + ε2‖∇2ψε‖2L2 + ε2) . (6.69)
Then, collecting (6.69), (6.38)-(6.39), (6.67)-(6.68), (6.26), (6.13) and choosing δ suitably small, one
obtains that
‖∇(ψε, pε − p)‖2 + ε
∫ t
0
‖ψε(τ)‖2H2dτ ≤


C
∫ t
0 ‖∇(pε − p, ψε)‖2dτ + Cε
1
2 , general case,
C
∫ t
0 ‖∇(pε − p, ψε)‖2dτ + Cε
3
2 , flat case,
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where one has used ‖φε‖2H1 . C‖pε−p‖2H1 . ‖φε‖2H1 . The Gronwall’s inequality yields immediately that
‖∇(ψε, pε − p)‖2 + ε
∫ t
0
‖ψε(τ)‖2H2dτ ≤
{
Cε
1
2 , general case,
Cε
3
2 , flat case.
(6.70)
Then, (6.13) and (6.70) imply (1.27)-(1.28) and (1.30)-(1.31). On the other hand, (1.29) and (1.32) are
immediately consequences of (1.27), (1.30) and (6.1)-(6.3). Thus, the proof of Theorem 1.8 is completed.

7 Appendix
Let S(t, τ) be the C0 evolution operator generated by the following equation
[∂th+ b1(t, y)∂y1h+ b2(t, y)∂y2h+ zb3(t, y)∂zh]− εd(t, y)∂zzh = 0, z > 0, t > τ, (7.1)
with the boundary condition h(t, y, 0) = 0 and with the initial condition h(τ, y, z) = h0(y, z). The
coefficients are smooth and satisfies
c3 ≤ d(t, y) ≤ 1
c3
, and |bi| ≤ c4, i = 1, 2, 3 (7.2)
for some positive constant c3 > 0 and c4 > 0.
Then we have the following estimates which are generalizations of Lemma 15 in [16].
Lemma 7.1 It holds that, for t ≥ τ ≥ 0
‖S(t, τ)h0‖L∞ ≤ ‖h0‖L∞ , (7.3)
‖z∂zS(t, τ)h0‖L∞ ≤ C(‖h0‖L∞ + ‖z∂zh0‖L∞), , (7.4)
where C > 0 is a uniform constant independent of the bounds for d(t, y) and bj(t, y), j = 1, 2, 3.
Proof. Set h(t, y, z) = S(t, τ)h0. Then h solves the equation (7.1). We first transform the half-plane
problem into a problem in the whole space. Define h˜ as
h˜(t, y, z) = h(t, y, z), for z > 0, h˜(t, y, z) = −h(t, y,−z), for z < 0. (7.5)
Then h˜ solves
[∂th˜+ b1(t, y)∂y1 h˜+ b2(t, y)∂y2 h˜+ zb3(t, y)∂zh˜]− εd(t, y)∂zz h˜ = 0, z ∈ R,
with the initial condition h˜(τ, y, z) = h˜0(y, z). Similar to [16], we shall obtain the estimate by using
an exact representation of the solution. Indeed, we can change the above equation into the generalized
Fokker-Planck type equation, see [14].
Set
v(t, y, z) = h˜(t,Φ(t, τ, y), z), (7.6)
where Φ is solution of
∂tΦ =
(
b1(t,Φ)
b2(t,Φ)
)
, Φ(τ, τ, y) = y.
Therefore, v solves the equation
∂tv + zb˜3(t, y)∂zv − εd˜(t, y)∂zzv = 0, z ∈ R, (7.7)
where
d˜(t, y) = d(t,Φ(t, τ, y)), and b˜3(t, y) = b3(t,Φ(t, τ, y)).
The equation (7.7) is just the one dimensional generalized Fokker-Planck type equation with y as param-
eter. We use the change of variables
z˜ = ze−Γ(t), t˜ = ε
∫ t
τ
e−2Γ(s)d˜(s, y)ds,
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where Γ(t) =
∫ t
τ
b˜3(s, y)ds. Through this change of variables, the equation (7.7) reduces to the heat
equation {
∂t˜v = ∂z˜z˜v,
v(τ, y, z˜) = h˜0(y, z˜).
Therefore, by using the standard heat kernel and transforming the variables (t˜, z˜) into (t, z), we obtain
the explicit representation
v(t, y, z) =
∫
R
k(t, τ, y, z − z′) · h˜0(y, z′e−Γ(t))dz′,
with
k(t, τ, y, z − z′) = 1√
4piε
∫ t
τ
d˜(s, y)e2(Γ(t)−Γ(s))ds
exp
(
− |z − z
′|2
4ε
∫ t
τ
d˜(s, y)e2(Γ(t)−Γ(s))ds
)
. (7.8)
Since that the kernel k is non-negative and that
∫
R
k(t, τ, y, z)dz = 1, thus, it holds that
‖v‖L∞ ≤ ‖
∫
R
k(t, τ, y, z′) · sup
z
|h˜0(y, (z − z′)e−Γ(t))|dz′‖L∞t,z ≤ ‖h˜0‖L∞ , (7.9)
which is the Maximum principle and proves (7.3).
Next, we observe that
z∂zk(t, τ, y, z − z′) = (z − z′)∂zk(t, τ, y, z − z′)− z′∂z′k(t, τ, y, z − z′),
with ∫
R
|(z − z′)∂zk(t, τ, y, z − z′)|dz′ . 1.
Thus the integrating by parts, gives that
‖z∂zv‖L∞ ≤ C‖h˜0‖L∞ + ‖
∫
R
k(t, τ, y, z − z′) · e−Γ(t)z′(∂z h˜0)(y, z′e−Γ(t))dz′‖L∞
≤ C(‖h˜0‖L∞ + ‖z∂zh˜0‖L∞). (7.10)
It follows from (7.5), (7.6) and (7.10) that
‖z∂zh‖L∞ ≤ C‖z∂zh˜‖L∞ ≤ C‖z∂zv‖L∞ ≤ C(‖h˜0‖L∞ + ‖z∂zh˜0‖L∞)
≤ C(‖h0‖L∞ + ‖z∂zh0‖L∞). (7.11)
Thus the proof of Lemma 7.1 is completed. 
Lemma 7.2 Let h be a smooth solution to
a(t, y)[∂th+ b1(t, y)∂y1h+ b2(t, y)∂y2h+ zb3(t, y)∂zh]− ε∂zzh = G, z > 0, h(t, y, 0) = 0, (7.12)
for some smooth function d(t, y) = 1
a(t,y) and vector fields b = (b1, b2, b3)
t(t, y) satisfying (7.2). Assume
that h and G are compactly supported in z. Then, it holds that:
‖h‖H1,∞ . ‖h0‖H1,∞ +
∫ t
0
‖1
a
‖L∞‖G‖H1,∞dτ
+
∫ t
0
(1 + ‖1
a
‖L∞)(1 + ‖b‖2L∞ +
2∑
i=0
‖Zi(a, b)‖2L∞)‖h‖H1,∞dτ. (7.13)
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Proof. This will follow from Lemma 7.1. The estimates of ‖h‖L∞, ‖∂th‖L∞ and ‖∂yih‖L∞ = ‖Zih‖L∞ , (i =
1, 2) follow easily from the maximum principle. Indeed, by Duhamel formula, one has that
h(t) = S(t, 0)h0 +
∫ t
0
S(t, τ)
G(τ)
a(τ)
dτ. (7.14)
Consequently, (7.3) yields that
‖h(t)‖L∞ = ‖S(t, 0)h0‖L∞ +
∫ t
0
‖S(t, τ)G(τ)
a(τ)
‖L∞dτ
≤ ‖h0‖L∞ +
∫ t
0
‖G(τ)
a(τ)
‖L∞dτ ≤ ‖h0‖L∞ +
∫ t
0
‖G‖L∞ · ‖1
a
‖L∞dτ. (7.15)
Set Z0 = ∂t. Then, applying Zi(i = 0, 1, 2) to (7.12), one has that
a(t, y)[∂tZih+ b1(t, y)∂y1Zih+ b2(t, y)∂y2h+ zb3(t, y)∂zZih]− ε∂zzZih
= ZiG− Zia(t, y) · [∂th+ b1(t, y)∂y1h+ b2(t, y)∂y2h+ zb3(t, y)∂zh]
+ a(t, y) · [∂th+ Zib1(t, y)∂y1h+ Zib2(t, y)∂y2h+ zZib3(t, y)∂zh] , L(τ). (7.16)
Consequently, (7.3) yields that
‖Zih(t)‖L∞ = ‖S(t, 0)Zih0‖L∞ +
∫ t
0
‖S(t, τ)L(τ)
a(τ)
‖L∞dτ
. ‖Zih0‖L∞ +
∫ t
0
‖1
a
‖L∞‖ZiG‖L∞dτ +
∫ t
0
(1 + ‖Zib‖L∞)‖Zh‖L∞dτ
+
∫ t
0
‖1
a
‖L∞(1 + ‖b‖L∞)‖Zh‖L∞‖Zia‖L∞dτ
. ‖Zih0‖L∞ +
∫ t
0
‖1
a
‖L∞‖ZiG‖L∞dτ
+
∫ t
0
(1 + ‖1
a
‖L∞)(1 + ‖b‖2L∞ + ‖Zi(a, b)‖2L∞)‖h‖H1,∞dτ (7.17)
It follows from (7.4) and (7.14) and the fact that h and G are compactly supported in z that
‖Z3h(t)‖L∞ . ‖h0‖L∞ + ‖z∂zh0‖L∞ +
∫ t
0
‖G
a
‖L∞ + ‖z∂zG
a
‖L∞dτ
. ‖h0‖H1,∞ +
∫ t
0
‖1
a
‖L∞ · ‖G‖H1,∞dτ (7.18)
Therefore, (7.15), (7.17), and (7.18) yield (7.13). This completes the proof of Lemma 7.2. 
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