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Neste trabalho formulamos dois problemas de valores de fronteira, em domı́nios
com fronteira não compacta, para as equações estacionárias de um fluido incom-
presśıvel micropolar, cujo modelo é devido a A. C. Eringen [J. Math. Mech., 16,
p. 1-18, 1966].
O primeiro deles, o problema de Leray micropolar, é resolvido sob a hipótese
de um fluxo suficientemente pequeno para a velocidade, como ocorre no caso das
equações de Navier-Stokes. Estabelecemos condições suficientes para a unicidade
de solução, da qual estudamos a regularidade e o comportamento assintótico.
Abordamos uma versão micropolar de um problema proposto por O. A. Lady-
zhenskaya e V. Solonnikov em meados dos anos 70 do século XX, o qual resolve-
mos para valores arbitrários do fluxo para a velocidade, estendendo para fluidos
micropolares alguns resultados devidos àqueles autores.
Por fim, apresentamos um resultado de comparação entre as soluções das
versões micropolares e as soluções do modelo de Navier-Stokes. Mostramos que
à medida em que certo parâmetro tende a zero, as soluções do modelo micropo-
lar tornam-se, num certo sentido, próximas daquelas correspondendo ao modelo
usual.
Palavras-chave: Escoamento estacionário, fluido micropolar, equações de Navier-
Stokes, problema de Leray.

Abstract
We deal with two boundary value problems, in a class of domains with non-
compact boundary, for the system of stationary equations of incompressible mi-
cropolar fluids, whose model is due to A. C. Eringen [J. Math. Mech., 16, p. 1-18,
1966].
The first of them is the micropolar Leray’s problem which we solve under an
assumption of smallness on the flux of the velocity field, as in the case of the stan-
dard Navier-Stokes equations. We also give sufficient conditions for uniqueness
of solutions and discuss their regularity and pointwise behavior as well.
The second problem is a micropolar version of a problem proposed by O. A. La-
dyzhenskaya and V. Solonnikov in the mid 1970s. We solve it for arbitrary given
fluxes of the velocity field, extending for micropolar fluids some of those authors’
results.
Apart from that, we present a comparison between solutions of the micropolar
model formulation and those of the classical, standard Navier-Stokes equations
model formulation. We show that, as a certain viscosity coefficient tends to zero,
the solutions of the former approach tend, in a certain sense, to the corresponding
solutions of the latter.
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Aos funcionários desta universidade sou grato pela presteza. Aos professores
agradeço pelos ensinamentos proporcionados e pelo ambiente cientificamente fa-
vorável. Em especial, agradeço ao professor Marcelo Martins dos Santos que mui
profissionalmente orientou este trabalho e cuja lição maior, além da matemática,
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Fluidos micropolares são fluidos não Newtonianos, com tensor de stress assimé-
trico, cujo modelo foi introduzido por Eringen [1]. Esse modelo generaliza as
conhecidas equações de Navier-Stokes e, por levar em conta a estrutura do fluido,
pode modelar o comportamento de alguns fluidos complexos como suspensões,
cristais ĺıquidos e certos fluidos corpóreos [2].
Part́ıculas imersas num fluido micropolar estão sujeitas tanto a translações
como a rotações e para a completa descrição do escoamento de um tal fluido
numa região Ω ⊂ R3 é necessário o conhecimento das grandezas v = (v1, v2, v3), p
e w = (w1, w2, w3) que denotam, respectivamente, a velocidade, a pressão e a
velocidade angular (ou microrotação das part́ıculas). Essas grandezas relacionam-
se entre si por intermédio do seguinte sistema de equações
vt − (ν + νr) ∆v + (v · ∇)v +∇p = 2νr rotw + f
div v = 0 (1)
wt − (ca + cd) ∆w − (c0 − ca + cd)∇ div w + (v · ∇)w +
+ 4νrw = 2νr rotv + g
em que ν, νr, c0, ca, cd são constantes positivas caracterizando o fluido, f ,g são,
respectivamente, fontes externas de momento linear e angular.
As equações (1)1 e (1)3 são leis de conservação do momento linear e do mo-
mento angular, respectivamente. Já a equação (1)2 corresponde à incompressibi-
lidade do fluido. No que se segue supomos f ,g ≡ 0 e como em [2], supomos que
c0 − ca + cd > 0.
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Convém observar que se o parâmetro νr se anula os problemas para os veto-
res velocidade v e de microrotação w tornam-se independentes. Além disso, as
equações (1)1,2 reduzem-se às equações de Navier-Stokes. Para uma discussão do
modelo referimos o leitor a [2].
Para os problemas discutidos nesta tese o conhecimento das grandezas v, p e w
será também suficiente para a completa caracterização de um escoamento na
região de interesse Ω, uma vez que não serão considerados outros fenômenos
tais como variações de temperatura ou densidade do fluido. Além disso, não
será considerada a dependência temporal. Ou seja, nos interessam sobretudo as
soluções estacionárias, isto é, aquelas satisfazendo às equações
− (ν + νr) ∆v + (v · ∇)v +∇p = 2νr rotw
div v = 0 (2)
− (ca + cd) ∆w − (c0 − ca + cd)∇ div w + (v · ∇)w +
+ 4νrw = 2νr rotv,
no domı́nio Ω e condições de Dirichlet na fronteira ∂Ω.
A teoria matemática dos fluidos micropolares conta com muitos resultados
básicos já estabelecidos sobre a existência, unicidade, regularidade de soluções,
sobretudo em domı́nios com fronteira compacta. Os resultados mencionados,
algumas aplicações e uma vasta bibliografia podem ser encontrados em [2], que é
uma obra completa sobre o estado da arte da teoria até o fim do século XX.
Se por um lado, do ponto de vista de aplicações, é crescente a demanda por re-
sultados teóricos que permitam confrontar predições e experimentos — pois, com
o advento da microfabricação, já são viáveis ensaios de escoamentos em mecanis-
mos de dimensões da ordem de micrômetros (10−6 metro) [3] ou até menos — por
outro lado, do ponto de vista teórico o estudo do sistema (1) justifica-se pois é
desejável que diversos problemas já amplamente estudados no caso Newtoniano,
no contexto das equações de Navier-Stokes, tenham seu correspondente micropo-
lar investigado e que as posśıveis influências da estrutura do fluido nos resultados
obtidos sejam enfatizadas.
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Entre os problemas mencionados acima, podemos destacar o problema pro-
posto por Jean Leray, relativo à estabilidade espacial do escoamento laminar ou
de Poiseuille. Em meados do século passado Leray propôs, para domı́nios com ca-
nais cilindricos infinitos, o problema de obter a solução estacionária das equações
de Navier-Stokes que nos canais tende a soluções de Poiseuille prescritas.
Amick [4] mostrou que o problema admite solução, ainda que sob a restrição de
que a velocidade tenha um fluxo (ou vazão) pequeno através das seções transver-
sais Σ dos canais, i.e.,
∫
Σ
v · n dσ(x̄) ¿ 1, onde n é o vetor unitário normal a Σ.
Contornar essa dificuldade técnica é ainda hoje um problema em aberto. Para
mais detalhes, veja [5], [6].
Outro problema correlato é o problema de Ladyzhenskaya-Solonnikov, que
surgiu de uma reformulação do problema proposto por Leray [7]. Eles mostram
que dado o fluxo, as equações de Navier-Stokes sempre têm uma solução com este
fluxo, embora não se saiba se o fluido é de Poiseuille nas sáıdas dos canais. Mesmo
em canais que não são retos, o problema faz sentido e tem solução. Nesta nova









|∇v|2 dxds < ∞.
Além disso, se o fluxo for suficientemente pequeno, a solução é única e no caso
de domı́nios com canais retos o resultado de Amick é recuperado. Observamos
que pôr o fluxo
∫
Σ
v · n dσ(x̄) = Φ, com Φ ∈ R constante dada, é uma condição
compat́ıvel com a equação div v = 0 em Ω.
Neste trabalho formulamos e resolvemos as versões micropolares dos proble-
mas de Leray e de Ladyzhenskaya-Solonnikov. Obtemos resultados que generali-
zam aqueles já conhecidos para o caso original.
Destacamos o importante papel que o parâmetro νr desempenha em nossa
análise. Primeiro porque, como já observamos, dele depende o acoplamento dos
problemas para a velocidade e microrotação. Logo, esse parâmetro dá uma me-
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dida da influência rećıproca entre as grandezas v e w. Além disso, nossa análise
se beneficia do modo como esse parâmetro inclui-se em vários coeficientes do
sistema (2).
Essa caracteŕıstica do sistema (2), em parte, motivou o estudo que apresen-
tamos sobre o comportamento das soluções com relação ao parâmetro νr. Con-
clúımos que as soluções das versões micropolares dos problemas de Leray e de
Ladyzhenskaya-Solonnikov, num certo sentido, aproximam-se das soluções dos
problemas originais à medida em que νr tende a zero.
Adiante explicamos como o trabalho está organizado. A ordem de apre-
sentação é aquela em que se desenvolveu nossa pesquisa. No Caṕıtulo 1 são
introduzidas notações e resultados preliminares; no Caṕıtulo 2 abordamos o pro-
blema de Leray micropolar. Na Seção 2.1 obtemos o análogo micropolar da
solução de Poiseuille das equações de Navier-Stokes, ao passo que nas Seções 2.2
e 2.3 formulamos o problema e estudamos a existência e unicidade de soluções,
cf. Teoremas 2.3.1 e 2.3.2. Já na Seção 2.4 estabelecemos a regularidade e o
comportamento assintótico da solução. O Caṕıtulo 3 é dedicado ao problema
de Ladyzhenskaya-Solonnikov micropolar, cuja formulação é feita na Seção 3.1,
que ainda contém o Teorema 3.1.1 sobre a existência de soluções fracas. For-
necemos na Seção 3.2 condições suficientes para unicidade de solução fraca, cf.
Teorema 3.2.2. No Caṕıtulo 4 apresentamos um comparativo, em termos do
parâmetro νr, entre as soluções dos problemas originais (i.e., soluções das equa-
ções de Navier-Stokes) e suas correspondentes micropolares. E, por fim, no item
Conclusão, tecemos considerações finais sobre o trabalho, bem como apontamos




Introduziremos a seguir algumas notações e noções básicas, bem como alguns re-
sultados que serão empregados nos caṕıtulos seguintes. As demonstrações podem
ser encontradas nas referências.
1.1 Notações
Seja Ω ⊂ R3 um conjunto aberto satisfazendo as seguintes condições:
i) Ω =
⋃2
i=0 Ωi, onde Ω0 é um conjunto aberto limitado e Ωi, i = 1, 2, são con-
juntos disjuntos os quais podem ser expressos, em sistemas de coordenadas
possivelmente distintos, na forma
Ω1 =
{




(x̄2, x23) | x̄2 ∈ Σ2, x23 > 0
}
,
com Σi = Σi(x
i
3) um aberto limitado de R2, com fronteira C∞, conexo e
simplesmente conexo, i = 1, 2;
ii) Ω é um conjunto conexo e ∂Ω é de classe C∞.
No Caṕıtulo 2, tomamos as seções transversais Σi constantes em relação a
xi3, ou seja, trabalharemos com domı́nios com canais ciĺındricos e chamaremos
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um tal domı́nio de admisśıvel. No Caṕıtulo 3 assumiremos apenas que as seções
transversais satisfaçam
0 < `1 ≤ |Σi(s)| ≤ `2 < ∞, para todo s ∈ R
para algum par de constantes `i, i = 1, 2.
Fixamos as seguintes notações para s ∈ R, s > 0, Ωs1 = {x ∈ Ω1 | x13 < −s},




e para r ≥ 0, Ωr = Ω\Ωr.
Com o śımbolo ‖ · ‖q,Ω indicamos a norma usual dos espaços de Lebesgue
Lq(Ω), 1 ≤ q ≤ ∞, ao passo que por (·, ·) denotamos o produto interno de L2(Ω)3.
Funções a valores vetoriais serão indicadas com letras em negrito.
Seja V = {φ ∈ C∞0 (Ω;R3) | divφ = 0, em Ω} , denotamos por V o fecho de






e por Wm,q0 (Ω)






, m ≥ 0,
com as identificações usuais ‖ · ‖0,q,Ω ≡ ‖ · ‖q,Ω e Wm,20 (Ω) ≡ Hm0 (Ω). Diremos que
f ∈ Wm,qloc (Ω) se f ∈ Wm,q(Ω′), para todo Ω′ ⊂ Ω, limitado. Por simplicidade,
omitiremos o ı́ndice Ω nestas notações a não ser em ocasiões em que alguma
confusão possa ocorrer.
Está claro que V ⊂ {f ∈ H10 (Ω)3 | div f = 0, em Ω}. A inclusão contrária V ⊃
{f ∈ H10 (Ω)3 | div f = 0, e Ω} depende do formato do domı́nio, como observado
por Heywood [8]. Para os domı́nios de interesse deste trabalho, contudo, estes
espaços coincidem [5, pp. 146-147]. Intimamente relacionados a este fato estão os
conteúdos da Definição 2.2.1 e da Observação 2.2.1 adiante.
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As normas ‖ · ‖1,2 e | · |1,2 são equivalentes para as funções de H10 (Ω), quando
Ω é um domı́nio situado entre planos paralelos, em conseqüência da desigualdade
de Poincaré. Nossos domı́nios admisśıveis são uniões finitas de porções nas quais
vale a desigualdade de Poincaré, de modo que vale a equivalência das referidas
normas. Com o śımbolo K denotaremos a constante de Poincaré de Ω, isto é, a
constante tal que
‖ψ‖2,Ω ≤ K‖∇ψ‖2,Ω, para toda ψ ∈ H10 (Ω). (1.1)
De modo geral, as constantes não serão computadas de modo ótimo e serão,
como de costume, indicadas genericamente por C, mesmo que linha após linha
seu valor possa se alterar. Salvo quando for conveniente, a dependência das
constantes em relação aos parâmetros não será explicitada.
Os śımbolos κi, i = 1, 2, referem-se às constantes das imersões
‖ψ‖4,Ω ≤ κ1‖ψ‖1,2,Ω (1.2)
‖ψ‖6,Ω ≤ κ2‖ψ‖1,2,Ω, para toda ψ ∈ H10 (Ω), (1.3)
(cf. [5, Theorem II-2.2, p. 35]).
1.2 Resultados Auxiliares
Lema 1.2.1 ([5], Exercise 3.4, p. 131). Seja Ω ⊂ Rn, n ≥ 2, um aberto,






v∗ · n, o problema
div V = f, em Ω
V = v∗, sobre ∂Ω
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com C = C(n, q, Ω).
Lema 1.2.2 ([6], Lemma 3.1, p. 15). Seja P : Rn → Rn, uma aplicação
cont́ınua, tal que para algum r > 0 tenhamos
P(ξ) · ξ > 0, ξ ∈ Rn, |ξ | = r.
Então existe ξ0 ∈ Rn tal que |ξ0| ≤ r e P(ξ0) = 0.




































dΩ ≥ c‖u‖21,2,Ω, u = (u1, . . . , uN).
Suponhamos que f ∈ L2(Ω)N , w ∈ H2(Ω)N . Então, a solução fraca u do pro-







1.2.1 Um Lema de Gronwall do tipo reverso
O resultado que apresentamos a seguir é devido a Ladyzhenskaya e Solonnikov [7],
o qual é de fundamental importância em nosso desenvolvimento posterior. Trata-
se de um tipo de Lema de Gronwall reverso, que é a generalização de uma idéia
utilizada no estudo dos efeitos de entrada e sáıda no escoamento estacionário de
um fluido incompresśıvel num canal ciĺındrico finito, sob uma vazão pequena [10].
O argumento dessa idéia aparentemente surgiu no contexto da teoria de elas-
ticidade linear, na prova do prinćıpio de Saint-Venant e, posteriormente, foi
também aplicado por vários autores ao estudo de problemas lineares de tipo
eĺıptico e hiperbólico (cf. [7, p. 735]).
Teorema 1.2.4 ([7], Lemma 2.3, p. 736). Sejam z, ϕ : R → R funções su-
aves, não negativas, não decrescentes e não identicamente nulas satisfazendo às
seguintes desigualdades no intervalo [0, T ]





para algum δ1 ∈ (0, 1), onde Ψ: R → R é uma função suave, estritamente cres-
cente tal que Ψ(0) = 0, Ψ(τ) →∞, τ →∞.
1. Se z(T ) ≤ ϕ(T ), então
z(t) ≤ ϕ(t), para todo t ∈ [0, T ]. (1.6)
2. Suponha que as desigualdades (1.5) sejam satisfeitas para todo t ≥ 0.






ou se z(t) tem crescimento de ordem inferior ao das soluções positivas da
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equação z̃(t) = δ−11 Ψ(z̃
′(t)).
3. As funções z(t) não identicamente nulas satisfazendo à desigualdade
z(t) ≤ δ−11 Ψ(z′(t)), para todo t ≥ 0,
crescem indefinidamente com t →∞, i.e., limt→∞ z(t) = ∞. Se δ−11 Ψ(τ) ≤





m−1 z(t) > 0;









Demonstração. Parte 1): Por contradição, suponhamos que z(t0) > ϕ(t0) para
algum t0 ∈ [0, T ]. Então, de (1.5) obtemos
δ−11 Ψ(ϕ
′(t0)) ≤ ϕ(t0) < z(t0) ≤ δ−11 Ψ(z′(t0))
e logo z′(t0) > ϕ′(t0). Afirmamos que z(t) ≥ ϕ(t), para todo t ∈ (t0, T ). De
fato, caso contrário existe t1 ∈ (t0, T ) tal que z(t1) < ϕ(t1). Consideremos
t2 := inf{s > t0 | z(s) < ϕ(s)}. Então temos z(t) ≥ ϕ(t), para todo t ∈ (t0, t2)
com z(t2) = ϕ(t2). Utilizando novamente (1.5) vemos que
δ−11 Ψ(ϕ
′(t)) ≤ ϕ(t) ≤ z(t) ≤ δ−11 Ψ(z′(t)) (1.7)
para t ∈ (t0, t2). Como Ψ é crescente, z(t) − ϕ(t) é não decrescente no intervalo
(t0, t2), resultando em
0 < z(t0)− ϕ(t0) ≤ z(t2)− ϕ(t2) = 0,
contradição. Logo, devemos ter z(t) ≥ ϕ(t), para todo t ∈ (t0, T ). Por continui-
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dade z(T ) ≥ ϕ(T ). Afirmamos que z(T ) > ϕ(T ). Com efeito, não podemos ter
z(T ) = ϕ(T ) pois isto leva novamente à contradição
0 < z(t0)− ϕ(t0) ≤ z(T )− ϕ(T ) = 0,
por ser z(t)− ϕ(t) não decrescente em [t0, T ). Logo, z(T ) > ϕ(T ), contrariando
a hipótese z(T ) ≤ ϕ(T ). Portanto, z(t) ≤ ϕ(t), para todo t ∈ [0, T ].
Parte 2): Como no item 1), admitir que z(t0) > ϕ(t0) em algum t0 > 0 resulta







contradição. Deste modo, vale a primeira parte da sentença 2).
Para a segunda parte do item 2), comecemos introduzindo a seguinte notação:
dado s ≥ 0, designemos por z̃s(t) a solução do problema
{




A seguir, verifiquemos o seguinte fato:
Observação 1.2.1. Se existir t1 ∈ (0,∞) para o qual z(t1) ≥ z̃(t1) e
{
z(t) < δ−11 Ψ(z
′(t))
z̃(t) = δ−11 Ψ(z̃
′(t)),
(1.9)
para todo t ≥ t1, então z(t) > z̃(t) para todo t > t1.
Com efeito, supondo que não valha a afirmação, obtemos t0 ≥ t1 tal que
z(t0) ≤ z̃(t0). Tomemos a seguir, t2 := inf{t ≥ t1 | z(t) ≤ z̃(t)}. Afirmamos que
z(t2) = z̃(t2). De fato, da definição de t2, segue z(t2) ≤ z̃(t2). Além disso, se
t2 = t1, por hipótese, z(t2) ≥ z̃(t2). Caso t2 > t1, temos z(t) > z̃(t), para todo t ∈
29
(t1, t2) e por continuidade, z(t2) ≥ z̃(t2), logo z(t2) = z̃(t2).
Utilizando (1.9) vemos que
δ−11 Ψ(z̃
′(t2)) = z̃(t2) = z(t2) < δ−11 Ψ(z
′(t2)).
Pela monotonicidade de Ψ tem-se z′(t2) < z̃′(t2) e disto segue que existe σ > 0
tal que z(t) < z̃(t), para todo t ∈ (t2 − σ, t2 + σ), contrariando a escolha de t2.
Portanto vale a afirmação.
Passemos à demonstração da segunda parte do item 2). Consideremos A :=
{t ≥ 0 | z(t) ≤ ϕ(t)}. Caso A = ∅, segue de (1.5) que
z(t) ≤ Ψ(z′(t)) + (1− δ1)ϕ(t) < Ψ(z′(t)) + (1− δ1)z(t),
para todo t ≥ 0 e assim
z(t) < δ−11 Ψ(z
′(t)), (1.10)
para todo t ≥ 0. Tomando z̃0(t) dada por (1.8) vemos, com aux́ılio da Ob-
servação 1.2.1 acima, que z(t) > z̃0(t), para todo t ≥ 0, o que contraria a hipótese.
Caso A 6= ∅, tomemos t∞ := sup{t ≥ 0 | z(t) ≤ ϕ(t)}. Mostraremos que
t∞ = ∞. De fato, se t∞= 0, então z(t) > ϕ(t), para todo t > 0, logo vale (1.10)
para todo t > 0. Dado s > 0, tomemos z̃s(t) solução de (1.8). Segue da Ob-
servação 1.2.1 que z(t) > z̃s(t), para todo t ≥ s, e desta contradição conclúımos
que t∞ > 0.
Se 0 < t∞ < ∞, tomemos s > t∞ e z̃s(t) a correspondente solução de (1.8)
e uma vez mais a Observação 1.2.1 implica que z(t) > z̃s(t), para todo t ≥ s,
nova contradição. Portanto, t∞ = ∞, i.e., z(t) ≤ ϕ(t), para todo t ≥ 0, como
queŕıamos.
Parte 3): Sendo z(t) ≥ 0 e não identicamente nula, existe t0 > 0 tal que z(t0) > 0.




= λ > 0. Afirmamos que
z(t) ≥ z(t0) + λ(t− t0), para todo t ≥ t0.
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De fato, observemos inicialmente que basta que tenhamos z(t) ≥ z(t0), para todo
t ≥ t0. Se isto não ocorre, existe t1 ≥ t0 tal que z(t) > z(t0), para todo t ∈ (t0, t1)
e z(t1) = z(t0) (para tal, tomar t1 := inf{t ≥ t0 | z(t) < z(t0)}). Então,
z′(t) ≥ Ψ−1(δ1z(t)) > Ψ−1(δ1z(t0)) > 0, para todo t ∈ (t0, t1),
isto é, z(t) crescente em (t0, t1) e portanto z(t1) > z(t) > z(t0), para todo t ∈
(t0, t1), contradição. Logo, z(t) ≥ z(t0) + λ(t − t0), para todo t ≥ t0, donde
conclúımos que existe r > t0 tal que
z′(t) ≥ Ψ−1(δ1z(t)) ≥ Ψ−1
(
δ1z(t0) + δ1λ(t− t0)
)
> τ1, (1.11)
para t > r. Deste modo teremos
z(t) ≤ c(z′(t))m, para todo t > r.
Integrando a desigualdade acima obtemos
c1/m(m− 1)
m
(t− r) + z(r)(m−1)/m ≤ z(t)(m−1)/m,









































Analogamente, se δ−11 Ψ(τ) ≤ cτ para τ ≥ τ1, de (1.11) segue que
z(t) ≤ cz′(t), para todo t > r.
Integrando a desigualdade acima obtemos
z(r) exp{(t− r)/c} ≤ z(t), para todo t > r,
e, em conseqüência,






O problema de Leray micropolar
Este caṕıtulo é dedicado ao problema de Leray micropolar. Pela ordem for-
mulamos o problema, mostramos que ele admite solução, da qual estudamos a
regularidade e o comportamento pontual no infinito. Ao longo deste caṕıtulo, Ω
é um domı́nio com canais ciĺındricos, i.e., Σi(x
i
3) ≡ Σi, constante em relação a
xi3, i = 1, 2.
Inicialmente, resolvemos (2) analiticamente num canal reto e obtemos a so-
lução paralela ( ou de Poiseuille) micropolar a qual generaliza a solução para-
lela de Poiseuille para as equações de Navier-Stokes e, em particular, cobre a
solução dada em termos de funções de Bessel, obtida de modo independente por
Eringen [1] e Condiff e Dahler [11] para o cilindro circular, cf. Exemplo 2.1.1.
Chamamos atenção para o modo como os coeficientes ν + νr, 2νr e 4νr em (2),
concorrem para a coercividade da forma bilinear associada a esta solução.
2.1 A solução paralela micropolar
Nesta seção mostraremos que o sistema (2) admite, no cilindro reto uma solução
análoga à solução de Poiseuille das equações de Navier-Stokes.
Seja Ω = Σ × R o cilindro de seção transversal Σ ⊂ R2, suave, conexa e
simplesmente conexa. Denotemos por ((x1, x2), x3) ≡ (x̄, x3) coordenadas carte-
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sianas com eixo x3 coincidindo com o eixo do cilindro e por {ei | i = 1, 2, 3} a
base ortonormal formada pelos vetores diretores dos eixos coordenados. Busca-
mos uma solução de (2) na forma ṽ(x) = ṽ(x̄)e3, w̃(x̄) = w̃1(x̄)e1 + w̃2(x̄)e2, isto
é, uma solução cujo campo velocidade v seja paralelo ao eixo do cilindro. Junto




ṽ · e3 = Φ, com Φ ∈ R dado (o fluxo, a vazão do fluido através das
seções transversais Σ).
Com isso vemos que o campo ṽ cumpre de imediato a condição div ṽ = 0 e o




































+ 4νrw̃2 = −2νr ∂ṽ
∂x1
(2.3)
satisfeitas em Σ com as condições
ṽ, w̃1, w̃2 = 0 em ∂Σ e
∫
Σ
ṽ = Φ. (2.4)
Conclúımos que p = p(x3) e além disso,
dp
dx3
constante. Obtemos as funções
ṽ, w̃1 e w̃2 satisfazendo (2.1)-(2.4) com uso do Lema de Lax-Milgram: dados U =
(v,w),V = (η, ξ) ∈ H10 (Σ)×H10 (Σ)2 definamos
B[U,V] := (ν + νr)(∇v,∇η)− 2νr(rotw, η) + (ca + cd)(∇w,∇ξ)
+ (c0 − ca + cd)(div w, div ξ) + 4νr(w, ξ) + 2νr(∇⊥v, ξ),
onde ∇⊥v := (−∂x2v, ∂x1v).
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A aplicação B : (H10 (Σ)×H10 (Σ)2)2 → R assim definida é claramente bilinear.
Além disso B é cont́ınua pois
B[U,V] ≤ c‖U‖H10 (Σ)×H10 (Σ)2‖V‖H10 (Σ)×H10 (Σ)2
e também coerciva. De fato,
B[U,U] = (ν + νr)|v|21,2 − 2νr[(rotw, v)− (∇⊥v,w)] + (ca + cd)|w|21,2
+ (c0 − ca + cd)‖ div w‖22 + 4νr‖w‖22.
A seguir, observando que
(rotw, η) = −(w,∇⊥η), para todos η ∈ H10 (Σ), w ∈ H10 (Σ)2
reescrevemos
B[U,U] = (ν + νr)|v|21,2 − 4νr(−(∇⊥v,w)) + (ca + cd)|w|21,2
+ (c0 − ca + cd)‖ div w‖22 + 4νr‖w‖22.
(2.5)







obtemos, após descartar termos não negativos em (2.5),
B[U,U] ≥ ν|v|21,2 + (ca + cd)|w|21,2 ≥ c‖U‖2H10 (Σ)×H10 (Σ)2
com c = min{ν, ca +cd}, pela equivalência das normas | · |1,2 e ‖·‖H10 nos domı́nios
em questão. Segue do que vimos acima, que o problema de obter U ∈ H10 (Σ) ×
H10 (Σ)
2 tal que
B[U,V] = −(1, η), para todo V = (η, ξ) ∈ H10 (Σ)×H10 (Σ)2
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tem solução a qual denotamos por Ũ = (ṽ, w̃).
Tomando V = (η, 0), (e V = (0, ξ)) vemos que Ũ é solução fraca de (2.1)-(2.4)
com dp
dx3
= 1 e além disso Ũ = 0 em ∂Σ.
Afirmamos que Φ1 :=
∫
Σ
ṽ 6= 0. De fato, da coercividade de B segue
c‖Ũ‖2H10×H10 (Σ)2 ≤ B[Ũ, Ũ] = −(1, ṽ) = −Φ1,
logo, Φ1 = 0 implicaria Ũ = 0 o que, face à equação (2.1), levaria à contradição
0+1 = 0. Finalmente, observando que o problema (2.1)-(2.4) é linear, (Φ−11 Φ)Ũ é






por substituição de U = (Φ−11 Φ)Ũ em (2.1).
Exemplo 2.1.1 (Condiff e Dahler [11], Eringen [1]). Seja Ω ⊂ R3 o cilindro cir-
cular de raio R > 0. Introduzimos um sistema de coordenadas cilindricas (r, θ, z)
cujo eixo z coincide com o eixo do cilindro e {r̂, θ̂, ẑ} a base ortonormal de vetores
nas direções de r, θ, z, respectivamente.
Procedendo como acima, buscamos solução de (2) na forma ṽ = ṽ(r)ẑ, w̃ =
w̃(r)θ̂, com






ṽ(r)rdr = Φ. (2.6)
Como anteriormente, p = p(z) e dp
dz





















































para alguma constante C.
Substituindo (2.9) em (2.8) conclúımos, após alguns cálculos, que w̃ satisfaz





















com k2 := 4νrν[(νr + ν)(ca + cd)]
−1 e P := dp
dz
.
Assim, w̃ é da forma








onde A,B e C são constantes a determinar ao passo que I1, K1 são, respectiva-
mente, as funções de Bessel modificadas de primeira ordem e primeira e segunda
espécies.






















com I0 a função de Bessel modificada de ordem zero e da primeira espécie. A





2.2 Formulação do Problema
Seja Ω ⊂ R3 um domı́nio admisśıvel. Formulamos o problema de Leray micropolar
como segue: encontrar (v, p,w) solução de (2) em Ω satisfazendo as condições:
v,w = 0, em ∂Ω (2.11)
(v,w) → (ṽi, w̃i), |x| → ∞ em Ωi, i = 1, 2, (2.12)
onde (ṽi, w̃i), definidas respectivamente em Ωi, i = 1, 2, denotam dadas soluções
paralelas micropolares as quais cumprem
∫
Σ1




Definição 2.2.1. Um par (v,w) é uma solução fraca para o problema de Leray
micropolar se
a) v,w ∈ H1loc(Ω)3;
b) para todas ϕ ∈ V , ξ ∈ C∞0 (Ω),ψ ∈ C∞0 (Ω;R3), v,w satisfazem
(ν + νr)(∇v,∇ϕ) + (v · ∇v,ϕ) = 2νr(rotw,ϕ), (2.13)
(∇ξ,v) = 0, (2.14)
(ca + cd)(∇w,∇ψ) + (c0 − ca + cd)(div w, divψ) + (v · ∇w,ψ) +
+ 4νr(w,ψ) = 2νr(rotv,ψ),
(2.15)
onde (·, ·) é o produto interno em L2(Ω)3.
c) v,w satisfazem (2.11) no sentido do traço;
d) (v − ṽi), (w − w̃i) ∈ H1(Ωi)3, i = 1, 2.
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|v(x̄i, xi3)− ṽi(x̄i)|2 + |w(x̄i, xi3)− w̃i(x̄i)|2 dσ(x̄i) = 0
o que pode ser visto facilmente aplicando o Teorema do Traço no domı́nio Ωsi , s =




ṽ2 · n, onde n é a normal unitária a Σ2 apontando no sentido de x23 >




















|v − ṽ2|2 dσ(x̄2)dx23 = ∞,
(argumento encontrado em [7]). Logo, o fluxo de v em Σ2 é igual a Φ, o fluxo
de ṽ2. Quanto ao fluxo de v em Σ1, pela condição (2.14), i.e., div v = 0 e pelo
Teorema da Divergência, temos que ele vale −Φ.
Observamos também que na Seção 2.4, mostramos a regularidade da solução




{|v(x̄i, xi3)− ṽi(x̄i)|+ |w(x̄i, xi3)− w̃i(x̄i)|
} ≤ c exp(−σ|xi3|)
para certas constantes positivas c, σ (como ocorre com as equações de Navier-
Stokes), vide Teorema 2.4.6 da Seção 2.4.
O uso de funções teste com divergente zero causam a eliminação da pressão p
a qual é posteriormente recuperada como uma distribuição em conseqüência do
lema de De Rham. Mais precisamente tem-se o seguinte lema:
39
Lema 2.2.1. Seja (v,w) uma solução fraca do problema (2),(2.11)-(2.12). Existe
p ∈ L2loc(Ω) tal que
(ν + νr)(∇v,∇η) + (v · ∇v, η) + (p, divη) = 2νr(rotw, η),
para toda η ∈ C∞0 (Ω;R3).
2.3 Existência e Unicidade
Nesta seção demonstramos os seguintes teoremas sobre a existência e unicidade
de solução fraca para o problema de Leray micropolar.
Teorema 2.3.1 (Existência). Se o fluxo Φ =
∫
Σ2
ṽ2 · n for suficientemente
pequeno, o problema (2),(2.11)-(2.12) admite uma solução fraca.
Teorema 2.3.2 (Unicidade). Seja (v,w) solução fraca do problema (2), (2.11)-




















onde Ãi = |v − vi|1,2, B̃i = |w − wi|1,2, i = 1, 2 e C3 é a constante dada pela




Começaremos estabelecendo uma propriedade da solução paralela micropolar
obtida na Seção 2.1, a qual será de fundamental importância em toda a discussão
posterior. Veremos no próximo Lema que tal propriedade é o análogo micropolar





relacionando sua integral de Dirichlet sobre uma seção transversal e o fluxo da
velocidade (C é uma constante independente de v0 e Φ).
Lema 2.3.3. Seja ṽ, p̃, w̃ a solução paralela micropolar com fluxo Φ em Ω =
Σ× R, cf. Seção 2.1. Então,
∫
Σ
|∇ṽ|2 + |∇w̃|2 ≤ C1|Φ|,
onde C1 = C1(ν, ca, cd, Σ) > 0.
Demonstração. Observamos anteriormente que a pressão é da forma p̃ = Cx3.
Integremos por partes sobre Σ o produto escalar da equação (2)1 por ṽ bem







ṽ · e3 + 2νr
∫
Σ
rot w̃ · ṽ
= −CΦ + 2νr
∫
Σ










rot ṽ · w̃. (2.18)
Em seguida, observando que (rotw,v) = (w, rotv) e aplicando a desigualdade
























































donde segue o resultado.
Proposição 2.3.4. Seja R > 0 fixado. Existem a,b ∈ H2loc(Ω)3 satisfazendo
1) div a = 0, em Ω;
2) a = 0,b = 0, em ∂Ω;
3) a = ṽi,b = w̃i, em Ω
R
i , i = 1, 2;
4) |a|1,2,ΩR , |b|1,2,ΩR ≤ C2|Φ|, C2 = C2(ΩR) > 0;
Demonstração. O esquema para a construção do campo a é o mesmo apresentado
em [6, Lemma XI-3.1, p. 263]. Exibiremos a construção do campo b, que é
até mais simples que a do campo a já que este não precisa cumprir div b = 0.
Checaremos a propriedade 4) para ilustrar a utilização do Lema 2.3.3.
Para i = 1, 2, seja ζi ∈ C∞(R3) tal que ζi(x) = 1, se x ∈ ΩRi e ζi(x) =
0, se x ∈ ΩR/2. Defina a seguir b = ζiw̃i em Ωi, i = 1, 2 e estendido por zero no
restante de Ω. Calculamos
















































onde usamos o Lema 2.3.3 e a desigualdade de Poincaré em Σi, i = 1, 2. As
demais propriedades podem ser checadas sem dificuldade.
Observação 2.3.1. Na última desigualdade em (2.19) nota-se que a constante C
cresce quando cresce R. Ela é de fato proporcional a R, mas isto não causa
prejúızo algum pois no procedimento a seguir, não há passagem ao limite com
R →∞.
Demonstração do Teorema 2.3.1
A demonstração será dividida em 3 passos.
Passo 1: um problema auxiliar
Buscaremos uma solução fraca da forma v = u + a e w = w̄ + b, onde a e b
são as extensões dadas pela Proposição 2.3.4 e (u, w̄) é solução fraca de
−(ν + νr)∆u + (u · ∇)u + (u · ∇)a + (a · ∇)u +∇p = 2νr rot w̄ + H(a,b)
div u = 0 (2.20)
−(ca + cd)∆w̄ − (c0 − ca + cd)∇ div w̄ + ([u + a] · ∇)w̄
+ (u · ∇)b + 4νrw̄ = 2νr rotu + G(a,b)
u, w̄ = 0, em ∂Ω (2.21)∫
Σi
u · n = 0 (2.22)
u, w̄ → 0, com |x| → ∞ em Ωi, i = 1, 2 (2.23)
onde
H(a,b) := −(ν + νr)∆a + (a · ∇)a− 2νr rotb e
G(a,b) := −(ca + cd)∆b− (c0 − ca + cd)∇ div b
+ (a · ∇)b + 4νrb− 2νr rot a, em Ω.
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Afirmação 2.3.5. Dados ϕ ∈ V e ψ ∈ C∞0 (Ω;R3), existem constantes C4, C5
dependendo apenas de ν, νr, c0, ca, cd, ΩR e |Φ| tais que
∫
Ω
H(a,b) ·ϕ ≤ C4 |ϕ|1,2 e
∫
Ω












A seguir, observemos que a = vi e b = wi em Ω
R
i , i = 1, 2. Segue então da
definição de H que H(a,b) ≡ ∇τi, um vetor constante em ΩRi , i = 1, 2. Logo,
para todo ϕ ∈ V , tem-se ∫
ΩR
H(a,b) ·ϕ = 0.
Por outro lado, integrando por partes em ΩR, obtemos
∫
ΩR










(ν + νr)(∇a · n) ·ϕ + (b×ϕ) · n
]





















)1/2∣∣∣∣ ≤ C ′′|ϕ|1,2,ΩR (2.26)
onde usamos a imersão H1(ΩR) ↪→ L4(ΩR) na última desigualdade.
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(∇a · n) ·ϕ + (b×ϕ) · n
∣∣∣∣ ≤ C ′′′|ϕ|1,2,ΩR . (2.27)












em que as constantes C4, C5 dependem no máximo de ΩR, Σi, c0, ca, cd, ν, νr e Φ,
estabelecendo a Afirmação 2.3.5.
Passo 2: Soluções aproximadas
Aplicaremos o método de Galerkin ao problema (2.20)-(2.23). Para tanto,
sejam {ϕj} ⊂ V e {ψj} ∈ C∞0 (Ω;R3) com span{ϕj} e span{ψj} densos respec-
tivamente em V e H10 (Ω)
3 e com (ϕi,ϕj) = δij e (ψ
i,ψj) = δij. Definamos para










tais que para todo j = 1, . . . , m




(ca + cd)(∇w̄m,∇ψj) + (c0 − ca + cd)(div w̄m, divψj) + 4νr(w̄m,ψj) =





Afirmação 2.3.6. Para cada inteiro positivo m, o problema (2.28)-(2.30) admite
solução (um, w̄m).
Começaremos por obter formalmente as estimativas a priori necessárias para
as soluções um, w̄m. Por ora, indicando um = u e w̄m = w̄, supondo u ∈ V e w̄ ∈
C∞0 (Ω;R3) e tomando ϕj = u em (2.29) e ψj = w̄ em (2.30) obtemos
(ν + νr)|u|21,2 = (u · ∇u, a) + 2νr(rot w̄,u) + (H(a,b),u), (2.31)
(ca + cd)|w̄|21,2 = −(c0 − ca + cd)‖ div w̄‖22 − 4νr‖w̄‖22 + 2νr(rotu, w̄)
+ (u · ∇w̄,b) + (G(a,b), w̄).
(2.32)
Da Afirmação 2.3.5, da Proposição 2.3.4 e da relação (rotu,w) = (rotw,u),
u ∈ V , segue a validade das estimativas seguintes (com as integrações restritas













































rot w̄ · u
∣∣∣∣ ≤ 2νr‖w̄‖22 +
νr
2








∣∣∣∣ ≤ C4|u|1,2. (2.35)
Logo, de (2.33)-(2.35) e da equação (2.31) conclúımos
(ν + νr)|u|21,2 ≤ κ21C3|Φ||u|21,2 + 2νr‖w̄‖22 +
νr
2
|u|21,2 + C4|u|1,2. (2.36)
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Procedendo de forma análoga com (2.32) obtemos a estimativa
(ca + cd)|w̄|21,2 ≤ −2νr‖w̄‖22 +
νr
2
|u|21,2 + C5K|w̄|1,2 + κ21C3|Φ||w̄|1,2|u|1,2 (2.37)
onde na última desigualdade, foi empregada a desigualdade de Poincaré, cf.
relação (1.1). A seguir, somando-se membro a membro as últimas desigualda-
des em (2.36) e (2.37) obtém-se













































Agora, provaremos a Afirmação 2.3.6. Para este fim, definamos para ξ =
(ξ1, . . . , ξ2m), um =
∑m
j=1 ξjϕ
j e w̄m =
∑m
j=1 ξj+mψ
j, definamos P : R2m → R2m
do seguinte modo
Pj(ξ) = (ν + νr)(∇um,ϕj)− (um · ∇ϕj,um)− (a · ∇ϕj,um)
− (um · ∇ϕj, a)− 2νr(rot w̄m,ϕj)− (H(a,b),ϕj)
Pj+m(ξ) = (ca + cd)(∇w̄m,∇ψj) + (c0 − ca + cd)(div w̄m, divψj)




com j = 1, . . . , m, P = (P1, . . . , P2m).
Precisamos mostrar que P(ξ0) = 0 para algum ξ0 ∈ R2m. Basta então mos-
trarmos que P(ξ) · ξ > 0, se |ξ | À 1 (cf. Lema 1.2.2).
Calculemos pois
P(ξ) · ξ =
2m∑
j=1
Pj(ξ)ξj = (ν + νr)|um|21,2
−
[
(um · ∇um, a) + 2νr(wm, rotum) + (H(a,b),um)
]
+ (ca + cd)|w̄m|21,2 + (c0 − ca + cd)‖ div w̄m‖22 + 4νr‖w̄m‖22
−
[
2νr(rotum, w̄m) + (um · ∇w̄m,b) + (G(a,b), w̄m)
]
.
Recordando as estimativas (2.33)-(2.35) e aplicando a desigualdade de Poin-
caré obtemos





































































































se |ξ |2 > 2K(γ − κ21C3|Φ|
)−1{
(C24/2ν) + (K2C25/2(ca + cd))
}
, o que mostra a
validade da Afirmação 2.3.6.
Passo 3: Passagem ao limite
A relação (2.40) implica que {um} é limitada em V e {w̄m} é limitada em
H10 (Ω)
3, logo, passando a subseqüências sabe-se que existem u ∈ V e w̄ ∈ H10 (Ω)3
tais que
um → u fraco em V, w̄m → w̄ fraco em H10 (Ω)3, (2.41)
e que, para todo Ω′ ⊂ Ω, limitado
um → u e w̄m → w̄ forte em L2(Ω′)3. (2.42)
Partindo disto, não é dif́ıcil verificar que u e w̄ assim obtidos são soluções
fracas do problema (2.20)-(2.23). Com efeito, usando que suppψj é compacto e
que b ∈ L2loc(Ω)3, segue de (2.41) que
|(um · ∇ψj,b)− (u · ∇ψj,b)| = |([um − u] · ∇ψj,b)| → 0, m →∞.
Pela mesma razão, conclúımos que
(∇um,∇ϕj) → (∇u,∇ϕj) (∇w̄m,∇ψj) → (∇w̄,∇ψj)
(um · ∇ϕj, a) → (u · ∇ϕj, a) (a · ∇ψj, w̄m) → (a · ∇ψj, w̄)
(a · ∇ϕj,um) → (a · ∇ϕj,u) (div w̄m, divψj) → (div w̄, divψj)
(rotum,ψ
j) → (rotu,ψj) (w̄m,ψj) → (w̄,ψj)
quando m →∞.
Por outro lado, tendo em mente que em (2.29) e (2.30) as integrações ocorrem
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apenas em suppϕj e suppψj, calculamos
∣∣(um · ∇um,ϕj )− (u · ∇u,ϕj)
∣∣ =
∣∣(um · ∇um,ϕj)− (u · ∇um,ϕj)
+ (u · ∇um,ϕj)− (u · ∇u,ϕj)
∣∣
≤
∣∣([um − u] · ∇um,ϕj)
∣∣ +
∣∣(u · ∇[um − u],ϕj)
∣∣
≤
∣∣([um − u] · ∇um,ϕj)
∣∣ +
∣∣(u · ∇ϕj, [um − u])
∣∣
≤ sup |ϕj||um|1,2,suppϕj‖um − u‖2,suppϕj
+ sup |∇ϕj|‖u‖2,suppϕj‖um − u‖2,suppϕj
→ 0, m →∞, por (2.40) e (2.42).
De modo análogo,
∣∣(um · ∇w̄m,ψj)− (u · ∇w̄,ψj)
∣∣ ≤
∣∣([um − u] · ∇w̄m,ψj)
∣∣ +
∣∣(u · ∇[w̄m − w̄],ψj)
∣∣
≤
∣∣([um − u] · ∇w̄m,ψj)
∣∣ +
∣∣(u · ∇ψj, [w̄m − w̄])
∣∣
≤ sup |ψj||w̄m|1,2,suppψj‖um − u‖2,suppψj
+ sup |∇ψj|‖u‖2,suppψj‖w̄m − w̄‖2,suppψj
→ 0, m →∞.
Acabamos por constatar que u, w̄ verificam (2.29), (2.30) e, deste modo,
que v = u + a e w = w̄ + b satisfazem (2.13)-(2.15) com ϕ = ϕj,ψ = ψj
elementos das bases de V e H10 (Ω)
3, respectivamente. A passagem a elemen-
tos ϕ ∈ V , ψ ∈ C∞0 (Ω)3 é feita por meio de combinações lineares finitas de
ϕj, respectivamente ψj, donde conclúımos que v e w são soluções fracas do pro-
blema (2),(2.11)-(2.12), como queŕıamos.
Demonstração do Teorema 2.3.2
Estabeleceremos agora condições suficientes para a unicidade de solução fraca
para o problema de Leray micropolar.
Suponhamos que (v′, p′,w′) e (v′′, p′′,w′′) satisfaçam (2), (2.11)-(2.12). En-
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tão, tem-se que v = v′ − v′′ ∈ V e w = w′ −w′′ ∈ H10 (Ω)3 satisfazem
(ν + νr)(∇v,∇ϕ) = (v · ∇ϕ,v′′) + (v′ · ∇ϕ,v) + 2νr(rotw,ϕ),
(ca + cd)(∇w,∇ψ) + (c0 − ca + cd)(div w, divψ) + 4νr(w,ψ) =
= (v′′ · ∇ψ,w) + (v · ∇ψ,w′) + 2νr(rotv,ψ),
para todos ϕ ∈ V , ψ ∈ C∞0 (Ω;R3). Como cada termo acima é cont́ınuo em
relação às normas de V e H10 (Ω)
3 podemos tomar ϕ = v e ψ = w para conseguir
as identidades
(ν + νr)|v|21,2 = (v · ∇v,v′′) + 2νr(rotw,v)
(ca + cd)|w|21,2 + (c0 − ca + cd)‖ div w‖22 + 4νr‖w‖22 = (v · ∇w,w′)
+ 2νr(rotv,w)
a partir das quais podemos estimar









ν|v|21,2 + (ca + cd)|w|21,2 ≤ |(v · ∇w,w′)|+ |(v · ∇v,v′′)|.
A seguir, notemos que |(v · ∇w,w′)| = |(v · ∇w,w′′ + w)| = |(v · ∇w,w′′)| e
também

























v · ∇w′′ · w
∣∣∣, i = 1, 2, podem ser estimados, com aux́ılio do




















v · ∇w̃i ·w
∣∣∣∣∣





De (2.43) e (2.44) conclúımos que





























Por outro lado, definindo Ãi = |v′′ − ṽi|1,2,Ωi , i = 1, 2, calculamos de modo
semelhante






Somando as desigualdades (2.45) e (2.46) conclúımos que


















































concluindo, à luz de (2.16), que |v|1,2, |w|1,2 = 0, o que junto com a condição
v,w = 0 em ∂Ω finaliza a demonstração.
2.4 Comportamento pontual das soluções
2.4.1 Regularidade
Nesta seção estabeleceremos a regularidade das soluções fracas do problema de
Leray micropolar. Mostraremos que as soluções são de fato suaves em Ω e que,
em conseqüência, as equações (2) são satisfeitas no sentido ordinário. Este é o
conteúdo do teorema a seguir, em cuja demonstração empregamos um argumento
de bootstrap. Em comparação com as equações de Navier-Stokes, aqui precisamos
em adicional usar a regularidade do sistema fortemente eĺıptico (2)3, no sentido
de [9].
Teorema 2.4.1. Seja (v,w) uma solução fraca do problema de Leray micropolar
e p a pressão correspondente, dada pelo Lema 2.2.1. Então, v,∇p,w ∈ C∞(Ω)3
e satisfazem as equações (2) no sentido ordinário.
Demonstração. Suponhamos v,w e p como no enunciado e a partir de (2) escre-
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vamos
−(ν + νr)∆v +∇p = F
div v = 0
−(ca + cd)∆w − (c0 − ca + cd)∇ div w + 4νrw = G,
com F := 2νr rotw − v · ∇v e G := 2νr rotv − v · ∇w. Dado Ω′ ⊂ Ω um


















Vê-se então que F ∈ L3/2(Ω′)3 e pela regularidade das soluções do problema de
Stokes (cf. e.g. [5],[12]), tem-se v ∈ W 2,3/2(Ω′)3, p ∈ W 1,3/2(Ω′). Disto, conclui-se
∇v ∈ W 1,3/2(Ω′)3 ↪→ Lr(Ω′)3, ∀ r ∈ [3
2
, 3] e, pela desigualdade de Hölder e pelas
imersões de Sobolev, obtém-se
∫
Ω′









Isto implica F ∈ L2(Ω′)3 e, novamente pela regularidade do problema de
Stokes, chega-se a v ∈ W 2,2(Ω′)3 e p ∈ W 1,2(Ω′).
Por outro lado, observemos que pela imersão W 2,2(Ω′)3 ↪→ C(Ω′)3, obtemos







e então, v · ∇w ∈ L2(Ω′)3 logo, G ∈ L2(Ω′)3. Pelo resultado de regularidade
de soluções de sistemas fortemente eĺıpticos de Nečas (cf. Teorema 1.2.3) tem-se
w ∈ W 2,2(Ω′)3.
Iterando o processo acima conclui-se que v,∇p,w ∈ C∞(Ω)3, como preten-
dido, cf. [5, Section IV.3] e [6, Theorem XI-1.1, p. 253].
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2.4.2 Comportamento Assintótico
Veremos adiante que a solução do problema de Leray micropolar tende pontual-
mente para a solução paralela prescrita e o faz com rapidez exponencial. Para
este fim, primeiramente mostra-se que são de quadrado integrável as derivadas
de todas as ordens das soluções de um sistema auxiliar. Isto é obtido graças a
estimativas locais das normas de ordem mais alta (isto é, normas Hm) em termos
das normas H1 com constantes que não dependem da localidade (veja Lema 2.4.5
adiante).
Ressaltamos que as estimativas já conhecidas para soluções do sistema de
Stokes num cilindro semi-infinito (cf. Lema 2.4.2) não bastam para atingir normas
de ordem maior ou igual a 3. Isto se deve à presença do campo de microrotação,
que satisfaz um sistema eĺıptico distinto do sistema de Stokes. O Lema 2.4.4
que acrescentamos abaixo, assegura a validade de estimativas para o campo de
microrotação semelhantes àquelas dadas pelo Lema 2.4.2.
Por fim, o decaimento com taxa exponencial é obtido como conseqüência de
desigualdades integro-diferenciais para uma função conveniente das normas H1
das soluções do mesmo sistema auxiliar mencionado anteriormente, no esṕırito
do trabalho de Horgan e Wheeler [10].
Como nos interessa o que se passa para x ∈ Ω com |x| À 1, vamos nos
restringir ao caso em que Ω é um cilindro semi-infinito, isto é,
Ω =
{
x ∈ R3 | x̄ = (x1, x2) ∈ Σ e x3 > 0
}
,
onde Σ ⊂ R2, é um domı́nio limitado, de classe C∞, conexo e simplesmente
conexo.
Denotando por ṽ, w̃ a solução paralela micropolar em Ω referente ao fluxo
Φ, o qual suporemos sujeito à condição (2.39), consideremos em Ω o seguinte
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problema
−(ν + νr)∆u + (u · ∇)u + (u · ∇)ṽ + (ṽ · ∇)u +∇τ = 2νr rot w̄
div u = 0 (2.47)
−(ca + cd)∆w̄ − (c0 − ca + cd)∇ div w̄ + (u · ∇)w̄ + (ṽ · ∇)w̄
+ (u · ∇)w̃ + 4νrw̄ = 2νr rotu
u, w̄ = 0, em ∂Ω \ {x3 = 0} (2.48)∫
Σ
u · n = 0 (2.49)
de cujas soluções queremos obter algumas propriedades. Notemos que se (v,w) é
uma solução fraca do problema de Leray micropolar e se u = v− ṽ e w̄ = w−w̃,
então (u, w̄) satisfazem (2.47)-(2.49) no sentido fraco para Ω = ΩRi , Σ = Σi e ṽ =
ṽi, w̃ = w̃i, i = 1, 2.
Para s ≥ 1, δ ∈ (0, s] fixemos a seguinte notação
ωs = {x ∈ Ω | s < x3 < s + 1} e ωs,δ = {x ∈ Ω | s− δ < x3 < s + 1 + δ}.
Recordemos ainda que dado T > 0 indicamos por ΩT = {x ∈ Ω | x3 > T}.
Revisamos a seguir dois resultados que utilizaremos em nossa análise posterior
e cujas demonstrações podem ser encontradas em [5]. O primeiro deles é um lema,
devido a Solonnikov, sobre estimativas locais de soluções do Sistema de Stokes
num cilindro reto. O segundo deles, devido a Horgan e Wheeler, é útil para
estabelecer a taxa exponencial de decaimento de soluções do problema de Leray
original.
Lema 2.4.2 ([5], Lemma VI-1.2, p. 314). Seja Σ ⊂ R2 um domı́nio conexo
e simplesmente conexo, de classe Cm+2. Dada f ∈ Wm,qloc (Ω)3, q ≥ 1, m ≥ 0,
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denotemos por (u, τ) uma solução fraca do problema de Stokes
∆u = ∇τ + f , em Ω = Σ× (0, +∞)
div u = 0
u = 0, em ∂Ω \ Σ(0)
tal que u ∈ W 1,qloc (Ω)3, τ ∈ Lqloc(Ω). Então, para todo s ≥ 1, 0 < δ ≤ s




onde a constante C = C(q, m, δ, Σ), é independente de s.
Lema 2.4.3 ([5], Lemma VI-2.2, p. 321). Seja y uma função real, cont́ınua,





y(s)ds ≤ by(t), para todo t > 0,
com a > 0, b ∈ R, então tem-se









b2 + 4a− b).
O Lema a seguir contém uma estimativa semelhante a (2.50) e nos permite in-
cluir o campo de microrotação na análise subsequente do comportamento pontual
das soluções.
Lema 2.4.4. Com as mesmas notações do Lema 2.4.2, seja w ∈ H1loc(Ω)3 uma
solução do seguinte sistema fortemente eĺıptico
{
−α∆w − β∇ div w + γw = G, em Ω ≡ Σ× (0,∞)
w = 0, em ∂Σ \ {x3 = 0}
(2.51)
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com a constante C dependendo de α, β, γ, δ, Σ,m mas não de s.
Demonstração. Argumentaremos como na demonstração do Lema 2.4.2 [5] mas
utilizando um teorema devido a Nečas, a saber Teorema 1.2.3. Mostraremos que
é válida (2.52) no caso s = 1, vez que o caso de um s arbitrário, pode ser obtido
deste por translação conveniente na variável x3.
Dada ψ ∈ C∞(R), com ψ(t) = 0, se t ≤ 1 e ψ(t) = 1, se t ≥ 2, consideremos
para cada inteiro positivo k a função
ψk(x) := ψ
(
k(k + 1)x3 − k2 + 2
)[
1− ψ(k(k + 1)x3 − k(2(k + 1) + 1) + 1
)]
.
Denotando por Uk :=
{
x ∈ Ω | 1 − 1/(k + 1) ≤ x3 ≤ 2 + 1/(k + 1)
}
, vemos
que ψk(x) ≡ 0, se x ∈ Ω \ Uk−1 e também ψk(x) ≡ 1, se x ∈ Uk. Seja pois k1 tal
que Uk1 ⊆ ω1,δ. Para k ≥ k1 definamos
wk = ψkw Gk = ψkG.
Segue de (2.51), que wk satisfaz
{
−α∆wk − β∇ div wk + γwk = Gk − Lk, em D
wk = 0, em ∂D
onde Lk = (2α + β)∇ψk · ∇w + α∆ψkw + β
(∇ψk div w + D2ψkw
)
e D é um
domı́nio suave contendo Uk1 . Em seguida, fixemos k2 ≥ k1 e apliquemos à função
wk2 o Teorema 1.2.3 para obter
‖wk2‖2,2,D ≤ C
(‖Gk2 + Lk2‖2,D + ‖w‖1,2,D
)
(2.53)
com a constante C dependendo dos coeficientes (constantes) do operador e do
domı́nio (fixo) D.
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Tendo em mente que supp{ψk2}, supp{∇ψk2} ⊂ Uk2−1, a partir de (2.53) ve-
mos que
‖w‖2,2,Uk2 ≤ C
(‖Gk2 + Lk2‖2,Uk2−1 + ‖wk2‖1,2,Uk2−1
)
(2.54)
com uma nova constante que agora também depende de ψk2 .
Observemos que
‖Gk2 + Lk2‖Uk2−1 ≤ C
(‖G‖2,Uk2−1 + ‖w‖1,2,Uk2−1
)











que é a relação desejada no caso m = 0.
O procedimento acima pode ser iterado para nos mostrar a validade de (2.52).





(2α + β)∇ψk3 · ∇w + αw∆ψk3
]
+∇[β(∇ψk3 div w + D2ψk3w)
]




+ α∇w∆ψk3 + αw∇∆ψk3 ,
donde





Desta última desigualdade e de (2.55) conclúımos




com uma nova constante. Invocando uma vez mais o Teorema 1.2.3, obtemos
‖wk3‖3,2,Uk3 ≤ C
(‖G‖1,2,Uk2 + ‖w‖1,2,Uk2 + ‖w‖2,2,Uk2
)
.





o que implica a afirmação do lema com m = 1.
Por indução, suponhamos que o lema valha para o caso m = `. Seja σ um




, 0 < ε < 1. (2.56)
Fixemos ε0 < δ < 1 e tomemos k0 inteiro positivo tal que Uk0−1 ⊂ ω1,ε0 .













































que é a afirmação do lema para m = `+1 e completa o argumento de indução.
Combinando os lemas anteriores estabelecemos o decaimento pontual das
soluções como afirmamos anteriormente.
Lema 2.4.5. Seja (u, τ, w̄) uma solução suave de (2.47)-(2.49) com
|u|1,2 = M1 < ∞ e |w̄|1,2 = M2 < ∞.





onde C depende apenas de ν, νr,m, M1, M2, Σ, Φ.
Demonstração. Denotando por F = 2νr rot w̄−
(
u ·∇u+u ·∇ṽ+ ṽ ·∇u), vemos




∆u = (ν + νr)
−1(∇τ + F ), em Ω = Σ× (0, +∞)
div u = 0
u = 0, em ∂Ω \ Σ(0).
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Nosso intuito é aplicar os resultados do Lema 2.4.2 com q = 2, mas isso não é
posśıvel imediatamente pois, em prinćıpio, F /∈ L2(Ω)3.
Observemos, contudo, que para todo R1 ≥ 0 e todo inteiro ` ≥ 1 temos












onde na primeira desigualdade aplicamos o Teorema de Fubini no cilindro Σ ×
[R1 + `, R1 + ` + 1], seguido da desigualdade de Hölder. Temos também que
‖u · ∇u‖3/2,ωR1+` ≤ ‖u‖6,ωR1+`|u|1,2,ωR1+`
≤ κ2M1|u|1,2,ωR1+`
(2.59)
Sendo ṽ ∈ C∞(Ω)3 e independente da variável x3 obtemos ainda a estimativa
‖u · ∇ṽ + ṽ · ∇u‖3/2,ωR1+` ≤ C|u|1,2,ωR1+` (2.60)






para todo R1 ≥ 0. Aplicando o Lema 2.4.2 com m = 0, q = 32 , s = R1 + `, δ < 1





para todo R2 ≥ 1.
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Calculamos









para todo R2 ≥ 1, onde C̃ depende de M1,M2, em virtude de (2.61) e (2.62).
A relação (2.63) juntamente com
‖ṽ · ∇u + u · ∇ṽ‖22,ωR2+` ≤ C|u|
2
1,2,ωR2+`
e o fato de que w̄ ∈ H1loc(Ω)3 (e, em conseqüência, rot w̄ ∈ L2loc(Ω)3) implicam
F ∈ L2loc(ΩR2)3, para todo R2 ≥ 1.
Do Lema 2.4.2, com m = 0, q = 2, s = R2 + `, e posterior soma sobre ` =
0, 1, 2, . . . ,∞ resulta que












para todo R3 ≥ R2 + δ.
Por outro lado, da imersão H2(ΩR3)3 ↪→ C(ΩR3)3 [6, Lemma X.I-2.1, p. 255]
temos u · ∇w̄ ∈ L2(ΩR3)3. E, por serem ṽ, w̃ ∈ C∞(Ω)3 e independentes da
variável x3, temos ṽ·∇w̄,u·∇w̃ ∈ L2(ΩR3)3. Logo, denotando por G = 2νr rotu−(
(u + ṽ) · w̄ + u · ∇w̃), conclúımos G ∈ L2(ΩR3)3, para todo R3 ≥ R2 + δ.
Aplicando o Lema 2.4.4, com m = 0, s = R3 + ` e somando com ` =









para todo R4 ≥ R3 + δ.
Tomando R4 = R + 1, R3 = R + 2δ e R2 = R + δ em (2.64) e (2.65) e usando
o fato de que Ωs ⊂ Ωt se s > t, obtemos




que é a afirmação do lema com m = 0.
Por indução, suponhamos provado o caso m = ` e tomemos σ um multi-́ındice








Dσ−θuDθ(∇u) + Dσ−θṽDθ(∇u) + Dσ−θuDθ(∇ṽ)}
+ Dσ(2νr rotw),
e aplicando a desigualdade de Hölder, temos
‖F‖`+1,2,ΩR+1 ≤ C‖u‖`+1,2,ΩR+1‖u‖`+2,2,ΩR+1 + C‖u‖`+2,2,ΩR+1
+ C‖u‖`+1,2,ΩR+1‖w‖`+2,2,ΩR+1
≤ C(‖u‖`+2,2,ΩR+1 + ‖w‖`+2,2,ΩR+1
)
com C = C(M1,M2, `, ν, νr, c0, ca, cd, Σ). Segue então da hipótese de indução que
F ∈ H`+1(ΩR+1)3, para todo R ≥ 0.
Aplicando uma vez mais o Lema 2.4.2, conclúımos




para todo s > 0, δ ∈ (0, s].
Com um argumento semelhante ao do caso m = 0 acima, conclúımos que




para todo R ≥ 0.
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+ Dσ−θuDθ(∇w̃)} + Dσ(2νr rotu),
e da desigualdade de Hölder vemos que
‖G‖`+1,2,ΩR+1 ≤ C‖u‖`+1,2,ΩR+1‖w‖`+2,2,ΩR+1 + C‖w‖`+2,2,ΩR+1
+ C‖u‖`+1,2,ΩR+1 + C‖u‖`+2,2,ΩR+1
≤ C(‖u‖`+2,2,ΩR+1 + ‖w‖`+2,2,ΩR+1
)
,
o que, pela hipótese de indução, implica G ∈ H`+1(ΩR+1)3, para todo R ≥ 0.





para todo R ≥ 0 o que, juntamente com (2.66), finaliza a demonstração.
Vejamos agora como estabelecer o comportamento pontual da solução (v, p,w)
do problema de Leray micropolar no infinito. Recordemos que u = v − ṽi, w̄ =
w − w̃i e τ = p− Cix3, i = 1, 2, satisfazem (2.47)-(2.49) com Ω = Ωi, i = 1, 2.
Tem-se u,∇τ, w̄ ∈ Hm(Ω)3, para todo m ≥ 0. De fato, do Teorema 2.4.1
sabemos que u,∇τ, w̄ ∈ C∞(Ω)3, logo u,∇τ, w̄ ∈ Hm(ΩR)3, para todo R >
0, m ≥ 0. Do Lema 2.4.5 segue que u,∇τ, w̄ ∈ Hm(ΩR)3, para todo R > 0,
m ≥ 0, donde segue a afirmação.
Observemos a seguir que se f ∈ Hm(Ω), para todo m ≥ 0, dado ε > 0 existe
T > 0 tal que ‖f‖m,2,ΩT < ε. Segue, pois, das imersões de Sobolev que
|f(x)| ≤ ‖f‖∞,ω1,x3 ≤ C‖f‖m,2,ω1,x3 ≤ C‖f‖m,2,ΩT < Cε,
para todo x ∈ ΩT+1. Em outras palavras, se f ∈ Hm(Ω), para todo m ≥ 0, então
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f(x) tende a zero quando |x| → ∞ em Ω.
Logo, como Dγu, Dγ(∇τ), Dγw̄ ∈ Hm(Ω)3 para todo m ≥ 0, |γ| ≥ 0, temos
que estas funções tendem a zero quando |x| → ∞, para qualquer multi-́ındice γ.
Em razão disto e da desigualdade (2.67) adiante, conclúımos que
|Dγu(x)|+ |Dγ∇τ(x)|+ |Dγw̄(x)| ≤ C6 exp(−C7x3)
para todo x ∈ Ω com x3 ≥ 1 e todo multi-́ındice γ.
Teorema 2.4.6. Seja u, τ, w̄ uma solução do problema (2.47)-(2.49) com
|u|1,2,Ω = M1 < ∞, |w̄|1,2,Ω = M2 < ∞,
e Φ sujeito a (2.39). Então, existem constantes C6, C7 > 0, dependendo de
ν, νr, ca, cd, Σ, Φ,M1,M2 tais que





para todos m ≥ 0, R ≥ 0.
Demonstração. Integremos por partes, entre x3 = z e x3 = z1, o produto escalar










(ν + νr)u · (∇u · n)− 1
2
|u|2(u · n + ṽ · n)



















(ν + νr)u · ∇u− 1
2
















(ν + νr)u · (∇u · n)− 1
2
|u|2(u · n + ṽ · n)

























(ca + cd)w̄ · (∇w̄ · n) + (c0 − ca + cd) div w̄(w̄ · n)
− 1
2












Somando membro a membro as identidades (2.69) e (2.70) e desprezando




















|u|2(u · n + ṽ · n) + 1
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|u|2(u · n + ṽ · n) + 1
2
















A partir de (2.73), por integração com respeito a z entre t+` e t+`+1, com `
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|u|2(u · n + ṽ · n)− 1
2












τ(u · n) dσ(x̄)dz.






















Nosso objetivo é aplicar o Lema 2.4.3 à função H acima definida. Para tanto,
estimamos os termos J2, J3 e J4 como segue:
|J2| ≤ κ21K2‖∇u‖32 + C‖∇u‖22 + κ21K2‖∇w̄‖22‖∇u‖2 + C‖∇w̄‖22
≤ (C + κ21K2M1)
(‖∇u‖22 + ‖∇w̄‖22
)
|J3| ≤ (c0 − ca + cd)K‖∇w̄‖22 + 2νrK2‖∇w̄‖2‖∇u‖2









div η = u · n, em ωt+`
η ∈ W 1,20 (ωt+`)
‖η‖1,2 ≤ C0‖u‖2 ≤ KC0‖∇u‖2,
(2.76)




u · n = 0 é satisfeita.
Usando então (2.76), a primeira equação em (2.47) e integrando por partes






−(ν + νr)∇u · ∇η − (u · ∇)u · η − (u · ∇)ṽ · η −
− (ṽ · ∇)u · η + 2νr rot w̄ · η
]∣∣∣∣∣
A partir desta última relação e de (2.76)3 podemos estimar
|J4| ≤ C‖∇u‖22 + C‖∇u‖32 + C|Φ|‖u‖22 + C‖∇u‖22
+ C‖u‖2‖w̄‖2
























































(ν + νr)|∇u|2 + (ca + cd)|∇w̄|2
]
+ CH(t),












H(s) ≤ −C ′1H ′(t) + CH(t). (2.78)
Segue então do Lema 2.4.3, que existem constantes C6, C7 > 0 para as quais
tem-se
H(t) ≤ C6H(0) exp(−C7t), para todo t ≥ 0.







No caṕıtulo precedente, abordamos o problema de Leray micropolar num domı́nio
com canais ciĺındricos e estabelecemos a existência de soluções restringindo-nos
a um fluxo pequeno. Mesmo no caso das equações de Navier-Stokes, a indagação
sobre a possibilidade de que seja removida tal restrição constitui-se numa questão
de pesquisa ainda em aberto.
A esse respeito entretanto, nos anos 1980, Ladyzhenskaya e Solonnikov obti-
veram existência de solução para fluxos arbitrários, no caso clássico, relaxando
a condição sobre o comportamento do fluido no infinito [7]. Até a presente data
não se sabe se as soluções de Ladyzhenskaya-Solonnikov tendem para um fluido
paralelo a grandes distâncias.
A formulação dada pelos autores em [7] é o que aqui convencionamos chamar
problema de Ladyzhenskaya-Solonnikov. A técnica ali desenvolvida aplica-se a
domı́nios com canais cujas seções transversais, Σ(s), satisfaçam
0 < `1 ≤ |Σ(s)| ≤ `2 < ∞, para todo s ≥ 0, (3.1)
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para algum par de constantes `i, i = 1, 2, onde |Σ| indica a área da seção trans-
versal.
Em todo este caṕıtulo indicaremos por Ω ⊂ R3 um domı́nio admisśıvel cujas
seções transversais satisfazem (3.1) (cf. Seção 1.1). Utilizaremos ainda os conjun-
tos Ω1,r,s = {x ∈ Ω1 | −r < x13 < −s}, Ω2,r,s = {x ∈ Ω2 | s < x23 < r}, r > s > 0,
além de ωiη = Ωi,η−1,η, i = 1, 2, η ≥ 1, Ωr = Ω0 ∪ Ω1,0,r ∪ Ω2,0,r, r ≥ 0.
Abordaremos o problema de Ladyzhenskaya-Solonnikov micropolar estabele-
cendo existência de soluções do sistema (2) em Ω, com fluxos arbitrários. Mos-
tramos unicidade de soluções nessa classe para fluxos suficientemente pequenos.
3.1 Formulação do Problema. Existência
Formulamos a seguir o problema de Ladyzhenskaya-Solonnikov micropolar, assim
como enunciamos e provamos o Teorema 3.1.1 garantindo existência de solução
para este problema.
Problema: dado Φ ∈ R, obter v, p,w satisfazendo as equações (2) juntamente
com as condições
v,w = 0, em ∂Ω (3.2)∫
Σi






|∇v|2 + |∇w|2 < ∞. (3.4)
Definição 3.1.1. Um par (v,w) ∈ H1loc(Ω)3×H1loc(Ω)3 é uma solução fraca para
o problema (2),(3.2)-(3.4) se
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1) para todas ϕ ∈ V , ξ ∈ C∞0 (Ω), ψ ∈ C∞0 (Ω;R3), v,w satisfazem
(ν + νr)(∇v,∇ϕ) = −(v · ∇v,ϕ) + 2νr(rotw,ϕ),
(∇ξ,v) = 0,
(ca + cd)(∇w,∇ψ) = −(c0 + ca − cd)(div w, divψ)− (v · ∇w,ψ)
− 4νr(w,ψ) + 2νr(rotv,ψ);
(3.5)
2) v,w satisfazem (3.2)-(3.3) no sentido do traço, bem como a condição (3.4).
No que diz respeito à pressão nos limitaremos ao comentário, já feito ante-
riormente, de que sua recuperação é feita de modo padrão, em conseqüência do
Lema de De Rham (cf. Lema 2.2.1). Passemos então ao principal resultado deste
caṕıtulo.
Teorema 3.1.1. Para todo Φ ∈ R dado, o problema (2),(3.2)-(3.4) admite uma
solução fraca.
A busca pela solução fraca do problema (2),(3.2)-(3.4) se dá supondo que o
campo de velocidade v se escreva na forma v = u + a, onde u é uma solução
fraca do seguinte problema auxiliar
−(ν + νr)∆u + (u + a) · ∇(u + a) +∇p = 2νr rotw + (ν + νr)∆a
div u = 0
−(ca + cd)∆w + (u + a) · ∇w + 4νrw = (c0 + ca − cd)∇ div w
+ 2νr rotu + 2νr rot a,
u,w = 0 em ∂Ω,
∫
Σi
u · n = 0, i = 1, 2.
(3.6)
Por sua vez a = a(δ, Ω) é um campo dependendo do domı́nio Ω e de um
parâmetro arbitrário 0 < δ ¿ 1, constrúıdo com as seguintes propriedades




a · n = Φ, para todo s ≥ 0, i = 1, 2;
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a3) existe uma constante ca independente de η ≥ 1 tal que
∫
ωiη
|∇a|2 ≤ ca, para todo η ≥ 1, i = 1, 2;






|∇φ|2, para todo r > 0.
Intuitivamente, o campo a é proporcional à d−1(x) onde d(x) é a distância de x a
∂Ω, logo, a4) tem a forma da desigualdade de Poincaré com o inverso da distância
à fronteira (cf. [5, Lemma 6.3, p. 173]).
A pequenez arbitrária de δ é obtida por intermédio de certa constante multi-
plicativa ε > 0. Para dar uma idéia melhor, construiremos o campo similar em
dimensão dois para a faixa reta Ω = {(x1, x2) | −∞ < x1 < ∞,−1 < x2 < 1}.
Neste caso, o campo a independe da variável x1. A fim de não carregar a notação,
suporemos que o fluxo de a seja 1.
Seja ψ : R → R suave tal que 0 ≤ ψ ≤ 1, ψ(t) = 0, para t ≤ 0 e ψ(t) =
1, para t ≥ 1. Para ε > 0 definamos













1− x2, se x2 ≥ 0,
1 + x2, se x2 < 0.
Temos então ζ(x) = 0 se d(x) ≥ ρ e ζ(x) = 1 se d(x) ≤ ρ exp{−1/ε}.
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1, se s ≥ −1 + ρ exp{−1/ε},
0, se s < −1 + ρ
2
exp{−1/ε}.










∂x2(ζϕ) dx2 = ϕ(1)− ϕ(−1) = 1.
Notemos que supp(a) ⊂ {(x1, x2) | ρ exp{−1/ε} ≤ d(x) ≤ ρ} e para x ∈
supp(a)
∂x2(ζϕ) = (∂x2ζ)ϕ + ζ(∂x2ϕ) = (∂x2ζ)ϕ,












e se x ∈ supp(a), ∂2x2x2(ζϕ) = (∂2x2x2ζ)ϕ e logo,








ρ2 exp{−2/ε} ≤ cε.
Disto vemos que a ∈ H1loc(Ω)3. Quanto à propriedade a3) vejamos que para





com c constante independente de η.
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onde na penúltima desigualdade utilizamos as relações
(






























φ2i (·, x2)(1± x2)−1
)−(1±x2)−1 ∂
∂x2
φ2i (·, x2), i = 1, 2,
por integração em relação à variável x2 nos intervalos [0, 1] e [−1, 0], respectiva-
mente.




















é um campo com circulação 1, isto é, tal que
∫
∂Σ
b · dσ(s) = 1 e ζ(x) = ζ(x; ε) =
ψ(ε ln(ρ/d(x))).
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Para a construção de um campo com tais propriedades em domı́nios de dife-
rentes formas, referimos o leitor ao artigo de Solonnikov e Pileckas [13].
Destacamos que a propriedade mais importante é a a4) já que δ > 0 pode ser
tomado arbitrariamente pequeno e é esta desigualdade que vai sanar a dificuldade
em lidar com os termos quadráticos u ·∇u,u ·∇w sem impor a restrição no fluxo,
cf. e.g. (2.33), (2.37) e (3.9), (3.13) adiante.
Observação 3.1.1. Um fato de verificação imediata, resultante da propriedade a3)
acima é o seguinte: existe uma constante c2 tal que
‖∇a‖2,Ωt ≤ c2(t + 1)1/2, para todo t ≥ 1. (3.7)























≤ c + 2ca([t] + 1) ≤ c2(t + 1), para todo t ≥ 1.
Demonstração do Teorema 3.1.1. A demonstração é feita usando a técnica de
Ladyzhenskaya-Solonnikov desenvolvida em [7]. Temos dois passos: primeiro
aplica-se o método de Galerkin ao problema (3.6) considerando Ω = ΩT , T > 0
limitado, obtendo-se solução fraca (uT ,wT ) se anulando em toda a fronteira ∂ΩT .
A seguir, para T ≥ t+1, estima-se as normas |uT |1,2,Ωt , |wT |1,2,Ωt com constantes
independendo de T , o que permite, tomando subseqüências de subseqüências de
uT ,wT , T → ∞, chegar a uma solução (u,w) para o problema em todo o Ω, e
em conseqüência, a uma solução (v,w) para o problema (2),(3.2)-(3.4).
Passo 1: Existência no domı́nio limitado
Neste passo obteremos a existência de solução fraca para as equações (3.6) no
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domı́nio limitado ΩT com a condição de fronteira homogênea u,w = 0 em ∂ΩT .
Com efeito, obteremos u,w ∈ H10 (ΩT )3.
Observamos que da equação div u = 0 em ΩT , de u|∂ΩT = 0 e do Teorema
da Divergência, teremos necessariamente
∫
Σi
u · n = 0, para toda seção Σi(xi3)
contida em ΩT , i.e., com |xi3| < T .
Estabeleceremos as estimativas a priori para as soluções u,w; dáı a existência
pode ser obtida exatamente como no Caṕıtulo 2 e omitiremos os detalhes. Mo-
mentaneamente, denotemos uT = u,wT = w e supondo u,w suaves integremos
por partes em Ω o produto interno de (3.6)1 por u para obter
(ν + νr)|u|21,2 = (u · ∇u, a) + (a · ∇u, a) + 2νr(w, rotu)
− (ν + νr)(∇a,∇u).
(3.8)
Tendo em vista a propriedade a4) estimamos
|(u · ∇u, a)| ≤ δ|u|21,2 e |(a · ∇u, a)| ≤ δ|u|1,2|a|1,2. (3.9)
Por outro lado, as desigualdades de Hölder e de Young nos dão




|−(ν + νr)(∇a,∇u)| ≤ (ν + νr)|a|1,2|u|1,2. (3.11)
Com (3.9)-(3.11) reescrevemos (3.8) como








δ + ν + νr
)|u|1,2|a|1,2 + 2νr‖w‖22. (3.12)
Procedendo de modo análogo com a equação (3.6)3, obtém-se









onde utilizamos a desigualdade de Poincaré para estimar o último termo.
Tomando δ < ν e somando as desigualdades (3.12) e (3.13) acima, após des-
cartar termos não negativos, obtemos
(ν − δ)|u|21,2 + (ca + cd)|w|21,2 ≤
(











δ + ν + νr
)2





Vemos pois que aplica-se o método de Galerkin e existe solução (uT ,wT ) para
o problema auxiliar (3.6) em ΩT , T > 0, a qual satisfaz a estimativa (3.14).
Passo 2: Obtenção de solução em todo o Ω
Mantenhamos a notação uT = u, wT = w, T ≥ t+1, e integremos por partes
em Ωt o produto escalar da primeira equação em (3.6) por u para obter




(ν + νr)u · ∇u · n− |u|
2
2
(u · n + a · n)− p(u · n)












(ν + νr)∇u · ∇a
]
.
Estimando as integrais interiores exatamente como em (3.9)-(3.11) conclúımos
(ν + νr)|u|21,2,Ωt ≤
(
















(ν + νr)u · ∇u · n− |u|
2
2
(u · n + a · n)− p(u · n)
− (u · a)(u · n) + 2νr(w × u) · n + (ν + νr)u · ∇a · n
]
.
Esta parcela com integrais de fronteira surge por não termos uT ,wT |Σi(t) = 0 e
essa é a principal diferença, e uma grande diferença, entre o presente problema e
aquele tratado no Caṕıtulo 2.
Procedemos analogamente com a equação (3.6)3 obtendo
(ca + cd)|w|21,2,Ωt + 2νr
∫
Ωt
|w|2 ≤ 2νrK|a|1,2,Ωt |w|1,2,Ωt +
νr
2






(ca + cd)w · ∇w · n + |w|
2
2
(u · n + a · n)
+ (c0 − ca + cd) div w(w · n)
]
.
A seguir, definamos para t ≥ 0




Após somarmos membro a membro as desigualdades (3.15) e (3.16) obtemos
γy(η) ≤
[
(ν + νr + δ)
2




|a|21,2,Ωt + I + Ĩ , (3.17)
com γ := min{ν − δ; ca + cd}.
Para lidar com o termo de fronteira, I + Ĩ, integramos (3.17) em relação a t
entre η − 1 e η, η ≥ 1, e inferimos que, para 1 ≤ η ≤ T ,
γz(η) ≤
[
(ν + νr + δ)
2


















(u · n + a · n) + |w|
2
2

















|a|21,2,Ωt dt, z(η) :=
∫ η
η−1
y(s) ds, para η ≥ 1.
Das definições de z(η) e dos conjuntos ωiη, i = 1, 2, η ≥ 1, segue que
d
dη




Tendo em mente as informações acima conclúımos, com aux́ılio das desigual-
dades de Hölder, de Young e de Poincaré, que
|J1| ≤ (ν + νr)K|u|21,2,ω1η∪ω2η + (ca + cd)K|w|21,2,ω1η∪ωη2 ≤ cz
′(η)






1|u|1,2,ω1η∪ω2η + δK|u|21,2,ω1η∪ω2η ≤ c(z′(η)1/2 + z′(η) + z′(η)3/2)
|J3| ≤ 2νrK2|u|1,2,ω1η∪ω2η |w|1,2,ω1η∪ω2η + (c0 − ca + cd)K|w|21,2,ω1η∪ω2η ≤ cz′(η).
(3.19)




divϑ = u · n, em ω1η ∪ ω2η
ϑ ∈ W 1,20 (ω1η ∪ ω2η)
‖ϑ‖1,2,ω1η∪ω2η ≤ c‖u · n‖2,ω1η∪ω2η
(3.20)
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o qual admite solução já que a condição de compatibilidade
∫
ω1η∪ω2η u · n = 0 é
satisfeita, cf. Lema 1.2.1.
Reescrevemos então J4 =
∫







−(ν + νr)∆u + u · ∇u + u · ∇a + a · ∇u







(ν + νr)∇u · ∇ϑ + u · ∇u · ϑ + u · ∇a · ϑ + a · ∇u · ϑ
− 2νr rotw · ϑ + (ν + νr)∇a · ∇ϑ − a · ∇a · ϑ
]∣∣∣∣∣,
(3.21)
a partir da qual, usando (3.20), podemos estimar
|J4| ≤ (ν + νr)cK|u|21,2,ω1η∪ω2η + κ21|u|31,2,ω1η∪ω2η + 2cδ|u|21,2,ω1η∪ω2η
+ 2cνr|w|1,2,ω1η∪ω2η |u|1,2,ω1η∪ω2η + ((ν + νr)ca + cc2a)|u|1,2,ω1η∪ω2η
≤ c′(z′(η)1/2 + z′(η) + z′(η)3/2).
(3.22)
Enfim, coletando os resultados de (3.18),(3.19) e (3.22) conclúımos que
z(η) ≤ c3F(η) + d
[
z′(η)1/2 + z′(η) + z′(η)3/2
]
, 1 ≤ η ≤ T (3.23)
onde c3 = [(ν + νr + δ)
2 + (2νrK)2]/γ2 e dγ2 é o maior dos coeficientes das
estimativas (3.19) e (3.22). Além disso, em conseqüência de (3.14), também
temos
z(T ) ≤ c3F(T ). (3.24)
Convém reescrevermos (3.23) e (3.24) na forma
z(η) ≤ (1− δ1)ϕ(η) + Ψ(z′(η)), 1 ≤ η ≤ T (3.23′)
z(T ) ≤ ϕ(T ), (3.24′)
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onde Ψ(τ) := d(τ 1/2 + τ + τ 3/2), τ ≥ 0 e ϕ(η) = (c3η + c4)/(1 − δ1), η ≥ 1,
majora F(η), (cf. Observação 3.1.1). Fixado 0 < δ1 < min{1, d}, a constante c4
é tomada de modo que Ψ e ϕ cumpram a condição
ϕ(η) ≥ δ−11 Ψ(ϕ′(η)), para todo η ∈ [1, T ]. (3.25)
Como ϕ′(η) é constante e ϕ(η) é crescente, basta escolhermos c4 de modo que

































Para c4 cumprindo (3.26) as funções z, Ψ e ϕ verificam as hipóteses da parte
1 do Teorema 1.2.4, i.e., (3.23′), (3.24′) e (3.25) e podemos então concluir que
z(η) ≤ ϕ(η), para todo η ∈ [1, T ],
o que por sua vez implica
∫
Ωt−1
|∇uT |2 + |∇wT |2 ≤ z(t) ≤ ϕ(t) = C1t + C2, (3.27)
para todo t ∈ [1, T ].
Consideremos agora a seqüência Ω1 ⊂ · · · ⊂ Ωk ⊂ Ωk+1 ⊂ · · · crescente de
domı́nios tais que Ω = ∪k∈NΩk. Pelo que provamos anteriormente, temos {uk,wk}
solução fraca de (3.6) em Ωk com
∫
Ω`
|∇uk|2 + |∇wk|2 ≤ C ′1` + C ′2,
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para todo ` ∈ N, ` + 1 ≤ k, em que C ′i, i = 1, 2, não dependem de `.
Então, para cada ` fixado, existe uma subseqüência de {uk,wk} convergindo
fraco em H1(Ω`)
3, forte em L2(Ω`)
3. Passando a subseqüências, vemos que a
convergência de fato vale para todo ` ∈ N.
Denotemos a seqüência final ainda por {uk,wk} e por {u,w} seu limite. Te-
mos u,w ∈ H1loc(Ω)3. Dados ϕ ∈ V , ψ ∈ C∞0 (Ω)3, existe k0 ∈ N tal que para
todo k ∈ N, com k ≥ k0, supp{ϕ}, supp{ψ} ⊂ Ωk e {uk,wk} verificam (3.6)
no sentido fraco (com ϕ,ψ como funções teste). Passando ao limite segundo a
seqüência escolhida, tem-se que {u,w} satisfazem (3.6) no sentido fraco, para
todos ϕ ∈ V , ψ ∈ C∞0 (Ω)3.
Deste modo obtemos solução (u,w) em todo o Ω, a qual cumpre (3.27) para
todo t ≥ 1. Disto e de (3.7), garantimos a validade de (3.4) para v = u + a.
3.2 Unicidade
Nesta seção enunciamos e demonstramos o Teorema 3.2.2 sobre unicidade de
soluções fracas para o problema (2),(3.2)-(3.4). Começamos por uma propriedade
das soluções constrúıdas na seção precedente, propriedade esta que é utilizada na
demonstração do referido teorema.
Proposição 3.2.1. Seja (v,w) uma solução fraca do problema (2),(3.2)-(3.4).





|∇v|2 + |∇w|2 ≤ C, para todo t ≥ 0, (3.28)
com uma constante C independente de t.
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Demonstração. Definamos u = v − a e, para τ ≥ 2,
Ωτ (t) :=
{

























Integrando por partes em Ωτ (t), como na demonstração do Teorema 3.1.1, obte-
mos
hτ (η) ≤ d
(
h′τ (η)









≤ Ψ(h′τ (η)) + (1− δ1)ϕ(η)
(3.29)
onde Ψ(τ) = d(τ 1/2+τ+τ 3/2) e ϕ(η) = (c5η+c6)/(1−δ1), com 0 < δ1 < min{1, d}
fixado e c5, c6 a serem escolhidas adiante.
Aplicaremos novamente o Teorema 1.2.4 (parte 1) no intervalo [0, τ ]. Para
tanto, precisamos verificar que
hτ (τ) ≤ ϕ(τ)
ϕ(η) ≥ δ−11 Ψ(ϕ′(η)), para todo η ∈ [1, τ ].
(3.30)
Como o integrando na definição de fτ (t) é não negativo, é fácil ver que fτ (η−
1) ≤ fτ (t) ≤ fτ (η), para η − 1 ≤ t ≤ η. Logo,
hτ (τ) ≤ fτ (τ) =
∫ 2τ
0
|∇u|2 + |∇w|2 ≤ C ′(2τ + 1), (3.31)
para alguma constante C ′, em virtude de (3.4).
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Sejam c5, c6 tais que
c5
1− δ1 ≥ 2C















1− δ1 . (3.33)
Com esta escolha verifica-se (3.30). De fato, de (3.31) e de (3.32) temos





1− δ1 = ϕ(τ),
e de (3.33) segue que ϕ(1) ≥ 1
δ1




Ψ(ϕ′(η)), para todo η ≥ 1,
e em conseqüência,
hτ (η) ≤ ϕ(η), para todo η ∈ [1, τ ].




























|∇u|2 + |∇w|2 ≤ C,





implica o resultado para todo t ≥ 0, pois u,w ∈ H1loc(Ωi)3, v = u+a e a satisfaz
a3).
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De posse do resultado anterior, estamos em condições de enunciar o resultado
de unicidade.
Teorema 3.2.2. Seja (v,w) uma solução fraca do problema (2), (3.2)-(3.4).
Suponhamos que o campo v cumpra as mesmas propriedades do campo a, com
a4) sendo satisfeita para algum δ > 0 tal que γ = min
{








onde C é a constante da Proposição 3.2.1. Então, esta é a única solução fraca
do problema (2), (3.2)-(3.4).
Demonstração. Suponhamos que (vi,wi), i = 1, 2, sejam soluções fracas do pro-
blema (2),(3.2)-(3.3) com (v2,w2) como no enunciado.
As diferenças v = v1−v2, w = w1−w2 e p = p1− p2 satisfazem ao seguinte
sistema em Ω,
−(ν + νr)∆v + v · ∇v1 + v2 · ∇v +∇p = 2νr rotw
div v = 0
−(ca + cd)∆w − (c0 − ca + cd)∇ div w + v · ∇w1
+ v2 · ∇w + 4νrw = 2νr rotv∫
Σi
v · n = 0, i = 1, 2, v,w = 0, em ∂Ω.
(3.35)
O objetivo a seguir é estimar as normas |v|1,2, |w|1,2 em Ωt, t > 0. Integrando
por partes em Ωt o produto escalar de (3.35)1 por v e de (3.35)2 por w obtemos,
como em demonstrações anteriores,
ν|v|21,2,Ωt + (ca + cd)|w|21,2,Ωt ≤ (v · ∇v,v2)− (v · ∇w2,w) + A + B, (3.36)
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(ν + νr)v · ∇v · n− |v|
2
2
(v · n + v2 · n)− p(v · n)







(ca + cd)w · ∇w · n− |w|
2
2
(v · n + v2 · n)
+ (c0 − ca + cd) div w(w · n)
]
.
A fim de evidenciar a utilização das hipóteses, faremos em detalhes as esti-








já que, por hipótese, v2 tem as mesmas propriedades do campo a.












































De volta a (3.36) finalmente obtemos





+ δ|v|21,2,Ωt + A + B,
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o que, face a (3.34) produz
γ(|v|21,2,Ωt + |w|21,2,Ωt) ≤ A + B.
O restante do procedimento é análogo ao do Passo 2 da demonstração do
Teorema 3.1.1, após o qual chegamos à desigualdade
γz(η) ≤ d(z′(η) + z′(η)3/2), para todo η ≥ 1,
onde d é uma constante e z(η) =
∫ η
η−1 |v|21,2,Ωt + |w|21,2,Ωt , η ≥ 1. Notemos que a
função ϕ(η) não aparece na desigualdade anterior por ser este termo proveniente
de parcelas envolvendo o campo a, o qual não foi utilizado nesse cálculo.
Queremos concluir que z(η) é identicamente nula. Suponhamos, por absurdo,
que isto não aconteça. Então, pelo item 3 do Teorema 1.2.4 temos z(η) → ∞,
com η →∞ e
lim inf
η→∞
η−3 z(η) > 0,
o que é um absurdo, pois, por hipótese, vi,wi, i = 1, 2, cumprem (3.4), a qual por






Neste caṕıtulo estudamos o comportamento das soluções dos problemas de Leray e
de Ladyzhenskaya-Solonnikov micropolares em relação ao parâmetro νr, supondo
que as soluções destes problemas satisfaçam, respectivamente, os Teoremas de
Unicidade 2.3.2 e 3.2.2. Conforme observamos inicialmente, se este parâmetro
for nulo a velocidade v não será afetada pela microrotação w, ou seja, neste
caso temos as equações de Navier-Stokes (2)1,2, com νr = 0, para v. Nesse
sentido, νr mede o quanto o escoamento de um fluido micropolar difere daquele
correspondente a um fluido ordinário. Intuitivamente, espera-se que ambos os
escoamentos sejam tão mais semelhantes quanto mais próximo de zero estiver νr.
Embora seja uma indagação natural, esta questão não foi abordada por muitos
autores. Payne e Straughan [14] e ÃLukaszewicz [15] estudaram esta questão para
soluções evolutivas em domı́nios limitados mostrando que, quando νr tende a
zero, a velocidade do modelo micropolar se aproxima da velocidade do modelo de
Navier-Stokes numa topologia conveniente.
A particularidade de nosso caso está no fato de lidarmos com soluções cujos
campos velocidades não possuem integral de Dirichlet finita. Tal dificuldade é
contornada observando que essas integrais embora infinitas, crescem a uma taxa
93
no máximo linear (cf. Teorema 4.1.1) o que por sua vez possibilita o uso do
Teorema 1.2.4.
4.1 Das soluções do Problema de Leray
Comecemos introduzindo as seguintes notações: indiquemos por (PLνr) o proble-
ma (2),(2.11)-(2.12), isto é, o problema de Leray micropolar. O problema limite




−ν∆u + (u · ∇)u +∇q = 0
divu = 0, em Ω
−(ca + cd)∆z− (c0 − ca + cd)∇ div z + (u · ∇)z = 0
(4.1)
satisfazendo as condições
u, z = 0, em ∂Ω (4.2)∫
Σ
u · n = Φ (4.3)
(u, z) → (ui,∞, zi,∞), |x| → ∞ em Ωi, i = 1, 2, (4.4)
onde ui,∞ e zi,∞, i = 1, 2, são explicitados na seguinte Observação.
Observação 4.1.1. Os dados ui,∞, zi,∞, i = 1, 2, naturais para o problema (PL0)





Com efeito, seja Ω = Σ×R o canal reto. Recordemos que o dado do problema
(PLνr), a solução paralela micropolar ṽ, w̃, foi obtida como uma solução de (2)
da forma ṽ = v(x̄)e3, w̃ = g1(x̄)e1 + g2(x̄)e2, x̄ ∈ Σ. Por substituição em (2),
vemos que a análise restringe-se ao domı́nio Σ e que os termos (ṽ · ∇)ṽ, (ṽ · ∇)w̃
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−ν∆ṽ +∇p = 2νr rot w̃
div v = 0, em Σ
−(ca + cd)∆w̃ − (c0 − ca + cd)∇ div w̃ + 4νrw = 2νr rot ṽ.
(4.5)




−ν∆u +∇q = 0
divu = 0, em Σ
−(ca + cd)∆z− (c0 − ca + cd)∇ div z = 0
(4.6)
com as condições u, z = 0, em ∂Ω com
∫
Σ
u · n = Φ.
A equação (4.6)3 implica z constante e segue da condição z = 0 em ∂Ω, que
z ≡ 0. Por sua vez, as equações (4.6)1 e (4.6)2 com as condições u = 0 em ∂Ω e∫
Σ
u ·n = Φ, com o campo u paralelo têm como solução o campo de Poiseuille u0
com fluxo Φ, isto é, u0 = u(x̄)e3, com
∆u = C, em Σ
u = 0, em ∂Σ,
onde a constante C > 0 é proporcional ao fluxo Φ.
Mostremos, pois, que (ṽ, w̃) → (u0, 0) quando νr → 0. Façamos U′ = ṽ − u0




−(ν + νr)∆U′ − νr∆u0 +∇P = 2νr rot w̃
div U′ = 0, em Ω
−(ca + cd)∆w̃ − (c0 − ca + cd)∇ div w̃ + 4νrw̃ = 2νr rot ṽ
(4.7)
com U′, w̃ = 0 em ∂Ω e
∫
Σ
U′ · n = 0.
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A seguir, integrando por partes em Σ o produto escalar de (4.7)1 por U
′
obtemos










De modo análogo, a partir da equação (4.7)3 obtemos
(ca + cd)|w̃|21,2 + ‖ div w̃‖22 = −4νr‖w̃‖22 + 2νr(rot ṽ, w̃)




Da desigualdade acima e de (4.8) vemos que






|U′|21,2 + |w̃|21,2 ≤ Cνr,
com C = C(ν, ca, cd, Φ, Σ) > 0, o que conclui o que queŕıamos.
Observação 4.1.2. O problema (4.1)3 com condição z = 0 em ∂Ω, tem a solução
z ≡ 0 como única solução fraca em H10 (Ω)3. Notemos inicialmente que isto condiz
com a Definição 2.2.1, itens c) e d). Sendo z ∈ H10 (Ω)3 solução fraca de (4.1)3,
então
(ca + cd)(∇z,∇ψ) + (c0 − ca + cd)(div z, divψ) + (u · ∇z,ψ) = 0,
para todo ψ ∈ C∞0 (Ω;R3). Tomando {ψk} ⊂ C∞0 (Ω;R3) com ψk → z em H1(Ω)3,
tem-se
(ca + cd)(∇z,∇ψk) + (c0 − ca + cd)(div z, divψk) + (u · ∇z,ψk) = 0,
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para todo k ∈ N e no limite quando k →∞ obtemos
(ca + cd)‖∇z‖22 + (c0 − ca + cd)‖ div z‖22 + (u · ∇z, z) = 0. (4.9)
A seguir, vejamos que












|z|2u · n =
∫
Σi(R)
|z|2[u − ui,0] · n + |z|2ui,0 · n, i = 1, 2,

















|z|2 → 0, R →∞, i = 1, 2,
o que juntamente com (4.9) e z = 0 em ∂Ω implica z ≡ 0, razão pela qual
podemos desprezar a equação (4.1)3.
Passemos agora à discussão de como estimar a diferença entre as soluções dos
problemas (PLνr) e (PL0) em termos do parâmetro νr. Supomos que (v,w) seja
uma solução fraca do (PLνr) cumprindo as hipóteses do Teorema 2.3.2, isto é,
que ela seja a única solução fraca com fluxo Φ. Do mesmo modo, supomos que u
satisfaça ∑
i=1,2




onde c2 é a constante associada à continuidade da forma trilinear (ϕ · ∇ψ,ξ),
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cf. [6, Theorem IX-2.1, p. 256].
Nosso objetivo é, pois, provar o seguinte teorema.
Teorema 4.1.1. Seja (v,w) a única solução fraca do problema (PLνr) satisfa-
zendo (2.16) e (u, 0) a única solução fraca do problema (PL0) satisfazendo (4.10).
Então, existem constantes c3, c4 tais que dado η ≥ 1 tem-se
∫
Ωη−1
















−(ν + νr)∆U− νr∆u + (v · ∇)U + (U · ∇)u +∇P = 2νr rotw
div U = 0
−(ca + cd)∆w − (c0 − ca + cd)∇ div w + (v · ∇)w + 4νrw = 2νr rotv
(4.11)
com
U,w = 0, em ∂Ω,
∫
Σ
U · n = 0
U → (ṽi − ui,0), |x| → ∞, em Ωi, i = 1, 2.
Integremos por partes o produto escalar de (4.11)1 por U em Ωs = {x ∈ Ω |
|x3| < s}, s ≥ 0, para obter





(ν + νr)U · ∇U · n− νrU · ∇u · n
− 1
2




Aplicando as desigualdades de Hölder e de Young obtemos















(ν + νr)U · ∇U · n− νrU · ∇u · n
− 1
2




A seguir, observando que



















U · ∇ṽi ·U
∣∣∣∣∣,
e usando (2.16) estimamos
























(ν + νr)U · ∇U · n− νrU · ∇u · n
− 1
2





Procedendo analogamente com a equação (4.11)3 obtemos





(ca + cd)w · ∇w · n
+ (c0 − ca + cd)(div w)w · n− 1
2
|w|2v · n].
Aplicando a desigualdade de Young e desprezando termos não negativos rees-
crevemos a desigualdade acima como








(ca + cd)w · ∇w · n

















(ν + νr)U · ∇U · n + (ca + cd)w · ∇w · n
+ (c0 − ca + cd)(div w)w · n + PU · n
− 1
2














|∇U|2 + |∇w|2, s ≥ 0, z(η) =
∫ η
η−1
y(s) ds, η ≥ 1.
Integrando (4.15) em relação a s entre η − 1 e η obtemos






(ν + νr)U · ∇U · n + (ca + cd)w · ∇w · n
+ (c0 − ca + cd)(div w)w · n− 1
2






U · ∇u · n + 2(w ×U) · n, η ≥ 1,
onde ϕ̃(η ; νr) = νr(c1 + c2η).
A partir deste ponto o tratamento dado às integrais em (4.16) difere daquele
aplicado nos caṕıtulos precedentes apenas porque aqui além de estimarmos cada
uma delas por alguma potência de z′(η), desta vez também separamos a constante




U · ∇U · n
∣∣∣∣∣ ≤ (ν + νr)K|U|
2
1,2,ω1η∪ω2η









w · ∇w · n
∣∣∣∣∣ ≤ (ca + cd)K|w|
2
1,2,ω1η∪ω2η ≤ (ca + cd)Kz′(η) (4.18)
∣∣∣∣∣(c0 − ca + cd)
∫
ω1η∪ω2η
(div w)w · n
∣∣∣∣∣ ≤ (c0 − ca + cd)K|w|
2
1,2,ω1η∪ω2η



































onde na última desigualdade utilizamos novamente a hipótese do Teorema 2.3.2











































div ζ = U · n em ω1η ∪ ω2η
ζ ∈ H10 (ω1η ∪ ω2η)3
‖ζ‖1,2,ω1η∪ω2η ≤ c‖U · n‖2,ω1η∪ω2η ≤ cK|U|1,2,ω1η∪ω2η
(4.22)
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o qual admite solução pois é satisfeita a condição de compatibilidade
∫
ω1η∪ω2η






































(ν + νr)∇U · ∇ζ + νr∇u · ∇ζ − v · ∇U · ζ
−U · ∇u · ζ + 2νr rotw · ζ
]∣∣∣∣∣.
Como anteriormente, utilizando (4.22)3 estimamos a maior parte dos termos
acima, com exceção de |(v · ∇U, ζ )| e |(U · ∇u,ζ )| que estimamos como segue









ṽ · ∇U · ζ
∣∣∣∣∣
≤ |U|1,2‖v − ṽ‖4‖ζ‖4 + |U|1,2‖ṽ‖4‖ζ‖4
































À luz das desigualdades (4.17)-(4.21) e (4.23) reescrevemos (4.16) como
γz(η) ≤ d1z′(η) + d2z′(η)3/2 + νr
(4ν2r
3
+ νr + c1 + c2η
)
≡ Ψ(z′(η)) + (1− δ1)ϕ(η ; νr),
para todo η ≥ 1 e algum 0 < δ1 < 1.
Verificaremos agora para as funções z, Ψ, ϕ as hipóteses do item 2 do Teo-
rema 1.2.4. Deste ponto em diante, não mais será explicitada a dependência de
ϕ em relação a νr. Devemos verificar as seguintes condições
ϕ(η) ≥ 1
δ1
Ψ(ϕ′(η)), para todo η ≥ 1, (4.24)
z(η) cresce menos que qualquer solução positiva de z̃(η) = δ−11 Ψ(z̃
′(η)). (4.25)
Vejamos inicialmente que a condição (4.24) pode ser atingida mediante uma






ν2r + νr + c1 + c2η
}














Para estabelecer a validade da condição (4.24) vemos que basta mostrarmos a
existência de uma escolha das constantes c1, c2 para a qual ϕ(1) ≥ Ψ(ϕ′(η)), η ≥






















































Fixando 0 < δ1 < 1 e c2 > 0, para que o lado direito da expressão acima seja
positivo, a escolha da constante c1 fica determinada e a condição (4.24) será
satisfeita para essas constantes.
Quanto à hipótese (4.25) sabemos, de acordo com o item 3 do Teorema 1.2.4,
que uma solução positiva de z̃(η) = δ−11 Ψ(z̃




η−3 z̃(η) > 0. (4.26)



































≤ C + C ′η, η ≥ 1. (4.27)
Segue de (4.27) que
η−3 z(η) ≤ η−3 y(η) ≤ η−3 (C + C ′η) → 0, quando η →∞,
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e de (4.26) vemos que z(η) cumpre a condição (4.25).
Conclúımos então, por aplicação do item 2 do Teorema 1.2.4, que
z(η) ≤ ϕ(η ; νr), para todo η ≥ 1, νr ≥ 0
donde segue
y(η − 1) ≤ νr(c3 + c4η), para todo η ≥ 1,
o que, em particular, implica que para cada η ≥ 1
∫
Ωη−1
|∇v −∇u|2 ≤ νr(c3 + c4η)
∫
Ωη−1
|∇w|2 ≤ νr(c3 + c4η),
concluindo a demonstração.
4.2 Das soluções do
problema de Ladyzhenskaya-Solonnikov
Nesta seção estabeleceremos para o problema de Ladyzhenskaya-Solonnikov um
análogo ao Teorema 4.1.1. Mostraremos que o campo velocidade da solução
micropolar tende ao campo velocidade da solução do problema de Ladyzhenskaya-
Solonnikov original, quando νr → 0.
Não há mudança significativa no argumento da demonstração. Supomos que
as soluções são únicas em suas respectivas formulações e procedemos estimativas
em subdomı́nios Ωs, s ≥ 0.
Para fixar as idéias indiquemos, como na seção precedente, por (PLSνr) a
formulação micropolar do problema de Ladyzhenskaya-Solonnikov, isto é, o pro-
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−ν∆u + u · ∇u +∇q = 0
divu = 0, em Ω
−(ca + cd)∆z− (c0 − ca + cd)∇ div z + u · ∇z = 0
(4.28)
juntamente com as condições
u, z = 0, em ∂Ω,
∫
Σi






|∇u|2 + |∇z|2 < ∞. (4.30)
Observação 4.2.1. Dada u ∈ H1loc(Ω)3, satisfazendo (4.28)1,2 e as condições (4.29)
acima, a equação (4.28)3 com a condição z = 0, em ∂Ω e (4.30) tem como única
solução fraca z ≡ 0. Com efeito, integremos por partes o produto de (4.28)3 num
subdomı́nio Ωs, s ≥ 0
(ca + cd)‖∇z‖22 + (c0 − ca + cd)‖ div z‖22 = −
∫
∂Ωs








|∇z|2, integrando em relação a s, η−1 ≤ s ≤ η e indicando
z(η) =
∫ η
η−1 y(s) ds, η ≥ 1 como de hábito, obtemos
z(η) ≤ Cz′(η), para todo η ≥ 1.




exp{−Cη} z(η) > 0.
Por outro lado, segue de (4.30) que y(η) ≤ C ′η, para algum C ′ > 0. Uma vez
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que y(η − 1) ≤ z(η) ≤ y(η) concluiŕıamos que
exp{−Cη}z(η) ≤ exp{−Cη}y(η) ≤ exp{−Cη}C ′η → 0,
quando η → ∞, absurdo. Logo, z ≡ 0, também z ≡ 0 e podemos descartar a
equação (4.28)3.
A seguir, suponhamos que as hipóteses do Teorema 3.2.2 sejam satisfeitas
para a solução (v,w) do (PLSνr). Ao mesmo tempo, suponhamos que a solução
u do problema de Ladyzhenskaya-Solonnikov seja também a única com fluxo Φ,
(cf. [7, Theorem 2.5, p. 742]). Mostraremos o seguinte resultado.
Teorema 4.2.1. Sejam (v,w) a solução fraca de (PLSνr) e (u, 0) a solução fraca
de (PLS0), ambas com fluxo Φ. Então, existem constantes c5, c6 tais que
∫
Ωη−1











para todo η ≥ 1.
Demonstração. O argumento segue as linhas da demonstração do Teorema 4.1.1.
Contudo, desceremos aos detalhes para facilitar comparação entre os casos.




−(ν + νr)∆U− νr∆u + (v · ∇)U + (U · ∇)u +∇P = 2νr rotw
div U = 0





U,w = 0, em ∂Ω,
∫
Σ






|∇U|2 + |∇w|2 < ∞.
(4.32)
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Integremos por partes o produto escalar de (4.31)1 por U em Ωs = {x ∈ Ω |
|x3| < s}, s ≥ 0, para obter





(ν + νr)U · ∇U · n− νrU · ∇u · n
− 1
2
|U|2v · n− PU · n− (U · u)(U · n) + 2νr(w ×U) · n
]
.
Aplicando as desigualdades de Hölder e de Young obtemos















(ν + νr)U · ∇U · n− νrU · ∇u · n− PU · n
− 1
2




A seguir, observando que u cumpre uma propriedade como a4), estimamos
|(U · ∇U,u)| ≤ δ|∇U|21,2,Ωs .
Disto e de (4.33) conclúımos que










(ν + νr)U · ∇U · n− νrU · ∇u · n− PU · n
− 1
2





Procedendo analogamente com a equação (4.31)3 obtemos








(ca + cd)w · ∇w · n




Somando membro a membro as desigualdades (4.34) e (4.35) chegamos a









(ν + νr)U · ∇U · n
+ (ca + cd)w · ∇w · n
+ (c0 − ca + cd)(div w)w · n + PU · n
− 1
2









Façamos γ̃ = min{ca+cd, ν−δ} e definamos y(s) =
∫
Ωs
|∇U|2+ |∇w|2, s ≥ 0,
z(η) =
∫ η
η−1 y(s) ds, η ≥ 1.
Integrando (4.36) em relação a s entre η − 1 e η obtemos






(ν + νr)U · ∇U · n + (ca + cd)w · ∇w · n
+ (c0 − ca + cd)(div w)w · n− 1
2
{|U|2 + |w|2}v · n− (U · u)(U · n)





U · ∇u · n + 2(w ×U) · n, η ≥ 1, (4.37)
onde ϕ̃(η ; νr) = νr(c1 + c2η).
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(ν + νr)U · ∇U · n + (ca + cd)w · ∇w · n + 2νr(w ×U) · n





′(η) + Cz′(η)3/2. (4.38)






























′(η) ≤ Cz′(η). (4.39)





















≤ δK|U|21,2,ω1η∪ω2η ≤ Cz′(η). (4.40)






div ζ = U · n em ω1η ∪ ω2η
ζ ∈ H10 (ω1η ∪ ω2η)3
‖ζ‖1,2,ω1η∪ω2η ≤ c‖U · n‖2,ω1η∪ω2η ≤ cK|U|1,2,ω1η∪ω2η
(4.41)
o qual admite solução pois a condição de compatibilidade
∫












(ν + νr)∇U · ∇ζ + νr∇u · ∇ζ − v · ∇U · ζ
−U · ∇u · ζ + 2νr rotw · ζ
]∣∣∣∣∣.
A partir da relação anterior procedemos estimativas, termo a termo, e tudo se
passa como em (4.38)-(4.40); com exceção dos termos |(v ·∇U, ζ )| e |(U ·∇u,ζ )|,
que tratamos tendo em vista (4.41)3 e que v e u satisfazem uma propriedade
como a4)
|(v · ∇U, ζ )| ≤ δ|U|1,2|ζ |1,2 ≤ Cz′(η)












+ Cz′(η) + Cz′(η)3/2. (4.42)
Tendo em conta as desigualdades (4.38) e (4.42) reescrevemos (4.37) como
γz(η) ≤ d1z′(η) + d2z′(η)3/2 + νr
(4ν2r
3
+ νr + c1 + c2η
)
≡ Ψ(z′(η)) + (1− δ1)ϕ(η ; νr), 0 < δ1 < 1, η ≥ 1.
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As funções z, Ψ, ϕ cumprem
ϕ(η) ≥ 1
δ1
Ψ(ϕ′(η)), η ≥ 1, (4.43)
z(η) cresce menos que qualquer solução positiva de z̃(η) = δ−11 Ψ(z̃
′(η)), (4.44)
para uma escolha conveniente das constantes ci, i = 1, 2 e do parâmetro δ1,
como na demonstração do Teorema 4.1.1. Quanto à condição sobre a ordem de
crescimento, esta segue de (4.32)3.
Valendo (4.43) e (4.44), por aplicação do Teorema 1.2.4, conclúımos que
z(η) ≤ ϕ(η ; νr), para todo η ≥ 1, νr ≥ 0
donde segue
y(η − 1) ≤ νr(c3 + c4η), para todo η ≥ 1,
o que, em particular, implica que
∫
Ωη−1
|∇v −∇u|2 ≤ νr(c3 + c4η)
∫
Ωη−1
|∇w|2 ≤ νr(c3 + c4η),




Neste trabalho formulamos dois problemas de valores de fronteira, em domı́nios
com fronteira não compacta, para as equações estacionárias dos fluidos micropo-
lares devidas a A. C. Erigen.
Aos problemas abordados foi dada uma formulação adequada, nos aspectos
seguintes. A formulação original do problema de Leray exige uma solução das
equações de Navier-Stokes, num domı́nio com canais ciĺındricos, que se aproxime
de dadas soluções de Poiseuille nos canais.
Para o problema de Leray micropolar, substitúımos as equações de Navier-
Stokes pelas equações estacionárias dos fluidos micropolares e as soluções de Poi-
seuille por suas correspondentes micropolares. Ou seja, mostramos a existência
de uma solução especial das equações (2), definida num canal reto, análoga à
solução de Poiseuille das equações de Navier-Stokes.
Quanto ao problema de Ladyzhenskaya-Solonnikov, em sua formulação origi-
nal, a condição de que o campo velocidade, v, cumpra
∫
Σ
v · n = Φ, com Φ ∈ R
dado, juntamente com uma condição de fronteira são requisitos que bastam para
se abordar o problema. A condição sobre a integral de Dirichlet da velocidade foi
o que tornou a solução única no caso de um fluxo suficientemente pequeno.
Ainda neste problema de Ladyzhenskaya-Solonnikov surge, em sua formulação
micropolar, a questão de estipular para o campo de microrotação alguma condição
no infinito, além da condição de fronteira. Em nosso estudo vimos que a condição
sobre as integrais de Dirichlet dos campos velocidade, v, e de microrotação, w,





v · n = Φ é suficientemente pequeno.
Em ambos os problemas abordados, estendemos com êxito para os fluidos
micropolares estacionários resultados estabelecidos para as equações de Navier-
Stokes.
Além dos aspectos acima, fornecemos resultados de comparação entre as
soluções na formulação micropolar e na formulação original, em termos do co-
eficiente de viscosidade νr, o qual é nulo para fluidos satisfazendo as equações de
Navier-Stokes. Com estes resultados, mostramos que as soluções das formulações
micropolares dos problemas de Leray e de Ladyzhenskaya-Solonnikov, se apro-
ximam das correspondentes soluções das formulações originais, no sentido dos
Teoremas 4.1.1 e 4.2.1.
A análise das questões propostas nesta tese nos instiga a abordar outras
questões correlatas, como por exemplo a estabilidade das soluções aqui obtidas e
o problema de Leray para as equações de Navier-Stokes em algum caso particular.
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[1] A. C. Eringen. Theory of micropolar fluids. J. Math. Mech., 16:1–18, 1966.
[2] G. ÃLukaszewicz. Micropolar fluids. Theory and applications. Modeling and
Simulation in Science, Engineering, & Technology. Birkhäuser, Boston, MA,
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