Echelle spectrophotometry of the 30 Doradus nebula in the LMC is presented. The data consists of VLT UVES observations in the 3100 to 10350Å range. 
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Introduction
The determination of the chemical composition of H II regions has been paramount for the study of the chemical evolution of galaxies and for the determination of the primordial helium abundance, Y p . In recent times the determination of atomic data of higher accuracy and the detection of fainter emission lines with the use of echelle spectrophotometry have permitted to derive more accurate physical conditions for Galactic H II regions (e.g., Esteban et al. 1998 Esteban et al. , 1999a . For these reasons it was decided to carry out echelle spectrophotometry of 30 Doradus.
Due to its proximity, its high angular dimensions, and its high surface brightness 30 Doradus, NGC 2070, is the most spectacular extragalactic H II region and thus it has been the subject of many spectrophotometric studies (e.g., Peimbert, & Torres-Peimbert 1974; Aller et al. 1974; Dufour 1975; Pagel et al. 1978; Boeshaar et al. 1980; Dufour, Shields, & Talbot 1982; Shaver et al. 1983; Mathis, Chu, & Peterson 1985; Rosa & Mathis 1987; Vermeij & van der Hulst 2002; Tsamis et al. 2002) .
The main aim of this paper is to make a new determination of the chemical abundances of 30 Doradus including the following improvements over previous determinations: the consideration of the temperature structure that affects the helium and heavy elements abundance determinations, the derivation of the O and C abundances from recombination line intensities of very high accuracy, the consideration of the collisional excitation of the triplet He I lines from the 2 3 S level by determining the electron density from many line intensity ratios, and the study the 2 3 S level optical depth effects on the intensity of the triplet lines by observing a large number of singlet and triplet lines of He I.
In sections 2 and 3 the observations and the reduction procedure are described. In section 4 temperatures and densities are derived from eight and six different methods respectively; also in this section, four independent values of the mean square temperature fluctuation, t 2 , are determined by combining the electron temperatures. In section 5 ionic abundances are determined based on recombination lines that are almost independent of the temperature structure, and ionic abundances based on ratios of collisionally excited lines to recombination lines that do depend on the temperature structure of the nebula. In section 6 the total abundances are determined and compared with those of NGC 346 (the most luminous H II region in the SMC), the Orion nebula, M17, and the Sun. In section 7 ∆Y /∆O and ∆Y /∆Z are determined; these ratios are important restrictions for the study of the chemical evolution of galaxies and for the determination of the primordial helium abundance, Y p . Also in section 7 Y p is determined based on the abundances of 30 Dor and a value of ∆Y /∆O derived from the observations of other objects and from chemical evolution models of irregular galaxies.
Observations
The observations were obtained with the Ultraviolet Visual Echelle Spectrograph, UVES (D'Odorico et al. 2000) , at the VLT Kueyen Telescope in Chile. We observed simultaneously with the red and blue arms in two settings, covering the region from 3100Å to 10360Å (see Table 1 ). The wavelength regions 5783-5830 AÅ and 8540-8650ÅÅ were not observed due to the separation between the two CCDs used in the red arm. There were also two small gaps that were not observed, 10084-10088ÅÅ and 10252-10259ÅÅ, because the two redmost orders did not fit within the CCD. In addition to the long exposure spectra we took 60 second exposures for the four observed wavelength ranges to check for possible saturation effects.
The slit was oriented east-west and the atmospheric dispersion corrector (ADC) was used to keep the same observed region within the slit regardless of the air mass value. The slit width was set to 3.0" and the slit length was set to 10" in the blue arm and to 12" in the red arm; the slit width was chosen to maximize the S/N ratio of the emission lines and to maintain the required resolution to separate most of the weak lines needed for this project. The FWHM resolution for the 30 Dor lines at a given wavelength is given by ∆λ ∼ λ/8800. The reductions were made for an area of 3" × 10" located 64" N and 60" E of HD 38268, these coordinates are similar to those of 30 Dor II, position observed by Peimbert, & Torres-Peimbert (1974) , but the area observed by us is considerably smaller. The slit was placed in a region of high emission measure that does not include luminous stars.
The spectra were reduced using the IRAF 2 echelle reduction package, following the standard procedure of bias subtraction, aperture extraction, flatfielding, wavelength calibration and flux calibration. For flux calibration the standard star EG 247 was observed.
Line Intensities and Reddening Correction
Line intensities were measured integrating all the flux in the line between two given limits and over a local continuum estimated by eye. In the few cases of line-blending, the line flux of each individual line was derived from a multiple Voigt profile fit procedure. All these measurements were carried out with the splot task of the IRAF package.
An initial reddening coefficient, C(Hβ), was determined by fitting the observed I(Hβ)/I(H Balmer lines) ratios (with the exception of Balmer α) to the theoretical one computed by Storey & Hummer (1995) for T e = 9,000 K and N e = 300 cm −3 , (see below) and assuming the extinction law of Seaton (1979) . With this initial fit the the observed I(Hα)/ I(Hβ) and the I(Paschen lines)/ I(Hβ) ratios become larger than predicted. A similar situation prevails in the Orion Nebula (e.g., Costero & Peimbert 1970; Cardelli & Clayton 1988; Greve, Castles, & McKeith 1994) .
A simultaneous fit to all the H lines was obtained by adopting the following reddening law: it was assumed that the dust distribution is well represented by Seaton's reddening law, but that part of the dust is in front of the nebula and part is well mixed with the gas. A good fit for all the Paschen and Balmer lines is obtained by adopting a C(Hβ) in front of the nebula of 0.31 dex and a C(Hβ) from the front to the back of the H II region of 1.70 dex. The effective C(Hβ) amounts to 0.92 dex and the effective R value to 4.2 (where R = A V /E(B − V ) ), while Seaton's law provides an R value of 3.2 for material in front of the source.
There are other assumptions that can produce the same or a similar extinction law. For example if all the extinction occurs in front of the nebula but is not uniform across the observing slit it is also possible to obtain effective R values higher than 3.2 without changing the grain properties. Also it is possible to have all the extinction between us and the H II region caused by grains with a different size distribution to that implied by Seaton's law. Consequently the adopted extinction law is empirical and it is not the purpose of this paper to estimate the relative proportion of the different causes that produce an R value higher than 3.2.
Since we avoided the brightest stars, the stellar continuum is very weak and the equivalent width of Hβ in emission amounts to 734Å, consequently the correction due to underlying absorption of the H and He lines is negligible and was not taken into account. Table 2 presents the emission line intensities of 30 Dor. The first and second columns include the observed wavelength in the framework of the solar standard of rest, λ, and the adopted laboratory wavelength, λ 0 . The third and fourth columns include the ion and the multiplet number, or the Balmer, B, or Paschen, P, transitions for each line. The fifth and sixth columns include the observed flux relative to Hβ, F (λ), and the flux corrected for reddening relative to to Hβ, I(λ). The seventh column includes the fractional error (1σ) in the line intensities. Two of the lines presented in Table 2 
Physical Conditions

Temperatures and Densities
The temperatures and densities presented in Table 3 were derived from the line intensities presented in Table 2 . Most of the determinations were carried out based on the IRAF subroutines. The contribution to the intensities of the λλ 7319, 7320, 7331, and 7332 [O II] lines due to recombination was taken into account based on the following equation:
(see Liu et al. 2000) . The [Cl III] temperature was obtained from the I(8500)/I(5518 + 5538) ratio and the computations by Keenan et al. (2000) . The Balmer continuum temperature was determined from the following equation:
(see Liu et al. 2001) where Bac/H11 is inÅ −1 , y + = He + /H + , and y ++ = He ++ /H + . Figure 1 presents the region near the Balmer limit, where the Balmer continuum can be easily appreciated.
The [Fe III] density was derived from the I(4986)/I(4658) ratio and the computations by Keenan et al. (2001) . In Table 4 I compare the observed I(λ nm )/I(4658) ratios for a set of [Fe III] lines with the predicted ratios by Keenan et al. (2001) for N e = 316 cm −3 and T e = 10,000 K. I did not list in this Table 4 it can be seen that the observed and predicted line ratios are in excellent agreement since the differences between them are of the order of their estimated errors.
Temperature variations
To derive the ionic abundance ratios the average temperature, T 0 , and the mean square temperature fluctuation, t 2 , were used. These quantities are given by
and
respectively, where N e and N i are the electron and the ion densities of the observed emission line and V is the observed volume (Peimbert 1967 
To determine T 0 , T 0,H , T 0,L , and t 2 we need at least three independent T e determinations that weigh differently the high and low temperature zones and the fraction of the emissivity originating in the high and low ionization zones, that for these observations corresponds to 85% and 15% respectively (see below). For example, it is possible to combine the temperature derived from the ratio of the [O III] λλ 4363, 5007 lines, T (4363/5007) , the temperature derived from the ratio of the [N II] λλ 5755, 6584 lines, T (5755/6584) , and the temperature derived from the ratio of the Balmer continuum to I(Hβ), T (Bac/Hβ) , that are given by
and of the H(β) emissivity comes from the regions of high degree of ionization and 15% from the regions of low degree of ionization. By combining the forbidden line temperatures, T (FL) with the T (Bac/Hβ) temperature I obtain the t 2 value presented in Table 5 .
Under the assumption that T is constant along the line of sight it is possible to derive the abundances of a given ion from a collisionally excited line of an element p times ionized or from a recombination line of the same element p − 1 times ionized. In many objects the abundances derived from the recombination lines are higher than those derived from the collisionally excited lines, possibly indicating the presence of temperature variations along the line of sight.
Taking into account that the abundances derived from the recombination lines and the collisionally excited lines are the same it is possible to derive from the ratio of a collisionally excited line to a recombination line a function of T 0,H and t 2 H , or T 0,L and t 2 L . By combining this relation for lines that originate mainly in regions of high degree of ionization with a temperature determined from the ratio of two collisionally excited lines, like T (4363/5007) , it is also possible to derive T 0,H and t 2 H . ++ , the C II line λ 4267 of multiplet 6 together with the λλ 1906 and 1909 collisionally excited lines of C III. These relations were combined with the temperatures derived from the ratios of forbidden lines for the low degree of ionization zones in the first case, and with the temperatures derived from the ratios of forbidden lines for the high degree of ionization zones in the second and third cases.
Ionic Chemical Abundances
Helium ionic abundances
To obtain He
+ /H + values we need a set of effective recombination coefficients for the He and H lines, the contribution due to collisional excitation to the helium line intensities, and an estimate of the optical depth effects for the helium lines. The recombination coefficients used were those by Storey & Hummer (1995) for H, and those by Smits (1996) and Benjamin, Skillman, & Smits (1999) for He. The collisional contribution was estimated from Sawey & Berrington (1993) and Kingdon & Ferland (1995) . The optical depth effects in the triplet lines were estimated from the computations by Benjamin, Skillman, & Smits (2002) . Two acceptable solutions for τ 3889 have been obtained. By excluding λλ 3188 and 3889, τ 3889 = 4.4 is found; alternatively, by excluding λλ 4713 and 7065, τ 3889 = 10.5 is found. This result indicates that the computations for spherical geometry by Benjamin et al. (2002) do not apply to the observed region of 30 Dor. This region is part of a bright shell probably longer along the line of sight than in the plane of the sky, obviously a non spherical object.
A fraction of the np − 2s photons is converted into λλ 4713, 7065, 4471, and 5876 photons; due to geometrical effects a smaller fraction than that expected, under the sphericaly simetric case, is sent in our direction. I consider that it is a good approximation to assume that the increase in the λλ 4713, 7065, 4471, and 5876 line intensities corresponds to that predicted by the same τ 3889 value and that the decrease in the λλ 3188 and 3889 lines corresponds to another τ 3889 value. Consequently by averaging the values of the 9 helium lines for τ 3889 = 4.4 (excluding λλ 3188 and 3889) a value of He + /H + = 0.08470 ±0.00068 is obtained.
The five singlet lines, which are not affected by the τ 3889 effect, yield He + /H + = 0.08448 ±0.00099 in excellent agreement with the value derived from the nine helium lines and the discussion presented above.
From the observed spectra it is found that the I(4686)/I(Hβ) value is smaller than 3.5 × 10 −5 , which together with the recombination coefficients by Brocklehurst (1971) imply that N (He ++ )/N (H + ) is smaller than 2.9 × 10 −6 .
C and O ionic abundances from recombination lines
The C ++ abundance was derived from the λ4267Å line of C II and the effective recombination coefficients computed by Davey, Storey, & Kisielius (2000) for Case A and T = 10,000 K.
The O + abundance was derived from the λλ 7771.96, and 7775.40 lines of O I and the effective recombination coefficient for the multiplet computed by Péquignot, Petitjean, & Boisson (1991) . The third line of the multiplet, λ 7774.18, was partially blended with a telluric line in emission, consequently it was not possible to measure its intensity, it was assumed that the three lines of the multiplet are in LS coupling and consequently that I(7774.18) = I(7771.96 + 7775.40)/2.
The O
++ abundance was derived from the eight lines of multiplet 1 of O II (see Figure 2 ) together with the effective recombination coefficient for the multiplet computed by Storey (1994) under the assumption of Case B for T e = 10, 000 K and N e = 300 cm −3 . The result is almost independent of the case assumed, the difference in the O ++ /H + value between Case A and Case B is smaller than 4%. It was found that the O II lines of multiplet 1 are in Case B based on the observed intensities of multiplets 19, 2, and 28 of O II that are strongly case sensitive; Peimbert, Storey, & Torres-Peimbert (1993) also found that the O II lines in the Orion nebula are in Case B. The line intensity ratios within multiplet 1 do not follow the LS coupling predictions. Figure 2 provides an excelent visual reference to estimate the quality of the data, it includes 2 lines four orders of magnitude fainter than Hβ and also shows that lines separated by 2Å are completely resolved.
Ionic abundances from collisionally excited lines
With the exception of C ++ /H + and Fe ++ /H + all the other values presented in Table 8 for t 2 = 0.00 were derived with the IRAF task abund, using only the low-and medium-ionization zones. The low and medium ionization zones of IRAF correspond to the low and high ionization zones of this paper.
The C
++ /H + value for t 2 = 0.00 was derived from the collisionally excited lines of C III λλ 1906 and 1909 by Dufour, et al. (1982) and Garnett et al. (1995) . I consider this procedure valid because the O degree of ionization derived here is in excellent agreement with theirs (O ++ /O equal to 85% and 83% respectively).
The Fe ++ /H + value for t 2 = 0.00 was derived from the atomic data by Nahar & Pradhan (1996) and Zhang (1996) . I did not determine the Fe + /H + abundances because the observed [Fe II] lines are produced by collisions and by non negligible radiative processes difficult to estimate (Rodríguez 1999 ).
To derive the abundances for t 2 H = t 2 L ≈ t 2 = 0.033 I used the abundances for t 2 = 0.00 and the formulation for t 2 > 0.00 presented by Peimbert & Costero (1969) . To derive abundances for other t 2 values it is possible to interpolate or to extrapolate the values presented in Table 8 . 
Total Abundances
To derive the total gaseous abundances the set of equations presented below was used, where the ionization correction factors, ICF 's, correct for the unseen ionization stages.
The total He/H value is given by:
The He ++ /H + ratio is completely negligible (see previous section).
In objects of low degree of ionization the presence of neutral helium inside the H II region is important and ICF (He) becomes larger than 1. To study this problem Vílchez & Pagel (1988 , see also Pagel et al. 1992 ) defined a radiation softness parameter given by
for large values of ζ the amount of neutral helium is significant, while for low values of ζ it is negligible, where the critical value is around 8. From the previous equation and the values in Table 8 it is found that ζ = 2.82 which indicates that the amount of He 0 inside the H + region is negligible.
On the other hand, for ionization bounded objects of very high degree of ionization the amount of H 0 inside the He + Strömgren sphere becomes significant and the ICF (He) can become smaller than 1. This possibility was firstly mentioned by Shields (1974) and studied extensively by Armour et al. (1999) , Viegas, Gruenwald, & Steigman (2000) , Ballantyne, Ferland, & Martin (2000) and Sauer & Jedamzik (2002) .
According to Ballantyne et al. (2000) for [O III]λ5007/[O I]λ6300 ≥ 300, the ICF (He) becomes very close to unity; from Table 2 it is found that I(5007)/I(6300) = 548. Consequently I conclude that the amount of H 0 inside the observed H II region is negligible and in what follows I will adopt an ICF (He) = 1.000.
The gaseous abundances for O, N, and Ne were obtained from the following equations (Peimbert & Costero 1969 )
To obtain the total O/H gaseous abundance the O + /H + and O ++ /H + values presented in Tables 7  and 8 were weighed according to their observational errors. To obtain the total O abundances a correction of 0.08 dex was adopted to take into account the fraction of O tied up in dust grains, this fraction was estimated from the Mg/O, Si/O, and Fe/O values derived for the Orion nebula (Esteban et al. 1998) .
To obtain the C gaseous abundance the following equation was adopted
where the C ++ /H + gaseous abundance was obtained by weighing the C ++ /H + values presented in Tables 7  and 8 according to their observational errors, the ICF (C) value was obtained from Garnett et al. (1995) . Following Esteban et al. (1998) 0.10 dex were added to the total C/H gaseous value to take into account the fraction of C atoms embedded in dust grains.
The gaseous abundances of S, Cl, Ar and Fe were obtained from the following equations:
The ICF (S) value was estimated from the models by Garnett (1989) . The ICF (Fe) value was estimated from the models of NGC 346 by Relaño, Peimbert, & Beckman (2002) and amounts to 8 ± 2. The ICF (Ar) includes the Ar + /H + contribution and according to Liu et al. (2000) can be approximated by
7. Discussion and Conclusions 7.1. The H II regions and the solar abundances (Relaño et al. 2002) . The H II region abundances have been obtained adopting values of t 2 larger than 0.00. Further arguments in favor of t 2 > 0.00 have been presented elsewhere (Peimbert 2002; Peimbert & Peimbert 2002a,b) .
In addition Table 10 presents also the solar photospheric values for C, N, O, Ne, and Ar, and the solar abundances derived from meteoritic data for S, Cl, and Fe. For the solar initial helium abundance the Y 0 by Christensen-Dalsgaard (1998) was adopted, and not the photospheric one because, apparently, it has been affected by settling.
The H II region values for Ne/O, S/O, and Ar/O are in excellent agreement with the solar values which implies that the production of these elements is primary and due to massive stars, and that the assumptions involved in the two types of abundance determinations are sound.
The H II regions S/O and Cl/O abundances are in better agreement with the solar meteoritic abundances than with the photospheric ones, the solar photospheric values are S/O = -1.38 ±0.11 dex, and Cl/H = -3.21 ±0.3 dex.
The 30 Doradus C/O value is intermediate between that of NGC 346 and those of Orion, M17 and the Sun. The differences are significant and imply that even if C is of primary origin part of it is due to intermediate mass stars and part is due to massive stars, and that the C yield increases with the O/H ratio (Garnett et al. 1995 (Garnett et al. , 1999 Carigi 2002 ). The accuracies of the He/H abundances of 30 Doradus, NGC 346, and M17 are higher than that of the Orion nebula because the first three objects have ICF s(He) = 1.00, while the ICF (He) for the Orion nebula is larger than 1.00 and it is not well determined. Similarly the values for 30 Doradus, NGC 346, and M17 are more accurate than the solar one because they are based on direct determinations, while the solar value is obtained from models that depend on the helium abundance in a more complex way.
The ∆Y /∆O and ∆Y /∆Z ratios and chemical evolution
The determination of the ∆Y /∆O and ∆Y /∆Z ratios is crucial for the determination of Y p , and for constraining the models of galactic chemical evolution. The abundance determinations of 30 Doradus are based on emission line intensities of high quality, take into account the temperature structure of the nebula, and include a very accurate He/H value because the degree of ionization of 30 Doradus is relatively high implying an ICF (He) very close to unity.
To determine the hydrogen, helium, heavy elements, and oxygen abundance by mass, X, Y , Z, and O, presented in Table 10 I proceeded as follows: for the Sun I adopted the initial helium abundance by mass (Y 0 ) of Christensen-Dalsgaard (1998), the Z/X value derived from the C/H, N/H, O/H, Ne/H, and Ar/H values presented in Table 10 , and 0.56 × O/X for the ratio of the rest of the heavy elements to hydrogen, value obtained from the meteoritic abundances by Grevesse & Sauval (1998) ; for the H II regions I adopted the He/H value determined by the different observers, the C/H, N/H, O/H, Ne/H, and Ar/H values presented in Table 10 , and 0.56 × O/X for the rest of the heavy elements.
From Table 11 it can be seen that the spread among the ∆Y /∆O and ∆Y /∆Z values derived from the H II regions is smaller for the t 2 > 0.00 results than for the t 2 = 0.00 results, which is consistent with the idea that the t 2 > 0.00 values are better. Moreover the theoretical computations for the chemical evolution of irregular galaxies and for the solar vicinity predict values of ∆Y /∆O in the 2.9 to 4.6 range with a representative value of ∆Y /∆O = 3.5 ±0.9 (see Carigi et al. 1995; Carigi, Colín, & Peimbert 1999; Carigi 2000; Chiappini, Matteucci, & Gratton 1997; , again in better agreement with the results from H II regions under the assumption that t 2 > 0.00.
The primordial helium abundance
To determine the Y p value from 30 Doradus it is necessary to estimate the fraction of helium present in the interstellar medium produced by galactic chemical evolution. For this purpose it was assumed that:
As in section 7.2 a ∆Y /∆O = 3.5 ±0.9 will be adopted, which together with the Y (30 Dor) and Z(30 Dor) values of Table 10 yield Y p = 0.2345 ± 0.0047, where most of the error comes from the adopted ∆Y /∆O value. This Y p value is in excellent agreement with the value derived from NGC 346 . This agreement is due to the similarity between the adopted ∆Y /∆O value and that derived from 30 Doradus and NGC 346.
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b See Péquignot & Baluteau (1988) .
c Contaminated by a telluric line in emission. a Line intensity ratios 100 × I(λ nm )/I(4658), for T e = 10,000 K and N e = 316 cm −3 . c These lines require a lower τ 3889 value to be consistent with the helium abundance, see text.
d Includes the effects of the uncertainty in t 2 = 0.033 ± 0.005.
-30 - b Dufour, et al. (1982) ; Garnett et al. (1995) . a In units of 12 + Log N (X)/N (H). Gaseous content with the exception of O and C where 0.08 dex and 0.10 dex have been added respectively to include the fraction of these elements trapped in dust grains (Esteban et al. 1998) . c Dufour, et al. (1982) ; Peimbert, Peimbert, & Ruiz (2000) ; Relaño et al. (2002) , values for t 2 = 0.022.
d Peimbert (1993) ; Esteban et al. (1998 Esteban et al. ( , 2002 , values for t 2 = 0.024. b Y p (+Hc,t 2 > 0.00) = 0.2384, Peimbert et al. (2002) .
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d Peimbert & Peimbert (2002a) . 
