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3Résumé
Les propriétés hydrodynamiques des sols, représentées par les fonctions de rétention en
eau et de conductivité hydraulique, régissent les écoulements d'eau et de solutés de puis
la surface jusqu'aux nappes souterraines. La caractérisation et la compréhension de cette
dynamique des ﬂuides ont énormément d'importance pour la détermination des ressources
en eau disponibles, la pollution des sols et des eaux souterraines. Le radar de sol est une
méthode d'imagerie géophysique particulièrement adaptée pour détecter les contrastes de
paramètres électromagnétiques tels que ceux engendrés par des gradients de teneur en eau.
La problématique à laquelle répond cette thèse est de savoir si le suivi temporel par radar
de sol de phénomènes de dynamique des ﬂuides en proche surface, tels que des inﬁltrations,
est suﬃsant pour retrouver les paramètres hydrodynamiques du sol considéré, de manière
plus eﬃcace que les procédés d'estimation classiques.
Nous avons développé des algorithmes couplant des modèles hydrodynamique et électro-
magnétique, aﬁn d'obtenir les propriétés hydrodynamiques de sols, en inversant les temps
aller-retour des ondes électromagnétiques correspondant à des réﬂexions sur des contrastes
de permittivité forts comme ceux rencontrés sur des fronts ou bulbes d'inﬁltration.
Nous avons développé le suivi radar de deux techniques d'inﬁltration, en simple anneau
et en forage de faible profondeur. La première permet une modélisation unidimensionnelle
alors que la seconde utilise une modélisation 2D-axisymétrique. Dans chaque cas, nos mé-
thodes originales ont été testées numériquement, puis appliquées à diﬀérentes expériences
de terrain, principalement sur des sols sableux. Les paramètres des fonctions de rétention
en eau et de conductivité hydraulique retrouvés sont en accord avec ceux obtenus classi-
quement par des méthodes telles que des mesures sur échantillons en colonne suspendue
et in situ par inﬁltromètrie à disque. Au-delà de l'aspect quantitatif des processus hydro-
dynamiques, l'interaction de ces derniers avec les champs électromagnétiques conduit à
l'observation de phénomènes atypiques, comme des guides d'ondes créés par des bulbes
d'inﬁltration.
De plus, nous avons montré que le radar de sol est assez précis pour détecter des diﬀérences
dans les proﬁls de teneur en eau selon le cycle drainage-imbibition, causées par l'hystérèse
sur les fonctions de rétention en eau et de conductivité hydraulique. Les paramètres de
ces fonctions ont été obtenus par inversion de données radar lors de suivis de battements
de nappe au sein de réservoirs, de l'ordre du mètre cube, en laboratoire.
Abstract
Soil hydraulic properties, represented by the soil water retention and hydraulic conduc-
tivity functions, dictate water ﬂow in the vadose zone, from surface to aquifers. Unders-
tanding the water ﬂow dynamic has important implications for estimating available water
resources and ﬂood forecasting. It is also crucial in evaluating the dynamics of chemical
pollutants in soil and in assessing the risks of groundwater pollution. Ground Penetrating
Radar is a geophysical method particularly suited to measure contrasts of electromagnetic
parameters such as those created by water content variations in soils. In this manuscript,
we focus on Ground Penetrating Radar temporal monitoring of ﬂuid ﬂows in the near sur-
face, such as inﬁltration in soil. We were initially curious to know if Ground-Penetrating
Radar could be used to estimate soil hydraulic properties, more eﬃciently than classical
soil characterization methods such as disk inﬁltrometer and hanging water column. We
developed coupled hydrodynamic and electromagnetic numerical modeling to invert the
two-way travel times associated with reﬂections corresponding to strong dielectric per-
mittivity contrasts, such as these involved on inﬁltration bulbs or fronts or water tables.
We designed two types of Ground Penetrating Radar inﬁltration monitoring techniques :
one using a single ring inﬁltrometer and the other using shallow boreholes. The ﬁrst
type of inﬁltration experiments relied on uni-dimensional numerical modeling whereas
the second one used a 2D-axi-symmetrical hypothesis. In each of these cases, our original
methods have been numerically tested and applied to sandy soils. Beyond quantitative soil
hydraulic parameter estimations, electromagnetic wave interactions with hydrodynamic
processes lead to peculiar phenomena such as waveguide creation by inﬁltration bulbs.
In addition, we showed that Ground Penetrating Radar monitoring was accurate enough to
detect the hysteresis of the water retention function during successive drainage and wetting
cycles, in a laboratory experiment using a sub-metric tank ﬁlled with Fontainebleau sand.
The parameters characterizing the hysteresis of this function have been quantiﬁed through
two-way travel time inversions of the bottom tank reﬂection during one-step and multi-
step hydraulic head experiments.
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Introduction générale
Ce manuscrit présente l'utilisation d'une méthode d'imagerie géophysique, le radar de
surface (abrégé GPR pour l'appellation anglophone Ground Penetrating Radar), aﬁn
de quantiﬁer les propriétés hydrodynamiques des sols lors de suivis de processus hydro-
dynamiques. Ce travail, intitulé Détermination des propriétés hydrodynamiques des sols
par mesures radar de surface, se situe à l'interface entre sciences du sol, hydrologie de
surface, hydrodynamique en milieux poreux et géophysique. En introduction générale,
chaque mot composant le titre fera l'objet d'un bref paragraphe permettant de situer le
contexte de l'étude et de poser les bases nécessaires aux développements abordés dans les
chapitres suivants.
Sols
Pour déﬁnir correctement tout ce que représente la notion de sol, plusieurs approches
sont possibles et nécessaires. Nous préférons la déﬁnition proposée par Hillel [2003]. Ce
dernier déﬁnit le sol comme un corps naturel, engagé dans des interactions dynamiques
entre l'atmosphère et les autres entités sous-jacentes, telles que les couches géologiques
ou les aquifères. Ainsi, le sol apparaît comme la zone entre l'atmosphère et la roche mère,
une zone de transition, de passage de nombreux ﬂux, qu'ils soient thermiques, gazeux,
hydriques ou chimiques. Nous avons déﬁni le sol comme un corps, mais il serait plus
approprié de le déﬁnir comme un système, ce qui traduit mieux son caractère multi-
composants. Un système qui a, entre autres, les caractéristiques suivantes : hétérogène,
anisotrope, multi-phases, poreux. Le caractère poreux couplé avec celui multi-phasique
implique une complexité des phénomènes physico-chimiques qui apparaissent pour des
distributions de taille de pores couplées à des cohabitations de nombreuses phases. De
façon schématique, les trois phases composantes du sol sont la phase solide, que l'on
nomme la phase matricielle ou encore la matrice, la phase liquide, qui est en fait l'eau du
sol, riche en éléments dissous, puis la phase gazeuse, qui est parfois appelée l'atmosphère
du sol. La proportion relative de chacune de ces trois phases évolue avec le temps et
l'espace.
Le sol tient un rôle majeur dans de nombreux processus physico-chimiques, notamment
à travers son inﬂuence sur les composantes du bilan hydrique : l'inﬁltration, le ruissel-
lement et l'évaporation. Voilà pourquoi le sol est irrémédiablement lié à l'irrigation et
l'agriculture. Nous oublions cependant souvent l'importance du sol et de sa teneur en
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eau d'un point vue hydrologique, hydrogéologique et climatique. Pour ce dernier, le sol
est un acteur prépondérant des ﬂux d'évaporation d'eau vers l'atmosphère, des cycles
bio-géochimiques incluant ceux du carbone et du nitrate, ainsi que de la régulation des
ﬂux d'énergie reçus et renvoyés prenant part au bilan énergétique terrestre. D'un point
de vue hydrogéologique, le sol inﬂuence directement les temps et les eaux de recharge des
aquifères au travers du contrôle de l'inﬁltration, et apparaît comme un système à com-
prendre le mieux possible, aﬁn de remédier aux problèmes de ressources, de pollutions, et
de gestion des eaux, auxquels la société fait et fera face.
Dans ce contexte, la connaissance et la prévision spatio-temporelle de la teneur en eau du
sol et des ﬂux associés sont des conditions sine qua non à une compréhension globale des
phénomènes environnementaux terrestres. Comme le suggère le titre de ce travail, nous
nous intéressons ici à l'hydrodynamique des sols, à savoir, non pas la valeur statique de
la teneur en eau, mais plutôt à son évolution sur des pas de temps courts, de l'ordre de
la seconde, qui est déterminée par les propriétés hydrodynamiques du sol en question.
Propriétés hydrodynamiques des sols
La dynamique des ﬂuides (liquides) au sein d'un sol répond à l'équation de Richards [1931],
qui est la combinaison de l'équation de conservation de la masse avec la loi de Darcy
[1856] généralisée 1 pour les sols insaturés. En trois dimensions, l'équation de Richards
[1931] régulant l'écoulement en milieu poreux s'exprime comme :
∂θ
∂t
= ~∇.(D(θ)~∇θ) + dK
dθ
∂θ
∂z
, (1)
où θ (cm3.cm−3) représente la teneur en eau volumique du milieu, K (cm.min−1) la
conductivité hydraulique, fonction de la teneur en eau, le coeﬃcient D(θ) = K(θ)dh
dθ
, la
diﬀusivité de Childs and Collis-George [1950], où h représente le potentiel matriciel de
l'eau dans le sol, c'est-à-dire son état d'énergie soumis aux forces de capillarité et de
gravité 2.
L'équation de Richards (1) est non linéaire du même type que les équations de Fokker-
Planck [Philip, 1957a]. Ces équations, du type non-linéaire, sont par exemple l'équation
de conduction de la chaleur ou encore de diﬀusion, ou de sédimentation avec mouvement
brownien. Cependant, ici, nous avons deux complications. Dans un premier temps, la
présence d'un terme du premier ordre qui représente l'inﬂuence de la gravité, dK
dθ
∂θ
∂z
. Puis,
ce qui complique vraiment la résolution de l'équation (1), la dépendance non négligeable
de D(θ) et dK
dθ
en θ (ils peuvent varier de plus de 3 dizaines d'ordres de grandeurs, pour
la plage de valeurs de teneur en eau que l'on rencontre dans les sols [Philip, 1969]).
La résolution de l'équation de Richards (1) nécessite la détermination des deux fonc-
tions qui y interviennent, θ(h) et K(θ). θ(h) représente la fonction de rétention en eau,
c'est-à-dire la teneur en eau volumique correspondante au potentiel matriciel h. Quant
à K(θ), il s'agit de la fonction de conductivité hydraulique, c'est-à-dire la capacité d'un
1. On l'appelle aussi la loi de Buckingham-Darcy.
2. Nous ne considérons pas d'autres potentiels dans ce manuscrit.
15
milieu poreux à laisser passer l'eau en son sein pour une teneur en eau donnée. Ces deux
fonctions peuvent être liées par un modèle capillaire des pores du sol, dont de nombreux
modèles ont été développés depuis celui de Childs and Collis-George [1950]. Nous nous
intéresserons plus particulièrement à celui de Mualem [1976], qui a permis la dérivation
de la fonction de conductivité hydraulique à partir de nombreux modèles paramétriques
de fonction de rétention en eau, notamment celui de van Genuchten [1980]. Ces modèles,
comme nous le verrons dans le chapitre suivant, sont qualiﬁés de paramétriques, car les
valeurs que prennent ces fonctions sont dépendantes de paramètres de calage propres à
chacun d'eux et dépendant des sols. Ces modèles paramètriques permettent de représen-
ter l'hydrodynamique et l'hydrostatique d'un sol par un jeu de paramètres dépendant du
modèle choisi pour le décrire. Ce sont ces paramètres hydrodynamiques que nous cher-
chons à déterminer en utilisant une méthode d'imagerie géophysique active. Mais, avant
de voir en détail les méthodes géophysiques, nous allons déﬁnir plus précisément la notion
de détermination.
Détermination
Déterminer v.t.(lat. determinare) : Établir quelque chose, le déﬁnir avec suﬃsamment de
précision au terme d'une recherche, d'une réﬂexion, d'une analyse ; déﬁnir de manière
précise. Déterminer les causes d'un incendie. [Larousse, 2008].
La détermination nécessite la présence d'indicateurs, de traces, d'informations annexes,
toutes ayant pour source l'objet de notre intérêt qui nous pousse à la détermination. Ce
sont ces traces, ces changements dans l'état initial, ou dans l'état attendu, prédit, qui
nous donneront assez d'informations, on l'espère, pour comprendre le phénomène. C'est
l'essence même des sciences et en particulier de la géophysique. Pour cette dernière, ces
traces sont les propriétés physiques intrinsèques du système étudié, par lesquelles nous
pouvons donner une image, une représentation plus nette du milieu qui nous intéresse
via un modèle direct comme décrit par Tarantola [2005]. En connaissant la description
physique d'un système, les résultats de mesures eﬀectuées sur ce dernier peuvent être
déterminés. Réciproquement, le modèle inverse consiste en la détermination des propriétés
physiques du milieu en utilisant les résultats d'expériences auxquelles le milieu a été
soumis. Cependant, même si la relation est univoque dans le sens direct 3, elle ne possède
pas ce caractère pour le modèle inverse, ce qui rend la détermination si diﬃcile à mettre en
oeuvre de manière précise. La solution unique n'existe donc pas, est elle est remplacée par
une distribution de modèles physiques possibles expliquant les données acquises. Cette
collection de modèles est la solution du problème inverse, et permet d'en déduire des
incertitudes sur la solution en fonction de celles liées aux mesures.
La détermination nécessite la paramétrisation du milieu, le calcul de sa réponse lorsqu'il
est soumis ou non à une perturbation et la comparaison de cette réponse avec celle obtenue
dans la réalité. Par milieu, nous entendons dans notre travail, le sol, qui sera soumis à des
mesures géophysiques.
3. Ces propos sont nuancés par les grands débats sur le déterminisme (cf. conﬂit entre N. Bohr et A.
Einstein).
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Radar de surface
Pourquoi, parmi le large panel de méthodes géophysiques, utiliser le GPR? Pour y ré-
pondre entièrement, il est nécessaire de se poser la question plus originelle, à savoir, pour-
quoi utiliser des méthodes géophysiques pour traiter de problèmes d'hydrodynamique en
proche surface ? Deux réponses immédiates viennent à l'esprit : pour leur caractère non
destructif et pour leur sensibilité à de nombreux paramètres physiques intervenant à di-
verses échelles.
Par exemple, supposons que l'on souhaite déterminer l'extension d'un polluant au sein
d'un aquifère. Classiquement, cela nécessite des forages pour l'installation de piézomètres
aﬁn de pouvoir analyser les eaux à des positions et profondeurs données. L'information
sur la pollution restera discrète, en des points bien déﬁnis, et nous déduirons l'extension
du panache en utilisant l'hydrodynamique de l'aquifère (détermination de la direction
des ﬂux par calcul du gradient hydraulique). Bien entendu, plus le nombre de forages
sera important, plus l'information sera riche. A contrario, la tomographie électrique ou
des proﬁls GPR réalisés en surface permettront d'avoir accès aux propriétés physiques de
toute la zone et à l'extension spatiale du polluant, car les propriétés physiques de l'eau et
de l'encaissant seront diﬀérentes en présence de polluant. Ceci est très bien illustré par une
étude pionnière de suivi de polluant par mesures GPR de Greenhouse et al. [1993], dont
les proﬁls présentés Figure 1 sont extraits. L'état initial (Prespill) représente le proﬁl
eﬀectué avant l'injection de polluant, de type DNAPL (Dense Non-Aqueous Phase Liquid,
non miscible avec l'eau et plus dense). Au cours du temps, on dénote l'apparition d'une
réﬂexion de plus en plus forte vers 1,5 mètres de profondeur. Cette réﬂexion provient du
remplissage de la porosité par le contaminant dans une couche de compaction diﬀérente.
Comme les propriétés diélectriques du contaminant sont diﬀérentes de celles de l'eau, plus
le polluant remplace l'eau dans les pores, plus le contraste de permittivité est important,
et, le coeﬃcient de réﬂexion lié à cette diﬀérence augmente. Cet exemple illustre à la fois
le caractère non destructif ainsi que la capacité de la mesure géophysique à obtenir des
informations sur de grands volumes.
Les méthodes géophysiques actives sont, par déﬁnition, basées sur la mesure de la ré-
ponse d'un milieu exposé à une ou des perturbation(s), qu'elle(s) soi(en)t due(s) à un
courant électrique, une onde mécanique, ou à un champ électromagnétique. La mesure de
ce signal permet de remonter aux propriétés intrinsèques, la conductivité électrique (ou
la résistivité), la densité, la perméabilité magnétique et/ou la permittivité diélectrique.
L'interprétation de ces grandeurs en termes de caractéristiques du milieu, comme par
exemple la teneur en eau, permettent, à travers des relations pétrophysiques, de lier les
données géophysiques à l'hydrodynamique. Nous reviendrons plus en détail sur ces rela-
tions permettant l'interprétation des signaux géophysiques en termes d'hydrodynamique
dans le chapitre suivant.
Deux grandes familles de méthodes géophysiques se distinguent [Vereecken et al., 2008],
les méthodes dites invasives 4 vis-à-vis du milieu étudié, et celles non-invasives 5. Les
4. Invasif dans une moindre mesure, c'est à dire de l'ordre de la dizaine de centimètres de profondeur
pour un bon couplage, comme cela peut être le cas typiquement pour des électrodes ou des géophones.
5. Ces mêmes méthodes invasives et non invasives peuvent aussi être distinguées en métodes active et
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Figure 1  Suivi temporel d'une pollution. L'intervalle de temps entre l'état initial,
PRESPILL, et chaque proﬁl est mentionné sur la gauche de chacun d'eux. L'échelle
horizontale de distance est présentée sur le proﬁl 66 hrs et est valable pour chaque proﬁl
(ﬁgure extraite de Greenhouse et al. [1993]).
méthodes invasives les plus classiquement utilisées sont les sondes TDR (Time Domaine
Reﬂectometry) [Topp et al., 1980, Robinson et al., 2003], les méthodes capacitives [Bo-
gena et al., 2007], la tomographie de résistivité électrique [Slater et al., 2010, Michot
et al., 2003], les sondes à neutrons [Hupet et al., 2002], les sondes thermiques [Campbell
et al., 1991], la polarisation spontanée [Sato and Mooney, 1960, Sill, 1983], la polarisation
provoquée [Oldenburg and Li, 1994, Seigel, 1959] ou encore la sismique réﬂexion et réfrac-
tion [Rubin et al., 1992]. Parmi les méthodes non invasives, nous pouvons, en plus, faire
le distingo entre les méthodes de télédétection aéorportée ou spatioportée et les autres en
proche surface, qualiﬁées ici de proximales.
La télédétection est de plus en plus utilisée depuis quelques dizaines d'années, et oﬀre
les avantages majeurs d'une couverture spatiale importante sur des périodes de temps
longs, idéales pour l'étude à l'échelle d'un champ, d'un bassin versant ou de larges zones
géographiques. On distingue notamment les radiomètres pour les méthodes passives et le
Single Aperture Radar (SAR) pour les méthodes actives [Wigneron et al., 2003, Wagner
et al., 2007]. Cependant, ces méthodes souﬀrent de plusieurs limitations, notamment liées
au couvert végétal et surtout à la rugosité du sol créant de la diﬀraction aux hautes
passive
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fréquences utilisées [Verhoest et al., 2008, Shi et al., 2012]. De plus, leur profondeur de
pénétration, de l'ordre de quelques centimètres, est insuﬃsante pour une quantiﬁcation
correcte des proﬁls de teneurs en eau [Vereecken et al., 2008]. Enﬁn, la variabilité des
paramètres intra-pixel est inconnue [Vereecken et al., 2008, Famiglietti et al., 2008]. Étant
donné que ce sont les suivis d'inﬁltration à l'échelle locale qui nous intéressent ici, comme
ceux en jeu lors d'inﬁltrations en simple anneau, l'échelle spatio-temporelle de ce type de
méthode n'est pas adéquate.
Les méthodes non invasives proximales sont pour la plupart électromagnétiques, comme la
Résonance Magnétique Nucléaire [Knight et al., 2012], l'induction électromagnétique [Mar-
tinez et al., 2010] ou le GPR [Huisman et al., 2003], auquel nous nous intéressons ici. En
accord avec Doetsch et al. [2010], le GPR apporte la plus haute résolution pour le suivi
de processus hydrodynamiques en proche surface. Les nombreux états de l'art donnent
une multitude d'exemples sur l'eﬃcacité de cette méthode dans le cas d'études en proche
surface (e.g. Huisman et al. [2003], Hubbard and Rubin [2000], Garambois et al. [2002], ou
encore, Knight [2001]). Deux types de techniques de mesures sont classiquement utilisées
pour déterminer la teneur en eau des sols : on-ground (couplage des antennes avec le sol)
et oﬀ-ground (antennes non couplées avec le sol, à quelques dizaines de centimètres au
dessus de celui-ci.). La technique la plus utilisée est l'acquisition on-ground, historique-
ment pionnière, avec l'analyse de l'onde parcourant la distance émetteur-récepteur au sein
de la couche superﬁcielle du sol pour en déduire la teneur en eau [Huisman et al., 2002,
Grote et al., 2002, Galagedara et al., 2005, Lunt et al., 2005]. Plusieurs géométries d'ac-
quisition sont possibles : mono-déport (pas de variation de distance entre l'émetteur et le
récepteur), mais surtout multi-déports (variations de la distance émétteur-récepteur) avec
les géométries émission-réception aux grands angles (Wide-Angle Reﬂection-Refraction )
et l'illumination constante du même point (Common Mid Point). Cependant, le GPR,
dans cette conﬁguration, souﬀre de limitations dues à la présence d'argile et de couches
pouvant créer des guides d'ondes, qui rendent la détermination claire de l'onde directe
délicate voire impossible. Pour ces raisons, Lambot et al. [2004] ont développé l'inversion
de forme d'onde lors d'acquisitions oﬀ-ground, qui a débouché sur de nombreuses appli-
cations de la détermination de la teneur en eau proche surface, à l'échelle de parcelles
agricoles, notamment à travers les travaux de Weihermüller et al. [2007], Jonard et al.
[2012] et Minet et al. [2011, 2012]. Ce type d'aquisition oﬀ-ground a un avantage majeur
concernant la détermination de la source émise, mais souﬀre du même problème de diﬀrac-
tion par la rugosité du sol, comme pour les méthodes de télédétection, mais qui peut être
cette fois en partie éludé en utilisant des antennes plus basse fréquence. Malgré le fait que
ces méthodes apparaissent comme très prometteuses pour les déterminations de teneur
en eau, elles restent néanmoins, jusqu'à maintenant, diﬃcilement applicables à la carto-
graphie en temps réel, comme le soulignent Minet [2011] et Jonard [2012], notamment à
cause de problèmes de calibration.
Pour cette dernière raison, la plupart des travaux de suivi de la teneur en eau sur des pas
de temps très courts, nécessaires aux suivis de processus hydrodynamiques, se font avec
des antennes couplées avec le sol (on-ground). De très bonnes illustrations sont données
au travers des études de Mangel et al. [2012], Moysey [2010], Saintenoy et al. [2008] ou
encore Lai et al. [2012]. Même si, comme mentionné plus haut, l'inﬁltration d'eau peut
créer des phénomènes de guide d'ondes, nous pouvons utiliser ces derniers pour déterminer
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la teneur eau au cours du temps, comme réalisé par van der Kruk [2006] et van der Kruk
et al. [2010].
Comme nous le verrons dans le chapitre suivant, l'avantage majeur d'utiliser le signal
GPR est qu'il permet de remonter à deux paramètres : la permittivité diélectrique, ε,
à travers la détermination de la vitesse des ondes électromagnétiques, et la conductivité
électrique, σ, à travers l'atténuation des ondes électromagnétiques 6. Aux fréquences des
ondes utilisées en GPR, la plupart des matériaux géologiques secs ont une permittivité
diélectrique relative à sa valeur dans l'air comprise entre 1 et 15 [Davis and Annan, 1989,
Jol, 2009], alors que celle de l'eau pure est de 80.1 à 20◦C. Ce fort contraste est la raison
pour laquelle le GPR a une grande aptitude à la détection de tous les problèmes liés à
l'hydrologie en proche surface. La permittivité diélectrique est fortement dépendante de
la teneur en eau du milieu, et sa détermination permet de remonter à cette dernière au
travers de relations pétrophysiques.
En se référant une nouvelle fois aux proﬁls de la Figure 1, le signal de la réﬂexion y est peu
bruité. Cette netteté du signal est aussi en partie due à la diﬀérence de conductivité entre
le DNAPL et l'eau. En eﬀet, la conductivité électrique du DNAPL utilisé est proche de
zéro, alors que celle de l'eau dans l'aquifère est aux alentours de 50 mS.cm−1 [Greenhouse
et al., 1993].
Au regard de l'échelle spatio-temporelle en jeu dans les phénomènes d'inﬁltration (bulbes
et fronts d'inﬁltration de tailles pluri-centimètriques sur des échelles de temps inférieures
à la journée 7), le GPR apparaît comme l'outil idoine pour étudier ce type de phénomènes
et nous a poussé à l'utiliser dans le but de déterminer les propriétés hydrodynamiques des
sols.
Objectifs de la thèse et plan détaillé
Les travaux des trois années de recherche résumés dans cette thèse ont pour objectif prin-
cipal l'amélioration et le développement de suivis qualitatifs et quantitatifs des processus
hydrodynamiques dans les sols par mesures GPR réalisées en surface. Dans ce contexte,
nous avons développé diﬀérentes techniques d'acquisition de mesures GPR aﬁn de suivre
plusieurs types de processus hydrodynamiques. Notamment : des inﬁltrations réalisées en
surface, en profondeur, ainsi que des battements de nappe.
L'idée de base à l'origine des travaux réside dans les études de Saintenoy et al. [2008] et
Saintenoy and Hopmans [2011]. Dans la première étude, les auteurs donnent une inter-
prétation qualitative d'une inﬁltration en forage à faible profondeur par mesures GPR
en surface. Même si les antennes GPR utilisées sont impulsionnelles et commerciales, la
sensibilité des mesures au bulbe d'inﬁltration y est impressionnante et ouvre un vaste
champ d'investigations pour la quantiﬁcation des paramètres hydrodynamiques. Dans la
6. Nous négligeons ici les variations de perméabilité magnétique. Voir la thèse de Saintenoy [1998]
pour de plus amples informations sur l'inﬂuence de ces contrastes sur les signaux électromagnétiques.
7. Dépendant du volume d'eau que l'on souhaite inﬁltrer et de la conductivité hydraulique à saturation
du sol, mais cela est vrai pour une grande majorité des sols.
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seconde publication, les auteurs démontrent la sensibilité des ondes électromagnétiques à
la courbure de la fonction de rétention en eau. Celle-ci laisse entrevoir la sensibilité de
signaux électromagnétiques émis par des antennes commerciales impulsionnelles aux pa-
ramètres hydrodynamiques régissant la fonction de rétention en eau, tels que ceux de van
Genuchten [1980] et permet d'envisager leur détermination par inversion de données GPR.
Toutes les méthodologies expérimentales, numériques et d'optimisation ont été dévelop-
pées aﬁn de répondre aux questions soulevées par ces deux études, pouvant être énumérées
comme suit :
 La sensibilité du GPR est-elle suﬃsante pour permettre de diﬀérencier le compor-
tement hydrodynamique de diﬀérents sols ?
 Est ce que l'utilisation unique des temps aller-retour des réﬂexions des ondes élec-
tromagnétiques sur des contrastes de permittivité forts (caractéristique de bulbes
ou fronts d'inﬁltration) est suﬃsante pour inverser les données GPR de suivi et
déterminer les paramètres hydrodynamiques des sols ?
 Les phénomènes d'hystérèse apparaissant sur les paramètres hydrodynamiques lors
de cycles d'humectation et drainage peuvent-ils être mis en évidence par le GPR?
En répondant à ces questions, nous souhaitons développer une méthodologie simple, rapide
et eﬃcace pour l'utilisation du GPR aﬁn de caractériser hydrodynamiquement, in situ, des
sols sableux. De manière sous-jacente, nous sommes dans l'optique de mieux comprendre
l'état physique de l'eau au sein des sols. Cette amélioration de la compréhension ne pourra
se faire qu'à travers l'utilisation de l'outil adéquat, et surtout de la compréhension des
informations qu'il nous fournit.
La suite de ce manuscrit sera organisée en 5 chapitres. Le premier sera axé sur la théorie
nécessaire à la compréhension des diﬀérentes études présentées. Y seront décrites la phy-
sique des ondes électromagnétiques en jeu dans la méthode GPR, ainsi que la physique
des écoulements d'eau au sein du sol. Ce chapitre se clôturera par une partie ayant trait
à l'algorithme d'optimisation mis en place durant nos travaux.
Le chapitre 2 couvrira notre première étude sur un suivi d'inﬁltration au sein d'un simple
anneau dans un sol sableux. Cette étude permettra de se familiariser avec toutes les mé-
thodes que nous avons mises en place durant cette thèse, tant au niveau expérimental
(terrain, laboratoire) que numérique (modélisation en diﬀérences ﬁnies et son équivalence
avec le chemin optique, algorithme de recherche globale). Dans cette partie, nous nous
sommes attachés à n'utiliser qu'uniquement les temps aller-retour des ondes électromagné-
tiques se réﬂéchissant à l'interface bulbe d'inﬁltration/sol à l'état initial aﬁn d'optimiser
les paramètres hydrodynamiques responsables du comportement de l'écoulement. Pour ce
faire, un couplage entre une modélisation hydrodynamique et une modélisation électroma-
gnétique a été nécessaire. À la ﬁn de ce chapitre est proposé une courte étude basée sur le
même principe, dans laquelle nous proposons l'inversion unique de la conductivité hydrau-
lique à saturation (Ks) avec la quantiﬁcation des incertitudes liées aux autres paramètres.
Cette étude, bien que semblant moins complète de part le fait qu'un seul paramètre est
inversé, reste néanmoins intéressante, car en accord avec les travaux de Tarantola [2005]
sur la distribution a posteriori.
Le chapitre 3 est une prolongation de l'étude de Saintenoy et al. [2008]. Nous y ajoutons
une analyse quantitative en termes de paramètres hydrodynamiques du suivi d'inﬁltra-
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tion au sein de forages de faibles profondeurs. Contrairement au chapitre précédent, ici
la modélisation est de dimension 2D-axisymétrique pour l'hydrodynamique et 2D pour
l'électromagnétisme. Cette publication met en exergue l'eﬀet guide d'onde d'un bulbe
d'inﬁltration sur lequel nous avons travaillé a posteriori.
Le chapitre 4 traite d'un phénomène qui n'est pas pris en compte dans les deux études
précédentes et, disons le directement, qui n'est que peu ou prou pris en compte dans les
études GPR, car diﬃcile à dissocier des autres sources de variabilités (spatiales notam-
ment). Il s'agit du phénomène d'hystérèse sur la fonction de rétention en eau. La mise en
évidence de ce phénomène s'est faite au travers d'expériences de laboratoire, sur un grand
réservoir cylindrique, rempli de sable de Fontainebleau, dans lequel le niveau piézomé-
trique était imposé dynamiquement au cours du temps. Cette étude a nécessité la prise en
compte de la dispersion fréquentielle de Debye [1929], car l'inﬂuence de la dispersion sur
les temps aller-retour était de l'ordre de la demi nano-seconde, alors que nous quantiﬁons
des diﬀérences de temps de l'ordre de l'unité de nano-seconde.
Le chapitre 5 fera une analyse critique des travaux présentés chapitres 2, 3 et 4, et pro-
posera les améliorations en cours de développement ainsi que celles à développer. Enﬁn,
nous conclurons avec une partie résumant les principaux résultats et qui donnera des
perspectives dans plusieurs domaines.
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Chapitre 1
Éléments de théorie
Ce chapitre se scinde en trois parties présentant quelques notions et bases théoriques né-
cessaires à la compréhension des études présentées dans les chapitres suivants. La première
partie sera consacrée à la présentation du GPR et aux principes de l'électromagnétisme
dans les matériaux. La deuxième partie se concentrera sur l'hydrodynamique dans les sols
et les diﬀérentes méthodes classiques associées à sa quantiﬁcation. Quant à la troisième et
dernière partie, elle donnera quelques clefs pour comprendre l'algorithme d'optimisation
globale que nous avons utilisé.
1.1 Ground-Penetrating Radar
1.1.1 Principe
L'imagerie GPR est une méthode géophysique utilisant la transmission et la réﬂexion
d'ondes électromagnétiques (EMG) de hautes fréquences (0.1-3 GHz) pour détecter les
contrastes de propriétés EMG d'un milieu en proche surface. Ces contrastes ont une
inﬂuence sur la propagation de l'onde EMG, tant au niveau de sa célérité que de son
amplitude. Classiquement, le GPR est composé d'une antenne émettrice séparée d'une
antenne réceptrice, d'une unité de contrôle et d'un ordinateur. L'antenne émettrice en-
voie une onde EMG dans le sol sujet de l'étude, alors que l'antenne réceptrice détecte
les ondes réﬂéchies par des discontinuités dans les paramètres électromagnétiques du sol
(contraste(s) de permittivité diélectrique, de conductivité électrique et/ou de perméabi-
lité magnétique). Le GPR donne accès aux caractéristiques de l'onde EMG réﬂéchie, son
amplitude ainsi que le temps aller-retour (TWT en abrégé dans ce manuscrit, pour Two
Way Travel time) pour aller de l'émetteur au réﬂecteur et du réﬂecteur au récepteur. L'es-
timation de la vitesse des ondes EMG dans le milieu permet de déduire la profondeur de
l'interface responsable du contraste et vice versa. Des acquisitions eﬀectuées à diﬀérentes
positions des antennes donneront des TWTs de réﬂexions diﬀérents, ce qui permettra d'en
déduire la forme de l'interface. C'est ce qui s'appelle faire un proﬁl GPR. Au contraire,
si les antennes sont ﬁxes mais le milieu évolutif, un suivi temporel permettra d'observer
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des diﬀérences de propriétés électromagnétiques au cours du temps, à relier au(x) phéno-
mène(s) dynamique(s) suivi(s). Cette dernière méthode a été utilisée dans nos travaux et
est à l'origine de la problématique de cette thèse. Il s'agit de voir si des diﬀérences tem-
porelles seules sont suﬃsantes pour quantiﬁer au mieux les processus hydrodynamiques
dans le sol.
Il est important de garder à l'esprit que, comme toute méthode géophysique, l'imagerie
par GPR est une représentation, en l'occurrence de l'interaction entre l'onde EMG trans-
mise dans le sol et les variations spatiales des propriétés EMG de celui-ci, à savoir sa
permittivité diélectrique ε, sa conductivité électrique σ et sa perméabilité magnétique µ.
Le lien entre le GPR et ces propriétés, qui permettent de donner une image du milieu, se
fait par le comportement de ces ondes EMG dans le milieu matériel, régit par les équations
de Maxwell.
1.1.2 Équations de Maxwell
Les équations de Maxwell [1873] macroscopiques donnent la description du champ électro-
magnétique dans un milieu. Dans l'hypothèse d'un milieu soumis à des sources de densité
volumique de charge ρs et de densité de courant ~Js, et en l'absence de source magnétique,
le système d'équations est [Jackson, 1975] :
~∇ · ~D = ρ+ ρs, Équation de Maxwell-Gauss (1.1)
~∇× ~H − ∂
∂t
~εD = ~J + ~Js, Équation de Maxwell-Ampère (1.2)
~∇ · ~B = 0, Équation du ﬂux magnétique (1.3)
~∇× ~E = −∂µ
~B
∂t
, Équation de Maxwell-Faraday. (1.4)
Dans ces équations, ~E est le vecteur champ électrique, ~B le vecteur d'induction magné-
tique, ~D le vecteur d'induction électrique et ~H le vecteur champ magnétique, ρ est la
densité volumique de charge et ~J la densité de courant.
Les vecteurs ~E, ~B, ~H, ~D et ~J sont reliés entre eux par les relations constitutives :
~D = ε ∗ ~E, (1.5)
~J = σ ∗ ~E, (1.6)
~B = µ ∗ ~H, (1.7)
où la double barre,  , indique que la permittivité diélectrique ε, la conductivité élec-
trique σ et la perméabilité magnétique µ sont des tenseurs, convolués dans le domaine
temporel (représenté par l'opérateur ∗) aux champs magnétique et électrique, respecti-
vement. Ces paramètres constitutifs peuvent être fonction de la direction des champs
(milieux anisotropiques), fonction de la position (milieux hétérogènes), dépendant de la
fréquence (milieux dispersifs) ou encore fonction de l'amplitude des champs (milieux non
linéaires). Cependant, dans nos travaux, nous considérerons que les milieux sont linéaires,
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homogènes et isotropes (L.H.I.). Ces approximations permettent de transformer les pro-
duits de convolution des relations constitutives en produits scalaires.
En considérant les champs électrique et magnétique présents dans le système ((1.1)-(1.4))
comme des ondes planes sinusoïdales, avec une polarisation linéaire selon z, ~E et ~H
s'expriment sous la forme :
~E(z, t) = ~E0e
−αzei(ωt−βz), (1.8)
~H(z, t) = ~H0e
−αzei(ωt−βz), (1.9)
où ~E0 et ~H0 représentent des amplitudes complexes, ω la pulsation, α le coeﬃcient d'at-
ténuation de l'amplitude s'exprimant comme :
α = w
√
µε
2
[√
1 +
( σ
ωε
)2
− 1
]0.5
, (1.10)
et le nombre d'onde β,
β = w
√
µε
2
[√
1 +
( σ
ωε
)2
+ 1
]0.5
. (1.11)
La vitesse de phase des ondes électromagnétiques dans le milieu est, par la suite, déﬁnie
par
v =
ω
β
. (1.12)
En général, en GPR, les fréquences utilisées sont suﬃsamment élevées pour travailler dans
le domaine des pertes faibles, ce qui se traduit mathématiquement par σ
ωε
 1. De plus,
considérant le milieu comme ayant une aimantation faible, la perméabilité magnétique du
milieu, µ, est considérée équivalente à celle de l'air µ0, µr = µµ0 ≈ 1. L'équation (1.12) se
simpliﬁe alors,
v =
c√
µrεr
, (1.13)
et le facteur d'atténuation de l'amplitude devient,
α =
σ
2
√
µ0
ε
. (1.14)
Les deux expressions (1.13) et (1.14) montrent que la permittivité diélectrique contrôle
la vitesse des ondes EMG dans le milieu alors que les pertes sont majoritairement dues
à la conductivité électrique. Voilà pourquoi les plus importantes profondeurs de sondages
sont faites dans les milieux résistants tels que les glaciers (voir par exemple Bernard et al.
[2014] ou Dugan et al. [2015]), et que la présence d'argile peut réduire drastiquement la
profondeur de pénétration 1.
1. La présence d'argile modiﬁe aussi le diagramme de rayonnement en le focalisant de manière non
négligeable à la verticale de l'émission, tout comme l'eau. Le diagramme de rayonnement est la repré-
sentation graphique de la répartition dans l'espace du champ électromagnétique émis par une antenne. Il
permet de visualiser les lobes d'émissions. Voir les travaux de Arcone [1995] et Engheta [1982].
26 CHAPITRE 1. ÉLÉMENTS DE THÉORIE
La première utilisation de signaux électromagnétiques pour la détection d'objets métal-
liques est généralement attribuée à Hülsmeyer en 1904, qui fut capable de détecter des
ondes radio réﬂéchies par un bateau ainsi que des objets métalliques à faibles profondeurs.
Mais c'est surtout par les travaux de Leimbach et Löwy à partir des années 1910 que tout
a réellement commencé. Ces derniers étaient les premiers à observer un changement dans
le signal reçu par des antennes placées dans des forages. Ils reliaient la variation de la
quantité de signal reçue à l'inhomogénéité en termes de conductivité du milieu sondé.
Les deux ingénieurs miniers développèrent aussi des brevets pour des antennes posées en
surface qui permettaient de détecter des interfaces, dues en grande partie à la surface
piézomètrique de la nappe ou encore à des concentrations en minerais. Toutes leurs expé-
rimentations se faisaient avec ce qui est maintenant appelé des Continuous Waves radar,
c'est à dire des antennes qui émettent en continu un signal électromagnétique. À partir
des années 1926, Hülsenbeck [Hülsenbeck, 1926] développe des antennes impulsionnelles.
Il est le premier à proposer que des variations diélectriques seules permettent d'obtenir des
réﬂexions visibles. Suite à ses travaux, de nombreuses applications des antennes impul-
sionnelles furent menées pour sonder de la glace [Steenson, 1951, Evans, 1963], des dépôts
de sel [Unterberger, 1978] et des formation rocheuses désertiques [Kadaba, 1976, Morey,
1974]. Ce sont cependant les applications militaires qui permirent le développement de
radars impulsionnels à hautes fréquences pour des applications de surveillance militaire.
Le livre de Skolnik [1981] donne une description très détaillée de l'histoire du radar pour
les applications aéronautiques. Le développement des radars impulsionnels a lancé leur
utilisation pour des applications archéologiques et géologiques, qui sont celles qui nous
intéressent dans ce manuscrit.
Comme les chapitres suivants contiennent tous, en introduction, un état de l'art des cas
précis de suivi de processus hydrodynamiques par GPR, nous présentons ici les études
généralistes qui nous apparaissent comme majeures, appliquées à quelques cas d'études
géologiques. Tout d'abord, les travaux de Annan and Davis [1976] et Arcone [1996], dans
des environnements gelés et sur la glace, donnent une très bonne idée des performances
possibles de la méthode GPR dans le cas de milieux résistants. Les applications sédimen-
tologiques commencèrent réellement avec l'étude de Davis and Annan [1989], qui donne
une très grande résolution des proﬁls radar (ou radargrammes) obtenus sur des dunes
formées par dépôts éoliens et alluviaux. Les études GPR pour la détection de failles sont
assez rares. Mentionnons néanmoins le travail de Reiss et al. [2003], qui ont cartographié
des failles normales en Sicile et en Espagne. Les études hydrologiques, hydrogéologiques
et environnementales sont sans doute les mieux résumées par les travaux de Knight [2001]
et Huisman et al. [2003]. Quant aux études pédologiques, les travaux de l'équipe de Lam-
bot [Lambot et al., 2002, 2006, 2009] durant la dernière décennie permettent de se rendre
compte de la rapidité avec laquelle ce champ d'étude est en train de se développer. Un
autre champ d'applications où le GPR est une méthode très utilisée est l'archéologie. Un
des ouvrages de référence dans ce domaine est celui de Goodman and Piro [2013]. Nous
joignions en annexe A, une étude archéologique à laquelle nous avons participé, qui illustre
le potentiel du GPR pour l'archéologie. Nous avons cartographié les fondations de cellules
de 24 moines autour du cloître de l'ancienne abbaye de Bourgfontaine.
Il est par déﬁnition impossible d'être exhaustif en essayant de retracer l'historique d'une
science, puisque l'Histoire revêt un caractère subjectif. Néanmoins, de nombreux ouvrages
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relatent de manière bien plus détaillée que ce qui est présenté ici, la genèse et les faits
marquants du développement de la méthode GPR. Notamment ceux que nous avons
consultés fréquemment, tels que Daniels [2004], Annan [1999], Jol [2009], Skolnik [1981],
ou encore Bristow and Jol [2003].
1.1.3 Propriétés électromagnétiques des matériaux géologiques
La permittivité diélectrique, ε, et la conductivité électrique, σ, sont toutes deux des fonc-
tions complexes de la fréquence et décrivant les propriétés microscopiques des matériaux 2.
La première des deux prend en compte les phénomènes dus à la polarisation d'un maté-
riau, alors que la seconde retranscrit les phénomènes de transport de charges. En suivant
la notation de King et al. [1981], elles s'expriment comme
ε(ω)∗ = ε′(ω)− iε′′(ω), (1.15)
σ(ω)∗ = σ′(ω)− iσ′′(ω), (1.16)
où ε′(ω) représente le terme de polarisation, ε′′(ω) représente le terme de dissipation due
aux retards de polarisation, σ′(ω) est la conductivité ohmique et σ′′(ω) est le terme de
perte due à la diﬀusion dite de Faraday.
En GPR, on utilise plutot la permittivité diélectrique eﬀective, ou totale, εT , couplant ε∗
et σ∗ :
ε∗T (ω) = (ε
′(ω)− iε′′(ω))− i
ω
(σ′(ω)− iσ′′(ω)) , (1.17)
avec la partie réelle quantiﬁant les capacités de stockage du matériau, alors que la par-
tie imaginaire quantiﬁe les pertes. En règle générale, σ′′(ω) est supposé nulle et σ′(ω)
comme valant la conductivité du milieu indépendante de la fréquence, σDC , ce qui permet
d'obtenir la permittivité diélectrique relative du milieu, εb, comme :
ε∗b(ω) = ε
′(ω)− i
(
ε′′(ω) +
σDC
ωε0
)
. (1.18)
La détermination de la permittivité diélectrique d'un milieu géologique est délicate du
fait de son aspect multi-composants. La plupart des roches ont une valeur de permittivité
diélectrique inférieure à une dizaine de fois celle de l'air [Schön, 1996, Jol, 2009]. L'eau,
pour sa part, a une permittivité relative εw = 80.1 à 25◦C. Cette dernière a donc un rôle
primordial dans la valeur totale de la permittivité diélectrique d'un matériau géologique.
En d'autres termes, la permittivité diélectrique d'un matériau géologique sera une fonction
fortement dépendante de sa teneur en eau.
Les modèles développés aﬁn de formaliser la permittivité diélectrique d'un matériau géo-
logique peuvent être classés en deux grandes catégories : les relations empiriques et les
relations mathématiques ou volumiques (modèles de mélange).
2. Ce sont leurs moyennes sur l'ensemble des particules qui apparaissent dans les équations de Maxwell.
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Relations empiriques
Dans ce type de modèle, aucune justiﬁcation physique n'est recherchée, seul le caractère
d'ajustement du modèle sur les données compte. Cet ajustement est habituellement eﬀec-
tué par le biais de fonctions polynomiales. La plus connue et la plus utilisée est sans aucun
doute la relation de Topp et al. [1980]. Cette relation découle d'un large panel de mesures
TDR (Time Domain Reﬂecometry) sur des sols sablo-limoneux pour des fréquences va-
riant entre 10 MHz et 1 GHz. Elle relie la permittivité du milieu, εb, avec la teneur en
eau volumique, θv, du milieu considéré par :
εb = 3.03 + 9.3 θv + 146.0 θ
2
v − 76.7 θ3v. (1.19)
Cette relation donne de très bons résultats pour des teneurs en eau variant entre 5−50 %
pour la plupart des sols. Cependant, comme le note Cassidy [2009], pour atteindre un
degré de précision plus important, il est parfois nécessaire de redéﬁnir les coeﬃcients du
polynôme pour le sol étudié. Bien qu'étant le modèle le plus utilisé, il n'est pas le seul
à donner des résultats satisfaisants. Mentionnons notamment les travaux contemporains
de Wobschall [1977] et les études de Curtis [2001], Dasberg and Hopmans [1992] et Hailli-
kainen et al. [1985].
Relations volumiques
Ce type de modèle est basé sur la décomposition du milieu étudié en plusieurs phases,
chacune associée à une permittivité, dont l'ensemble forme la permittivité totale du
milieu. Chronologiquement, la première de ces relations est la relation d'inclusions de
Clausius-Mossotti, relatif à la combinaison des travaux de Mossotti en 1850 et Clausius
en 1879 [Ashcroft and Mermin, 2002]. Le milieu, bi-phasique, est considéré comme l'in-
clusion de sphères de permittivité ε2 dans un milieu encaissant de permittivité ε1. Sur ce
même principe est développée la relation dite de Maxwell-Garnett [1904], où la proportion
de l'inclusion est supposée faible devant celle du milieu hôte, ce qui permet d'obtenir une
relation simple de la permittivité du milieu bi-phasique. Les travaux de Shivola [1999] et
les ouvrages de Schön [1996] et Ashcroft and Mermin [2002] donnent plus de détails sur les
deux modèles précédents. Ces derniers, bien que rigoureux, sont peu ou prou utilisés dans
les études GPR (une des rares est celle de Fiori et al. [2005]), notamment en raisons de leur
complexité. La communauté radariste utilise plutôt les modèles de Bruggeman-Hanai-Sen
(BHS) et le Complex Refractive Index Model (CRIM), du fait de leur simplicité et de
leur robustesse et parce qu'ils donnent de très bon résultats sur le domaine de fréquences
utilisées par le GPR.
La formulation de CRIM [Birchak et al., 1974, Roth et al., 1990] permet d'exprimer
la permittivité diélectrique relative d'un milieu, εb, comme la sommation volumique de
chacune des permittivités le composant :
εγb =
N∑
i=1
fiε
γ
i , (1.20)
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où fi est la fraction volumique de l'élément  i  et εi sa permittivité. Le paramètre γ
varie entre -1 et 1, et tient compte de la structure du milieu et de son orientation vis à
vis du champ électrique (γ = 1 pour un champ électrique parallèle aux couches de sol,
γ = −1 pour un champ perpendiculaire et γ = 0.5 dans le cas isotrope [Huisman et al.,
2003, Alharthi and Lange, 1987]).
Pour un sable insaturé à une teneur en eau volumique θv, considéré comme un milieu
triphasique, grains de silice - air - eau, la permittivité diélectrique relative εsable associée
est :
εγsable = θvε
γ
w + (1− φ)εγs + (φ− θv)εγa , (1.21)
où εs et εw sont la permittivité diélectrique relative de la silice et de l'eau respectivement,
φ la porosité et εa la permittivité diélectrique relative de l'air valant l'unité.
La formulation de BHS est basée sur des inclusions de sphère(s) dans d'autre(s) sphère(s) à
diﬀérentes échelles, et est appelée le self-similar model en référence au caractère fractal
de cette représentation. Elle s'exprime généralement dans sa forme bi-phasique (milieu
saturé) [Sen et al., 1981] :
φ =
(
εb − εm
εw − εm
)(
εw
εb
)ψ
, (1.22)
où εm représente la permittivité relative de la matrice solide et ψ un facteur tenant compte
de la géométrie des grains et inclusions (ψ = 1/3 pour une géométrie sphérique, ψ = 0
pour des aiguilles, ψ = 1 pour des géométries en plans [Sen et al., 1981]). Dans le cas d'un
milieu insaturé, la méthode à suivre est d'utiliser deux fois la relation de BHS [Greaves
et al., 1996]. Une première fois pour déterminer la permittivité diélectrique relative des
pores (mélanges eau-air) et une deuxième fois pour calculer la permittivité relative du
milieu (mélange minéral-pores).
De nombreuses comparaisons sur l'eﬃcacité des trois diﬀérents modèles ci-dessus sont
données notamment au travers des études de Loeer and Bano [2004], Bano [2004],
Coutanceau-Monteil and Jacquin [1993] et Endres and Knight [1992]. Les courbes présen-
tées sur la Figure 1.1 sont tirées de Bano [2004] et Schön [1996].
La Figure 1.1-a) permet de voir les comportements des diﬀérents modèles en fonction de
la teneur en eau, alors que le graphique de la Figure 1.1-b) compare ces modèles à un
jeu de données correspondant à un sable. Clairement, pour ce sable, le modèle de CRIM
apparaît comme le plus approprié dans ce domaine de porosité.
Cependant la question légitime demeure : quel est le meilleur modèle ? On peut répondre
comme Cassidy [2009] : cela dépend des circonstances, et de ce que l'on connaît du milieu.
L'avantage majeur du modèle empirique de Topp et al. [1980] est qu'il ne nécessite aucune
connaissance a priori du milieu. Le modèle de CRIM peut être utilisé à la fois pour la
partie réelle et la partie imaginaire de la permittivité diélectrique [Tsui and Matthews,
1997]. Enﬁn, le modèle de BHS prend en compte la géométrie et la distribution de l'eau
au travers du facteur de cémentation (ψ dans l'équation (1.22)) : ceci peut avoir un eﬀet
important dans le cas de milieux partiellement saturés, comme l'ont montré Endres and
Knight [1992].
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a)
b)
Figure 1.1  Comparaisons de diﬀérent modèles de permittivité. a) Modèle de Topp (·),
modèle de CRIM (−), modèle de BHS (∗). Figure tirée de Bano [2004], pour un sable
à 40% de porosité. b) ε = f(φ) pour 5 modèles diﬀérents : 1-Moyenne arithmétique, 2-
Maxwell-Garnet, 3- CRIM, 4- Équation de Lichtenecker, 5- BHS. Graphique tiré de Schön
[1996]. Les données (représentées par .) correspondent à un sable saturé.
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Les études que nous présentons ont été conduites dans des sables. Nous avons choisi
d'utiliser le modèle de CRIM pour un sable considéré comme milieu tri-phasique, alors
que le modèle de Topp a été utilisé dans le cas de milieux plus complexes comme des loess
ou limons.
1.1.4 Dispersion
La dispersion des ondes électromagnétiques émises par le GPR se traduit par le change-
ment de la forme d'onde émise, la rendant plus large dans le domaine temporel, donc
plus basse fréquence. Cette dispersion a non seulement un impact sur l'amplitude du si-
gnal mais aussi sur le pointage des maxima des ondelettes. La quantiﬁcation correcte des
TWTs pour le suivi de phénomènes hydrodynamiques nécessite donc la prise en compte
de la dispersion. Comme le souligne Irving and Knight [2003] deux types d'approches
peuvent être appliquées : soit prendre en compte la dispersion dans les modèles directs
pour ajuster au mieux les données ( Arcone [1981], Powers and Olhoeft [1994], Powers
[1997], Annan [1996], Carcione [1996], Xu and McMechan [1997]), soit retirer la dispersion
directement dans les données ( Turner [1994], Bano [1996a,b], Irving and Knight [2003],
Bano [2004]).
Pour nos problèmes de suivi de processus hydrodynamiques, plusieurs sources sont à l'ori-
gine de la dispersion observée sur nos données et sont diﬃcilement dissociables les unes
des autres. Tout d'abord le couplage des antennes avec le milieu environnant a un eﬀet
direct non négligeable sur le contenu fréquentiel de l'ondelette émise. L'ouvrage de Daniels
[2004] donne les expressions des pertes lors de la transmission de l'onde électromagnétique
dans le sol en fonction du couplage des antennes. Si ce couplage évolue avec le temps, la
prise en compte de la dispersion due uniquement au couplage devient diﬃcilement quan-
tiﬁable. Vient ensuite la dispersion créée par des gradients de permittivité diélectrique.
Ceci a été étudié par Diamanti and Redman [2014] et plus particulièrement par Saintenoy
and Hopmans [2011] pour des gradients de permittivité dans les proﬁls de teneur en eau.
Enﬁn, une source de dispersion est liée au milieu sondé lui-même. Comme mentionné au
préalable, équation (1.18), la permittivité diélectrique est une fonction dispersive du mi-
lieu, c'est à dire qu'elle dépend de la fréquence. Elle s'exprime sous la forme d'un nombre
complexe, ε∗b [Heimovaara, 1994] :
ε∗b = ε
′
b(f)− i
[
ε′′b (f) +
σb
2pifε0
]
, (1.23)
avec f la fréquence du champ électromagnétique associé, ε′b la partie réelle de la permit-
tivité relative du milieu, ε′′b (f) +
σb
2pifε0
le facteur de perte due à la relaxation, ε′′b (f), et à
la conductivité du milieu σb.
Pour un matériau multi-composants, la formulation de CRIM (Équation (1.20)) devient
une sommation de permittivités, chacune fonction de la fréquence. Dans les faits, plusieurs
simpliﬁcations sont possibles, la permittivité de l'air est considérée comme très proche de
celle du vide et indépendante de la fréquence. Il en est de même pour les permittivités
associées aux phases solides, indépendantes de la fréquence et se limitant à leurs parties
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réelles [Heimovaara, 1994]. Seule l'eau, dite libre, est connue pour avoir un comportement
dispersif. Plusieurs relations existent pour décrire le comportement dispersif des liquides,
notamment les modèles de Cole-Cole [Cole and Cole, 1941], Cole-Davidson [Davidson and
Cole, 1951] et le modèle de Lorentz [Ashcroft and Mermin, 2002] qui, cette fois se consacre
aux matériaux en général. Nous présentons ici le modèle de Debye [1929], qui exprime la
conductivité complexe de l'eau libre, ε∗fw, comme :
ε∗fw = ε∞,w +
[
εs,w − ε∞,w
1 + iωτ0
]
− iσfw
ωε0
, (1.24)
où ε∞,w est la limite haute fréquence de la partie réelle valant 4.22 à 25◦C [Hasted, 1973],
εs,w la valeur statique de la permittivité de la partie réelle, s'exprimant en fonction de la
température T , comme εs,w = 88.045−0.4147T +6.295 ·102T 2 +1.075 ·10−5T 3 [Klein and
Swift, 1977]. Le temps de relaxation est τ0 = 12pi (1.1109 · 10−10 − 3.824 · 10−12T + 6.938 ·
10−14T 2 − 5.096 · 10−16T 8) d'après Stogryn [1971] et σfw est la conductivité ionique de
l'eau, dépendant elle aussi de la température.
Dans cette représentation, toute l'eau présente est supposée libre. Cette supposition est
correcte dans les sables [Huisman et al., 2003], mais serait fausse en cas de présence
d'argiles.
La Figure 1.2-a) montre l'évolution de la partie réelle de la permittivité avec la fréquence,
d'un sable à 40% de porosité, saturé à 30%, considérant le modèle volumique de CRIM et
la relaxation de Debye avec une conductivité de l'eau à σfw = 500 µS.cm−1. La Figure 1.2-
b) concerne la partie imaginaire, donc les termes de pertes. La partie réelle peut subir
une diminution jusqu'à l'ordre de 1% pour la plage de fréquences utilisée, de 50 MHz à 10
GHz. La courbe verte de la Figure 1.2 est le modèle de CRIM en négligeant la dispersion
de Debye. Cette courbe permet de quantiﬁer l'importance de la prise en compte des
phénomènes de dispersion dans le calcul des permittivités eﬀectives pour les sols insaturés.
Les permittivités et donc les vitesses seront diﬀérentes selon les fréquences, comme le
présente la Figure 1.2-c). Le contenu fréquentiel de l'impulsion électromagnétique change
au cours de sa propagation. Le signal temporel sera donc déformé. En eﬀet, à 1 GHz la
diﬀérence dans les temps de parcours des ondes électromagnétiques dans deux mètres du
milieu considéré sera de l'ordre de 0.3 ns entre le calcul de la vitesse en prenant en compte
la dispersion de Debye et en l'ignorant. Ces 0.3 ns peuvent être supérieur à l'incertitude
sur le pointage des maxima, d'où la prise en compte de la dispersion de Debye dans nos
modèles lors du suivi GPR de phénomènes impliquant de faibles diﬀérences temporelles,
comme présenté chapitre 4.
1.1.5 Comment résoudre les équations de Maxwell ?
Résoudre le système d'équations ((1.1)-(1.4)) est nécessaire aﬁn de connaître les valeurs
des champs ~H(x, y, z, t) et ~E(x, y, z, t) dans tout l'espace et au cours du temps. Cependant
la résolution est loin d'être aisée algébriquement. Une solution algébrique dans le cas 1D
est proposée dans les ouvrages classiques d'électromagnétisme (e.g. Feynman et al. [1964],
Jackson [1975]). Le développement proposé conduit à l'équation de propagation des ondes
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Figure 1.2  Variations de la permittivité pour un sable insaturé (φ = 0.4%, θv =
0.3 cm3.cm−3, σfw = 500 µS.cm−1) : a) partie réelle, b) partie imaginaire et c) vitesse de
phase v = c√
ε′
. Les courbes rouges sont obtenues en prenant en compte la dispersion de
Debye, tandis que les courbes vertes l'ignorent.
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électromagnétiques dans le vide (équation de Helmholtz, qui permet de dériver la vitesse
de phase, relation (1.13)). Une solution à cette équation de type sinusoïdale permet de
comprendre de nombreux phénomènes, tels que les vitesses de groupe et de phase, comme
présentée plus haut (équation 1.12).
À plus grande dimension, le développement analytique devient plus complexe. En y ajou-
tant des termes sources et en considérant non pas le vide mais un milieu diélectrique, on
se tourne généralement vers des méthodes numériques.
Le développement des algorithmes de résolution des équations de Maxwell dans le cas
d'une émission/réception GPR s'est fait en parallèle de celui des possibilités de calcul
(processeurs, CPU, GPU). Le monde des radaristes a proposé de nombreuses approches,
que nous énumérons ici de façon succincte :
 méthodes basées sur une analogie optique, avec le calcul des rayons, notamment re-
présentées par les travaux de Goodman [1994], Cai and McMechan [1995] et Powers
[1995],
 méthodes dans le domaine fréquentiel, avec notamment les travaux de Powers and
Olhoeft [1994], Zeng et al. [1995] et la thèse de Lopes [2009],
 méthodes intégrales qu'on peut résumer par le travail de Ellefsen [1999],
 méthodes dites pseudo-spectrales avec Carcione [1996], Casper and Kung [1996]
et Lui and Fan [1999],
 et enﬁn, les méthodes dites Finite-Diﬀerence-Time-Domain (FDTD) toutes basées
sur l'algorithme de Yee [1966], repris dans l'ouvrage de Taﬂove [1995].
Dans un monde où la qualité d'un produit se juge, dans la majorité des cas, au nombre
d'utilisateurs le possédant, la méthode la plus eﬃcace est la FDTD. En eﬀet, le nombre de
publications relatives à l'utilisation de la méthode FDTD pour des simulations numériques
GPR est 4 fois supérieur 3 à celui utilisant des méthodes telles que le tracé de rayons [Cer-
veny, 2001, Zelt and Ellis, 1988] ou la résolution de l'équation de l'Eikonal [Vidale, 1990] 4.
La popularité de la méthode FDTD pour simuler des radargrammes a vraiment pris son
essor avec le code GprMax2D [Giannopoulos, 2005], disponible gratuitement 5. Le logi-
ciel GprMax implémente l'algorithme de Yee [1966], résolvant explicitement les équations
diﬀérentielles de Maxwell à l'aide d'un maillage particulier. L'algorithme de Yee est déve-
loppé et expliqué en détails dans l'ouvrage de référence de Taﬂove [1995] ainsi que dans
la thèse de Nectaria Diamanti [Diamanti, 2008].
Durant nos travaux, nous nous sommes servis du code GprMax2D ainsi que d'un algo-
rithme de chemin optique dans le cas 1D, ce dernier étant plus rapide que les méthodes
FDTD.
3. En accord avec Google Scholar.
4. Il est à noter que l'ouvrage de Scales [1997] est très instructif en ce qui concerne la résolution de
l'équation dite de l'Eikonal.
5. À noter aussi la publication du code de Irving and Knight [2006], open source cette fois, mais
nécessitant Matlab R©. . .
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Figure 1.3  À un instant t, le radargramme a) est associé à une distribution de
permittivités b), convertible en proﬁl de teneur en eau c). Les ﬂèches noires représentent
le modèle inverse, alors que les ﬂèches rouges sont pour le modèle direct. Ces trois ﬁgures
représentent le cas d'une inﬁltration en forage, de type Porchet, qui sera présentée dans
le chapitre 3.
1.1.6 Inversion - Première partie
Les sections précédentes ont montré le lien direct entre les propriétés diélectriques du
milieu d'intérêt et le signal GPR, tant au niveau des vitesses des ondes EMG que de
leurs amplitudes. Cela nous permet de passer d'une interprétation qualitative d'un ra-
dargramme à une étude quantitative. En d'autres termes, nous faisons correspondre à
une image GPR temporelle une distribution de permittivité diélectrique, puis, par le biais
de relations pétrophysiques, θ = f(ε), nous obtenons une distribution de teneur en eau.
Ceci est illustré sur la Figure (1.3) par les ﬂèches noires. Le passage du signal GPR à
la distribution de permittivité est non-unique car plusieurs distributions de permittivité
peuvent donner le même signal. L'inversion de données GPR va consister en l'utilisation
de ces dernières pour en déduire un modèle de permittivité puis un modèle de teneur en
eau.
Cependant, le modèle diélectrique de la Figure (1.3) soulève une question sur la taille
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de ce maillage, c'est à dire sur ce que nous voyons vraiment, sur ce que nous sommes
vraiment capables de résoudre. Cette capacité de résolution dépend de nombreux facteurs
propres à notre outil (largeur de bande de fréquence, couplage antenne-sol, . . .) mais aussi
et surtout de la physique des ondes EMG au sein du milieu. Ce maillage est conditionné
par la qualité des simulations hydrodynamiques et électromagnétiques.
Depuis deux décennies, l'inversion des données géophysiques est en plein essor. Il en est
de même pour l'inversion des données GPR. Comme en sismique, on peut utiliser à la fois
le TWT et l'amplitude du signal GPR pour obtenir des variations de permittivité diélec-
trique et de conductivité électrique. Nous nous sommes limités à l'inversion des TWTs,
plus robuste et plus facile à mettre en oeuvre que l'inversion des formes d'ondes. Nous
étions initialement curieux de savoir si l'inversion temporelle serait suﬃsante pour quan-
tiﬁer les paramètres hydrodynamiques. L'inversion temporelle permet aussi de travailler
en diﬀérentiel, c'est à dire par rapport à l'état initial, et évite de nombreux problèmes de
condition initiale et de détermination de la source.
Les travaux présentés dans les chapitres suivants sont tous des suivis de processus hy-
drodynamiques, c'est à dire que les mesures GPR se font à la même position : seul le
milieu évolue en réagissant à une perturbation (inﬁltration d'eau, variations de niveau
piézomètrique). La manière avec laquelle le milieu réagira, hydrodynamiquement parlant,
transparaîtra sur les radargrammes et nous permettra d'estimer les paramètres hydrody-
namiques.
1.2 Hydrodynamique des sols
Comme présenté en introduction générale, la dynamique des ﬂuides au sein d'un sol est
régie par l'équation (1) de Richards [1931]. Sa résolution nécessite la connaissance des
fonctions de rétention en eau, θ(h), et de conductivité hydraulique, K(θ). Ces deux fonc-
tions sont liées et leur détermination découle d'un formalisme de l'hydrodynamique par
un modèle capillaire. Deux grands modèles capillaires ont donné les bases de fonctions
paramétriques permettant de décrire θ(h) et K(h), le modèle de Burdine [1953] et celui
de Mualem [1976]. Nous avons utilisé ce dernier et nous en présentons ici les grandes
lignes.
1.2.1 Le formalisme de Mualem
Le travail de Mualem [1976] se base sur la contribution de chacun des pores en prenant
en compte leur distribution en fonction de leur taille. Aﬁn de déﬁnir au mieux le milieu
poreux, il utilise un modèle d'une paire de pores de diﬀérents rayons interconnectés entre
eux. En intégrant la distribution de la taille des pores, et en prenant en compte la corré-
lation spatiale ainsi que la tortuosité par deux distributions multiplicatives, il obtient une
formule intégrale de la conductivité hydraulique :
Kr(θ) = S
λ
e
[ ∫ θ
0
h−1dθ∫ θs
0
h−1dθ
]2
, (1.25)
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où Kr(θ) = K(θ)/Ks est la conductivité relative, et Se = θ−θrθs−θr , la saturation eﬀective,
s'exprimant en fonction de la teneur en eau à saturation θs et la teneur en eau résiduelle θr.
Le paramètre λ, la tortuosité, à l'exposant de la saturation eﬀective, permet un meilleur
ajustement des données, car il donne un degré de liberté supplémentaire. Cependant,
Mualem dans son étude sur 45 sols [Mualem, 1976] montre que la valeur de λ = 0.5 donne
de très bons résultats et permet de lever son indétermination. Nous estimons néanmoins
ce paramètre dans les cas présentés Chapitre 2 et 4 pour vériﬁer cette valeur. La réso-
lution de l'intégrale (1.25) est rendue possible par la connaissance de la fonction h(θ),
réciproquement θ(h), fonction de rétention en eau, reliant la teneur en eau θ à la charge
matricielle h.
1.2.2 Modèles paramétriques de la fonction de rétention en eau
L'intégrale dérivée par Mualem permet de donner la formulation de la conductivité hy-
draulique à partir de la connaissance d'un modèle de rétention en eau, θ(h). Dans son
travail original, Mualem testa le modèle paramétrique de Brooks and Corey [1964], avec
trois paramètres à ajuster. Cependant, il ne donnait pas entière satisfaction pour tout
type de sol. Dès lors, il était nécessaire de relier K(h) à θ(h) avec plus de paramètres
d'ajustement, donc plus de degrés de liberté. En se basant sur les études de Ahuja and
Swartzendruber [1972] et Haverkamp et al. [1977], van Genuchten [1980] proposa son
modèle comme solution de la forme intégrale (1.25) :
θ(h) = θr + (θs − θr) [1 + (αh)n]−m , (1.26)
où θr et θs sont respectivement les teneurs en eau résiduelle et à saturation, n, m et α
sont des paramètres d'ajustement. Le paramètre α a la dimension inverse d'une longueur
et est proportionnel à l'inverse de la charge au point d'inﬂexion. Le paramètre n est
proportionnel à la courbure de la fonction de rétention en eau, au point d'inﬂexion.
En réinjectant l'équation (1.26) dans la formulation de Mualem (1.25) et en utilisant la
simpliﬁcation [van Genuchten, 1980] :
m = 1− 1/n , (1.27)
il vient :
K(h) = KsS
λ
e [1− (1− S1/me )m]2, (1.28)
avec Ks la conductivité hydraulique à saturation. Le modèle de Mualem-van Genuchten
(M-vG) n'est qu'une représentation parmi un large panel de modèles existants (e.g. Brooks
and Corey [1964], Fredlung and Xing [1994], Haverkamp and Parlange [1986], Brutsaert
[1966]). Mais c'est l'un, si ce n'est le plus utilisé actuellement par la communauté des
radaristes. L'étude de Kosugi et al. [2002] donne un état de l'art assez complet de
tous ces modèles paramétriques, alors que celle de Fuentes et al. [1992] en propose une
comparaison mathématique. La force de ces modèles réside dans le fait que l'hydrodyna-
mique et l'hydrostatique d'un milieu poreux (un sol) peuvent être représentées par un jeu
de 6 paramètres (pour le modèle de M-vG), {θr, θs, α, n,Ks, λ}. Ce sont ces paramètres
hydrodynamiques que nous souhaitons quantiﬁer à l'aide de mesures GPR.
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Figure 1.4  Schéma de la méthode de la colonne suspendue.
1.2.3 Détermination de la fonction de rétention en eau
La détermination des paramètres de la fonction de rétention en eau se fait classique-
ment en laboratoire sur des échantillons de sol. Plusieurs méthodes existent (voir Dane
and Topp [2002]), parmi lesquelles celle que nous avons utilisée, la méthode en colonne
suspendue [Dane and Hopmans, 2002]. Nous donnons en Annexe B la description d'une
autre technique, la méthode par évaporation [Peters and Durner, 2008, Schindler et al.,
2010a,b], ainsi qu'une comparaison de celle-ci avec celle de la colonne suspendue, pour un
sable (OsoFlaco Sand), eﬀectuée au laboratoire Land Air andWater Resources à UC-Davis
(CA, USA).
Colonne suspendue
La méthode de la colonne suspendue, à l'origine appelée Haines apparatus [Haines,
1930], présentée en détail par Dane and Hopmans [2002], permet de faire un suivi de la
teneur en eau volumique d'un échantillon de sol en fonction de la succion appliquée. Le
schéma de l'appareillage est représenté sur la Figure 1.4. Un échantillon du sol dont on
souhaite déterminer les paramètres de la fonction de rétention en eau est mis en équilibre
hydrostatique par le biais d'une membrane poreuse. À l'équilibre initial, le niveau d'eau
dans l'éprouvette graduée correspond au bas de l'échantillon.
Si une succion est appliquée par une diminution de l'altitude de l'éprouvette par rapport
à l'état initial (∆h sur la Figure 1.4), le volume qui sortira de l'échantillon pourra être
déterminé. En répétant cette opération pour un certain nombre de pas et en mesurant
la teneur en eau ﬁnale de l'échantillon, une fois qu'il ne perd plus d'eau quelle que soit
la succion appliquée, un jeu de points (h, θ) est obtenu. Un ajustement des données par
un modèle de fonction de rétention en eau (e.g. celui de van Genuchten [1980]) permet
d'obtenir les paramètres souhaités.
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Figure 1.5  Courbes de rétention en eau pour diﬀérents types de sols (voir Table 1.1).
Données tirées de Carsel and Parrish [1988].
θr θs α n
(cm3.cm−3) (cm3.cm−3) (cm−1)
Sable 0.045 0.43 0.145 2.58
Loess 0.078 0.43 0.036 1.56
Limon 0.034 0.46 0.016 1.37
Argile 0.068 0.38 0.008 1.09
Table 1.1  Paramètres de la fonction de rétention en eau pour diﬀérent types de sols,
en considérant le modèle de van Genuchten [1980]. Données tirées de Carsel and Parrish
[1988].
Variabilité des paramètres
La Figure 1.5 présente diﬀérentes fonctions de rétention en eau correspondant aux pa-
ramètres de la Table 1.1 pour le modèle de van Genuchten. Ces courbes permettent de
discriminer une argile vis-à-vis d'un sable et d'un limon. Les paramètres hydrodynamiques
permettent de représenter les diﬀérents sols au même titre que leur granulométrie et leur
composition.
Cependant, une variabilité de ces paramètres est présente pour un même type de sol.
La Figure 1.6 en est l'illustration avec des courbes de rétention en eau obtenues sur des
échantillons d'un même sable de Fontainebleau.
Chaque échantillon a été créé à partir du même sable, essayant de garder la même masse
volumique pour chaque cylindre. Les teneurs en eau résiduelle et à saturation sont bien
déﬁnies, cependant le paramètre n varie considérablement (entre 6 et 10). Cette variabilité
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Figure 1.6  Courbes de rétention en eau. Mesures réalisées sur des échantillons de
250 cm3 de sable de Fontainebleau. Intervalle de valeurs : θr = [0.035; 0.045] cm3.cm−3,
θs = [0.33; 0.38] cm
3.cm−3, n = [6.8; 10] et α = [0.024; 0.033] cm−1.
sur les paramètres montre bien le problème de la représentativité d'un échantillon de sol,
même si la variabilité observée est caractéristique d'un sable et n'a rien à voir avec celle
observée pour diﬀérents sols (Figure 1.5 et Table 1.1).
Classiquement nous avons vu que l'on détermine plutôt les paramètres de la fonction de
rétention en eau, sur des échantillons de sols, rapportés, ou reconstitués. A contrario, la
conductivité hydraulique à saturation, Ks, est classiquement déterminée, in situ, à l'aide
de tests d'inﬁltrométrie.
1.2.4 Détermination in situ de la conductivité hydraulique à sa-
turation
Les inﬁltromètres sont des outils qui fonctionnent tous, plus ou moins, sur le même prin-
cipe, à savoir le suivi du volume d'eau qui s'inﬁltre dans le sol au cours du temps, à
partir d'une surface délimitée. Ce principe est très bien illustré par le test d'inﬁltrométrie
de Müntz, ou inﬁltromètre simple anneau. Historiquement pionnière, cette méthode fut
inspirée et mise au point par les agronomes Müntz, Faure et Laine [Muntz et al., 1905] au
tout début du XXe siècle. Ils recherchaient une méthode simple pour évaluer l'inﬁltration
aﬁn de quantiﬁer les débits d'irrigation, dans les tranchées et autres aménagements agri-
coles. Améliorée par la suite, cette méthode consiste à mesurer la vitesse d'inﬁltration de
l'eau sous une charge constante. Lorsqu'il y a inﬁltration, la distance sur laquelle s'exerce
la diﬀérence de charge hydraulique augmente au cours du temps, car le front d'humecta-
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tion avance dans le sol. Le ﬂux inﬁltré tend donc peu à peu vers une valeur proche de la
conductivité hydraulique à saturation de la couche considérée.
Par la suite, de nombreux autres types d'inﬁltromètres ont été développés aﬁn d'améliorer
plusieurs aspects :
 limiter l'inﬂuence des écoulements horizontaux sur la mesure, avec l'inﬁltromètre
à double anneau de Colombani-Lamagnat-Thiebaux [Colombani et al., 1973]. La
mesure du ﬂux inﬁltré est eﬀectuée dans un anneau central entouré d'un anneau
secondaire de plus grand diamètre permettant de maintenir le ﬂux de l'anneau
central vertical.
 travailler à des potentiels légèrement inférieurs à zéro, permettant à la fois d'activer
hydrauliquement certains pores selon leur diamètre et d'obtenir la fonction de
conductivité hydraulique pour plusieurs potentiels légèrement inférieurs à zéro.
Ceci a été rendu possible par le développement des inﬁltromètres à disques (ou
Triple Ring Inﬁltrometers at Multiple Succions (TRIMS)), à travers les travaux
de Ankeny et al. [1991], Reynolds and Elrick [1991], Smettem and Clothier [1989],
Thony et al. [1991], White and Sully [1987], Elrick and Robin [1981] et Coquet
et al. [2000].
 déterminer Ks dans une couche de profondeur donnée, avec le développement d'in-
ﬁltrométrie en forage telle que le test de Porchet [Porchet and Laferrere, 1935] ou
le perméamètre de Guelph [Reynolds et al., 1985].
Durant nos expérimentations sur le terrain, nous avons utilisé l'inﬁltromètre à disque aﬁn
d'en déduire la conductivité hydraulique à saturation.
1.2.5 Inﬁltromètre à disque
L'inﬁltromètre à disque est un instrument couramment utilisé pour la mesure in situ de la
conductivité hydraulique des sols. Ce système est aussi appelé TRIMS (pour l'anglicisme
Triple Ring Inﬁltrometer at Multiple Succions), car il dispose de trois tailles diﬀérentes
d'embases (diamètres de 250 mm, 80 mm et 48.5 mm). Précisons d'ores et déjà que l'intérêt
de cet inﬁltromètre réside dans la mesure de la conductivité hydraulique, non seulement à
saturation,Ks, mais aussi à des potentiels légèrement inférieurs à zéro, généralement entre
-25 cm et 0 cm. Comme le soulignent Coquet et al. [2000], ces mesures de conductivité
hydraulique à diﬀérents potentiels, au voisinage de la saturation, permettent de détailler
la relation entre conductivité hydraulique et potentiel de l'eau, K(h), aﬁn d'en déduire
des informations sur le fonctionnement hydrodynamique de la macroporosité du sol. En
eﬀet, une mesure d'inﬁltration à un potentiel de -25 cm (entre -2.5 et 0 kPa) correspond à
des pores du sol hydrauliquement actifs de diamètres inférieurs à 0.12 mm, d'après la loi
de Jurin. Cet appareil, schématisé sur la Figure 1.7, est constitué d'un disque creux, avec
une membrane en toile de Nylon à sa base, ﬁxée au moyen d'un élastique sur l'embase.
La perméabilité de cette toile doit être élevée. Ses mailles ont un diamètre compris entre
20 µm et 50 µm selon les cas. Le réservoir gradué, hermétiquement fermé en son sommet
par un bouchon en caoutchouc muni d'un tuyau souple, permet l'alimentation du disque.
Une pince de Mohr tient lieu d'obturateur. L'entrée de l'air dans le réservoir principal se
fait par l'intermédiaire d'un tube relié à un vase de Mariotte.
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Figure 1.7  Schéma de l'inﬁltromètre à disques (vient de Elie [2008]).
Regardons plus en détail le fonctionnement de ce système à 2 réservoirs, ﬁxant le potentiel
négatif de l'eau à la surface du sol. Nous raisonnerons par rapport à la pression atmo-
sphérique PA = 0. Suivant les lois d'hydrostatique, avec les notations de la Figure (1.7),
on a les relations suivantes :
PA = PB , (1.29)
PB − PC = ρgH , (1.30)
PC = PD , (1.31)
PE − PD = ρgH ′ . (1.32)
Nous recherchons la pression hydrostatique au point F du schéma 1.7, à savoir sur le sol.
Utilisons nos précédents résultats pour dériver
PF − PD = (PF − PE) + (PE − PD) , (1.33)
= ρge+ ρgH ′ . (1.34)
d'où :
PF = ρge+ ρgH
′ − PD , (1.35)
= ρge+ ρgH ′ − ρgH , (1.36)
et la charge hydrique exprimée en termes de hauteur d'eau
h = e+H ′ −H. (1.37)
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Comme l'épaisseur du sable, e, est faible devantH etH ′ et queH ′ < H, la charge hydrique
est donc négative : il y a bien une succion en F.
Nous avons utilisé cet inﬁltromètre pour remonter à la courbe de conductivité hydraulique
en utilisant la méthode multi-potentiels de Ankeny et al. [1991], résumée pratiquement
par Coquet et al. [2000], lors de mesures sur sols sableux. Toutes les valeurs de conductivité
hydraulique à saturation, Ks, retrouvées par nos inversions de données de suivi GPR sont
comparées à celles obtenues par inﬁltromètre à disque.
Les paramètres de la fonction de rétention en eau, quant à eux, ont tous été obtenus
sur des échantillons de sols reconstitués à la masse volumique apparente connue lors du
prélèvement, par la méthode de la colonne suspendue.
1.2.6 Tests d'inﬁltrométrie obtenant θ(h) et K(θ)
Jusqu'à maintenant, nous avons séparé les méthodes classiques de détermination des pa-
ramètres de rétention en eau de celles de détermination des paramètres de conductivité
hydraulique. L'objectif de cette thèse est d'inverser conjointement ces paramètres, in situ.
Plusieurs méthodes existent déjà, sans imagerie cependant. Nous en présentons brièvement
deux.
Beerkan Estimation of Soil Transfer (BEST)
La méthode BEST de Lassabatere et al. [2006] est fondée sur une inﬁltration en simple
anneau couplée à des mesures de granulométrie. L'essai consiste à inﬁltrer successive-
ment des volumes d'eau dans l'anneau et à mesurer le temps nécessaire à l'inﬁltration de
chacun d'eux. Un nouveau volume d'eau est versé immédiatement après la ﬁn de l'inﬁltra-
tion du volume d'eau précédent. Cet essai fournit un ensemble de points expérimentaux
correspondant au cumul des volumes d'eau inﬁltrés dans l'anneau en fonction du temps.
Cet ensemble de points (ti, Ii) décrit le régime transitoire et le régime permanent. Cette
méthode est avant tout basée sur les travaux de Haverkamp et al. [1996, 1999] qui ont dé-
veloppé dans les années 90 une méthode dite Beerkan, cherchant à déterminer la courbe
caractéristique de rétention en eau, les paramètres de forme et les paramètres d'échelle
ainsi que les paramètres de la courbe caractéristique de la conductivité hydraulique. Les
paramètres de forme de la courbe de rétention en eau sont fonction de la texture du sol,
qui est déterminée par analyse granulométrique, alors que les paramètres d'échelle sont
dépendants de la structure du sol et sont déterminés par un test d'inﬁltration en simple
anneau à charge nulle. Cette méthode nécessite l'échantillonnage du sol avant et après
la réalisation du test d'inﬁltration aﬁn de quantiﬁer les teneurs en eau pré- et post-test,
ainsi que pour eﬀectuer les tests de granulométrie. L'algorithme BEST [Lassabatere et al.,
2006] permet d'optimiser la conductivité hydraulique en utilisant le modèle de Brooks and
Corey [1964] et le modèle capillaire de Burdine [1953], ainsi que la fonction de rétention
en eau ajustant les données au modèle de van Genuchten [1980].
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Perméamètre à pointe conique
Cette méthode est basée sur le pénétromètre à pointe conique utilisé en géotechnique pour
déterminer les propriétés mécaniques des sols. La tige pénétromètrique, que l'on enfonce
dans le sol, ne produit qu'une faible perturbation, autour de celle-ci. Cette tige, enfoncée
par battage, permet d'accéder à des couches, pour la plupart des sols, jusqu'à une dizaine
de centimètres de profondeur, sans eﬀectuer de travaux de forage.
Le principe est assez simple : une fois la mise en place, par battage ou forçage, de la tige, un
volume d'eau est injecté sous une charge constante dans la partie la plus proche du cône,
par le biais d'une crépine. Cette eau est injectée jusqu'à ce que le régime permanent soit
atteint, puis, coupée pour suivre la redistribution. Son évolution sera suivie grâce à deux
bagues tensiomètriques situées sur la tige et séparées d'une dizaine de centimètres. On
utilise le ﬂux cumulé et la charge de pression pour obtenir une estimation des fonctions θ(h)
etK(h). On essaye de minimiser l'écart entre les données expérimentales et théoriques, sur
les fonctions de rétention en eau de van Genuchten [1980] et de conductivité hydraulique
de Mualem [1976]. Cette méthode et le formalisme associé sont illustrés au travers des
études de Kodesovà et al. [1998] et de Simunek et al. [1999].
Nous n'avons pas utilisé les deux méthodes présentées ci-dessus durant nos travaux, mais
avons cherché, au cours de ces trois années de thèse, à développer une méthode remon-
tant aux mêmes fonctions, θ(h) et K(θ), incluant de plus l'imagerie du bulbe et/ou front
d'inﬁltration. Les champs électromagnétiques en jeu dans notre méthode nous apportent
bien plus d'informations sur les fonctions θ(h) et K(θ) que les tests classiques d'inﬁltro-
métrie. De plus, par le couplage de simulations hydrodynamique et électromagnétique,
nous sommes à même de remonter au comportement réel des ﬂuides au sein du milieu.
Après avoir vu les expressions des fonctions paramétriques nécessaires à la résolution de
l'équation de Richards, présentons la méthodologie que nous avons suivie dans nos études
pour résoudre celle-ci.
1.2.7 Comment résoudre les équations de Richards ?
À une dimension, pour un écoulement vertical, l'équation de Richards s'écrit :
∂θ
∂t
=
∂K(θ)
∂z
+
∂
∂z
[
D(θ)
∂θ
∂z
]
. (1.38)
Dans le cas d'une inﬁltration 1D dans un milieu d'une teneur en eau initiale homogène, θ0,
les conditions aux limites suivantes complètent l'équation (2.1) :
θ = θs, à z = 0 , (1.39)
θ = θ0 = θr, à z  1 , (1.40)
θ = θ0 = θr, à t = 0 . (1.41)
Ce cas précis (et une multitude d'autres cas) a été résolu par Philip [Philip, 1954, 1957a],
ainsi que par Ross and Parlange [1994]. La postérité retient généralement la solution
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de Philip [1969], qui obtint l'inﬁltration cumulée I comme une suite fonction du temps t :
I(t) = S
√
t+ At+ o(t3/2) + ... (1.42)
avec, o, symbolisant des termes d'ordres supérieurs, S, la sorptivité déﬁnie par Philip
[1957c], comme une mesure de la capacité d'un milieu à absorber ou désorber un liquide
par capillarité. A est un coeﬃcient dépendant de la conductivité hydraulique à saturation
qui varie dans l'intervalle [Ks
3
; 2Ks
3
] d'après Boivin et al. [1987].
Cette équation, bien qu'uniquement valable dans le cas d'une inﬁltration mono-dimen-
sionnelle, permet de quantiﬁer les deux régimes d'inﬁltration, à savoir, pour les temps
courts, la prépondérance des forces de capillarité, S
√
t > At, puis, pour les temps plus
longs, les forces de gravité reprennent le dessus et régissent l'écoulement, S
√
t < At.
La résolution analytique de l'équation de Richards dans diﬀérentes géométries est l'ob-
jet des travaux de Philip, qui sont résumés pour leur plus grande partie dans Philip
[1957a,b,c]. D'autres équipes de recherche se sont attachées à la résolution analytique
dans le cas d'inﬁltration dans des conditions bien précises, notamment dans le cas d'in-
ﬁltration en anneaux (Bouwer [1964], Wooding [1968], Smettem et al. [1994], Haverkamp
et al. [1994], Smettem et al. [1995]), d'inﬁltromètrie à disque (Haverkamp et al. [1994],
Smettem et al. [1994, 1995], Parlange [1971a,b]) et d'inﬁltromètrie en forage (Philip [1985],
Reynolds et al. [1983]).
Analogiquement à la partie sur la résolution des équations de Maxwell, l'équation de Ri-
chards a proﬁté des méthodes numériques pour sa résolution, notamment les méthodes des
diﬀérences ﬁnies et des éléments ﬁnis (e.g. Neuman [1973], Narasimhan and Whiterspoon
[1976], Haverkamp et al. [1977], Zhang [1997], Milly [1985] et Allen and Murphy [1985]).
À travers ces études, de nombreuses approximations et méthodes ont été appliquées, dont
des approximations newtoniennes ou quasi-newtoniennes [Allen and Murphy, 1985, Jones
and Woodward, 2001], la méthode dite du schéma d'itération de Picard [Zarba, 1988,
Celia et al., 1987, Chounet et al., 1999, Forsyth et al., 1995], la méthode variationnelle ou
de perturbations [Barari et al., 2008, Witerlski, 1997] et enﬁn les méthodes de type Ga-
lerkin [Bunsri et al., 2008]. C'est ce dernier type que nous avons utilisé dans nos travaux
avec l'utilisation des deux codes, Hydrus1D [Simunek and van Genuchten, 1996, Simunek
et al., 2008] et SWMS-2D [Simunek et al., 1994]. L'avantage majeur de ces derniers est leur
caractère Open Source, qui nous a permis quelques modiﬁcations des codes sources aﬁn
d'accélérer les algorithmes et surtout eﬀectuer la liaison avec la résolution des équations
de Maxwell.
1.2.8 Inversion - Deuxième partie
Grâce aux paragraphes ci-dessus, nous pouvons compléter le schéma d'inversion commencé
sur la Figure (1.3). Les teneurs en eau de chaque maille durant le processus sont désor-
mais liées à un modèle hydrodynamique au travers du couple de fonctions paramétriques
{θ(h), K(θ)} et de conditions aux limites bien déﬁnies. À un ensemble de paramètres
hydrodynamiques correspondra une dynamique hydrique, qui, suivie temporellement par
un GPR, donnera des données spéciﬁques.
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Figure 1.8  En complément de la Figure 1.3 : les proﬁls de teneurs en eau à chaque
pas de temps expérimentaux correspondront à la résolution des équation de Richards en
utilisant les fonctions paramétriques (θ(h), K(h)).
Nos inversions de données GPR seront donc basées sur le schéma suivant. À un instant ti
du suivi d'un processus hydrodynamique correspond une trace GPR avec une réﬂexion
associée au : front d'inﬁltration pour le chapitre 2, bulbe d'inﬁltration pour le chapitre 3,
fond du réservoir pour le chapitre 4. Les TWTs de ces réﬂexions sont extrêmement dé-
pendants des processus hydrodynamiques qui sont eux-même régis par les propriétés hy-
drodynamiques du milieu. L'ajustement des données passera par l'optimisation du jeu
de paramètres hydrodynamiques permettant d'avoir le comportement électromagnétique
observé sur le radargramme pour chaque ti, lors du suivi temporel (Figure 1.8). Pour ce
faire, nous avons utilisé un algorithme d'optimisation globale décrit dans la partie qui
suit.
1.3 Optimisation globale
L'objet principal de cette thèse réside dans l'inversion de données GPR aﬁn d'obtenir les
paramètres hydrodynamiques du sol étudié. Ces paramètres sont ceux présentés dans la
partie introductive sur la physique des sols, intervenant dans les fonctions de conductivité
hydraulique, K(θ), et de rétention en eau, θ(h). Selon les cas d'études présentés par la
suite, le jeu de paramètres à inverser comporte entre 6 et 7 éléments. Même avec une
information a priori, l'espace des modèles est grand 6 et nécessite un modèle direct très
rapide pour ne pas tendre vers des temps trop longs pour le parcourir suﬃsamment aﬁn
6. Pour avoir un ordre d'idée, si l'on suppose que chaque paramètre peut varier dans un intervalle de
1000 valeurs, on obtient 10006 modèles diﬀérents.
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d'en tirer une densité de probabilité a posteriori caractéristique du problème. Ce problème
de rapidité du modèle direct a été un frein dans toutes les études présentées par la suite.
Pour y remédier nous nous sommes tournés vers des méthodes d'optimisation eﬃcaces
pour trouver le minimum global des fonctions objectives. Le revers de la médaille de
cette rapidité à converger vers le minimum global est l'impossibilité d'en déduire une
densité de probabilité a posteriori et donc des incertitudes sur les paramètres inversés.
Nous proposons néanmoins en complément de la première étude (chapitre 2), une analyse
d'incertitude dans le cas d'une inversion unique de la conductivité à saturation. Cette
partie prenait part à la première version du papier soumis au journal Water Resources
Research et n'avait malheureusement rencontré que peu de succès auprès des relecteurs,
du fait de l'inversion d'un seul paramètre. Cependant elle permet de donner un aperçu de
la démarche que nous avons suivie et que nous souhaitons suivre aﬁn de déterminer les
incertitudes.
La présente partie se focalisera sur l'algorithme d'inversion Shued Complex Evolution
(SCE-UA), les lettres UA étant là pour rappeler la paternité de l'Université d'Arizona. Il a
été développé par Duan et al. [1993] et a fait montre de son eﬃcacité dans de nombreuses
applications hydrogéologiques, notamment avec les études de Busch et al. [2013], Duan
et al. [1992] et Vrugt et al. [2006]. Cet algorithme couple un algorithme génétique à
une évolution en simplex de type Nelder-Mead [Nelder and Mead, 1965]. Les diﬀérentes
étapes de l'algorithme sont données en Annexe C. L'idée principale derrière le SCE est de
traiter le problème de la recherche du minimum global comme un processus d'évolution
naturelle. La population est constituée de s individus (représentant les diﬀérents jeux de
paramètres), qui sont séparés en p communautés forcées d'évoluer indépendamment les
unes des autres dans diﬀérentes régions de l'espace. Chaque communauté est composée
d'individus pouvant potentiellement être des parents permettant l'évolution du pire
membre de la communauté (en termes de fonction objective). Les parents sont sélectionnés
comme étant les meilleurs (selon une densité de probabilité triangulaire). Après chaque
phase d'évolution intra-communautaire (algorithme de simplex type Nelder-Mead), les
communautés sont forcées au mélange et sont recoupées en de nouvelles communautés.
Cet échange (Shuing) permet de survivre par partage d'informations sur l'espace des
solutions acquises indépendemment par chaque communauté. Voilà pourquoi on parle d'al-
gorithme génétique. La diﬀérence majeure entre l'algorithme du simplex (Nelder-Mead)
et celui utilisé dans le SCE, réside dans la génération aléatoire de points, sous certaines
conditions, contenus dans l'espace des solutions. Ceci permet d'éviter aux simplexes de
rester coincés dans des régions de minima locaux, ou des régions où l'évolution n'est pas
prometteuse. De part son implémentation (évolutions indépendantes de chaque partie de
la population), ce type d'algorithme est en plus parallèlisable, même si nous ne l'avons
pas encore utilisé de cette façon jusqu'à maintenant.
1.3.1 Performances de l'algorithme d'optimisation SCE-UA
Aﬁn de voir le comportement de cet algorithme, nous proposons de regarder sa convergence
sur deux fonctions utilisées classiquement pour juger de la performance d'un algorithme
de recherche du minimum global, représentable en 2D. Commençons avec la fonction de
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Rastigrin,
f(x1, x2) = x
2
1 + x
2
2 − cos(18 x1)− cos(18 x2), (1.43)
avec x1 = [−1; 1] et x2 = [−1; 1]. Le graphique de la fonction est présenté sur la Figure 1.9-
a), où l'on voit que cette fonction contient de nombreux minima locaux. La Figure 1.9-b),
montre quant à elle, les modèles générés par le SCE qui a convergé, en 4000 itérations,
vers le minimum global en (0, 0), même s'il a passé un peu de temps à échantillonner les
minima locaux.
Les histogrammes des modèles présentés Figure 1.9-c) montrent aussi ce blocage pendant
quelques itérations dans les minima locaux, mais très vite l'algorithme converge. Les
histogrammes de la Figure 1.9-c), ainsi que la Figure 1.9-b) dépeignent bien le problème
du SCE, à savoir un très mauvais échantillonnage de l'espace des paramètres. À titre de
comparaison, les Figures 1.10-a) et b) sont les équivalentes des Figures 1.9-b) et c), pour
la méthode classique de Monte Carlo avec chaîne de Markov (MCMC). Même si on dirait
que le MCMC échantillonne moins bien l'espace, les histogrammes nous le démentent.
Clairement, l'échantillonage est de bien meilleur qualité en MCMC, mais l'algorithme n'a
pas convergé vers le minimum global après 500000 itérations 7, et il aura fallu 10 fois plus
de temps pour atteindre ce résultat que pour le SCE 8.
La fonction suivante que nous avons soumise à l'eﬃcacité du SCE, est la fonction de
Rosenbrock,
f(x1, x2) = 100(x2 − x21) + (1− x21)2, (1.44)
qui, même si elle ne possède qu'un seul minimum en (1, 1), ce dernier reste très dur à
retrouver du fait du peu de variations à son voisinage. Ceci est illustré par la forme de
banane de la Figure 1.11-a). Sur les Figures 1.11-b) et 1.11-c), il apparaît que le minimum
est trouvé très rapidement et que, une fois encore, l'échantillonnage reste insuﬃsant pour
en tirer une quelconque distribution. Les Figures 1.12-a) et b) sont les équivalentes des
Figures 1.11-b) et c), pour la méthode MCMC. Encore une fois, même s'il apparaît que le
MCMC couvre une plus petite surface associée à la fonction objective, les histogrammes
permettent de tirer bien plus d'informations que dans le cas du SCE. Malgré le fait
que le SCE converge 10 fois plus vite que le MCMC, il reste qu'il n'a aucune justiﬁcation
mathématique, et que, dès lors, il est impossible d'en déduire une distribution a posteriori.
De plus, l'utilisation d'un dérivé du simplex pour l'évolution de chaque complex tend à
les faire évoluer sur un même plan, ce qui n'est pas le cas du MCMC. Nous avons utilisé
la méthode SCE pour ses qualités de rapidité de convergence vers le minimum global et
pour son indépendance vis a vis du modèle initial, contrairement au MCMC.
Présentons maintenant une des alternatives possibles qui serait de coupler la rapidité du
SCE avec un MCMC.
7. Le MCMC étant très dépendant du modèle initial.
8. Tests eﬀectués sur un intel i5 à 2.96 GHz.
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Figure 1.9  a) Fonction de Rastigrin. b) Vue en plan de la fonction de Rastigrin avec les
modèles générés par le SCE, représentés par des cercles noirs. c) Histogramme des modèles
pour les variables x1 et x2 et évolution la fonction objective en fonction des itérations.
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Figure 1.10  a) Vue en plan de la fonction de Rastigrin avec les modèles générés par
un MCMC. b) Histogramme des modèles pour les variables x1 et x2 et évolution de la
fonction objective en fonctions des itérations.
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Figure 1.11  a) Fonction de Rosenbrock (Eq. 1.44). b) Vue en plan de la fonction de
Rosenbrock avec les modèles générés par le SCE, représentés pas des cercles noirs. c)
Histogramme des modèles pour les variables x1 et x2 et évolution la fonction objective en
fonction des itérations.
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Figure 1.12  a) Vue en plan de la fonction de Rosenbrock avec les modèles générés par
un MCMC. b) Histogramme des modèles pour les variables x1 et x2 et évolution de la
fonction objective en fonction des itérations.
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1.3.2 Couplage SCE-MCMC
Nous présentons les travaux de Jasper Vrugt, qui a beaucoup travaillé sur l'optimisation
pour des problèmes hydrologiques très fortement non linéaires. L'une des idées de Vrugt
et al. [2003] est de coupler un algorithme de Metropolis Hasting [Metropolis and Ulam,
1949, Metropolis et al., 1953] au SCE. En clair, il remplace l'algorithme de type Nelder-
Mead par un algorithme classique qui va échantillonner de façon plus large l'espace des
solutions Ω. Le résultat est un MCMC en parallèle légèrement modiﬁé. Cet algorithme
permet de retrouver des densités de probabilité a posteriori et permet d'en déduire des
incertitudes sur les paramètres inversés. Cette méthode est appelée Shue Complex Evo-
lution Métropolis (SCEM).
La diﬀérence majeure du SCEM avec un MCMC classique réside dans le fait que la matrice
de covariance, présente dans la densité de probabilité pour le calcul de l'échantillonnage,
est adaptée à chaque itération au sein du SCEM. Ainsi, l'historique des modèles obtenus
inﬂuence la probabilité de sélection du modèle suivant. A contrario, il n'y a rien dans cet
algorithme qui permette de conﬁrmer le respect du principe d'ergodicité 9, seule une expé-
rience empirique est proposée pour montrer cette possible ergodicité de l'algorithme (voir
le papier de Vrugt et al. [2003] pour plus de détails). Nous restons profondément convaincu
qu'une bonne analyse de sensibilité et une bonne quantiﬁcation de la distribution a pos-
teriori ne peut se faire qu'en utilisant le formalisme développé en détail par Tarantola
[2005], c'est à dire en utilisant les notions de densités de probabilité a priori et a posteriori.
1.4 Conclusion du chapitre et introduction aux études
suivantes
Le chapitre, que nous venons de terminer, a donné quelques éléments théoriques permet-
tant de situer un peu mieux la problématique traitée durant cette thèse. Du point de vue
de la physique des ondes électromagnétiques, nous avons vu que travailler à des fréquences
utilisées par la méthode GPR permet d'obtenir des expressions simples pour la vitesse.
D'un point de vue hydrodynamique, l'utilisation de modèles paramétriques permet de ré-
duire les caractéristiques d'un sol à un jeu de paramètres suivant un modèle, comme par
exemple celui de Mualem-van Genuchten. Le coeur de nos travaux, présentés dans les trois
chapitres qui viennent, réside dans le couplage hydrodynamique-électromagnétique, i.e.,
la meilleure représentation possible de phénomènes hydrodynamiques par leurs inﬂuences
sur les signaux EMG. Ceci passe bien entendu par l'utilisation de relations pétrophysiques
θ(~r, t) = f (ε(~r, t)), mais aussi et surtout, par la relation établie entre les modélisations
hydrodynamique et électromagnétique.
La première étude présentée ci-après concerne le suivi d'une inﬁltration au sein d'un simple
anneau par GPR. Cette étude permet une approximation 1D, et l'inversion des données
9. L'évolution d'un signal aléatoire au cours du temps apporte la même information qu'un ensemble
de réalisations.
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radar en régimes permanent et transitoire. Les hypothèses 1D sont testées et vériﬁées,
ainsi qu'a posteriori dans le Chapitre 5.
La seconde étude, Chapitre 3, porte cette fois sur un suivi par GPR d'inﬁltration au
sein de forages peu profonds. Cette fois, la modélisation hydrodynamique est 2.5D (2D
avec une hypothèse axi-symétrique) alors que la simulation électromagnétique est 2D. Ce
chapitre met en exergue un phénomène de guide d'ondes par le bulbe d'inﬁltration.
La troisième et dernière étude, Chapitre 4, porte sur la quantiﬁcation du phénomène
d'hystérèse sur la fonction de rétention en eau. Cette étude en laboratoire couple une
simulation hydrodynamique 1D avec une simulation électromagnétique 1D en utilisant un
algorithme de chemins optiques.
Tous les chapitres sont écrits en anglais, étant tous tirés de publications parues, sous
presse ou soumises.
Chapitre 2
Hydrodynamic parameters of a sandy
soil determined by Ground-Penetrating
Radar inside a single ring inﬁltrometer 1
2.1 Abstract
This chapter shows how Mualem-van Genuchten (M-vG) parameters can be obtained
from GPR data acquired during water inﬁltration from a single ring inﬁltrometer in the
case of a sandy soil. Water content proﬁles were generated at various time steps using
HYDRUS-1D, based on particular values of the M-vG parameters and were converted to
dielectric permittivity proﬁles using the Complex Refractive Index Method. The GprMax
suite of programs was then used to generate radargrams and to follow the wetting front
progression in depth using the arrival time of the electromagnetic waves recorded by a
Ground-Penetrating Radar (GPR). Theoretically, the 1D time convolution between reﬂec-
tivity and GPR signal at any inﬁltration time step is related to the peak of the reﬂected
signal recorded in the corresponding trace in the radargram. We used this relationship to
invert the M-vG parameters for constant and falling head inﬁltrations using the Shued
Complex Evolution (SCE-UA) algorithm. The method is presented on synthetic examples
and on experiments carried out for a sandy soil. The parameters inverted are compared
with values obtained in the laboratory on soil samples and with disk inﬁltrometer mea-
surements.
2.2 Introduction
Soil hydraulic properties, represented by the soil water retention θ(h) and hydraulic
conductivity K(h) functions, dictate water ﬂow in the vadose zone, as well as partitioning
1. This chapter is adapted from Léger, E., Saintenoy, A., and Coquet, Y., Hydrodynamic parameters
of a sandy soil determined by Ground Penetrating Radar inside a single ring inﬁltrometer, Water Resour.
Res., 50(7), 54595474, 2014
55
56 CHAPITRE 2. GPR MONITORING OF A SINGLE RING INFILTRATIONS
between inﬁltration and runoﬀ. Their evaluation has important implications for modeling
available water resources and for ﬂood forecasting, and is also crucial in evaluating the
dynamics of chemical pollutants in soil and in assessing the risks of groundwater pollution.
Soil hydraulic functions can be described by several mathematical expressions [Kosugi
et al., 2002], among them the Mualem-van Genuchten (M-vG) function [Mualem, 1976,
van Genuchten, 1980]. The determination of the parameters deﬁning the van Genuchten
soil water retention function is usually done using laboratory experiments, such as the
hanging water column [Dane and Hopmans, 2002]. The hydraulic conductivity function
can be estimated either in the laboratory, or in situ using inﬁltration tests. Among the
large number of existing inﬁltration tests [Angulo-Jaramillo et al., 2000], the single [Muntz
et al., 1905] or double ring inﬁltrometers [Boivin et al., 1987] provide the ﬁeld saturated
hydraulic conductivity by applying a positive water tension to the soil surface, while the
disk inﬁltrometer [Perroux and White, 1988, Clothier and White, 1981] allows reconstruc-
tion of the hydraulic conductivity curve K(h) close to saturation, by applying diﬀerent
matric heads smaller than or equal to zero. For inﬁltration tests, the volume of inﬁltrated
water versus time is ﬁtted to infer the soil hydraulic conductivity. These tests are time-
consuming and their analysis involve various simplifying assumptions, partly due to the
ignorance of the shape of the inﬁltration front. This lack of knowledge on the form of the
inﬁltration bulb has to be ﬁxed to get accurate information on the soil water retention
θ(h) function and consequently on the hydraulic conductivity K(h) function. This can
be done by water content sensing. Vereecken et al. [2008] and Evett and Parkin [2005]
presented a state-of-the-art review on the diﬀerent techniques available for soil moisture
measurements. Among the large panel presented, geophysical methods take an impor-
tant part, mainly because many of them are non invasive and/or easy to use. Commonly
used hydro-geophysical methods are electrical resistivity measurements [Zhou et al., 2001,
Goyal et al., 2006] and electromagnetic methods [Sheets and Hendrickx, 1995, Akbar et al.,
2005]. This paper focuses on the use of Ground-Penetrating Radar (GPR) as a tool for
monitoring water inﬁltration in soil.
For a few decades GPR has been known as an accurate method to measure water content
variations in soils [Huisman et al., 2003, Annan, 2005, Doolittle et al., 2006]. Diﬀerent
techniques are available in the literature for monitoring water content in soils using GPR.
Tomography imaging between boreholes during an inﬁltration has been used by Binley
et al. [2001] and Kowalsky et al. [2005], among others [Chen et al., 2001, Endres et al.,
2007]. Many advances were made in recent years with oﬀ-ground and crosshole GPR using
full-waveform inversion, for instance to invert soil hydraulic properties [Lambot et al.,
2006, 2009, Jadoon et al., 2012] and to identify high-porosity layers that act as zones of
preferential ﬂow [Klötzsche et al., 2013]. Grote et al. [2002] and Lunt et al. [2005] used
two-way travel time variations from a reﬂector at a known depth to monitor water content
variation with time. Finally, multi-oﬀset GPR survey techniques, i.e. CMP (Common Mid
Points) or WARR (Wide-Angle Reﬂection-Refraction), were carried out during inﬁltration
by Mangel et al. [2012] and were used for water content estimation by Greaves et al. [1996]
and Bradford [2006, 2008].
The work presented here is based on mono-oﬀset monitoring of inﬁltration with on-ground
surface GPR as discussed by Haarder et al. [2011], Moysey [2010], Lai et al. [2006, 2012],
Dagenbach et al. [2013] and Saintenoy et al. [2008]. Haarder et al. [2011] used a constant
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oﬀset on-ground GPR coupled with dye tracing to exhibit preferential ﬂows. They found
that GPR was able to map deep inﬁltration when compared to using dye tracer, but
were unable to resolve the inﬁltration patterns (by-pass ﬂow, ﬁngering). Moysey [2010]
studied the inﬁltration inside a sand box from the surface with on-ground GPR. He used
the reﬂection from the wetting front as well as from the ground wave and the bottom
of the box, to monitor change in water content. He also modeled his experiment and
estimated the van Genuchten parameters using semblance analysis. He found that the
most poorly constrained parameter was n, this parameter being linked to the curvature of
the water retention curve [Saintenoy and Hopmans, 2011]. Lai et al. [2012] used a joint time
frequency analysis coupled with gray-scale imaging to measure inﬁltration and drainage
under controlled laboratory conditions. They were able to follow the peak frequency of
the GPR wavelet associated with the wetting front using time frequency analysis, from
which the rate of water inﬁltration was determined. Saintenoy et al. [2008] monitored the
wetting bulb during inﬁltration down an 81-cm-long tube placed in the soil, and were
able to identify the dimension of the bulb with time using GPR and good agreement was
found between modeled and experimental radargrams.
Hydrological models contain many parameters that need to be ﬁtted to fully describe hy-
drodynamic processes in porous media. This large multi-dimensionality of the parameter
space complicates the process of ﬁnding the global minimum. This diﬃculty is mainly due
to the existence of multiple local optima, to the discontinuity of the objective function
and its ﬁrst derivative, and to the non linear response of the models. These issues inspired
many studies since the beginning of computing science, and browsing the literature about
global optimization genesis is very instructive, particularly in hydrological science [Vrugt
et al., 2003, 2008]. Among the large panel of studies using direct search algorithms, many
of them used the Nelder-Mead (Simplex) method [Nelder and Mead, 1965], proposed
in the early 1960's and explained in detail by Lagarias et al. [1995]. As an illustrative
instance, Barati [2011] used the Nelder-Mead algorithm to obtain the nonlinear Muskin-
gum's model parameters to simulate river ﬂooding. However, the Nelder Mead method
is described as 'not very eﬃcient in terms of the number of function evaluations that it
requires ' [Press et al., 1988], and many studies on numerical analysis discredit the eﬃ-
ciency of this method [Torczon, 1989, Wright, 1996]. Many methods have been proposed
to ameliorate this algorithm since its original version. For instance, one can denote the
work of Lambot et al. [2002], who coupled the Nelder Mead Simplex algorithm with the
global multilevel coordinate search algorithm [Huyer and Neumaier, 1999] to invert soil
hydraulic parameters.
One of the other ways to improve the Nelder-Mead algorithm consists in increasing the
number of simplexes and make them evolve in parallel [Torczon, 1989], which is called mul-
tidimensional search method. These considerations inspired Duan et al. [1992] to develop
a global optimization procedure, entitled the Shued Complex Evolution (SCE-UA) al-
gorithm. Numerous studies have demonstrated that the SCE-UA algorithm is consistent,
eﬀective and eﬃcient in locating the optimal model parameters of a hydrological model.
In particular, the recent studies of Mboh et al. [2011] and Busch et al. [2013] prove the
eﬃciency of this algorithm to infer soil hydraulic parameters.
In the continuity of these studies, we present a method for monitoring the wetting front
during inﬁltration using on-ground GPR with ﬁxed oﬀset inside a ring inﬁltrometer. The
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objectives of this paper are i) to check if the proposed method is accurate enough to
monitor the wetting front during inﬁltration in a sand soil with diﬀerent boundary condi-
tions, ii) to invert the M-vG parameters and the initial water content using the SCE-UA
algorithm. We present synthetic examples and experimental ﬁeld data sets.
2.3 Background
2.3.1 Unsaturated ﬂow equation
In this study we considered one-dimensional vertical soil water ﬂow, described by the one-
dimensional Richards' equation [Richards, 1931]. Its expression in terms of water content
is
∂θ
∂t
=
∂K(θ)
∂z
+
∂
∂z
[
D(θ)
∂θ
∂z
]
, (2.1)
where K(θ) is the hydraulic conductivity as a function of water content, and D(θ) is
water diﬀusivity [Childs and Collis-George, 1950], expressed as D(θ) = K(θ)∂h
∂θ
, where h
is pressure head.
2.3.2 Hydraulic properties functions
Several mathematical functions exist to model the hydraulic properties of porous me-
dia [Kosugi et al., 2002]. We chose the van Genuchten [1980] model with the relation
of Mualem [1976], with the following expression for the water retention curve :
θ(h) = θr + (θs − θr)(1 + (αh)n) 1n−1 , (2.2)
where θs is the saturated water content, θr, the residual water content, and α and n deﬁne
two ﬁtting parameters which are respectively linked to the soil water matric potential and
the slope of the water retention curve at the inﬂection point. The hydraulic conductivity
function is described by
K(θ) = KsΘ
λ
[
1−
[
1−Θ nn−1
]n−1
n
]2
, (2.3)
with Ks the saturated hydraulic conductivity, Θ = θ−θrθs−θr the eﬀective saturation and λ
accounts for pore tortuosity.
2.3.3 Petrophysical relationships
Several empirical and conceptual relationships exist to convert volumetric water content
to soil dielectric permittivity. Using the fact that the experiments presented here have
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been made in a quarry of Fontainebleau silica sand, we used the CRIM relation [Birchak
et al., 1974, Roth et al., 1990], which relates the relative dielectric permittivity of bulk
media, εb, to the volumetric summation of each component of it. Thus for a tri-phasic
medium comprised of water, air and silica, we obtain
√
εb = θ
√
εw + (1− φ)√εs + (φ− θ) , (2.4)
where εw = 80.1, εs = 2.5 are respectively the relative dielectric permittivity of water
and silica compared to air, φ the porosity and θ the volumetric water content.
2.3.4 Dielectric permittivity versus electromagnetic wave velocity
Surface GPR consists of a transmitting antenna, being a dipole, positioned on the soil
surface, that emits short pulses of spherical electromagnetic (EMG) waves in response
to an excitation current source, and a receiving antenna, also located at the soil surface,
which converts the incoming EM ﬁelds to an electrical signal source. Following the works
of Annan [1999], the velocity of electromagnetic waves is
v =
c√
ε′µr 1+
√
1+tan2δ
2
, (2.5)
where δ is the loss factor as a function of the dielectric permittivity, frequency and elec-
trical conductivity, ε′ denotes the real part of the relative dielectric permittivity, µr the
relative magnetic permeability and c denotes the velocity of EMG waves in air (0.3 m/ns).
Considering the case of non-magnetic soil with low electrical conductivity, in the range of
10 MHz to 1 GHz, the real part dominates the imaginary part of the dielectric permittivity,
and neglecting Debye eﬀect [Debye, 1929], Eq. (2.5) reduces to :
v =
c√
ε′
. (2.6)
We used this equation to compute the travel-time of an EMG wave through a layer of soil
of known thickness with a known dielectric permittivity.
2.3.5 Electromagnetic modeling
Numerous techniques are available for simulating GPR data, such as ray-based methods
(e.g. Cai and McMechan [1995] or Sethian and Popovici [1999]), time-domain ﬁnite-
diﬀerence full-waveform methods (e.g. Kunz and Luebbers [1993] or Kowalsky et al.
[2001]), or Finite Diﬀerences Time Domain (FDTD) (e.g. Irving and Knight [2006]). We
used the GprMax2D codes [Giannopoulos, 2005], which uses FDTD modeling to solve the
Maxwell's equations in 2 dimensions.
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10 cm
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T R
Figure 2.1  Experimental set up at its initial state. T is the transmitter, R is the
receiver. A 5 cm layer of water is set. The cylinder is buried in the soil 10 cm deep.
2.4 Materials and methods
2.4.1 Experimental set-up
We studied the inﬁltration of a 5-cm thick water layer inside a single ring inﬁltrometer
in a sandy soil. The scheme of the apparatus is presented in Figure 2.1. The single ring
inﬁltrometer was a 1-mm thick aluminum cylinder with 60-cm diameter, approximately
20-cm high, buried in the soil to a depth of 10 cm. GPR antennae (namely the transmitter
T and the receiver R) were set up in the middle of the ring. In all our ﬁeld experiments,
we used a Malå RAMAC system with shielded top antennae centered at 1600 MHz. The
inner part of the cylinder was covered with a plastic waterproof sheet. This allowed us to
ﬁll the cylinder with water and create an initial 5-cm thick water layer, while preventing
inﬁltration into the sand before starting data acquisition. The beginning of the GPR
acquisition was launched when pulling away the plastic sheet to trigger water inﬁltration.
A picture of the experiment is presented in Figure 2.2, where we see the cylinder ﬁlled
with water, the 1.6 GHz antennae in the middle, a tank with a water level controller
to maintain a constant water depth. The GPR system was set to acquire a trace every
10 s. With this apparatus, we conducted two types of inﬁltration : i) a falling head
inﬁltration, consisting of pulling away the plastic sheet and allowing water to inﬁltrate
into the sand freely without adding water, and ii) a constant head inﬁltration, when water
was continuously added to the ring to maintain a 5-cm depth of water layer during the
inﬁltration experiment. In all GPR ﬁeld data presented below, we subtracted the average
trace and applied an Automatic Gain Control (AGC) to better resolve the reﬂection from
the wetting front. Using only the arrival time of the reﬂections, there is no need to gain
the data with relative amplitude conservation.
Field experiments took place in a quarry of sand in Cernay-La-Ville (Yvelines, France).
The soil was a Fontainebleau sand composed of 99% quartz. Nine soil samples of known
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Figure 2.2  Picture of the experiment. Ring inﬁltrometer ﬁlled with 5 cm of water. The
1.6 GHz antennae are in the middle protected from water by a plastic cover. We used a
water level controller coupled with a tap-tank to maintain the 5 cm of water.
volume were extracted using a manual auger every 10 cm down to 80 cm. The laboratory
analysis of these samples indicated that their average porosity was 0.43. Their average
particle density was 2.48 ± 0.03 g.cm−3. Granulometric analysis showed that 10% of the
grains had a diameter less than 0.125 mm and 86% less than 0.16 mm. These values are
typical for Fontainebleau sand. The M-vG parameters, α, n, θs, θr, of the sand were
determined in parallel in the laboratory by several classical hanging water column expe-
riments [Dane and Hopmans, 2002]. However the λ parameter was not measured and set
to its typical value of 0.5, according to Mualem [1976]. The soil was considered homo-
geneous. Its initial water content, θi, and porosity, φ, were determined using gravimetric
measurements of ﬁeld samples.
We also carried out disk inﬁltrometer experiments, using the multi-potential method [An-
keny et al., 1991, Reynolds and Elrick, 1991]. We obtained a value of the saturated hy-
draulic conductivity of Ks = 0.108± 0.01 cm/min.
2.4.2 Modeling
Inﬁltration experiments were simulated by solving Richards' equation (Eq. (2.1) ) using
HYDRUS-1D [Simunek and van Genuchten, 1996, Simunek et al., 2008]. The soil proﬁle
was 50 cm deep, assumed to be homogeneous, and divided into 1001 layers. We used either
an atmospheric Boundary Condition (BC) with no rain and evaporation at the soil surface,
for the falling head inﬁltration, or a constant pressure head of 5 cm at the top node, for
the constant head inﬁltration. For both cases, a free drainage BC at the bottom of the soil
proﬁle was used. To simulate the 5-cm layer of water, the initial condition was set to 5-cm
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pressure head at the top node. We simulated the ﬁrst 10 minutes of the experiment with a
time step of 10 s, i.e., with 60 water content snapshots. Using the CRIM relation (Eq. 2.4),
each water content snapshot was converted to permittivity proﬁles (made of 1001 points),
considering a three-phase media of sand, water, and air. These permittivity proﬁles were
the input for the GprMax2D program simulating radargrams of the inﬁltration process.
We then picked the maximum amplitude of the signal from the radargrams to obtain the
Two Way Travel-time (TWT) of the wetting front reﬂection.
2.4.3 Inversion algorithm
Convolution algorithm
Our inversion algorithm was based on the comparison between TWT of the wetting front
reﬂection observed from the radargrams acquired during the water inﬁltration experiment
and the arrival times of these reﬂections computed from the water content proﬁles mo-
deled by HYDRUS-1D. If a suitable relationship between water content and dielectric
permittivity is known, water content proﬁles obtained by the resolution of the Richards'
equation (done by HYDRUS-1D in our case) can be transformed to a 1D series of reﬂection
coeﬃcients :
Ri,t =
√
εi+1,t −√εi,t√
εi+1,t +
√
εi,t
, (2.7)
where εi,t and εi+1,t are the relative dielectric permittivities at the inﬁltration time t for
two successive model cells centered at depth zi and zi+1. This reﬂection coeﬃcient is
only valid in the case of zero-oﬀset source-receiver setup. The eﬀective depth where the
reﬂection coeﬃcient is calculated is zR =
zi+zi+1
2
. Knowing the dielectric permittivity of
each layer of the proﬁle, the electromagnetic wave velocity (Eq. 2.6) and travel time can
be computed. The travel time is used to interpolate reﬂection coeﬃcients to a constant
sampling rate. We compute a Ricker wavelet signal with the same time sampling. The
central frequency of the Ricker wavelet was set to 1000 MHz, the same as the GPR signal
recorded on the ﬁeld. We diﬀerentiated it twice with respect to time to simulate the
transformation made by the transmitter and the receiver antennae. We then performed
the convolution between this pseudo-GPR signal and the reﬂectivity to obtain
O(t) = R(t) ∗ ∂
2
∂t2
I(t), (2.8)
where O(t) is the output signal, R(t) is the reﬂectivity and I(t) is the input source of
the antenna. The TWT corresponding to the absolute maximum of O(t) was used as
the wetting front reﬂection TWT. For inversion, we used this 1D convolution algorithm
to determine the wetting front TWT, being less time consuming than 2D-FDTD. TWT
computed with those two methods are compared in the following.
Inversion modeling procedure
We used the TWT obtained from the radargrams (modeled or experimental) as data to
be ﬁtted to derive the set of M-vG parameters, {θr, θs, α, n, Ks, λ} and the initial water
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For a given set p
calculate
1D-Richards' equation 
resolution
using HYDRUS-1D
giving water content profiles 
(θ(z))
at each infiltration time step.
Convert θ(z) to
permittivity profiles (ε(z))
using CRIM relation
at each infiltration time step
Compute TWT of the 
wetting front
using 1D-convolution 
algorithm
Compute the RMSE 
between this TWT 
and 
the TWT picked in the 
experimental/simulated 
radargrams
SCE-UA
Varying the M-vG 
parameters and initial 
water content
p={θr,θs,α,n,Ks,λ,hi}
Figure 2.3  Flow diagram of the inversion procedure. SCE-UA : Shued Complex Al-
gorithm, M-vG : Mualem-van Genuchten, CRIM : Complex Refractive Index Method,
TWT : Two Way Travel-time, RMSE : Root Mean Squared Error.
content, θi, which will be stated as the parameter vector : p = {θr, θs, α, n, Ks, λ, θi}.
This set of parameters is estimated using the Shued Complex Evolution (SCE-UA)
algorithm, by minimizing the objective function expressed as the Root Mean Square Error
(RMSE) between the modeled and experimental TWT of the wetting front reﬂection.
Using Hydrus-1D, we generated 60 water content snapshots for every 10 seconds using the
set of input parameters p. For each generated parameter set p, we calculated the TWT
using our 1D-convolution algorithm and we computed the RMSE between these times
and the data as an objective function. This inversion modeling procedure is presented
as a ﬂow diagram in Figure 2.3. The optimal set of parameters pop corresponds to the
minimum of the objective function.
2.5 Falling head inﬁltration experiment
2.5.1 Numerical example
Forward modeling
The set of hydraulic parameters used for this numerical example is presented in Table 2.1,
as pin. The permittivity proﬁles, resulting from water content conversions from HYDRUS-
1D to permittivity and which were used as input for the GprMax2D program, are presen-
ted in Figure 2.4-a. The simulated GPR monitoring of the inﬁltration process is shown
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Figure 2.4  Numerical example of a falling head inﬁltration : a) permittivity proﬁles
(curves are plotted every 10 s), b) radargram simulated with GprMax 2D (reﬂection A is
coming from the wetting front, B is the direct wave, A' and A are multiples of reﬂection
A, c) comparison between TWT obtained by : crosses, picking reﬂection A peaks on
radargram b), black line, using the convolution algorithm with pin, red line, using the
convolution algorithm with pop. In d), diﬀerences between the TWT using : black line, the
convolution algorithm with pin and the radargram b), red line, the convolution algorithm
with pop and the radargram b).
in Figure 2.4-b. The horizontal axis is the inﬁltration time, two traces being separated by
10 seconds, as permittivity proﬁles are. The vertical axis is the TWT of the EMG wave
coming back to the receiver.
On the proﬁle presented in Figure 2.4-b, we denote one particular reﬂection, labeled A. Its
arrival time is increasing as the wetting front moves deeper. This reﬂection is interpreted
as coming from the wetting front. The reﬂections labeled A′ and A′′ are primary and
secondary multiples of reﬂection A. The reﬂection labeled B is the direct air-ground wave.
After 7 minutes, the 5-cm layer of water has been inﬁltrated, and drainage is starting. As a
consequence, the permittivity of the upper part of the medium decreases and the velocity
increases (Eq. 2.6). The TWT of reﬂection A increases more slowly, creating a change of
slope in the reﬂection time curve (Figure 2.4-b). In Figure 2.4-c, we display the TWT of
the maximum peak of reﬂection A (obtained from Figure 2.4-b) and the TWT calculated
from the convolution algorithm using the input parameter set, pin. In Figure 2.4-d we
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θr θs α n Ks λ θi log10(RMSE)
(cm3.cm−3) (cm3.cm−3) (cm−1) (cm/min) (cm3.cm−3) (log10(ns))
pin 0.06 0.39 0.023 6.71 0.120 0.5 0.07 -
Falling Head Inﬁltration
pop 0.062 0.396 0.0226 6.614 0.119 0.444 0.076 -7.15
|pop−pin
pin
| 3.3 % 1.5 % 1.7 % 1.4 % 0.8 % 11 % 9 % -
Constant Head Inﬁltration
pop 0.043 0.388 0.0215 6.97 0.118 0.457 0.053 -7.86
|pop−pin
pin
| 28 % 0.5 % 7 % 3.9 % 1.7 % 8.6 % 24% -
Table 2.1  Hydraulic parameters for the numerical experiments. pin is the set of para-
meters used as input to generate the radargrams presented in Figures 2.4-b) and 2.7-b).
pop is the set of parameters optimized by the SCE-UA global optimizer.
display time diﬀerences between these two curves. It has to be precised that the TWT of
the absolute maximum peak of the direct wave (noted B in Figure 2.4-b) is subtracted
from all TWT.
On Figures 2.4-b and c we see that GprMax picking and the convolution algorithm, for the
pin set are in agreement. The maximum time diﬀerence is less than 0.07 ns, showing that
the convolution algorithm is accurate enough, even though the time step in the FDTD
data is 0.01 ns.
Inverse modeling
We used the TWT obtained from the radargram of Figure 2.4-b (crosses in Figure 2.4-c) as
data to be ﬁtted to derive the set of M-vG parameters and the initial water content pop =
{θr, θs, α, n, Ks, λ, θi} using the inversion procedure shown in Figure 2.3. The RMSE
was minimized for the following set pop = {θr = 0.062 cm3/cm3, θs = 0.396 cm3/cm3, α =
0.0226 cm−1, n = 6.614, Ks = 0.119 cm/min, λ = 0.444, θi = 0.076 cm3.cm−3}, which
has to be compared with the input set values i.e., pin = {θr = 0.06 cm3/cm3, θs =
0.39 cm3/cm3, α = 0.023 cm−1, n = 6.71, Ks = 0.12 cm/min, λ = 0.5, θi = 0.07 cm3}.
Table 2.1 presents both sets, pin and pop, and the relative diﬀerences between them.
The diﬀerences between these two sets of parameters is small considering that one is
obtained using a straight 1D-convolution algorithm to invert 2D-FDTD simulated data.
The comparisons between the simulated radargram picking of the wetting front (obtained
from Figure 2.4-b) and the TWT calculated by the convolution algorithm with the inverted
set of parameters pop is presented in Figure 2.4-c and time diﬀerences in Figure 2.4-d. This
inversion of a synthetic example validates our 1D convolution algorithm coupled with
SCE-UA global optimization to invert experimental results, modeled with GprMax2D, to
obtain the M-vG parameters and the initial water content of the considered soil.
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Figure 2.5  GPR data acquired during a falling head inﬁltration (ﬁeld experiment of
the 01/27/2012). Reﬂection A is the reﬂection coming from the wetting front.
2.5.2 Field experiment
Experimental data and their analysis
Five falling head experiments took place in the quarry of Fontainebleau sand described in
section 2.4.1. For each experiment, the initial volumetric water content was determined
by gravimetric measurements on several soil core samples (Table 2.2).
As an example of the ﬁeld GPR data, the radargram acquired on the 27th of January 2012
is shown in Figure 2.5. During this experiment, the 5 cm water layer was fully inﬁltrated
after about 10 minutes, although in certain areas of the soil surface this time has been
slightly shorter. The proﬁle in Figure 2.5 shows three distinctive reﬂections. The one
interpreted as coming from the inﬁltration front, labeled A, has an arrival time varying
from 0 ns down to 7 ns. The other reﬂections come from the cylinder and are interpreted
in Léger and Saintenoy [2012]. We did not use them in the present work. We determined
the TWT of the A reﬂection peak and inverted the set of parameters using the same
algorithm as for the synthetic case, summarized in the ﬂow diagram (Figure 2.3). The
time zero was set to the TWT of the direct wave peak, which corresponds to the TWT
of the wetting front reﬂection for the ﬁrst trace. The set of parameters, p1op, minimizing
the objective function is presented in Table 2.2.
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Date θr θs α n Ks λ θi θ∗i (RMSE)
(M/D/Y) (cm3 cm−3) (cm3 cm−3) (cm−1) (cmmin−1) (cm3 cm−3) (cm3 cm−3) (ns)
Falling Head Inﬁltration
p1op 01/27/2012 0.044 0.38 0.021 6.01 0.11 0.45 0.08 0.092
∗ 0.0815
p2op 05/25/2011 0.036 0.405 0.0118 7.77 0.022 0.33 0.29 0.09
∗ 0.2
p3op 06/01/2011 0.067 0.389 0.036 8.6 0.034 0.31 0.067 0.09
∗ 0.07
p4op 11/07/2012 0.021 0.429 0.0208 5.82 0.0235 0.42 0.04 0.15
∗ 0.07
p5op 11/07/2012 0.051 0.373 0.022 5.73 0.024 0.69 0.07 0.15
∗ 0.05
Constant Head Inﬁltration
p6op 07/25/2013 0.057 0.36 0.039 5.95 0.33 0.36 0.058 0.054
∗ 0.04
p7op 02/22/2013 0.05 0.387 0.0144 5.75 0.029 0.37 0.22 0.067
∗ 0.03
p8op 07/25/2013 0.051 0.413 0.024 7.11 0.129 0.482 0.056 0.054
∗ 0.005
Laboratory and ﬁeld measurements
pcla 11/07/2012 0.06 0.39 0.023 6.71 0.108∗ 0.5∗∗ - - -
Table 2.2  Hydraulic parameters for the ﬁeld experiments. The ∗ indicates values ob-
tained from external ﬁeld measurements such as disk inﬁltrometer experiment for Ks and
gravimetric measurements from ﬁeld samples for θi. The ∗∗ indicates that we set this value
to 0.5 according to Mualem [1976]. pcla is formed by the M-vG parameters determined by
hanging water column experiments and the Ks value obtained from the disk inﬁltrometer
data. p1−8op are the set of parameters inverted by our method.
In Figure 2.6-a, we compare the TWT of the wetting front obtained from i) the modeling
using the set of parameters pcla, formed by the M-vG parameters determined by water
hanging column experiments and the Ks value obtained from the disk inﬁltrometer data,
ii) the modeling using the optimized set of parameters p1op and iii) reﬂection A in the
experimental radargram (Figure 2.5).
In addition, Table 2.2 presents four other experimental results performed in the same
quarry but at diﬀerent sites and during other days. The inverted sets, p2op to p
5
op were all
determined with the same procedure as p1op with 10 minutes of GPR monitoring or less.
The last three experiments in Table 2.2, labeled p3−5op and presented in Figure 2.6-c-d-
e, show that the M-vG parameters determined by laboratory measurements and disk
inﬁltrometer test do not lead to a TWT close to the experimental GPR picking. This
variability will be discussed in the discussion section.
The second inversion, labeled p2op, seems accurate on Figure 2.6-b but leads to a smaller α
value than in the other cases. It is correlated to the higher inverted initial water content,
θi = 0.29 cm
3.cm−3, because of relation Eq. (2.2). The ﬁrst minute of the inﬁltration is
poorly ﬁtted by the optimized model. We suspect that the sampling interval (one trace
every 10 seconds) was too large to get accurate measurements, especially at the beginning
of the inﬁltration, not well resolved, leading to a shift between the generated and the
experimental TWT.
68 CHAPITRE 2. GPR MONITORING OF A SINGLE RING INFILTRATIONS
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e)
Figure 2.6  For the ﬁve falling head inﬁltration ﬁeld experiments : comparisons of TWT
from the wetting front obtained i) from reﬂection A in the experimental radargrams, ii)
with modeling using pcla (Table 2.2), and iii) with modeling using a) p1op, b) p
2
op, c) p
3
op,
d) p4op and e) p
5
op.
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2.6 Constant head inﬁltration experiment
2.6.1 Numerical example
Forward modeling
For this second case, a water layer of 5 cm above the ground was kept constant during
the entire experiment. As above, using the same set of parameters pin as in the ﬁrst
synthetic example (Table 2.1), we modeled inﬁltration of water inside a ring inﬁltrometer
by applying a constant pressure head of 5 cm to the top node during 10 minutes. The
permittivity proﬁles are presented in Figure 2.7-a, with each curve plotted every 10 s as
in the falling head case. Figure 2.7-b shows the radargram simulated with GprMax2D.
As can be seen, the reﬂection labeled A corresponds to the inﬁltration front reﬂection. Its
TWT is increasing with no break in slope because inﬁltration is being constantly fed by
constant ponding, contrary to the previous falling head case. In Figure 2.7-c, we computed
the TWT of the wetting front using the convolution algorithm and compare them to the
picked TWT of reﬂection A from the radargram in Figure 2.7-b. Time diﬀerences between
these two curves (black line in Figure 2.7-d) are less than 0.07 ns as in the former synthetic
example.
Inverse modeling
We inverted the whole set of parameters pop, by minimizing the diﬀerences between the
arrival times of the wetting front reﬂection obtained by the convolution algorithm and the
arrival times picked from the simulated radargram in Figure 2.7-b. The objective function
was minimized for the set pop = {θr = 0.043 cm3/cm3, θs = 0.388 cm3/cm3, α =
0.0215 cm−1, n = 6.973, Ks = 0.118 cm/min, λ = 0.457, θi = 0.053 cm3.cm−3}, which
is close to the values used as input for simulating the data, pin, as in the former falling head
case. Table 2.1 presents the relative diﬀerences between the parameters set as input and
the optimal parameters. The comparisons between the simulated radargram picking of the
wetting front (obtained from Figure 2.7-b) and the TWT calculated by the convolution
algorithm with the inverted set of parameters pop is presented in Figures 2.7-c and d. This
synthetic inversion validates our 1D convolution algorithm coupled with SCE-UA global
optimization to invert experimental data to obtain M-vG parameters and the initial water
content in the case of constant head inﬁltration experiment.
2.6.2 Field experiments
Three experiments took place in the same quarry of Fontainebleau sand as in the previous
experiments. The GPR data obtained on the 25th of July 2013 are shown in Figure 2.8.
In this proﬁle, the TWT of reﬂection A increases from 0 to about 9 ns after 9.5 min of
inﬁltration. We picked the arrival time of the A reﬂection peak and computed the objective
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Figure 2.7  Numerical example of a constant head inﬁltration : a) permittivity proﬁles
(curves are plotted every 10 s), b) radargram simulated with GprMax 2D (reﬂection A is
coming from the wetting front, B is the direct wave, A' and A are multiples of reﬂection
A, c) comparison between TWT obtained by : crosses, picking reﬂection A peaks on the
radargram b), black line, using the convolution algorithm with pin, red line, using the
convolution algorithm with pop. In d), diﬀerences between the TWT using : black line, the
convolution algorithm with pin and the radargram b), red line, the convolution algorithm
with pop and the radargram b).
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Figure 2.8  GPR data acquired during a constant head inﬁltration (ﬁeld experiment of
the 07/25/2013). Reﬂection A is the reﬂection coming from the wetting front.
function using the same procedure as described before. We obtained the minimum of the
objective function for the set p6op = {θr = 0.057 cm3.cm−3, θs = 0.36 cm3.cm−3, α =
0.039 cm−1, n = 5.95, Ks = 0.33 cm.min−1, λ = 0.36, θi = 0.058 cm3.cm−3}, as
summarized in Table 2.2. Again, these values should be compared to those obtained by
the disk inﬁltrometer and hanging water column experiments, pcla, and to the other sets
of parameters optimizing data acquired on this soil during this study.
In Figure 2.9, we display the TWT of the wetting front obtained from i) the modeling using
the set of parameters pcla), ii) the modeling using the optimized set of parameter p6−7−8op
and iii) the experimental radargrams. From Figure 2.9, we can see that our algorithm
is accurate and able to diﬀerentiate between close values of hydraulic parameters. As in
the third experiment (Figure 2.6-c), it shows that the M-vG parameters determined by
laboratory measurements and disk inﬁltrometer test pcla do not lead to a TWT close to
the experimental GPR picking.
Once again, despite its good ﬁtting on Figure 2.9-b, the second constant head experiment
(p7op) has a low α value and high inverted initial water content, θi = 0.22 cm
3.cm−3.
Picking or poor sampling might not be the source of error. We see around 1 minute of
inﬁltration a change in slopes in the TWT, due to a small issue in the constant head
device. We suspect this change is responsible for this low value of α.
Concerning Figure 2.9-c, the GPR data are not ﬁtted correctly, despite the fact the opti-
mized set of parameters p7op is consistent with the other experiments.
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a) b)
c)
Figure 2.9  For the three constant head inﬁltration ﬁeld experiments : comparisons of
TWT from the wetting front obtained i) from reﬂection A in the experimental radargrams,
ii) with modeling using pcla (Table 2.2), and iii) with modeling using a) p6op, b) p
7
op, c) p
8
op.
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2.7 Discussion
The results presented above indicate clearly that a commercial surface GPR can be used
as a tool for monitoring the wetting front in sand soils. Although the use of surface-based
GPR data to estimate the parameters of unsaturated ﬂow models is not new [Moysey,
2010], our method gives in a single experiment accurate values of all the M-vG parameters
{ θr, θs, α, n, Ks, λ} and the initial volumetric water content θi, comparable to those
obtained with disk inﬁltrometer and hanging water column measurements, and relevant
in the case of sand soil. A distinct advantage of our approach is the simplicity of the
algorithm and its quick convergence, which is very encouraging for application to more
complicated models (layered soils), and other soil types.
Although we obtained diﬀerent values for the set of M-vG parameters in our diﬀerent
experiments, they are consistent within each other and are expected for this type of
Fontainebleau sand soils. Those diﬀerences arise mainly because the experiments were
not done the same day nor on the same sites. The sites were decades meters away from
each other, so that spatial variability can explain the observed diﬀerences between the
estimated values. Heterogeneities in unsaturated hydraulic properties were studied and
described on diﬀerent soils in the works of Russo and Bouton [1992], Chen et al. [2012a,b]
and Guadagnini et al. [2013]. According to these studies, the variabilities observed in
the M-vG parameters we inverted using our method are in the range of the spatial and
temporal variabilities expected in such ﬁeld studies.
That said, the discrepancies between hydraulic parameters determined by our GPR al-
gorithm and the laboratory/disk inﬁltrometer measurements may come from diﬀerent
phenomena.
First of all, the M-vG parameters determined from the hanging water column experiment
were obtained from a single drainage curve of reconstituted samples, whereas on the ﬁeld,
the inﬁltration is a ponded one, wetting front coming from the top.
Secondly, despite the fact that we upgraded the single ring inﬁltrometer by the use of GPR
to monitor the wetting front, our experiments still suﬀer from the problem of entrapped
air, which causes reduction of saturated water content and hydraulic conductivity and
deviation of the other hydraulic parameters. This issue cannot be ﬁxed with ponded inﬁl-
tration. Disk inﬁltrometer measurement may cause less problems, working with negative
pressure potentials [Ankeny et al., 1991, Reynolds and Elrick, 1991].
During our modeling, we considered an homogeneous and isotropic soil. As we said, real
soils exhibit heterogeneities, triggering preferential ﬂows. Even in the case of Fontainebleau
sand, diﬀerences in packing and compaction could lead to the creation of preferential ﬂow
paths. One of the ways to resolve this issue could be to use a dual porosity model [Gerke
and van Genuchten, 1993] and a stochastic procedure to generate a high number of soil
models with diﬀerent parameters, and perform statistical analysis on the obtained set of
parameters.
Some remarks are needed about the comparison between 1D-temporal convolution and the
real electromagnetic signal. Our inversion algorithm is based on the assumption that soil
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can be represented as a stack of homogeneous layers, and forces the reﬂection coeﬃcient
(Eq. 2.7) to be expressed as a normal incidence case. Secondly, we considered that the 2-D
plane waves computed by the FDTD algorithm (modeling) and 3-D plane waves (expe-
riments) could be treated as a 1-D temporal convolution. This limitation will be studied
in future works, using SWMS-2D [Simunek et al., 1994] to simulate 2D axi-symmetrical
inﬁltration.
Another source of inevitable issue, working with GPR, arises from the dispersion of the
electromagnetic signal because of the soil electrical conductivity. The penetration of the
EMG wave will decrease with increasing electrical conductivity, which clearly indicates
the diﬃculty to work with high clay content soils.
Finally, the inﬂuence of the initial water content, θi, is of much importance because the
power of the returned GPR signal is proportional to the permittivity diﬀerence between
the saturated and the initial state of the soil. Higher contrast between those two will lead
to better ability to monitor the wetting front.
2.8 Summary
This research investigated the use of on-ground surface GPR to monitor the wetting front
during inﬁltration inside a ring inﬁltrometer. We showed by modeling and experiments
that a standard GPR device was able to monitor the wetting front in a sandy soil. We
tested on synthetic cases the ability of our algorithm to invert modeling and experimen-
tal data to obtain the M-vG parameters and the initial water content using a Shued
Complex Algorithm optimization procedure. We presented results from eight ﬁeld inﬁl-
tration experiments. The experiments were falling head inﬁltrations and constant head
inﬁltrations performed in a quarry of Fontainebleau sand. Those two types of experiments
correspond to transient and steady state inﬁltration, and show the ability of our method
to work in both cases. The retrieved parameters were comparable to those obtained with
laboratory and disk inﬁltrometer experiments, and were in agreement with the parame-
ters expected for this type of sand soils. This new ﬁeld method allowing to retrieve the
M-vG parameters in a short amount of time with no need of additional time-consuming
laboratory measurements, is very promising, and further researches are currently carried
out on other type of soils, particularly loessic soils.
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2.9 Uncertainties on the saturated hydraulic conducti-
vity
This study was focused on the inversion of the GPR monitoring data to obtain only
the saturated hydraulic conductivity and its uncertainties. The inversion methods and
procedure were the same as presented above.
Uncertainty Analysis
We attempted to evaluate the uncertainty in the saturated hydraulic conductivity re-
trieved from GPR data ﬁtting by using a Bayesian method. We based it on the work
of Tarantola [1987] and the adaptative method proposed by the Joint Committee for
Guides in Metrology (JCGM) [BIPM et al., 2011]. We considered six major uncertainty
sources, ﬁve from the Mualem-van Genuchten parameters, α, n, θr, θs and λ and one
from the initial water content θi. We assumed that all uncertainties can be described
by a Gaussian distribution probability function centered on the value found by the han-
ging water column experiments with a standard deviation ranging from 5 to 40%. With
this deﬁnition we obtained the following set of a priori density functions for our expe-
rimental case : Nα(αµ = 0.023 cm−1, ασ = [5; 40]%), Nn(nµ = 6.7, nσ = [5; 40]%),
Nθr(θµr = 0.062 cm3/cm3, θσr = [5; 40]%), Nθs(θµs = 0.39 cm3/cm3, θσs = [5; 40]%),
Nλ(λµ = 0.5, λσ = [5; 40]%) and Nθi(θµi = 0.09 cm3/cm3, θσi = [5; 40]%), where N stands
for the Gaussian probability density function and µ and σ represent the mean and stan-
dard deviation. We generated multiple sets of parameters by sampling each Gaussian
distribution, using a Latin Hypercube Sampling algorithm [McKay et al., 1979, Iman and
Shortencarier, 1985, Diwekar and Kalagnanam, 1997] {αi, ni, θir, θis, λi, θii}, where the
subscript i is the iteration number. For each set, the value of Ks minimizing the ob-
jective function was computed by the inversion procedure presented above. We generated
enough sets of parameters so that the uncertainty on Ks values look like a Gaussian func-
tion with a stabilized standard deviation. We used this standard deviation to represent
the uncertainty of Ks.
We did not consider the uncertainties on radargrams picking, because we evaluated it
has a very weak inﬂuence comparing to the other uncertainties considered, as they were
smaller than 0.1 ns.
Using our analysis, we found in the case of the falling head inﬁltration thatKs was ranging
from 0.12± 0.01 cm/min to 0.1± 0.1 cm/min for 5% and 40% uncertainties on Mualem-
van Genuchten parameters, respectively. For the constant head case, we found a range of
possible values for the saturated hydraulic conductivity, Ks = 0.089 ± 0.009 cm/min for
5% uncertainties on the Mualem-van Genuchten parameters to Ks = 0.07± 0.05 cm/min
for 40% uncertainties. The results are detailed in Table 2.3. This narrow range of possible
values is in agreement with the disk inﬁltrometer value, and clearly shows the accuracy of
our method in the case of a sandy soil and its robustness to the inﬂuence of uncertainties
on the Mualem-van Genuchten parameters.
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Falling Head Inﬁltration
θi θr θs α n λ Ks Retrieved Ks
(cm3.cm−3) (cm3.cm−3) (cm3.cm−3) (cm−1) (cm/min) (cm/min)
Numerical 0.17 0.07 0.43 0.019 8.67 0.5 0.120 0.121
Field 0.09 0.062 0.39 0.023 6.7 0.5 0.108 ±0.01∗ 0.120
Field ±5% ±0.005 ±0.003 ±0.02 ±0.001 ±0.03 ± 0.03 " 0.120 ±0.013
Field ±10% ±0.009 ±0.006 ±0.04 ±0.002 ±0.7 ± 0.05 " 0.12 ±0.02
Field ±20% ±0.02 ±0.012 ±0.08 ±0.005 ±1.4 ± 0.1 " 0.11 ±0.04
Field ±30% ±0.03 ±0.018 ±0.12 ±0.007 ±2 ± 0.15 " 0.11 ±0.07
Field ±40% ±0.04 ±0.024 ±0.16 ±0.009 ±2.7 ± 0.2 " 0.1 ±0.1
Constant Head Inﬁltration
θi θr θs α n λ Ks Retrieved Ks
(cm3.cm−3) (cm3.cm−3) (cm3.cm−3) (cm−1) (cm/min) (cm/min)
Numerical 0.17 0.07 0.43 0.019 8.67 0.5 0.120 0.119
Field 0.07 0.062 0.39 0.023 6.7 0.5 0.108 ±0.01∗ 0.089
Field ±5% ±0.004 ±0.003 ±0.01 ±0.001 ±0.03 ±0.03 " 0.089 ±0.009
Field ±10% ±0.007 ±0.006 ±0.02 ±0.002 ±0.07 ±0.05 " 0.09 ±0.01
Field ±20% ±0.01 ±0.01 ±0.04 ±0.004 ±0.06 ±0.06 " 0.08 ±0.02
Field ±30% ±0.02 ±0.02 ±0.06 ±0.006 ±0.03 ±0.03 " 0.08 ±0.04
Field ±40% ±0.2 ±0.018 ±0.06 ±0.006 ±0.21 ±0.15 " 0.07 ±0.05
Table 2.3  Hydraulic parameters for the numerical and ﬁeld experiments. The ∗ indicates
values of Ks measured from disk inﬁltrometer experiments.
Chapitre 3
Hydrodynamic parameters of a sandy
soil determined by Ground-Penetrating
Radar monitoring of Porchet
inﬁltrations 1
3.1 Abstract
This chapter presents how Mualem-van Genuchten hydraulic parameters of a sandy soil
can be obtained from ground-penetrating radar data acquired during water inﬁltration
down a tube placed in a vertical hole. Water content proﬁles were simulated at various in-
ﬁltration time steps using SWMS-2D based on initial values of the Mualem-van Genuchten
parameters and were converted to dielectric permittivity proﬁles using the Complex Re-
fractive Index Model. The GprMax2D suite of programs was used to generate radargrams
showing the electromagnetic reﬂections on the simulated wetting bulb. The Shued Com-
plex Evolution algorithm was used to estimate the Mualem-van Genuchten parameters
from ground-penetrating radar reﬂections measured during constant head borehole inﬁl-
trations. The method is presented on synthetic examples and on ﬁeld experiments carried
out in a sandy soil. The estimated parameters were compared with values obtained in the
laboratory on soil samples and with disk inﬁltrometer measurements.
3.2 Introduction
The vadose zone is a buﬀer layer where water is brought to the underlying aquifer by
precipitation and irrigation or taken oﬀ by evaporation, evapotranspiration and drainage.
1. This chapter is adapted from Léger, E., Saintenoy, A., Tucholka, P., and Coquet, Y., Hydrodynamic
parameters of a sandy soil determined by Ground Penetrating Radar monitoring of Porchet inﬁltrations,
IEEE J. Sel. Topics Appl. Earth Observ. in Remote Sens., in press, 2015
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Understanding soil response to water stress and planning its ability to redistribute wa-
ter is a key for dealing with water resource management, food production, and natural
ecosystem protection.
Soil hydrodynamic characteristics are represented by the soil water retention θ(h) and
hydraulic conductivity K(h) functions. These functions are described by various mathe-
matical expressions summarized in Kosugi et al. [2002]. The soil water retention function,
θ(h), is deﬁned as the relationship between the volumetric water content, θ, and the
matric suction head, h. The hydraulic conductivity function, K(h) or K(θ), is the re-
lationship between hydraulic conductivity and matric suction head or volumetric water
content. The parameters appearing in these functions are generally obtained indirectly
using parameter optimization techniques to ﬁt data obtained in the laboratory or in the
ﬁeld. The Mualem-van Genuchten (M-vG) functions [Mualem, 1976, van Genuchten, 1980]
are widely used and are generally well suited for sandy soils. The determination of the
parameters of the van Genuchten soil water retention function is usually done using labo-
ratory experiments, such as the water hanging column [Dane and Hopmans, 2002]. The
hydraulic conductivity function can be determined either in the laboratory, or, using in
situ inﬁltration tests. Laboratory methods such as the multistep outﬂow [Eching et al.,
1994] or the evaporation methods [Peters and Durner, 2008, Schindler et al., 2010a,b] give
both the hydraulic conductivity function and the water retention curve, whereas constant
or falling head permeameter methods [Klute, 1965, Klute and Dirksen, 1986] give only
the saturated hydraulic conductivity by direct application of Darcy's law.
The large number of existing ﬁeld methods [Angulo-Jaramillo et al., 2000] can be charac-
terized in two types, whether measurements are performed from the soil surface or from
auger holes. The single [Muntz et al., 1905] or double ring inﬁltrometers [Boivin et al.,
1987] provide ﬁeld saturated hydraulic conductivity from inﬁltration under positive water
pressure applied to the soil surface, while disk inﬁltrometers [Perroux and White, 1988,
Clothier and White, 1981] allow the reconstruction of the hydraulic conductivity curve
K(h) close to saturation by applying diﬀerent water pressures smaller than or equal to
zero. The Guelph permeameter [Reynolds, 2008, Reynolds and Elrick, 2002] is a popular
auger-hole method that measures a composite of vertical and horizontal Ks at a certain
depth. This well permeameter technique involves augering a well into the soil and ponding
one or more constant heads of water in the well, and monitoring the water input required
to maintain the head. This principle is more or less the same as the Porchet test inﬁltro-
meter [Porchet and Laferrere, 1935] developed to determine the hydraulic properties of
deep layers. Other methods such as the cone permeameter [Gribb et al., 1998, Kodesovà
et al., 1998, Simunek et al., 1999] allow to obtain the whole set of hydraulic parameters
for deep layers as well.
The determination of soil hydrodynamic parameters is delicate since reliable measure-
ments are diﬃcult to obtain and data show large spatial variability as shown by Romano
[1993]. Soil hydrodynamic parameter variability is due to the heterogeneity of soil physical
properties which can be large at regional [Wang et al., 2014] and ﬁeld scales [Shouse et al.,
1995, Vogel et al., 2000, Mzuku et al., 2005]. Further, parameters determined on soil core
samples may not be fully representative of the soil's in situ properties since the integrity
of soil is diﬃcult to preserve during sampling. Classical methods such as those presented
above are time-consuming and their analysis involves various simplifying assumptions,
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partly due to the lack of information about the shape of the inﬁltration front or bulb.
Another critical drawback of these methods is the small volume used in the measurements,
which may not adequately represent vadose zone processes [Binley et al., 2002].
An alternative to permeameter tests is the use of geophysical methods. Advances in ins-
trumentation and electronics in the past 30 years have signiﬁcantly reduced costs and
improved acquisition rates, which explains the current attractivity of geophysical me-
thods. Detailed reviews on remote sensing for soil moisture measurements are presented
in the works of Vereecken et al. [2008] and Evett and Parkin [2005], where geophysical
methods take an important part, mainly because many of them are non invasive and/or
easy to use and allow for in situ estimation of subsurface properties at a larger, more
relevant integrative scale. A complete review of the large panel of geophysical methods in
watershed hydrology is available in the paper of Robinson et al. [2008]. Commonly used
hydro-geophysical methods are electrical resistivity [Zhou et al., 2001, Goyal et al., 2006]
and electromagnetic [Sheets and Hendrickx, 1995, Akbar et al., 2005] measurements. This
paper focuses on the use of Ground-Penetrating Radar (GPR).
For a few decades, GPR has been known as an accurate method to measure water content
variations in soils [Huisman et al., 2003, Annan, 2005, Doolittle et al., 2006], since the
dielectric permittivity of water relative to air is 80.1 (at 25◦C). For example wet sand has
a permittivity range of 20-30, whereas its dry state gives a dielectric permittivity range
of 3-5 [Davis and Annan, 1989]. The GPR method is based on the fact that EMG wave
propagation velocity decreases in the vadose zone as water content increases [Loeer and
Bano, 2004, Bano, 2006]. In addition Parkin et al. [2000] showed that moisture content
estimated from GPR data has a high reproductibility and accuracy, which allows for tra-
cking water front movement in the vadose zone. Many GPR techniques have been used
such as tomography imaging between boreholes [Binley et al., 2001, Kowalsky et al., 2005,
Chen et al., 2001, Endres et al., 2007, Chang and Alumbaugh, 2011, Eppstein and Dou-
gherty, 1998]. However, according to Steelman et al. [2012] this method provides minimal
information about soil moisture dynamics near the surface, and also coring is deﬁnitely
invasive. That is why surface-based GPR systems represent an ideal alternative and most
of the recent studies focused on these techniques. Many advances were recently made with
GPR using full-waveform inversion, for instance to invert soil hydraulic properties [Lambot
et al., 2006, 2009, Jadoon et al., 2012] using oﬀ-ground GPR and on-ground GPR [Busch
et al., 2012], and to identify high-porosity layers that act as zones of preferential ﬂow
using crosshole data [Klötzsche et al., 2013]. More classical methods such as multi-oﬀset
GPR survey techniques were carried out during water inﬁltration by Mangel et al. [2012]
and were used for water content estimation by Greaves et al. [1996] and Bradford [2006,
2008].
The study presented here is a ﬁeld water inﬁltration experiment monitored with on-
ground GPR, keeping constant distance between antennas (mono-oﬀset). Many studies
have been carried out on GPR monitoring of water dynamics during ﬁeld or laboratory
experiments. Moysey [2010] studied a laboratory inﬁltration inside a sand box from the
surface with on-ground GPR. He used the reﬂection from the wetting front as well as
from the ground wave and the bottom of the box to monitor changes in water content.
These data were used to estimate the van Genuchten parameters using semblance analy-
sis. Lai et al. [2012] conducted a laboratory water inﬁltration and drainage experiment
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under controlled conditions during which GPR waveform and side-view grayscale images
of the soil column were continuously captured. The GPR wavelets were analyzed by a
joint time-frequency analysis and the authors were able to determine the rate of water in-
ﬁltration in the unsaturated zone. Haarder et al. [2011] used a constant oﬀset on-ground
GPR to monitor a ﬁeld inﬁltration experiment while dye tracing was used to exhibit
preferential ﬂow paths after post-experiment excavation. They found that the GPR was
able to map deeper inﬁltration when compared to dye tracing, but was unable to resolve
small inﬁltration patterns leading to preferential ﬂow. These authors concluded that the
non-uniformity of the wetting front, especially ﬁngering, complicated GPR data interpre-
tation. Truss et al. [2007] used time-lapse GPR measurements coupled with a centimeter
positioning system accuracy to track ﬂuid movement and characterize subsurface ﬂow in
a limestone after rainfall and artiﬁcial injection. They were able to highlight preferential
ﬂows and create 3D time-lapse imaging of ﬂow through dissolution sinks. Trinks et al.
[2001] followed an inﬁltration plume in a dry sand by collecting dense GPR lines every
30 minutes. By comparing these time-line datasets to baseline signal, they were able to
follow the inﬁltration plume in 3D and even distinguish preferential ﬂows.
In a previous study, Léger et al. [2014] were able to follow the progression of the wetting
bulb during inﬁltration from a single ring inﬁltrometer. A 1D-convolution algorithm was
used to obtain the M-vG parameters of the studied sandy soil. This ﬁrst study showed
that 1D modeling was suﬃcient to obtain M-vG parameters from GPR monitoring of
surface inﬁltration provided the soil being considered homogeneous. Modeling inﬁltration
in a borehole at a known depth requires 2D axi-symmetrical modeling, which implies
the use of a 2D algorithm inversion. Saintenoy et al. [2008] monitored the wetting bulb
during an experimental inﬁltration down a 81 cm-long tube placed into the soil, using a
commercial surface GPR. They gave an estimation of the dimension of the bulb with time
and numerically modeled the experiment for which they obtained a good agreement with
experimental radargrams.
The aim of the present study was to extend the analysis of Saintenoy et al. [2008] and
estimate the soil hydraulic properties of a sand using the Shued Complex Evolution
(SCE-UA) algorithm [Duan et al., 1992] to invert the GPR data based on synthetic
examples and experimental ﬁeld data sets.
3.3 Background
3.3.1 Unsaturated ﬂow equation
In this study, we consider unsaturated ﬂow of incompressible water in a non-deformable
isotropic and isothermal porous media. Using a symmetry around the axis deﬁned by the
borehole middle axis, the water ﬂow was described using Richards' equation [Richards,
1931], which can be expressed in terms of water content as
∂θ
∂t
=
1
r
∂
∂r
(
rK(h)
∂h
∂r
)
+
∂
∂z
[(
K(h)
∂h
∂z
+ 1
)]
, (3.1)
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where t is the time, r is the radial distance around the axis of symmetry, z is the vertical
distance from the soil surface downward.
3.3.2 Hydraulic property functions
Several mathematical functions exist to model the hydraulic properties of porous me-
dia [Kosugi et al., 2002].
All these models solve the integral form of the relative hydraulic conductivity function,
based either on the Burdine's [Burdine, 1953] or the Mualem's [Mualem, 1976] theory. We
chose Mualem's model, which expresses the relative hydraulic conductivity as
Kr = S
1/2
e
[∫ Se
0
1
h(x)
dx∫ 1
0
1
h(x)
dx
]2
, (3.2)
where Kr = K(h)/Ks and Ks (cm/min) is the saturated hydraulic conductivity. Se is
the dimensionless water content or eﬀective saturation, Se = θ−θrθs−θr , the subscripts s and r
indicate saturated and residual value of the volumetric soil water content θ, respectively.
Water retention functions, θ = f(h), have been proposed to solve the equation (3.2).
Among them, the van-Genuchten [van Genuchten, 1980] model has the following expres-
sion
θ(h) = θr + (θs − θr)(1 + (αh)n) 1n−1 , (3.3)
where α (cm−1) and n deﬁne two ﬁtting parameters which are linked to the soil wa-
ter matric potential and the slope of the water retention curve at the inﬂection point,
respectively. The hydraulic conductivity function (Equation 3.2) is then described by
K(θ) = KsS
λ
e
[
1−
[
1− S
n
n−1
e
]n−1
n
]2
, (3.4)
with λ accounting for pore tortuosity, set to 0.5 for isotropic media, according to the study
of Mulaem [Mualem, 1976].
3.3.3 Dielectric permittivity versus electromagnetic wave velocity
Surface GPR consists of a dipole transmitting antenna positioned on the soil surface that
emits short pulses of spherical electromagnetic (EMG) waves in response to an excitation
current source, and a receiving antenna, also located at the soil surface, which converts
the incoming EMG ﬁelds to an electrical signal source. Following the works of Annan
[1999], the velocity of electromagnetic waves is
v =
c√
ε′µr 1+
√
1+tan2δ
2
, (3.5)
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where δ is the loss factor as a function of the dielectric permittivity, frequency and elec-
trical conductivity, ε′ denotes the real part of the relative dielectric permittivity, µr the
relative magnetic permeability and c denotes the velocity of EMG waves in air (0.3 m/ns).
Considering the case of non-magnetic soil with low electrical conductivity, in the range of
10 MHz to 1 GHz, the real part dominates the imaginary part of the dielectric permittivity,
and neglecting Debye eﬀect [Debye, 1929], Eq. (3.5) reduces to :
v =
c√
ε′
. (3.6)
We used this equation to compute the travel-time of an EMG wave through a layer of soil
of known thickness with a known dielectric permittivity.
3.3.4 Petrophysical relationship
A petrophysical function relating the soil water content to porosity and to the soil dielec-
tric permittivity is needed for the interpretation of GPR measurements. Several empirical
or conceptual models exist to convert soil volumetric water content to dielectric permitti-
vity. Two complete reviews are available in the works of Huisman et al. [2003] and Lesmes
and Friedman [2005]. Based on the fact that the experiments presented here have been
made in a quarry of Fontainebleau sand composed of 99% silica, we used the Complex
Refractive Index Method (CRIM) [Birchak et al., 1974, Roth et al., 1990], which relates
the relative dielectric permittivity of bulk media, εb, to the volumetric summation of each
component of it. Thus, for a tri-phasic medium comprised of water, air and silica, we
obtain
√
εb = θ
√
εw + (1− φ)√εs + (φ− θ) , (3.7)
where εw = 80.1, εs = 2.5 are respectively the dielectric permittivity of water and silica
(relative to value in air) and φ the porosity.
3.3.5 Hydrodynamical modeling
Solving Eq. (3.1) is not an easy task since it is a non linear equation of partial deriva-
tives. The Finite Element Method (FEM) is often used in such case. Many codes such as
Hydrus2D/3D [Simunek et al., 2008] or COMSOL are used to perform it. The Richards'
equation was solved numerically by the code SWMS-2D developed by Simunek et al.
[1994].
3.3.6 Electromagnetic modeling
Numerous techniques are available for simulating GPR data, such as ray-based methods
(e.g. Cai and McMechan [1995] or Sethian and Popovici [1999]), time-domain ﬁnite-
diﬀerence full-waveform methods (e.g. Kunz and Luebbers [1993] or Kowalsky et al.
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Figure 3.1  Scheme of the experimental set up. The triangle symbolizes the transmitter
and receiver of the antennae. A 10-cm layer of water was maintained in the 4-cm-radius
vertical hole. Length are in centimeters.
[2001]), or Finite Diﬀerences Time Domain (FDTD) (e.g. Irving and Knight [2006]). We
used the GprMax2D codes [Giannopoulos, 2005], which use FDTD modeling to solve
Maxwell's equations in two dimensions.
3.4 Materials and methods
3.4.1 Experimental set-up
We studied the inﬁltration of a 10-cm-thick layer of water in a vertical hole dug in a sandy
soil. The scheme of the experiment is presented in Figure 3.1. The vertical hole was dug
with a manual auger, with a diameter of 4 cm. A polyvinyl chloride (PVC) tube of the
same diameter was placed in the hole and its last 10 cm were screened. A 6-mm hose
connected via a tap to a graduated container of water was inserted into the hole all the
way to the bottom. During water injection, the water level at the bottom of the hole was
monitored by a piezometer and manually maintained by the operator using a tap. The
GPR antennae were set up on the soil surface at various distances from the center of the
vertical hole. In all our ﬁeld experiments, we used a Malå RAMAC system with shielded
top antennae centered at 1600 MHz in air. The beginning of the GPR acquisition was
launched after ﬁlling the vertical hole with water up to a level of 10 cm. A picture of the
experiment is presented in Figure 3.2, where one can see the PVC pipe in the vertical hole,
and the 1.6 GHz antennae 10 cm away from the middle of the hole. The GPR system was
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Figure 3.2  Picture of the experiment. The antennae are centered on 1600 MHz. The
PVC tube was inserted 30 cm into the soil. A piezometer and a tube for water supply
were inserted in it.
set to acquire a trace every second. Water was continuously added to the hole to maintain
a 10-cm-thick water layer at the bottom of the hole during the inﬁltration experiment. In
all GPR ﬁeld data presented below, we subtracted the average trace of a moving window
of 200 traces. No amplitude gain was applied.
The ﬁeld experiments took place in a natural quarry of sand in Cernay-La-Ville (Yvelines,
France). The soil was a Fontainebleau sand composed of 99% quartz. Nine soil samples
of known volume were extracted using a manual auger every 10 cm down to 80 cm to
obtain porosity and for particle density analysis. The laboratory analysis of these samples
indicated that their average porosity was 0.43. Their average particle density was 2.48±
0.03 g cm−3. Granulometric analysis showed that 10% of the grains had a diameter less
than 0.125 mm and 86% less than 0.16 mm. These values are typical for Fontainebleau
sand.
The M-vG parameters, α, n, θs and θr, of the sand were determined in the laboratory by
several hanging water column experiments [Dane and Hopmans, 2002] on reconstituted
samples, during drainage. Each sample was reconstituted using the bulk density measu-
red in the ﬁeld at each depth. The λ parameter was not measured and was set to its
typical value of 0.5, according to Mualem [Mualem, 1976]. The soil was considered homo-
geneous. Its initial water content, θi, and porosity, φ, were determined using gravimetric
measurements of ﬁeld samples (Table 3.1).
Disk inﬁltrometer experiments were performed on the soil surface and at 30 cm depth
using the multi-potential method [Ankeny et al., 1991, Reynolds and Elrick, 1991]. We
obtained values between 0.07 and 0.11 cm/min for the saturated hydraulic conductivity
at the surface of the soil, and values between 0.18 and 0.22 cm/min at 30 cm depth
(Table 3.1).
3.4. MATERIALS AND METHODS 85
Depth θr θs α n Ks θi
(cm) (cm3 cm−3) (cm3 cm−3) (cm−1) (cmmin−1) (cm3 cm−3)
0 0.06 0.39 0.023 6.71 [0.076; 0.108] [0.05 ;0.1]
30 0.04 [0.37 ;0.39] [0.015 ;0.016] [8-10] [0.188; 0.216] [0.075 ;0.1]
40 [0.05 ;0.06] [0.34 ;0.41] [0.016 ;0.02] [6.87 ;10] - 0.1
50 0.06 0.34 0.019 10 - 0.075
Table 3.1  Hydraulic parameters determined by classical laboratory and ﬁeld measure-
ments.
3.4.2 Modeling
Richards' equation was solved numerically by the SWMS-2D code developed by Simunek
et al. [1994]. It uses a Galerkin-type linear ﬁnite element scheme, which implies a spatial
discretization of the simulation domain. The ﬂow region was divided into a network of
triangular elements, and the corners of these elements are taken to be the nodal points
where θ(r, z) and h(r, z) are computed, among other functions, at each time step. We used
and modiﬁed the code Mesh2d written by Darren Engwirda [Engwirda, 2009] to allow us
more freedom in the creation of the 2D-mesh.
The soil proﬁle was 50 cm deep, 60 cm wide and assumed to be homogeneous. Assuming
an axi-symmetrical ﬂow reduced the simulation domain to a width of only 30 cm. We
used an atmospheric Boundary Condition (BC) with no rain and evaporation at the soil
surface, a constant pressure head of 10 cm at the bottom of the hole and calculated the
pressure head along the vertical hole according to depth. A free drainage BC at the bottom
of the soil proﬁle was set. We simulated the ﬁrst 6 minutes of the experiment with a time
step of 10 s, giving 37 water content snapshots.
Because Maxwell's equations were resolved by Finite Diﬀerence Time Domain (FDTD)
using GprMax2D [Giannopoulos, 2005], they could not be solved using the same ﬁnite
element mesh as the one used in SWMS-2D. To solve this issue, we interpolated the
SWMS-2D output volumetric water content values at each node of the ﬁnite element
mesh to a regularly spaced grid using a 2D quadratic interpolation. We then conver-
ted these volumetric water content maps to permittivity maps using the CRIM relation
(Eq. 3.7). We applied an axial symmetry to these maps in order to have the whole soil
reconstructed. These permittivity maps were the input for the GprMax2D program si-
mulating radargrams of the inﬁltration process. We then picked on these radargrams the
Two Way Travel-time (TWT) corresponding to the reﬂections coming from the wetting
bulb.
3.4.3 Inversion algorithm
We used the TWT corresponding to one particular reﬂection on the bulb obtained from
the radargram (modeled or experimental) as data to be ﬁtted to derive the set of M-vG
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Figure 3.3  Flow diagram of the inversion procedure. SCE-UA : Shued Complex
Algorithm, M-vG : Mualem-van Genuchten, CRIM : Complex Refractive Index Model,
TWT : Two Way Travel-time, RMSE : Root Mean Squared Error.
parameters {θr, θs, α, n, Ks} and the initial water content, θi, which will be stated
as parameter vector p = {θr, θs, α, n, Ks, θi}. This set of parameters was estimated
using the Shued Complex Evolution (SCE-UA) algorithm, by minimizing the objective
function expressed as the Root Mean Square Error (RMSE) between the modeled and
experimental TWT of the wetting front reﬂection, given by :
RMSE =
√√√√ 1
N
N∑
j=1
[τxp(tj)− τmod(tj,p)]2 , (3.8)
where τxp is the experimentally measured TWT of the wetting front reﬂection at time
tj, τmod is the modelled TWT of the wetting front reﬂection at time tj subject to soil
hydraulic parameter vector p, and N the number of points used for comparison, i.e. the
number of times tj considered.
In order to avoid any inﬂuence from the spatial discretization step inducing numerical
dispersion during the computation of the EMG ﬁeld, we ensured that the spatial discreti-
zation step was smaller than 50% of a tenth of the smallest wavelength of the propagating
EMG ﬁelds in the media. Further details about this rule can be found in the work of Kunz
and Luebbers [1993] and Taﬂove [1995].
For each generated parameter set p, we picked the TWT of the wetting front reﬂection and
we computed the RMSE between these times and the data as the objective function. This
inversion modeling procedure is presented as a ﬂow diagram in Figure 3.3. The optimal
set of parameters pop is the one minimizing the objective function (Eq. 3.8).
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a) b)
c) d)
Figure 3.4  Water content proﬁles generated with the set of parameter pin at time a)
t= 1 min, b) t=2 min, c) t= 3min, and d) t= 6 min. The depth of the circular hole was
30 cm and its radius was 2 cm.
3.5 Constant head inﬁltration experiment
3.5.1 Numerical example
Forward modeling
The set of hydrodynamic parameters used for this numerical example is presented in
Table 3.2 as pin. The water content maps generated with SWMS-2D at diﬀerent inﬁl-
tration times, 1, 2, 3 and 6 minutes after the start of the inﬁltration, are presented in
Figure 3.4. The simulated GPR monitoring of the inﬁltration process is shown in Fi-
gure 3.5. The horizontal axis is the inﬁltration time, two traces being separated by 10
seconds, which is the numerical time step for the computation of the water content pro-
ﬁles. The vertical axis is the TWT of the EMG wave coming back to the receiver.
On this radargram, we denote four particular reﬂections labeled A, B, C and D. The
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Figure 3.5  Radargram of the simulated Porchet inﬁltration. The A, B, C and D
reﬂections come from the wetting bulb. Other unlabeled reﬂections are multiples. The
horizontal reﬂection at 1 ns is the direct wave.
arrival time of reﬂection A is decreasing with experimental time, whereas the arrival time
of reﬂection B, C and D are increasing with inﬁltration time. Figure 3.5 shows also that
the polarity of reﬂection A is inverse to the polarity of reﬂection D. The same inversion
of polarity appears between reﬂections B and C. According to the basic expression of the
reﬂection coeﬃcients, we can say that A and B reﬂections appear on interfaces separating
a lower permittivity media from an higher one, whereas C and D reﬂections are due to
interfaces between an higher to a lower permittivity media. Figure 3.5 shows as well that
the D reﬂection has a stronger amplitude than the other ones. In order to understand the
source of these reﬂections and the eﬀect of the bulb and the vertical hole on the amplitude
of the reﬂectionD, we show, on Figure 3.7, snapshots of the propagating EMG wave. After
testing diﬀerent models taking into account the PVC pipe, the air and the water layer
inside the pipe, we chose to show the results obtained with a simpliﬁed model where the
4 cm diameter hole is considered as a plain homogeneous medium of relative dielectric
permittivity 3. Snapshots were generated at 200 seconds inﬁltration time from 0.5 ns to
12 ns each 0.5 ns. The water content map corresponding to this inﬁltration time is shown
in Figure 3.6. On each snapshot, we superimposed a contour line corresponding to the
external limit of the inﬁltration bulb. The very thin white line represents the surface of
the soil. The source is a dipole perpendicular to the plane of observation placed on the
soil surface, 20 cm away from the borehole center. The receiver is at the same position as
the source.
On snapshots obtained between 0.5 to 2 ns, we see the EMG wave front propagating in the
top air layer and in the soil away from its source. As expected, the wave in the air moves
faster than the one through the soil. We distinguish also the ground wave propagating at
the interface air/soil.
At 2.5 ns, the EMG wave hits the top of the inﬁltration bulb. The resulting reﬂected
wave comes back to the antennae around 4 ns. This is reﬂection A in Figure 3.5. The
transmitted wave is propagating inside the bulb more slowly than in the outside medium.
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θr θs α n Ks θi log10(RMSE)
(cm3 cm−3) (cm3 cm−3) (cm−1) (cm min−1) (cm3 cm−3) (log10(ns))
pin 0.06 0.39 0.023 6.71 0.120 0.07 -
pop 0.069 0.388 0.0218 6.71 0.113 0.076 -6.97
|pop−pin
pin
| 15 % 0.5% 5% 0 % 6 % 1 % -
Table 3.2  Hydraulic parameters for the numerical experiment. The set of parameters pin
is used as input to generate the radargram presented in Figure 3.5. The set of parameters
pop is optimized by the SCE-UA global optimizer.
X2
X3 X4
X1
Figure 3.6  Water content proﬁle generated with the set of parameter pin at time t = 200
s. Points X1 to X4 are diﬀraction points.
The wave propagating outside the wet bulb reaches the bottom of the simulated domain
at 4 ns while the wave inside the bulb is still half way down. Meanwhile, the edges X1 and
X2 formed by the hole and the inﬁltration bulb (Figure 3.6) are diﬀracting the incident
ﬁeld. This results in an EMG wave propagating inside the bulb and another one traveling
faster down the hole. The wave propagating on the right side of the bulb is in advance
compared to the one on the left side. When these waves encounter the edges X3 and X4
at the bottom of the hole (Figure 3.6), diﬀraction occurs again. The diﬀracted wave from
edge X4 propagating in the surrounding medium is reaching back the antennae around 7
ns and is called reﬂection B on the radargram of Figure 3.5. On its way back inside the
hole, it will be diﬀracted again by the edge X2 (around 8 ns), creating a wave reaching
the antennae around 9.5 ns (reﬂection C in Figure 3.5).
Meanwhile, part of the diﬀracted EMG waves from X3 and X4 will travel back up inside
the bulb on each side of the hole. They are reaching the diﬀraction points X1 and X2 more
or less at the same time, around 9.5 ns, and add up constructively resulting in a diﬀracted
wave with an amplitude noticeably stronger than the preceding one (see snapshot at 10
ns). The bulb is acting as a focusing lens on the EMG wave propagating through it. This
wave is reaching the antennae around 11.5 ns and is named reﬂection D in Figure 3.5.
As a whole conclusion, the saturated bulb developing from the hole is acting as a wave
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guide and splits the main wave front : one wavefront is propagating in clockwise direction
whereas the other wavefront is propagating counterclockwise. Since both wavefronts after
one round have traveled the whole circle but in diﬀerent directions they constructively
interfere and generate the strong amplitude reﬂection D.
We used the TWT of this reﬂection to invert the data to obtain the hydrodynamic pa-
rameters. The TWT of reﬂection D depends on the size and water content distribution
inside the bulb and its strong amplitude helps for the automatic picking process used in
the modeled as well as in the experimental radargrams.
Figure 3.7 shows the snapshots resulting in a model with a 4 cm diameter plain hole,
not taking into account the water layer inside it. We veriﬁed that modeling the 10 cm
of water and the air in a 3 mm thick PVC tube does not change the arrival times of
reﬂection D. The layers of water and air inside a PVC pipe create additional reﬂections
making the automatic picking of reﬂection D algorithm less eﬃcient. We decided to keep
our simpliﬁed model because it does not aﬀect the relative TWT of reﬂection D.
Inverse modeling
We used the TWT of reﬂection D obtained from the radargram of Figure 3.5 as data
to be ﬁtted to derive the set of M-vG parameters and the initial water content pop =
{ θr, θs, α, n, Ks, θi} using the inversion procedure shown in Figure 3.3. The RMSE
was minimized for the following set pop = {θr = 0.07 cm3/cm3, θs = 0.39 cm3/cm3, α =
0.022 cm−1, n = 6.71, Ks = 0.113 cm/min, θi = 0.076 cm3.cm−3}, which has to be com-
pared with the input set values, i.e. pin = { θr = 0.06 cm3/cm3, θs = 0.39 cm3/cm3, α =
0.023 cm−1, n = 6.71, Ks = 0.12 cm/min, λ = 0.5, θi = 0.07 cm3.cm−3}. Table 3.2
presents both sets pin and pop and the relative diﬀerences between them. The diﬀerences
between these two sets of parameters are small considering that only 200 iterations were
made. The two TWT from the D reﬂection made with the input and inverted parameters
are presented in Figure 3.8, where crosses represent input parameters and plain line is for
the inverted set.
This inversion of a synthetic example validates our SCE-UA global optimization method
to obtain the M-vG parameters and the initial water content from GPR data.
3.5.2 Field experiments
Experimental data and their analysis
Five Porchet inﬁltration experiments took place in the quarry of Fontainebleau sand
described in section 3.4.1. For each experiment, the initial volumetric water content was
determined by gravimetric measurements on several soil core samples (Table 3.1). The hole
was 30-cm deep and the water layer was kept with a thickness of 10 cm. As examples of
the ﬁeld GPR data, three radargrams acquired on June and September 2014 (experiments
1, 3 and 4) are shown in Figure. 3.9-a), 3.10-a) and 3.11-a). For these experiments, the
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Figure 3.7  Simulated time slices 200 seconds after the beginning of the inﬁltration.
The red line represents contour line at θv = 0.07%. The white line represents the ground
surface.
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Figure 3.8  TWT of reﬂection D. Red-crosses : TWT obtained with input parameters
pin, blue : TWT obtained with optimized parameters pop. Both sets of parameters are
presented in Table 3.2.
GPR antenna was 15 cm away from the 30 cm auger-hole for the two ﬁrst cases, and 20
cm away for the third one presented on Figure 3.11-a). Each GPR recording lasted at least
5 minutes. The proﬁle in Figure 3.9-a) exhibits strong similarities with the one modeled
and presented in section 3.5.1. Especially we distinguish a clear D reﬂection with a TWT
varying from 9 ns down to 12 ns. The reﬂection coming from the upper part of the bulb is
hard to distinguish because it overlaps with the direct wave. Between 5 and 7 ns, we see
the reﬂection coming from the surface of water inside the auger-hole with a ﬂuctuating
TWT corresponding to the manually-maintained water level inside the hole. The proﬁle
in Figure 3.10-a) displays the same strong D reﬂection whereas the reﬂection A from
the top of the bulb is hard to distinguish. The last proﬁle presented in Figure 3.11-a)
displays both A and D reﬂections, even if the top bulb reﬂection A is not very strong
compared to the D one. On each data set, we determined the TWT of the D reﬂection
peak and inverted the set of parameters using the same algorithm as for the synthetic
case, summarized in the ﬂow diagram (Figure 3.3). The time zero was set to the ﬁrst
reﬂection picked, which gives us a relative TWT for all our TWT. The set of parameters,
pop, minimizing the objective function is presented in Table 3.3.
In Figure 3.9-b), we compare the TWT of the wetting front obtained from i) the mode-
ling using the optimized set of parameters p1op and ii) reﬂection D in the experimental
radargram (Figure 3.9-a)). The sets of parameters p3op and p
4
op minimizing the objective
function for the experiment 3 and 4 are presented in Table 3.3. In Figure. 3.10-b) and 3.11-
b), we compare the TWT of the wetting front obtained from i) the modeling using the
optimized set of parameters p3op and p
4
op and ii) reﬂection D in the experimental radar-
gram (Figure. 3.10-a and 3.11-a). Table 3.3 presents all experimental results performed
in the same quarry but at diﬀerent sites and days.
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Figure 3.9  Experiment 1 : a) Experimental radargram acquired in the ﬁeld. b) Com-
parisons of TWT from the wetting front obtained i) from reﬂection D in the experimental
radargram, ii) with modeling using p1op (Table 3.3).
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Figure 3.10  Experiment 3 : a) Experimental radargram acquired in the ﬁeld. b) Com-
parisons of TWT from the wetting front obtained i) from reﬂection D in the experimental
radargram, ii) with modeling using p3op (Table 3.3).
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Figure 3.11  Experiment 4 : a) Experimental radargram acquired in the ﬁeld. b) Com-
parisons of TWT from the wetting front obtained i) from reﬂection D in the experimental
radargram, ii) with modeling using p4op (Table 3.3).
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Experiment Date θr θs α n Ks θi (RMSE)
(M/Y) (cm3 cm−3) (cm3 cm−3) (cm−1) (cmmin−1) (cm3 cm−3) (ns)
p1op Exp.1 06/14 0.052 0.329 0.0205 6.375 0.06 0.07 0.05
p2op Exp.2 09/14 0.061 0.36 0.023 7.30 0.113 0.07 0.11
p3op Exp.3 09/14 0.05 0.32 0.029 5.15 0.087 0.06 0.12
p4op Exp.4 09/14 0.044 0.38 0.024 6.51 0.24 0.05 0.16
p5op Exp.5 09/14 0.054 0.33 0.016 5.22 0.29 0.10 0.18
Table 3.3  Hydro-dynamical M-vG parameter sets p1−4op optimizing ﬁeld GPR data
monitoring 10 cm-constant head inﬁltrations.
The inverted sets were all determined with the same procedure as p1op with more or less
6 minutes of GPR monitoring. The water retention curves obtained from the 5 GPR
experiments are compared on Figure 3.12 to the curves obtained from water hanging
column laboratory experiments.
3.6 Discussion
We compared the inverted sets obtained from inﬁltration experiments performed at 30 cm
depth with the water hanging column data obtained on samples taken from the surface
down to 50 cm because the bulb is developing above and below the bottom of the vertical
hole and the EMG wave propagates in the whole volume of soil down to 50 cm. The
hydrodynamic parameters obtained by our method should be a mix between parameters
above and around the inﬁltration bulb since we use a homogeneous hypothesis, considering
the inﬁltration as axi-symmetrical.
The results presented in Table 3.2 for the numerical case allow us to argue that our
inversion algorithm does not create large variability on M-vG parameters. The largest
variability is observed for parameter θr. Based on these results, we based the following
discussion on the fact that the variability observed between parameter sets is mainly due
to the variability.
Using Tables 3.1 and Tables 3.3 and Figure 3.12, we see that data obtained in the labo-
ratory on soil core samples are within the range of those inverted using our GPR ﬁeld
method. In addition, we observe that the variability exhibited by our measurement is ty-
pically within the range of soil variability. Although diﬀerent parameter sets are obtained,
they are consistent with each other and are expected for this type of Fontainebleau sand
soil. These diﬀerences arise mainly because experiments were not done the same day nor
on the same sites, so that spatial variability can explain the observed diﬀerences between
the replicates. As stated in the introduction, spatial variability is observed in many stu-
dies and is expected in such ﬁeld study [Romano, 1993, Mzuku et al., 2005, Shouse et al.,
1995].
Figure 3.12 shows the diﬃculty to ﬁt the θs parameter. This might be due to the fact
that the M-vG parameters determined from the water hanging column experiments were
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Figure 3.12  Water retention functions. Crosses represent laboratory values obtained
on soil cores using water hanging column method (Table 3.1). Plain curves represent
the vG curves using the sets of parameters obtained for the diﬀerent GPR experiments
(Table 3.3).
obtained from reconstituted samples. Even if these samples were made respecting the ﬁeld
bulk densities, their small volume (250 cm3) does not represent the whole ﬁeld variability
present at larger scale. In addition, the M-vG parameters were obtained ﬁtting a single
drainage curve whereas on the ﬁeld, the inﬁltrations imply wetting processes. Taking
into account that the saturated water content is usually larger when the retention curve
is estimated from a drainage experiment than when it is estimated from an imbibition
experiment, we conclude on the good ﬁtting of the θs parameter.
During our modeling, we considered an homogeneous and isotropic soil. However, real soils
exhibit heterogeneities, triggering preferential ﬂows. Even in the case of Fontainebleau
sand, diﬀerences in packing and compaction could lead to the creation of preferential ﬂow
paths. One of the ways to resolve this issue could be to use a dual porosity model [Gerke
and van Genuchten, 1993] and a stochastic procedure to generate a high number of soil
models with diﬀerent parameters, and perform statistical analysis on the obtained set of
parameters.
An other inevitable issue, working with GPR, arises from the dispersion of the electro-
magnetic signal because of soil electrical conductivity. The penetration of the EMG wave
will decrease with increasing electrical conductivity, which clearly indicates the diﬃculty
to work with high clay content soils. In addition, since we are working with water we
should take into account Debye dispersion, especially in the perspective of applying full
waveform inversion, in order to constrain more the M-vG parameters.
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3.7 Conclusion
The results presented above indicate clearly that a commercial surface GPR can be used as
a tool for monitoring the wetting bulb in sandy soils during borehole inﬁltration. Although
the use of surface-based GPR data to monitor borehole inﬁltration is not new [Saintenoy
et al., 2008], our method gave in a single experiment accurate values of all the M-vG
parameters θr, θs, α, n, Ks and the initial volumetric water content θi, comparable to
those obtained with disk inﬁltrometer and water hanging column measurements.
Chapitre 4
Evaluating water retention hysteresis in
a large sand column using surface
GPR 1
4.1 Abstract
This chapter presents laboratory experiments using surface Ground Penetrating Radar
(GPR) measurements to monitor hysteresis of the water retention function of a sand.
A GPR system monitored the volumetric water content changes in a large sand column
submitted to diﬀerent hydraulic heads applied at its bottom during one cycle of drainage
followed by imbibition. The average velocity of the electromagnetic waves measured du-
ring drainage was consistently smaller than the one measured at the same applied charge
during imbibition. This was attributed to the hysteresis of the sand water retention curve.
Coupled hydrodynamic and electromagnetic modeling was used to estimate the hydrody-
namic parameters of the sand from GPR reﬂection two-way travel times. The optimized
parameters were compared to those obtained with classical laboratory methods.
4.2 Introduction
Understanding water status and transport in the vadose zone requires accurate knowledge
of the water retention function, θ(h), of the vadose zone materials as well as their hydraulic
conductivity function, K(h). The ﬁrst one relates water pressure head, h, with volumetric
water content, θ, while the latter makes the link between hydraulic conductivity and
volumetric water content or pressure head. This classical deﬁnition of the hydrodynamic
functions assumes that h is a unique function of θ. However, as ﬁrst pointed out by Haines
[1930], this assumption is not valid because of hysteresis phenomena.
1. This chapter is adapted from Léger, E., Saintenoy, A., Coquet, Y., and Tucholka, P., Evaluating
water retention hysteresis in a large sand column using surface GPR, Water Resour. Res., Submitted
97
98 CHAPITRE 4. WATER RETENTION HYSTERESIS
The basis of hysteresis theory, ﬁrst observed in magnetism and adsorption on solids,
was set in the works of Néel [1942, 1943], Everett and Whitton [1952], Everett [1954,
1955] and Preisach [1935]. Everett [1955] and Enderby [1955] developed in parallel the
independent domain theory, which was later suggested to be applicable to soils capillary
hysteresis by Collis-George [1955]. The assumption behind the independent domain theory
of soil-water hysteresis is that the pore space can be divided into discrete pores, each of
which drains and ﬁlls independently of the state of other pores. The ﬁrst published account
of capillary hysteresis in terms of independent domains was performed by Poulovassilis
[1962], through experiments on glass bead materials. He observed hysteresis in the water
retention function depending on wetting or drying processes and found good agreement
between measurements and expected values from the independent domain theory. His
results were pursued with success in sands by Poulovassilis [1970] and Talsma [1970].
However, disagreement between theory and experiments was also reported for glass bead
material [Topp and Miller, 1966, Morow and Harris, 1965], for sand [Vachaud and Thony,
1971], for sandy loam [Topp, 1969] and for silty loam and clay loam [Topp, 1971]. These
studies suggest that independent domain theory applies only to data obtained during
static-equilibrium or steady state ﬂow conditions but fails to depict hysteresis properly in
case of unsteady ﬂow [Topp, 1971].
Following Topp's conclusion, Mualem [1973] improved and developed a new formalism
based on the similarity hypothesis [Philip, 1964]. This hypothesis is based on the as-
sumption that the pore water distribution function can be described as a product of
two independent functions, the pore opening radii distribution and the pore body radii
distribution. This new formalism resulted in a succession of papers [Mualem, 1973, 1974,
Mualem and Dagan, 1975, Mualem, 1977] where Mualem's formalism of hysteresis was im-
proved. These works gave the basis of the currently known Mualem's theory of hysteresis,
ﬁnally developed and published in 1984 [Mualem, 1984].
In parallel to the models presented above, qualiﬁed as conceptual, empirical models have
been proposed based on ﬁtting water retention curves data. They are deﬁned for speciﬁc
types of soils and do not claim general validity because their derivation is not based on a
physical representation of hysteresis. In the present study, we will use the empirical model
of Kool and Parker [1987], based on the scanning model of Scott et al. [1983], applied to
sand.
The knowledge of water physical state in soil is a required information to understand
what are the hydrostatic and the hydrodynamic processes in soils. While methods exist
for sampling directly the vadose zone, they are disruptive and can rarely, if ever, pro-
vide the sampling rate (spatial or temporal) required to fully understand the complex,
interrelated processes that operate in this zone. Advances in electronics in the past thirty
years have signiﬁcantly reduced the costs and improved the acquisition rates of geophy-
sical methods. Their non-invasive nature makes them highly suitable for studying the
vadose zone. Among them, electrical resistivity [Zhou et al., 2001, Goyal et al., 2006] and
electromagnetic [Sheets and Hendrickx, 1995, Akbar et al., 2005] measurements such as
Nuclear Magnetic Resonance (NMR) [Knight et al., 2012] and Ground Penetrating Ra-
dar (GPR) [Huisman et al., 2003] are the most commonly used. They provide physical
properties, such as electrical conductivity, NMR relaxation time constants and dielectric
permittivity. These parameters are highly sensitive to soil's components, soil structure,
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bulk density and water content.
Few studies deal with geophysical measurements as data to be ﬁtted to quantify the
hysteresis of water retention and hydraulic conductivity functions.
Knight [1991] conducted laboratory measurements of the resistivity of sandstone samples
during imbibition and drainage. She found that the resistivity measured during imbibition
was consistently less than the one measured at the same saturation during drainage. She
attributed this diﬀerence to the presence of electrical conduction at the air/water interface
and concluded on the dependence of the geophysical properties on saturation history. This
ﬁrst study on the eﬀect of pore-scale ﬂuid distribution on the electrical behavior during
imbibition and drainage was followed by several other studies [Knight and Abad, 1995,
Fleury and Longeron, 1998, Moss et al., 1999].
Lai et al. [2006] gave a GPR evidence of hysteresis of soil water functions. They acquired
GPR measurements over soil and asphalt at various degrees of saturation. Their data
exhibited dielectric hysteresis for both soil and asphalt, depending on drying or wetting
processes. More recently Weihnacht and Boerner [2014] performed a GPR monitoring of
the water content in a high rectangular Plexiglas R© tank ﬁlled with homogeneous sand.
They used transmission radar data, one antenna on each side of the tank, at diﬀerent
depths to obtain the volumetric water content during a moving water table experiment.
The obtained data showed diﬀerent water retention function for drainage and imbibition
of the sand.
In preceding studies [Saintenoy et al., 2008, Léger et al., 2014], we showed that surface
GPR in a static position can monitor water inﬁltration in sand and that inversions of
observed reﬂection travel times allowed to retrieve the hydraulic functions described by
the Mualem-van Genuchten (M-vG) model [Mualem, 1976, van Genuchten, 1980]. In the
present study, we apply this inversion method to obtain the M-vG parameters charac-
terizing separately the drainage and the imbibition water retention curves. To achieve
this goal, we ﬁrst set up numerical experiments to test the possibility of characterizing
hysteresis from GPR data acquired with commercial antennae placed at the top of a soil
column subjected to water table variations. We provided an inversion of the synthetic
data to obtain the M-vG parameters characterizing independently the retention functions
for drainage and imbibition. Finally we designed a laboratory experiment and inverted ex-
perimental GPR data to retrieve the diﬀerent hydraulic properties in drainage or wetting
conditions of a large sand column. We compared these results with the M-vG parameters
estimated from classical laboratory experiments such as water hanging column [Dane and
Hopmans, 2002] and falling head experiments.
4.3 Background
4.3.1 Soil hydraulic functions
The soil hydraulic functions can be described by several mathematical expressions [Kosugi
et al., 2002] requiring a diﬀerent number of parameters depending on the chosen model.
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For the θ(h) relationship, one of the largest groups of models represented in the literature,
is the power function model of the form :
(1− S−ae )bSe = αh, (4.1)
where Se = θ−θrθs−θr is the eﬀective saturation, θs is the volumetric saturated water content,
θr the volumetric residual water content, and α (>0), a and b, are ﬁtting parameters.
Many models based on this power form have been proposed to ﬁt water retention data,
such as those presented in Gardner [1958], Brooks and Corey [1964], Fredlung and Xing
[1994] and van Genuchten [1980] among others.
In this study we used the equation from van Genuchten [1980],
Se = (1 + (αh)
n)−m , (4.2)
where α is related to the soil water matric potential at the inﬂection point of the θ(h)
curve. The two dimensionless ﬁtting parameters, n and m, are linked by
m = 1− k
n
, (4.3)
with n > k [Haverkamp et al., 2005, Leij et al., 2005]. For simplicity reasons, k takes integer
values which correspond to diﬀerent models giving closed form analytic expressions for
the hydraulic conductivity functions. The case k = 1 corresponds to the model of Mualem
[1976], while k = 2 gives the conductivity model of Burdine [1953]. Using k = 1, the
hydraulic conductivity function is written as
K(θ) = KsS
λ
e
[
1−
[
1− S
n
n−1
e
]n−1
n
]2
, (4.4)
with Ks the saturated hydraulic conductivity and λ, a parameter accounting for pore
tortuosity. Then, in order to describe the water ﬂow in the unsaturated zone, considering
no hysteresis, equations (4.2) and (4.4) require the determination of 6 parameters θr, θs,
n, α, Ks and λ.
4.3.2 Hysteresis of the water retention function
A schematic representation of hysteresis for the soil water retention curve is presented in
Figure 4.1. The boundary hysteresis loop, from saturation to complete dryness, consists
of the main drying (red) and main wetting (green) curves, following the model of van
Genuchten [1980]. In this theoretical representation, the main drying curve is described
by the van Genuchten parameter vector, vGd = {θdr , θds , nd, αd}. The main wetting curve
is described by vGw = {θwr , θws , nw, αw}. Considering only the hysteresis on the water
retention function, we are left with a total of eight unknown parameters to determine.
On the basis of the work of Simunek et al. [1999], we will assume
θwr = θ
d
r = θr, (4.5)
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Figure 4.1  The red curve is the main drying curve, the green is the main wetting curve.
The black arrow symbolizes the direction of the cycle. The hysteresis is only determined
by the α parameters, with αw = 2αd, see Table 4.1.
θws = θ
d
s = θs, (4.6)
and
nw = nd = n. (4.7)
The two ﬁrst conditions imply that changes in the volume of entrapped air during re-
wetting due to temperature diﬀerences are disregarded [Hopmans and Dane, 1986]. The
last condition imposes that the curvature of the two water retention functions are similar.
Imposing these constraints has the advantage of further reducing the number of model
parameters, but will obviously result in some loss of ﬂexibility in describing the hysteresis
of the water retention function, since the main drying and main wetting curves diﬀer only
by their α values.
The scanning curves were calculated using the model of Scott et al. [1983]. It assumes
that the shape parameters for all drying scanning curves are the same as those for the
main drying curve and similarly that the shape parameters for all wetting scanning curves
are the same as those for the main wetting curve. Scanning curves are then calculated
by varying the residual and saturated water contents for the wetting and drying scanning
curves, respectively. Further information about the formalism is presented in Kool and
Parker [1987].
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4.3.3 Electromagnetic wave velocity as a function of soil dielectric
properties
Surface GPR consists of two antennae, being electric dipoles, positioned on the surface
of the medium to be sounded. The transmitting antenna emits short pulses of spherical
electromagnetic (EMG) waves in response to an excitation current source. The receiving
antenna converts the incoming EMG ﬁelds to electrical signals. Following the work of An-
nan [1999], the velocity of an electromagnetic wave propagating in a non-magnetic soil,
with low electrical conductivity, is
v =
c√
ε′
, (4.8)
where ε′ denotes the real part of the relative dielectric permittivity and c denotes the
velocity of EMG waves in air (0.3 m/ns).
4.3.4 Petrophysical relationships
A petrophysical relationship linking dielectric permittivity to water content is needed to
interpret GPR measurements. The bulk soil has a frequency-dependent relative dielectric
permittivity εb, expressed by a complex number separating real part from the loss factor
represented by the imaginary part, deﬁned as :
εb = ε
′
b(f)− i
[
ε
′′
b (f) +
σb
2pifε0
]
, (4.9)
where f is the frequency, ε
′
b(f) the real part of soil dielectric permittivity, ε
′′
b (f) the ima-
ginary part, called the relaxation loss, and σb the bulk soil electrical conductivity leading
to conductivity losses. ε0 is the permittivity of free space. In the literature, models are
divided into four categories : eﬀective-medium, empirical, semi-empirical and volumetric
models [Alharthi and Lange, 1987, Knoll, 1996, Shivola, 1999]. We used the volumetric
CRIM model [Birchak et al., 1974, Roth et al., 1990], where the relative dielectric permit-
tivity of the porous geological material, εb, is a function of the material porosity, its state
of saturation and the respective permittivity of each of its individual constituents. The
soil we used for our laboratory experiments was a Fontainebleau sand. Using the CRIM
relationship for a tri-phasic medium composed of water, air and silica, we obtain
εγb = θε
γ
w + (1− φ)εγs + (φ− θ)εγa , (4.10)
where εw, εs and εa are respectively the dielectric permittivity of water, silica and air and
φ the porosity. γ is an empirical coeﬃcient that depends on soil structure, set to 0.5 in
this study. The dielectric permittivity of air is real and its value is set to be the same as
in vacuum, thus its relative permittivity is equal to 1. We assumed that the solid phase
was non conductive and therefore its dielectric permittivity was independent of frequency.
The permittivity of water εw is a function of frequency and conductivity, and is expressed
by the Debye equation [Debye, 1929] :
εw = ε∞ +
εst − ε∞
1 + i
(
f
frel
) − iσw
2pifε0
, (4.11)
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in which ε∞ = 4.9 is the high-frequency limit of the real dielectric permittivity , ε0
is the permittivity of the free space, εst = 80.088 the static value of the real dielectric
permittivity of water at 20◦C [Klein and Swift, 1977], frel the relaxation frequency of water
(17.113 GHz) [Heimovaara, 1994] and σw is the ionic conductivity of water. We further
assumed that there was no loss due to the bound water, or at least it was negligible for
the soil we used.
The soil bulk conductivity was computed using the Rhoades' equation [Rhoades et al.,
1976] :
σb = (c1θ
2 + c2θ)σw, (4.12)
where c1 and c2 are calibration parameters speciﬁc for the soil. We used tap water with an
electrical conductivity of 500 µS cm−1. c1 and c2 parameters were determined by Schneider
[2010] as c1 = 1.1 and c2 = −0.05 for a Fontainebleau sand.
4.3.5 Hydrodynamical modeling
In this study, we considered one-dimensional vertical soil water ﬂow, described by the
equation [Richards, 1931] expressed in terms of water content as
∂θ
∂t
=
∂K(θ)
∂z
+
∂
∂z
[
K(θ)
dh
dθ
∂θ
∂z
]
, (4.13)
where K(θ), and θ(h) are described by the Mualem-van Genuchten model, presented in
equations (4.2) and (4.4).
We used the Hydrus-1D code [Simunek et al., 2008] to solve this equation, with variable
boundary conditions at the bottom of the sand column and an atmospheric boundary
condition at the top. The considered media was divided into horizontal layers thin com-
pared to the shortest wavelength of the electromagnetic waves propagating through it.
4.3.6 Electromagnetic modeling
Finite diﬀerence time domain
Numerous techniques are available for simulating GPR data, such as ray-based methods
(e.g. Cai and McMechan [1995] or Sethian and Popovici [1999]), time-domain ﬁnite-
diﬀerence full-waveform methods (e.g. Kunz and Luebbers [1993] or Kowalsky et al.
[2001]), or the Finite Diﬀerences Time Domain (FDTD) method (e.g. Irving and Knight
[2006]). We used the GprMax2D code [Giannopoulos, 2005], which uses FDTD modeling
to solve Maxwell's equations in 2 dimensions. The synthetic radargrams presented below
have been simulated using GprMax2D.
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Figure 4.2  Draft of the numerical experiment. The tank is 80 cm high and ﬁlled with
sand. The unﬁlled arrow represents the transient state.
1D velocity modeling
To avoid time-consuming GprMax2D modeling in our inversion algorithm, we computed
the Two Way Travel Time (TWT) of the bottom reﬂection assuming a 1D propagation
through a stack of 5 mm thick layers. The electromagnetic wave velocity inside each
layer was computed with equation (4.8) taking the dielectric permittivity value deﬁned by
equations (4.10) and (4.11), with the water content distribution modeled by HYDRUS-1D.
We took into account the dispersion of the wave due to the Debye relaxation phenomena,
evaluated for the maximum frequency of the considered reﬂection.
4.4 Numerical experiment
4.4.1 Set-up
We considered a homogeneous cylindrical medium (80 cm height and 60 cm diameter),
with hydrodynamic properties typical of ﬁne sand. A transmitter (emitting a Ricker wa-
velet centered on 1000 MHz) and a receiver were positioned at the column surface. The
draft of the apparatus is presented in Figure 4.2. The tube on the right indicates the
diﬀerent water table levels set during the numerical experiment. The two triangles sym-
bolize the GPR transmitter and receiver. A very thin layer of Perfect Electrical Conductor
(PEC) was positioned at the bottom of the sand column. At the initial state, the water
level was set at the top of the column, corresponding to h0 = 80 cm. Then diﬀerent
hydraulic charges were applied to the bottom of the cylinder. Two types of experiment
were conducted : i) a multi-step experiment where we applied successively h1 = 40 cm,
h2 = 30 cm, h3 = 20 cm, h4 = 0 cm, h5 = h3, h6 = h2, h7 = h1 and h8 = h0 at
t = [0; 1000; 3000; 5000; 7000; 10000; 12000; 14000; 16000] seconds, and ii) a one-step expe-
riment where the charges applied to the bottom of the cylindrical medium were h1 = 0 cm
and h2 = h0 = 80 cm at t = [0; 1000; 6000] s.
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θr θs α
d αw n Ks λ log10(RMSE)
(cm3.cm−3) (cm3.cm−3) (cm−1) (cm−1) (cm/min) (log10(ns))
pin 0.06 0.39 0.023 0.046 6.71 1 0.5 -
multi-step - charges = [80; 40; 30; 20; 0; 20; 30; 40; 80] cm
p1op 0.056 0.39 0.0233 0.047 6.27 1 0.58 -7.57
one-step - charges = [80; 0; 80] cm
p2op 0.047 0.39 0.023 0.05 6.17 1.04 0.54 -7.00
Table 4.1  Hydraulic parameters for the numerical experiments. pin is the set of para-
meters used as input to generate the radargrams presented in Figures 4.4-a) and 4.4-b).
The set of parameters optimized by the SCE-UA global method is p1op in the multi-step
case and p2op in the one-step case.
A water content proﬁle was computed at each experimental time step using Hydrus-1D
with the M-vG parameters pin presented in Table 4.1. The hysteresis eﬀect was fully
represented by the parameter α, taking αw = 2αd according to Kool and Parker [1987]
and Simunek et al. [1999]. The two water retention functions (wetting and drying curves)
corresponding to the parameters pin are shown on Figure 4.1. Arrows symbolize the direc-
tion of the cycle, ﬁrst drainage then wetting. The GPR antenna set at the top was used
to monitor the water content of the sand, using the TWT of the reﬂection on the PEC
surface at the bottom of the tank.
4.4.2 Forward modeling
1D velocity modeling
The water content proﬁles generated at each experimental time step were converted to
permittivity proﬁles using relations (4.10) and (4.11). The TWT of the PEC reﬂection was
computed using the 1D velocity algorithm. Figure 4.3 displays the TWTs obtained when
varying the water table levels with the multi-step protocol (a), and the one-step one (b).
In both cases, we present the TWTs obtained from the simulated water content proﬁle
accounting for hysteresis in the water retention function following the model of Kool and
Parker [1987] (red circles) and without hysteresis (blue curves). As expected, since the
simulated water content proﬁles during drying and wetting cycles will be diﬀerent for the
same charges applied, the TWTs will be diﬀerent as well. The major advantage of our
experiments resides in making measurements during dynamical processes, without waiting
for hydrostatic equilibrium. We see that the TWTs obtained during drainage do not reach
the same TWTs obtained while the sand is wetting (Figure 4.3-a for h = 30 and 20 cm).
Working under non-equilibrium allowed to decrease the whole experimental time.
Finite diﬀerence time domain
The water content distribution outputs from Hydrus-1D were used as inputs for the Gpr-
Max2D code. The simulated GPR monitoring of the dynamic water level variation is
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Figure 4.3  TWT of the bottom tank reﬂection. a) : The charges applied at the bottom
boundary condition were 80 cm (saturated)-40-30-20-0 cm, then re-wetting following the
same steps. b) The charges applied were 80 cm (saturated)-0 cm, then re-wetting to
80 cm. Blue curves represent the TWT behavior without taking into account hysteresis
eﬀects, whereas the red circles are modeled using hysteresis. The parameters used for the
hydrodynamical modelling are presented in Table 4.1.
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Figure 4.4  Radargrams generated from the simulated water content proﬁles using
GprMax2D : a) multi-step experiment, b) one-step experiment.
presented in Figure 4.4-a for the multi-step and 4.4-b for the one-step case. Because of
relaxation and conductivity losses due to the presence of water, the frequency of the elec-
tromagnetic wave evolves through the media depending on the water content according
to equations (4.10) and (4.11). The dominant frequency associated with the bottom tank
reﬂection found between 25 and 40 ns will thus evolve with the applied charge. This is
represented in Figure 4.4.3, where the maximum of the frequency associated with this re-
ﬂection is presented for each experiment time step. On this ﬁgure, we display the picking of
the maximum frequency as circles, the smoothing (10 points window averaging) we consi-
dered for the inversion (green line) and the qualitative TWT of the bottom reﬂection
picked from the radargrams presented in Figure 4.4 (red line).
As expected, the drier the soil, the higher the frequency, becoming closer to the center
frequency of the emitted signal, 1 GHz. Similarly, the wetter the soil, the more present
the relaxation eﬀects, and the smaller the frequency of the bottom tank reﬂection.
4.4.3 Inversion modeling procedure
We used the TWT of the bottom tank reﬂection observed on the GprMax-generated
radargrams (Figure 4.4) as data to be ﬁtted to get the set of M-vG parameter values p =
{θr, θs, αd, αw, n, Ks, λ}. The optimization used the Shued Complex Evolution (SCE-
UA) algorithm [Duan et al., 1992], by minimizing the objective function expressed as the
Root Mean Square Error (RMSE) between the modeled and observed TWT of the bottom
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tank reﬂection to be ﬁtted. This RMSE is given by
RMSE =
√√√√ 1
N
N∑
j=1
[τxp(tj)− τmod(tj,p)]2 , (4.14)
where τxp is the radargram-measured TWT, generated with the hydrodynamic parameters
pin at experimental time tj, and τmod is the modeled TWT reﬂection at time tj subject to
the soil hydraulic parameter vector p, and N the number of points used for comparisons,
i.e. the number of considered experimental times tj.
For each generated parameter set p, we computed the TWT of the bottom tank reﬂection
using the 1D velocity model. The frequencies used to compute the complex permittivity
were these shown in Figure 4.4.3. This inversion modeling procedure is presented as a
ﬂow diagram in Figure 4.5, where the objective function is the RMSE. The optimal set of
parameters pop is the one minimizing the objective function (Equation 4.14). Both sets
of optimized parameters, for the one-step and multi-step experiments are presented in
Table 4.1.
  
SCE-UA 
varying the M-vG 
parameters
p={θr,θs,αd,αw,n,Ks,λ}
For a given set of parameters p,
1D-Richards' equation resolution
using Hydrus-1D
giving water content profiles 
(θ(z))
at each infiltration time step
Convert θ(z) to
permittivity profiles
using the CRIM relation
at each time step
Compute 1D velocity 
profile and compute the
TWT of the bottom 
reflection
Compute the RMSE 
between this TWT 
and 
the TWT picked in the 
simulated/experimental 
radargram
Figure 4.5  Flow diagram of the inversion procedure. SCE-UA : Shued Complex Al-
gorithm, M-vG : Mualem-van Genuchten, CRIM : Complex Refractive Index Method,
TWT : Two Way Travel-time, RMSE : Root Mean Squared Error.
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Figure 4.6  Maximum frequency of the bottom tank reﬂection for a) multi-step and
b) one-step experiment. Automatically picked maximum frequency from the signal at
the bottom of the tank (circles), average window and correction of wrong phases picking
(green plain line), TWT relative to the initial state (red line).
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Figure 4.7  Results of hanging water column experiments including a drying and
wetting cycle. Samples were prepared with the same bulk density as the sand present in
the cylindrical tank experiment. Red triangles : drying data ; green circles : wetting data.
Plain curves represent the model ﬁtting the data with the parameters plab in Table 4.2.
The agreement between input and optimized parameters is very good, and validate our
inversion protocol and the ability to invert the M-vG parameters with hysteresis using
on-ground surface GPR.
In this numerical example, we see that working under dynamical processes, without wai-
ting for static equilibrium at each step, did not prevent us from retrieving Hanging Water
Column (HWC) experiments [Dane and Hopmans, 2002]. We performed several WHC
measurements on Fontainebleau sand cores (250 cm3) samples packed at 1.67 g.cm−3
bulk density. The van Genuchten parameters obtained are presented in Table 4.2, un-
der the label Lab. meas.. Figure 4.7 shows the retention curves data acquired from the
WHC experiments. As expected for this type of soil, αw was close to 2αd. The WHC
results conﬁrmed that the n parameter could be considered as independent from drying
or wetting processes, since the curvature of the water retention curves are very similar for
the drying and the wetting branches.
The saturated hydraulic conductivity was determined on several 250 cm3 soil core samples
packed at 1.6 g/cm3 using the UMS Ksat System [Umwelt-Monitoring-System] under
constant head. The range of values obtained are presented in Table 4.2. The λ parame-
ter was not determined, but its value was expected to be close to 0.5 for this type of
sand [Mualem, 1976].
Granulometric determinations on the Fontainebleau sand used for the experiments showed
that 13% of its grains had a diameter less than 0.25 mm and 98% less than 0.125 mm. Its
average particle density was 2.8± 0.1 g.cm−3.
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Figure 4.8  Pictures of the experiments. On the left is presented the tank ﬁlled with
water, with its overﬂow connections. Middle picture shows the tubing linking both tanks.
The picture on the right displays the sand tank with the GPR set at the top with a load
on it.
4.4.4 Experimental set-up
The experimental apparatus consisted of two cylindrical tanks (80 cm height and 60 cm
diameter), one tank, TS, ﬁlled with the Fontainebleau sand and the other one, Tw, ﬁlled
with water at a level corresponding to the hydraulic charge. Ts was ﬁlled with 321 kg of
sand, compacted manually in order to obtain a bulk density of ρb = 1.7 g.cm−3. The sand
layer was put on top of a 5 cm gravel layer in order to drain and wet homogeneously the
sand. To obtain a strong reﬂection at the bottom of the sand we put between the gravel
layer and the sand a thin aluminum sheet, ﬁnely meshed, to let the water go through.
gravel Three pictures of the experimental set-up are presented in Figure 4.8. Figure 4.8-a
shows Tw, where we see the holes used as overﬂow, to maintain the water table during
drainage and where we see the green water supply pipe. Ts and Tw bottoms were linked
through four independent plastic tubes with taps (Figure 4.8-b). Figure 4.8-c displays Ts
with the antenna set at the top of the sand, maintained in position by a load. The white
thin layer is the geo-textile enclosing the sand and piezometers were connected at the
bottom of each tank to indicate the applied charge.
4.4.5 Experimental measurements
Four experiments were carried out using this experimental setup. For each experiment, the
whole soil proﬁle was initially water saturated in order to be on the main drainage curve
during the ﬁrst cycle. Both tanks were hydraulically separated by closing the taps on the
linking tubes. The level of water was set to the desired level (for example 42 cm) in Tw using
an overﬂow hole. Then the hydraulic contact between both tanks was established again,
opening the taps. The water drained out of Ts was evacuated through the overﬂow hole
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in Tw. This procedure was repeated for all steps during draining and wetting processes.
The radargram measured during a multi-step experiment is shown in Figure 4.9-a, and
during a one-step experiment, in Figure 4.10-a. The horizontal axis is the experimental
time in seconds, and the vertical axis is the TWT in nanoseconds. During the drainage and
imbibition cycle, the direct wave signal evolves through time, due to the evolution of the
media properties surrounding the antennae, which aﬀects the coupling between soil and
antennae. The reﬂection on the aluminum sheet at the base of the sand is arriving around
28 ns, other reﬂections are due to the tank limits. As expected the TWT of this reﬂection
evolves with the water table level. In the multi-step experiment, the charges were changed
at [800 ;1500 ;2000 ;2900] seconds for drainage and [4400 ;5200 ;5800 ;6800] seconds for re-
wetting. On Figure 4.9-b we display the maximum frequency of the considered reﬂection.
On this ﬁgure we display as well the TWT of this reﬂection, relative to its initial TWT
when saturated. We see that the behavior of this reﬂection is comparable to the one we
simulated, presented on Figures 4.3, 4.4 and 4.4.3. Despite the fact that we used a Malå
Ramac antennae with a nominal frequency of 1.6 GHz, we clearly see that the center
frequency is far from 1.6 GHz, due to antenna coupling and due to the Debye dispersion.
The graphics presented in Figure 4.10-a) and b) are the analog of Figure 4.9-a) and b)
for the one-step experiment. The level of water is brought down to 0 cm from 71 cm
(saturated) and then brought back to full saturation of the large tank. We see that the
TWT of the bottom reﬂection on Figure 4.9-b) exhibits the same behavior as the simulated
one presented in Figure 4.3-b).
4.4.6 Inversion of experimental data
Using the same inversion loop as the one presented in the numerical case summarized in
Figure 4.5, we inverted the experimental TWT data to obtain the hydrodynamic para-
meters of the considered soil. The parameters minimizing the RMSE (Eq. 4.14) between
the simulated and the experimental data are presented in Table 4.2.
Two best TWT ﬁtting models are compared to the experimental data on Figure 4.11-a)
for the multi-steps case and Figure 4.11-b) for the one-step case. All the TWTs are given
relative to the one obtained at full saturation. These comparisons show good agreements
between our modeling and the experimental data and allow us to discuss on the physical
meaning of the retrieved parameters in terms of soils hydrodynamic properties.
4.4.7 Experimental data and their analysis
The parameters obtained using the inversion of GPR data are compared with those ob-
tained with classical laboratory experiments (WHC and Ksat) in Table 4.2. At ﬁrst view,
it appears that the diﬀerent sets are consistent one with another, or alternatively said,
there is no large deviation between the obtained sets. In general, for all GPR-obtained
parameter sets, θr is overestimated, whereas n is underestimated. αd and θs are well resol-
ved, as well as αw despite the 15-01-26 experiment giving a higher value. However, the
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Figure 4.9  Multi-step experiment. a) Radargram acquired during the bottom charge
variation experiment. The signal coming from the bottom of the tank is the one starting
at 28 ns. The reﬂection coming after 30 ns corresponds to the bottom edges of the tank.
The reﬂection at 12 ns corresponds to the top edges of the tank. b) Maximum frequency
of the signal at the bottom of the tank (circles), window averaging (green plain line),
TWT relative to the initial state (red line).
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Figure 4.10  One-step experiment. a) Radargram acquired during the bottom charge
variation experiment. The signal coming from the bottom of the tanks is the one starting
at 28 ns. The reﬂection coming after 30 ns corresponds to the bottom edges of the tank.
The reﬂection at 12 ns corresponds to the top edges of the tank. b) Maximum frequency
from the signal at the bottom of the tank (circles), correction of wrong phase picking and
window averaging (green plain line), TWT relative to the initial state (red line).
4.4. NUMERICAL EXPERIMENT 115
a)
0 1000 2000 3000 4000 5000 6000 7000 8000
0
0.5
1
1.5
2
2.5
Experimental time (s)
Ti
m
e 
(ns
)
15−01−26
 
 
Best Model
Data
b)
0 1000 2000 3000 4000 5000 6000 7000 8000
0
0.5
1
1.5
2
2.5
3
3.5
Experimental time (s)
Ti
m
e 
(ns
)
15−01−27
 
 
Best Model
Data
Figure 4.11  Comparisons between experimental picking (green circles) and best model
ﬁtting the data (red plain line) for a) multi-step experiment, b) one-step experiment. The
parameters obtained are presented in Table 4.2 as 15-01-26 for the multi-step case (a) and
15-01-27 for the one-step case (b). The data presented comes from radargram 4.9-a) and
radargram 4.10-a) respectively.
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θr θs α
d αw n K∗s λ
∗∗ RMSE
(cm3.cm−3) (cm3.cm−3) (cm−1) (cm−1) (cm/min) ns
Lab. meas. [0.01 ;0.02] [0.34 ;0.37] [0.024 ;0.026] [0.043 ;0.05] [8.5 ;10] [0.96 ;1.5] 0.5 -
multi-step - charges = [71; 42; 32; 23; 0; 23; 32; 42; 71] cm
15-01-26 0.07 0.36 0.027 0.094 3.02 0.47 0.65 0.66
15-01-20 0.04 0.36 0.024 0.07 3.25 0.33 0.58 0.66
one-step - charges = [71; 0; 71] cm
15-01-23 0.02 0.38 0.019 0.029 3.74 0.61 0.8 0.05
15-01-27 0.05 0.38 0.020 0.048 4.26 0.77 0.8 0.8
Table 4.2  Hydrodynamical M-vG parameter sets from classical laboratory measu-
rements and optimizing laboratory GPR data monitoring. ∗ obtained from Ksat Sys-
tem [Umwelt-Monitoring-System]. ∗∗ according to Mualem [1976].
relationship linking αw = 2αw is not true for all our inversions since the proportionality
factor is in the range of [1.5 ;3.5]. Concerning Ks, GPR data inversions underestimated
the values obtained using Ksat tests, but the role of the parameter λ has to be taken into
account as well, since it has a strong impact on the hydraulic conductivity function. There
is a slight diﬀerence between parameters obtained from multi and one-step experiments.
θr, αd and αw are smaller for the one-step case whereas Ks and λ are larger than for
the multi-step case. We relate these diﬀerences to the diﬀerent length step for each type
of experiment. The charge diﬀerences are larger for the one-step case, while the charge
diﬀerence is smaller for each step of the multi-step case.
Figure 4.12 groups the water retention curves generated with all the inverted models
(red plain curves for drying and green for wetting) while the laboratory hanging water
columns are displayed in red triangles for drying and green circles for wetting. This graph
illustrates the diﬃculty to resolve the n parameter, especially during drainage, and this
may be responsible for the inaccuracy on the other parameters. However, the values of n
obtained with the WHC method are overestimated compared to expected values for this
type of soil [Carsel and Parrish, 1988].
At least three factors must be considered when comparing GPR-derived parameters and
classical laboratory parameters. First, the parameters obtained in laboratory are made on
250 cm3 core samples and do not represent the same physical state present in the large
tank. Since about 321 kg of Fontainebleau sand were used, the compaction was deﬁnitely
not as homogeneous as in the case of small 250 cm3 core samples, despite the fact that
we tried to reach the same bulk density.
Second, the hydraulic charge range covered by the WHC experiment is diﬀerent from
the one covered by the large-scale experiment. Indeed, looking back at the WHC data
presented in Figure 4.7, we see that the ﬁrst drainage curve reaches 140 cm of suction,
whereas in the case of our dynamical experiment we are dealing with at the most 70 cm.
Then it is possible that we are not on the main wetting curve, but rather on an inner
cycle curve. However this eﬀect is taken into account by the hydrodynamical modeling
through the boundary conditions.
Third, the λ and Ks are probably balancing each other to ﬁt the hydraulic conductivity
function for diﬀerent volumetric water content. This might explain the underestimated
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Figure 4.12  Water retention functions. Symbols represent laboratory values obtained
on soil cores using hanging water column method (Table 4.2 shown in Figure 4.7), red
triangles for drying and green circles for re-wetting. Plain curves represent the vG curves
using the sets of parameters obtained for the one-step GPR experiments, and dashed
curves for the multi-step experiments (Table 4.2). Red curves are for the draining phases
and green curves for the rewetting phases.
value of Ks and the overestimated value of λ.
4.5 Conclusion
The 1D velocity algorithm we used to invert the TWT from GPR data gave very good
results for the numerical examples and allowed us to obtain accurate hydrodynamic pa-
rameters taking into account hysteresis eﬀect in the water retention function. The expe-
rimental parameter sets obtained are consistent one with the other, even if the two types
of experiments, one-step and multi-step, gave diﬀerent values for the αw parameter. We
think that the one-step experiments are less sensitive to the experimental uncertainties
since less boundary conditions are applied to the soil proﬁle compared to the multi-step
case. Diﬀerences between the parameters obtained by our GPR data inversion and those
obtained through classical laboratory experiments (WHC and Ksat) are most probably
caused by homogeneity problems in the large tank.
Further work is currently carried on to improve the accuracy of the proposed algorithm,
by modiﬁcation of the hydrodynamical model. In this study, the hysteresis of the water
retention function is fully represented by the α parameter. One of the possible improve-
ments would be to give a higher degree of freedom by representing the hysteresis eﬀect as
well with θs and Ks parameters.
Even if this work did not aim to study the eﬃciency of the empirical model of hysteresis
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used for the water retention function (model of Kool and Parker [1987]), we tend to think
that other models should be tested. We particularly think that alternative models based
on contact angle-dependent hysteresis, such as the one of Zhou [2013], are very promising
and may lead to a better physical representation of the hysteresis phenomena.
Finally, the hydrodynamical parameters optimizing TWT data would be better constrai-
ned using amplitudes of the reﬂections in a full-waveform inversion algorithm.
Chapitre 5
Critiques et perspectives
Nous avons vu dans les chapitres précédents que les suivis de processus hydrodynamiques
par GPR permettaient de remonter aux propriétés hydrodynamiques des sols, que ce soit à
partir d'inﬁltrations en surface (chapitre 2) ou en forages à faible profondeur (chapitre 3),
ou encore lors de battements de nappe (chapitre 4). Ce chapitre aura pour objet l'analyse
critique des principales hypothèses utilisées au cours des chapitres 2, 3 et 4, ainsi que des
pistes d'améliorations futures ou en cours de développement.
5.1 Simpliﬁcations géométriques
Deux thèmes sont regroupés sous l'intitulé de simpliﬁcations géométriques. La première
des simpliﬁcations est induite par le couplage de modélisations numériques hydrodyna-
mique et électromagnétique. La seconde est due au manque d'information du fait de la
géométrie d'acquisition durant les mesures.
5.1.1 Simpliﬁcation géométrique numérique
La première des hypothèses à tester concerne l'utilisation de géométries simpliﬁées pour
la résolution de l'équation de Richards. Par exemple, dans le chapitre 2, décrivant l'in-
ﬁltration en simple anneau, l'écoulement a été considéré comme unidimensionnel. Aﬁn
de vériﬁer si, dans ce cas, l'hypothèse 1D est suﬃsante pour la description de l'inﬁltra-
tion sous charge dans un sable homogène, nous comparons deux types de modélisation
hydrodynamique. La première est unidimensionnelle, eﬀectuée avec Hydrus1D, comme
dans le cas du chapitre 2, alors que la seconde est une modélisation hydrodynamique 2D-
axisymmétrique (2.5 D, comme dans le cas du chapitre 3, portant sur l'inﬁltration en fo-
rage de faible profondeur). Les TWTs de la réﬂexion sur le front d'inﬁltration sont, pour les
deux cas (1D et 2D-axisymmétrique), calculés grâce à des modélisations GprMax 2D. Le
sol est le même sable utilisé pour les chapitres 2 et 3 avec les paramètres hydrodynamiques
dans les intervalles suivants :{θr = [0.03; 0.06] cm3.cm−3, θs = [0.36, 0.4] cm3.cm−3, α =
[0.015; 0.03] cm−1, n = [6; 8], Ks = [0.03; 0.15] cm.min−1, λ = [0.3; 0.7]}.
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Figure 5.1  Comparaison des hypothèses 1D-2.5D dans le cas d'une inﬁltration à charge
constante en simple anneau dans un sable : a) TWT du front d'inﬁltration avec une
hypothèse 1D (courbe rouge) et 2.5D (courbe noire) ; b) diﬀérences des TWTs.
La Figure 5.1-a) montre les TWTs correspondant à la réﬂexion sur le front d'inﬁltration
simulés pour les deux hypothèses, alors que la Figure 5.1-b) montre la diﬀérence entre
les temps d'arrivées (TWT2.5D − TWT1D). Cette diﬀérence temporelle reste en dessous
du dixième de nano-seconde, diminuant au cours du temps. Elle est comparable à celle
que nous avions entre notre algorithme de convolution 1D et GprMax 2D (Figure 2.4 du
chapitre 2). L'erreur la plus importante existe pour les faibles temps expérimentaux. La
courbe des diﬀérences sur la Figure 5.1-b) présente une périodicité d'environ 0.4 minutes.
Nous pensons que celle-ci peut être liée aux diﬀérents maillages utilisés pour la résolution
des équations de Richards et de Maxwell. En eﬀet, un maillage en éléments ﬁnis (FEM) est
utilisé par SWMS2D pour résoudre l'équation de Richards alors que GprMax 2D utilise
les diﬀérences ﬁnies (FDTD). Une interpolation des résultats de teneur en eau obtenus
avec un maillage FEM sur le maillage de FDTD est nécessaire et est sans doute à l'origine
d'une dispersion numérique, car la ﬁnesse du maillage FDTD pour obtenir un minimum
de dispersion n'est pas la même que pour résoudre l'équation de Richards.
Pour quantiﬁer l'impact de notre hypothèse 1D sur la détermination des paramètres hy-
drodynamiques par rapport à une simulation hydrodynamique 2.5D, il faudrait le faire
statistiquement, c'est-à-dire en prenant en compte les incertitudes dues à la modélisa-
tion 1D. Une des méthodes, dont nous avons déjà parlé, consisterait à générer un grand
nombre de modèles aléatoirement (par Monte Carlo ou MCMC), puis sélectionner tous
les modèles résultant de la distribution de probabilité a posteriori avec une fonction ob-
jective inférieure ou égale au RMSE des TWTs 1D et 2.5D. Ainsi, nous obtiendrions une
distribution statistique qui permettrait de caractériser les intervalles de valeurs possibles
des paramètres prenant en considération l'incertitude sur la géométrie 1D de la simula-
tion. Même si cette analyse serait intéressante à mener à bien, nous ne pensons pas que
l'utilisation d'une hypothèse 2D ou 3D pour ce type d'inﬁltration soit nécessaire.
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5.1.2 Simpliﬁcation induite par la géométrie d'acquisition
Dans les trois études présentées dans cette thèse, nous n'utilisons qu'un jeu d'antennes
à une position ﬁxe au cours du temps. Pour éviter de faire des hypothèses sur la forme
du bulbe, il serait nécessaire d'avoir plusieurs antennes à des positions diﬀérentes, pour
préciser la forme du bulbe (bulbe asymétrique) au cours de la mesure et voir le déve-
loppement d'éventuelles diﬀérences dans les vitesses d'écoulement présentes notamment
lors de phénomènes d'inﬁltration préférentielle, ce qui est pour le moment impossible avec
notre système radar. L'idéal serait de pouvoir coupler un minimum de 4 jeux d'antennes,
qui permettraient de suivre l'évolution du front ou du bulbe d'inﬁltration en 3D, rendant
possible la détermination de la variabilité spatiale des paramètres hydrodynamiques dans
diﬀérents plans d'acquisition.
Pratiquement, le suivi d'inﬁltration en simple anneau pourrait être complété par un ou
plusieurs jeux d'antennes supplémentaires se trouvant à l'extérieur de l'anneau, aﬁn de
quantiﬁer les écoulements horizontaux inhérents à ce type d'inﬁltration.
Pour le cas de suivis d'inﬁltration de type Porchet, présentés chapitre 3, nous envisageons
d'utiliser deux antennes positionnées symétriquement par rapport au forage. L'évolu-
tion du développement de l'équipement actuel permet d'espérer que nous aurons d'ici
quelques années accès à des systèmes d'acquisition multi-antennes, comme ceux déjà pro-
posés par Liu and Sato [2014].
Enﬁn, lors des expériences de suivis de battements de nappe, nous souhaitons dévelop-
per l'utilisation d'antennes en transmission de chaque coté du réservoir aﬁn d'obtenir
un proﬁl de teneur en eau. C'est exactement la même technique que celle développée
par Weihnacht and Boerner [2014], qui ne quantiﬁent cependant pas les paramètres hy-
drodynamiques mais restent dans le domaine du qualitatif. Nous pensons cependant que
ce type de mesures couplées à des modélisations hydrodynamique et électromagnétique
pourraient nous permettre de mieux contraindre nos modèles hydrodynamiques.
5.2 Dispersion
Le fait de travailler sur la quantiﬁcation de processus hydrodynamiques en utilisant des
signaux électromagnétiques hautes fréquences nécessite d'être prudent avec la prise en
compte des phénomènes de dispersion engendrés par l'eau. C'est ce que nous avons fait
dans le cas du chapitre 4, ayant trait à l'obtention des paramètres caractérisant l'hystérèse
sur la fonction de rétention en eau, mettant en jeu des diﬀérences faibles de permittivité,
donc de TWTs. Comme nous l'avons abordé dans la partie sur la dispersion du chapitre 1,
plusieurs phénomènes sont sources de cette dispersion : le couplage des antennes, les
gradients de permittivité et la permittivité fonction de la fréquence. Ces trois sources
sont diﬃcilement séparables. Cependant dans le cas où le milieu au voisinage proche des
antennes n'évolue pas, on peut supposer que le couplage des antennes reste constant.
De plus, dans nos modélisations, nous prenons en compte les gradients de permittivité.
Nous pouvons donc aussi nous aﬀranchir de cette source de dispersion. Seule la dispersion
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fréquentielle de la permittivité, modélisée par des fonctions ε = f(ω), telle que la relation
de Debye ou de Cole-Cole, est à prendre en compte.
La question qui se pose est de savoir si la négligence de la dispersion dans les deux études de
suivis d'inﬁltration, chapitres 2 et 3, a un impact conséquent sur les TWTs et in ﬁne sur les
résultats. Pour ce faire, nous appliquons la même méthode que celle du chapitre 4. C'est-
à-dire que nous sélectionnons une fenêtre contenant l'ondelette associée à la réﬂexion qui
nous intéresse, puis eﬀectuons une transformée de Fourier sur celle-ci. C'est typiquement
ce qu'on appelle faire une transformation de Gabor, un type de transformation en temps-
fréquence développée pour le traitement de données sismiques [Taner et al., 1979, Chui,
1992], permettant de donner la distribution des fréquences en fonction du temps d'écoute.
Ici appliquée pour le GPR, le maximum de la fréquence pour l'ondelette associée donne
l'évolution de la fréquence, non pas en fonction de la distance mais en fonction du temps
expérimental, i.e. du temps d'inﬁltration.
Le résultat de cette transformation est représenté Figure 5.2-a), pour le cas d'une inﬁl-
tration en anneau (étude du chapitre 2). La fréquence dominante de la réﬂexion associée
au front d'inﬁltration est donnée au cours du temps expérimental, dans le cas du ra-
dargramme présenté en 5.2-b). Comme attendu, la fréquence de la réﬂexion sur le front
d'inﬁltration chute au cours du temps, car le paquet d'ondes électromagnétiques passe
par une couche saturée en eau de plus en plus épaisse, donc subissant de plus en plus
la dispersion de Debye. Malheureusement, le pointage automatique de la fréquence do-
minante n'est pas aisé et assez instable du fait de nombreuses perturbations, comme le
montre la Figure 5.2-b) à partir de 90 secondes où nous pensons que nous ne pointons pas
la bonne phase. Nous tentons actuellement de résoudre ce problème aﬁn de prendre en
compte les phénomènes de dispersion dans les calculs de permittivité et donc des TWTs.
Il est important de noter qu'ici l'impédance des antennes varie au cours de l'expérience :
la dispersion n'est donc pas uniquement due à la dispersion de Debye.
Comme dans le cas précédent, regardons s'il est nécessaire de prendre en compte la dis-
persion due aux phénomènes de relaxation dans le cas d'une inﬁltration de type Porchet
dans un sable (cas du chapitre 3). La Figure 5.3-a) donne la variation de fréquence domi-
nante de la réﬂexion associée au bulbe d'inﬁltration du radargramme présenté en 5.3-b).
La Figure 5.3-c) montre la partie du signal que nous avons sélectionnée pour calculer les
fréquences associées à la réﬂexion. La Figure 5.3-a) montre que la fréquence chute bruta-
lement puis semble se stabiliser à partir de 70 secondes d'inﬁltration. Seuls pour les tous
premiers points, dans un sable, l'eﬀet de dispersion sera important sur les permittivités
et donc les TWTs, car nous travaillons en temps relatifs au TWT initial. Même si nous
eﬀectuons nos inversions sur un minimum de 300 secondes, il est diﬃcile de conclure sur
un faible impact de ces points initiaux sur l'inversion. En eﬀet, les tous premiers points
sont cruciaux pour expliquer au mieux la dynamique d'inﬁltration en régime transitoire
dans un sol de texture grossière (sable), ainsi que pour contraindre les paramètres hydro-
dynamiques. Dans ce cas, il serait donc intéressant de prendre en compte la dispersion de
Debye dans l'inversion de données radar.
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Figure 5.2  a) Fréquence dominante de la réﬂexion A associée au radargramme b). Le
radargramme c) correspond à la sélection de l'ondelette associée à la réﬂexion. La seconde
réﬂexion avec un TWT plus court sur la ﬁgure b) correspond à la réﬂexion sur le cylindre.
Radargrammes dans le cas du suivi d'une inﬁltration en simple anneau.
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Figure 5.3  a) Fréquences dominantes de la réﬂexion D associée au radagramme b). La
courbe rouge représente une moyenne glissante sur 50 points qui montre le comportement
attendu. Le radargramme c) correspond à la sélection de l'ondelette associée à la réﬂexion.
Radargrammes dans le cas du suivi d'une inﬁltration du type Porchet.
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5.2.1 Inversion en forme d'onde
Aﬁn de contraindre au mieux nos paramètres, il est judicieux d'utiliser pleinement nos
signaux en inversant à la fois les TWTs ainsi que les formes d'ondes (amplitudes et phases).
En eﬀet, comme le soulignent Saintenoy and Hopmans [2011], le paramètre α et surtout le
paramètre n sont très liés à l'amplitude de l'onde réﬂéchie sur la courbure de la fonction
de rétention en eau. En travaillant à la fois en temps et en amplitude, nous pensons lever
les indéterminations et les liens entre les diﬀérents paramètres, notamment n et α, comme
le montrent les misﬁts-diagrammes que nous présentons en annexes D.
L'inversion en forme d'onde (IFO) est expliquée en détail dans les travaux de Meles et al.
[2010, 2012] et la thèse d'Anja Klötzsche [2013]. Nous en résumons le principe ici.
L'IFO est basée sur la détermination préalable de la source électromagnétique. Pour cela,
on considère que le champ électrique émis par une densité de courant 1S peut s'exprimer,
dans le domaine fréquentiel, par le produit suivant :
Ê = ĜŜ, (5.1)
où ̂ symbolise la transformée de Fourier et Ĝ la fonction de Green décrivant la réponse
du milieu à une excitation S, dans lequel le champ électromagnétique se propage.
De plus, nous savons, d'après les équations de Maxwell, que le champ électrique reçu par
l'antenne réceptrice, Êobs, est proportionnel à la dérivée temporelle (multiplication par iω
dans le domaine fréquentiel) de la densité de courant de l'ondelette source, Ŝ, émise. Une
division par iω dans le domaine fréquentiel du champ observé permettra donc de donner
une première approximation de la source. Nous la noterons Ŝinit :
Ŝinit =
Êobs
iω
. (5.2)
Comme l'IFO se fait a posteriori de l'optimisation des TWTs, nous pouvons simuler,
dans la conﬁguration expérimentale étudiée, par un code FDTD ou équivalent chemin
optique, le champ Êsyn reçu par l'antenne, connaissant la source Ŝinit que l'on met en
entrée. À partir de là, en utilisant la relation (5.1), on peut calculer la réponse synthétique
du milieu, Ĝinit, soumis à la première détermination de la source expérimentale Ŝinit :
Ĝinit =
Êsyn
Ŝinit
, (5.3)
puis recalculer une source correspondant au champ observé divisé par cette fonction de
Green simulée :
Ŝnew =
Êobs
Ĝinit
. (5.4)
En re-simulant un nouveau champ, Ênew, avec cette fois la nouvelle source, Ŝnew, nous
serons capable de déterminer une nouvelle fonction de Green, Ĝnew. Après plusieurs ité-
rations de ce type, l'algorithme converge vers la source émise expérimentalement. Cet
1. La densité de courant est notée J dans le chapitre 1.
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algorithme a été testé sur des cas synthétiques et nous sommes en train de l'appliquer sur
des cas expérimentaux, notamment l'inﬁltration de type Porchet, présentée plus bas.
Une fois la source déterminée, il ne reste plus qu'à optimiser les jeux de paramètres
hydrodynamiques, aﬁn d'ajuster à la fois les TWTs et les ondelettes (amplitudes et phases)
associées à la réﬂexion d'intérêt.
Dans le cas d'une inﬁltration en surface au sein d'un anneau, chapitre 2, la source émise
évolue au cours du temps, car la teneur en eau du milieu au voisinage direct des antennes
augmente. De plus, pour le cas d'une expérimentation sous charge variable, le niveau d'eau
entourant les antennes évolue lui aussi. L'évolution de l'impédance des antennes au cours
de l'expérience nécessite l'inversion d'une source pour chaque mesure ou pas de temps
expérimental, comme ce qui est proposé par Klötzsche et al. [2013]. Cette méthode nous
permettrait de mettre en oeuvre l'IFO pour ce type de suivi d'inﬁltration.
La distance séparant les antennes du bulbe d'inﬁltration, dans le cas d'inﬁltrations de
type Porchet (chapitre 3), est suﬃsante pour considérer que l'impédance des antennes ne
va pas varier au cours du temps. De ce fait, il est possible d'obtenir une source que l'on
utilisera pour tous les pas de temps expérimentaux et de trouver quels paramètres hydro-
dynamiques donnent l'ajustement optimal pour l'amplitude des formes d'ondes observée.
La détermination de la source a été eﬀectuée par Anja Klötsche, en utilisant l'algorithme
de Meles et al. [2010] que nous venons de décrire. Le radargamme simulé et la source
estimée sont présentés Figure 5.4-a) et 5.4-b) respectivement. Le radargramme simulé est
à comparer avec celui expérimental, Figure 5.3-b). Sur ce dernier, il n'apparaît qu'une
réﬂexion claire, qui, comme nous l'avons vu dans le chapitre 3, correspond à l'interférence
constructive de deux ondes parcourant le bulbe. Alors que le radargramme synthétique
de la Figure 5.4-a) exacerbe deux réﬂexions, une très forte arrivant légèrement plus tard
qu'une autre bien plus faible en amplitude. Nous savons, grâce aux instantanés de la Fi-
gure 3.7 du chapitre 3, que la sommation des deux ondes par interférences constructives
n'est pas parfaite et résulte en deux réﬂexions comme celles présentes sur la Figure 5.4-a).
Ceci nous pousse à conclure que la réﬂexion du radargramme expérimental (Figure 5.3-
b)) est un mélange de deux ondelettes. Cette remarque transparaît sur la détermination
de la source, qui semble être une combinaison de deux sources, par rapport à un Ricker
classique (voir courbe rouge de la Figure 5.4-b)).
Ces travaux sont toujours en cours, mais nous pensons qu'il est au préalable important de
bien comprendre les diﬃcultés inhérentes à la détermination de la source avant de pour-
suivre plus loin sur l'inversion des paramètres. Nous travaillons notamment sur l'inversion
en temporel, non pas en relatif par rapport au temps zéro, mais prenant en considération
tout le proﬁl, ce qui permettra de déterminer la source en prenant en considération tout
le proﬁl et non pas comme fait précédemment en relatif par rapport à la valeur initiale de
la réﬂexion.
Le cas du chapitre 4, portant sur le suivi de battements de nappe, est similaire au cas de
l'inﬁltration en surface. L'évolution de la teneur en eau au voisinage direct des antennes
au cours de l'expérience nécessite la détermination de la source pour chaque pas de temps
expérimental. Nous pourrions néanmoins améliorer notre dispositif d'antennes placées à
la surface mais sur une couche de sable plus importante dont la teneur en eau de la partie
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Figure 5.4  a) Simulation FDTD de suivi d'inﬁltration du type Porchet en utilisant la
source représentée en vert Figure b). La courbe rouge est une source d'excitation de type
Ricker. Radargramme à comparer avec la Figure 5.3-b).
la plus proche des antennes ne variera pas.
5.3 Applications à d'autres types de sol
Les études présentées dans ce manuscrit ont toutes été eﬀectuées sur des sols sableux,
voire des sables. Ces sols sont très pratiques à cause de leur faible conductivité électrique,
leurs relations ε = f(θ) simples, leur teneur en eau résiduelle assez faible devant celles
à saturation, leur conductivité hydraulique à saturation élevée, et leur paramètre n qui
donnent la transition entre l'état résiduel et l'état saturé comme très abrupte, proche d'une
fonction en marche d'escalier. Toutes ces caractéristiques nous ont permis de développer le
formalisme (i.e. couplage de simulations hydrodynamique et électromagnétique) nécessaire
à la détermination des propriétés hydrodynamiques par GPR. Les bases étant posées, il
reste un morceau plus que conséquent à attaquer : appliquer tout ceci à de vrais sols.
Ces vrais sols peuvent contenir en proportion non négligeable des argiles. De plus, ils
sont constitués de plusieurs horizons avec des propriétés diﬀérentes, ce qui fait qu'ils sont
très loin d'être homogènes. Enﬁn, ils peuvent présenter des phénomènes d'inﬁltration
préférentielle.
Jusqu'à maintenant, nous avons eﬀectué deux tests de suivi d'inﬁltration en simple anneau
sur un limon et sur un rendisol. Les résultats de suivi qualitatif du front d'inﬁltration sont
satisfaisants, à savoir que la réﬂexion associée est visible au cours du temps. Pour preuve
la Figure 5.5 qui montre un exemple de suivi d'inﬁltration en simple anneau pour le cas
d'un sol qualiﬁé de rendisol [Sow, 2009]. Le radargramme montre deux réﬂexions évoluant
au cours du temps, l'une correspondant à la réﬂexion directe sur le front d'inﬁltration
(réﬂexion A), alors que l'autre provient d'une onde réﬂéchie au préalable ou a posteriori
sur le cylindre (réﬂexion B), d'où la diﬀérence des TWTs et des phases.
Cependant, la modélisation des TWTs avec l'algorithme de convolution 1D (chapitre 2)
est rendue délicate à cause de la faible pente de la fonction de rétention en eau (due au fait
que le paramètre n soit faible). Le seul moyen que nous ayons trouvé jusqu'à présent pour
128 CHAPITRE 5. CRITIQUES ET PERSPECTIVES
0
10
T
w
o
 W
a
y
 T
ra
v
e
l 
T
im
e
 (
n
s
)
0 100 200 300
Experimental time (s)
-0.5
0
0.5
R
e
la
ti
v
e
 a
m
p
lit
u
d
e
A
B
Figure 5.5  Suivi par GPR d'une inﬁltration d'eau en simple anneau dans un rendisol,
sur le site de Valduc (CEA, France). Un ﬁltre F-K a été appliqué au radargramme original.
A est la réﬂexion associée au front d'inﬁltration alors que B correspond à celle une réﬂexion
sur le cylindre.
pallier à cette diﬃculté est d'avoir recours à la modélisation FDTD, à travers l'utilisation
de GprMax 2D, bien plus lente cependant que l'algorithme de convolution 1D. Nous
travaillons actuellement à son accélération par parallélisation CPU.
5.4 Améliorations numériques
Les améliorations expérimentales ne pourront se faire qu'en parallèle des améliorations
numériques, notamment sur l'accélération des modèles directs, aﬁn de rendre les calculs
de fonctions objectives plus rapides pour en déduire des distributions sur les paramètres a
posteriori justiﬁables mathématiquement, comme par exemple avec l'utilisation de chaînes
de Markov.
Sur le plus long terme, nous souhaiterions développer une modélisation 3D, pour réel-
lement prendre en compte la variabilité spatiale. Nous pensons que le cas de suivi de
battements de nappe au sein d'un réservoir est le plus facile à modéliser en trois dimen-
sions, car les conditions aux limites sont bien déﬁnies et la géométrie du milieu est bien
identiﬁée.
Nous travaillons actuellement sur deux fronts, à savoir l'exploitation des processeurs multi-
coeur et autres clusters 2, ainsi que l'utilisation de processeurs graphiques, dits GPU (Gra-
phics Processing Units), grâce à l'architecture CUDA développée par Nvidia.
2. À ce propos, nous citons l'encyclopédie Wikipédia : En 2006, très peu de logiciels gèrent le bi-coeurs,
et globalement les logiciels ne sont pas conçus pour tirer le maximum de cette technologie (excepté dans
le monde GNU/Linux où les applications sont portées en très grande majorité  près de 99,8 %  sous
plusieurs types d'architectures)..
Conclusions
L'hydrodynamique des sols tient un rôle primordial dans la compréhension de nombreux
processus hydrologiques, hydrogéologiques, climatiques et par conséquent environnemen-
taux. L'échelle spatio-temporelle de la dynamique des ﬂuides au sein des sols est parti-
culière, car, pour être comprise, elle nécessite non seulement un échantillonnage temporel
suﬃsamment dense, pour être en mesure de caractériser des diﬀérences de teneurs en eau
sur des temps de l'ordre de la seconde, mais aussi une résolution spatiale suﬃsante pour
suivre de faibles variations de teneur en eau sur des distances de l'ordre du centimètre.
Au regard des méthodes utilisées, constituées d'un large panel de capteurs de teneur en
eau invasifs ou non, le GPR présente une capacité d'échantillonage spatio-temporel tout à
fait adéquate pour qualiﬁer et quantiﬁer les phénomènes hydrodynamiques dans les sols.
En eﬀet, sa résolution est à mi-chemin entre des méthodes à large échelle, souﬀrant d'une
résolution trop grossière pour suivre ce type de phénomènes, et d'autres très locales inca-
pables d'appréhender dans toutes leurs dimensions des objets comme des bulbes ou des
fronts d'inﬁltration.
Dans ce mémoire, nous nous sommes attachés à utiliser l'énorme potentiel du GPR pour
la détermination des propriétés hydrodynamiques des sols, lors de suivis de processus
d'écoulement en leur sein par des antennes impulsionnelles commerciales. L'aspect nova-
teur sur lequel nous avons insisté est l'utilisation unique des temps aller-retour des ondes
électromagnétiques sur des réﬂexions particulières, telles que les bulbes ou fronts d'in-
ﬁltration, pour la détermination des paramètres hydrodynamiques. Ce travail purement
temporel nous permet de nous aﬀranchir de nombreux problèmes, notamment liés à la
détermination de la source, en travaillant en relatif par rapport à l'état initial.
Au travers du chapitre 2, une nouvelle dimension a été redonnée au test classique d'inﬁltra-
tion en simple anneau. L'hypothèse 1D a été suﬃsante pour caractériser les paramètres des
fonctions de rétention en eau et de conductivité hydraulique suivant le modèle Mualem-
van Genuchten, dans le cas d'un sol sableux. Les inversions des données de suivi GPR
en simple anneau ont été possibles dans le cas du régime permanent ainsi qu'en régime
transitoire. Les paramètres retrouvés sont en accord avec ceux obtenus avec des mesures
classiques, telles que les tests d'inﬁltrométrie et la méthode en colonne suspendue. Au
delà de l'aspect quantitatif, nous avons pu voir que notre méthode en simple anneau était
assez sensible pour remonter aux variations spatiales des paramètres hydrodynamiques.
Les forts contrastes de permittivité en jeu lors d'inﬁltrations d'eau dans les sols peuvent
résulter dans la création de zones de faible vitesse des ondes électromagnétiques, se com-
portant comme des guides d'ondes vis-à-vis des signaux électromagnétiques. Nous avons
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utilisé ce type de phénomène dans les suivis surfaciques d'inﬁltrations en forages de faible
profondeur, présentés chapitre 3. Les ondes électromagnétiques piégées au sein du bulbe
d'inﬁltration sont caractéristiques de la forme du bulbe et ont permis de remonter aux
paramètres hydrodynamiques régissant l'écoulement. L'hypothèse 2D-axisymmétrique a
été suﬃsante dans le cas d'un sable, supposé homogène, mais le cas de sols plus com-
plexes nécessite implicitement l'utilisation de plusieurs jeux d'antennes aﬁn de connaître
l'extension spatiale du bulbe.
Inhérents à l'utilisation des ondes électromagnétiques hautes fréquences pour la caractéri-
sation de phénomènes impliquant la présence d'eau, les phénomènes de dispersion sont à
prendre en considération, surtout lors de quantiﬁcations impliquant de faibles diﬀérences
de permittivité diélectrique. Le suivi de battements de nappe présentée chapitre 4 en est
l'illustration. Prenant en considération la dispersion de Debye, grâce à la détermination
de la fréquence dominante associée à la réﬂexion de la base d'une couche de sable, un
modèle hydrodynamique et électromagnétique unidimensionnel a été suﬃsant pour obte-
nir les proﬁls de teneurs en eau lors de phases de drainage et d'humectation successives.
En considérant l'hystérèse sur la fonction de rétention en eau, nous avons pu remon-
ter aux paramètres quantiﬁant la principale courbe de drainage et la principale courbe
d'humectation, formant les limites du cycle d'hystérèse.
Les perspectives spéciﬁques relatives aux travaux de ce mémoire ont été présentées dans
le chapitre précédent. On peut les résumer par les trois points suivants :
 l'inversion en formes d'ondes,
 l'application de nos méthodes sur d'autres types de sols,
 l'accélération des modèles directs.
Ici, nous abordons les perspectives d'ordre plus général sur lesquelles nous aimerions nous
pencher dans un futur plus ou moins proche.
Nous souhaitons étendre nos zones de caractérisation des propriétés hydrodynamiques sur
des surfaces plus importantes aﬁn de pouvoir en déduire des cartes de variabilité spatiale
à des échelles allant de la parcelle au petit bassin versant. Une première étude que nous
envisageons est celle que nous eﬀectuerons à travers une collaboration avec l'IRSN, lors
d'une campagne de mesures sur la zone d'exclusion de Tchernobyl.
Nous avons montré dans nos travaux le succès du couplage hydrodynamique et électroma-
gnétique pour quantiﬁer des paramètres d'intérêt pour l'écoulement des ﬂuides au sein des
sols. Nous souhaitons pousser plus loin ce couplage avec un autre aspect qui concerne le
suivi de phénomènes thermiques au sein de zones gelées. Une première étude sur les phé-
nomènes de guides d'ondes dans les permafrosts lors de phases de dégel (voir les travaux
de Klötzsche et al. [2013] et van der Kruk [2006], van der Kruk et al. [2010]) est à l'étude,
suite à une campagne d'aquisition en chambre froide avec Anja Klötzsche. Cependant
nous souhaiterions nous concentrer sur des phénomènes avec des cinétiques plus rapides,
comme par exemple le suivi d'écoulement de ﬂuides au sein de zones gelées.
Les phénomènes de guide d'ondes créés par des bulbes d'inﬁltration nous intéressent aussi
(voir chapitre 3), et nous travaillons à leur meilleure compréhension par des expériences
de diﬀraction sur des sphères de diﬀérentes permittivités diélectriques. Nous cherchons
notamment à comprendre dans quels cas de ﬁgure l'onde réﬂéchie à l'intérieur de la sphère
est d'amplitude supérieure à l'onde réﬂéchie directement sur la sphère.
131
Concernant l'inﬂuence de la température sur la permittivité diélectrique, nous aimerions
essayer de développer un suivi d'injection de ﬂuide chauﬀé au sein d'aquifères, à l'aide
d'antennes GPR en forage, comme ce qui se fait déjà en électrique [Hermans et al., 2015].
En appliquant l'inversion en formes d'ondes sur les signaux GPR, nous aurons accès à la
conductivité électrique qui est très sensible à la température.
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Annexe A
Ground Penetrating Radar prospection
at the charterhouse of Bourgfontaine 1
A.1 Abstract
The charterhouse of Bourgfontaine was a major foundation, with approximately 24 bro-
thers living in separate cells. An early modern bird's-eye view of the monastery gives us a
sense of its scale, but no details. Two GPR surveys (225 and 250 MHz) were carried out :
the ﬁrst, in the area of the chapel behind the church, the second, in a rectangular zone
of 30 m x 50 m in the great cloister. All the data were processed as a 3D cube and the
time slices corresponding to a depth varying between 0.7 and 1.35 m gave surprisingly
clear evidence of regular structures. The superposition of the surveyed zone with a plan
extrapolated from the engraved view is stunning, allowing for interpretation as three mo-
nastic cells and foundations of part of the great cloister. This is an excellent example of
the ways in which geophysical prospection and archaeology can complement one another.
A.2 Introduction
The Carthusian monastery of Bourgfontaine, north-east of Paris (France), was established
between 1323 and 1325 by Charles, count of Valois [Bonde and Maines, 2012, 2013]. His
son and successor, Philip VI completed the project. When Philip ascended to the throne
in 1328 as the ﬁrst Valois king of France, the comital foundation became a royal one.
Bourgfontaine survives today as a monumental ruin and a working farm. The shell of the
church (Fig. A.1), and portions of the precinct wall framing the great cloister are all that
survive above ground of the monastic portion of the site. A number of buildings in the
outer court, including a gate, guest chapel, parts of the outer enclosure wall and the royal
1. Adapted from Saintenoy, A., Rejiba, F., Léger, E., Bonde, S., and Maines, C. Ground Penetra-
ting Radar prospection at the charterhouse of Bourgfontaine. In Proceedings of the 15th International
Conference on GPR, Bruxelles, Belgium, pages 15, 2014
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Figure A.1  View of the remains of the church from the south [Bonde and Maines,
2013].
logis also survives. Philip's heart was buried at Bourgfontaine in a now-destroyed chapel
opening oﬀ the church's east end. Bourgfontaine was a major foundation of impressive
size with approximately 24 brothers living in separate cells.
An early modern bird's-eye engraved view of the monastery (Fig. A.2) gives us a sense of
its scale. From the engraving a rough plan was produced (Fig. A.3) but the details of this
plan required an approach of greater precision.
Ground-Penetrating Radar is a useful geophysical tool for archaeologists in many cases
[Boubaki et al., 2011, 2012, 2013, Goodman et al., 2008]. Full-resolution coverage and
multi-oﬀset 3D acquisition best enhance the signal over noise ratio [Booth et al., 2008],
but pseudo three-dimensional GPR survey are able in numerous cases to reveal the un-
derground structures of an archaeological site.
We have conducted two GPR surveys at the charterhouse of Bourgfontaine. The ﬁrst
survey was done in July 2006, using a PulseEkko1000 GPR system equipped with shielded
antennae of centre-frequency 225 MHz, on the area of the heart chapel behind the church.
On the second survey, in June 2013, a Malå Ramac System with shielded antenna of
centre-frequency 250 MHz was used to cover a rectangular zone in the great cloister of 30
m per 50 m with parallel proﬁles every 50 cm.
A.3 Survey of the heart chapel area
During the ﬁrst survey, using a PulseEkko1000 system, 25 proﬁles were acquired on a
grid with a sample density of 0.1 m in the in-line direction and 0.5 m in the cross-line
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Figure A.2  Bourgfontaine, seventeenth- or eighteenth-century cavalier view of the
Charterhouse looking south (Laon, Archives départementales).
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Figure A.3  Plan derived from the engraved view of Fig. A.2 (after Marchand).
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Figure A.4  Time slices of the area of the chapel adjacent to the church.
direction. The time-sampling interval was of 0.4 ns and a stack of four measurements was
used to increase the signal-to-noise ratio.
Three time-slices are shown in Fig. A.4, on a two-way travel time (TWT) of 4 ns, 14 ns and
22 ns. Using a velocity of 0.1 m/ns derived from diﬀerent hyperbola ﬁttings, these TWT
correspond respectively to a depth of 0.2 m, 0.7 m and 1,1 m. Data were processed using
Reﬂexw [Sandmeier, 2007] with conventional dewow and bandpass ﬁlters and amplitude
recovery methods. A two-dimensional migration was tested in the in-line direction but,
as it did not improve the image quality, this process was not applied in the data shown
Fig. A.4.
A geophysical interpretation in Fig. A.5 shows several perpendicular lines of high ampli-
tude reﬂections, together with the response to a modern ferrous pipe which intersects the
north-eastern corner of the church. The location of the chapel interpreted in [Bonde and
Maines, 2013] is shown. The resolution and the signal to noise ratio of these data did not
allow for a lot of precision in the interpretation. It was, however, a ﬁrst survey and it
encouraged organizing the following GPR acquisition in June 2013.
A.4 Survey of the north-eastern area of the great clois-
ter
A second GPR survey took place in June 2013, using a Malå Ramac System with shielded
antennae of centre-frequency 250 MHz. The spatial sampling was 0.05 m in the in-line
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Figure A.5  Geophysical interpretation of the 2006 survey on top of the time slice
centered on 22 ns in Fig. A.4.
direction and 0.5 m in the cross-line direction. The time-sampling interval was 0.056 ns
and a stack of 8 measurements was applied. In these data, a velocity of 0.09 m/ns was
retrieved from diﬀerent hyperbola ﬁttings. Data were processed using the same procedure
as the data acquired in 2006. Three time-slices are shown in Fig A.6, on a TWT of 1, 15
and 30 ns corresponding to a depth of 0.045, 0.67 and 1.35 m.
Signal strength over this site is generally good, and strong reﬂections are identiﬁed over
most of the survey area. Lateral correlations allow for the geophysical interpretation shown
Fig. A.7 with wall-footings or remains of the great cloister corridor, and cells for three
brothers along with walls surrounding their private gardens.
A.5 Comparison between geophysical interpretations and
plan
The two geophysical interpretations were added at scale to a satellite image taken from
google map (Fig. A.8) and on a detail of the plan Fig. A.3 resulting in Fig. A.9. The en-
graving (Fig. A.2) shows Bourgfontaine from the north and the area north of the church
is thus pure interpretation. The GPR survey of 2013 is in close agreement with the inter-
polated plan. The cells, however, are shown in the engraved plan (Fig. A3) as adjoining
the south walls of their respective garden walls, while the GPR survey demonstrates that
their cells lie instead about 2 m away from it. Another small diﬀerence is the bending
in the surrounding eastern wall. It appears in the geophysical interpretation 30 m south
from the church wall instead of around 10 m as shown in the plan Fig. A.3. The map
displayed on Figure A.10 is a representation of all the GPR 2D time slices.
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Figure A.6  Time slices of the north-eastern area of the great cloister.
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Figure A.7  Geophysical interpretation of 2013 survey on top of the time slice centered
on 30 ns of Fig. A.6.
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Figure A.8  Superposition of the GPR surveys over a satellite image of the area.
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Figure A.9  Detail of the plan Fig. A.3 around the church remains with GPR time
slices added at scale.
A.6 Conclusion
All the data were processed as a 3D cube and the time slices at diﬀerent depths between 0.7
to 1.35 m gave surprisingly clear evidence of architectural structures. The superposition of
the surveyed zone with the extrapolated plan is remarkable, allowing for interpretation as
three monastic cells and foundations of part of the great cloister alley. As a consequence
of the archaeological potential identiﬁed by GPR prospections, in-depth excavations are
planned in summer 2014.
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Figure A.10  Superposition of the GPR 2D-slices over a canvas of the area.
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Annexe B
Comparisons between water hanging
column and evaporation methods 1
B.1 Introduction
This study is a comparison of two methods used to retrieve the water retention curves
of Oso-Flaco sand samples. The two methods used were the Water Hanging Column,
as presented in Dane and Hopmans [2002], and the evaporation method, as developed
by Peters and Durner [2008] and Schindler et al. [2010a]. The apparatus we used for the
evaporation method was the Hyprop sensor developed by U.M.S. (Umwelt-Monitoring-
Systeme, http ://www.ums-muc.de). All the experiments were performed in the L.A.W.R.
(Land Air and Water Resources), Jan Hopmans' laboratory in UC Davis (CA).
B.2 Water retention function
B.2.1 Water hanging column experiments on Oso-Flaco sand cores
The sand was compacted to a bulk density ρb = 1.53 g.cm−3 for all samples, according
to Eching and Hopmans [1993] and Eching et al. [1994]. Figure B.1 shows the data obtained
on 6 samples through water hanging column experiments. The curves computed with the
Mualem-van Genuchten [van Genuchten, 1980, Mualem, 1976] parameters ﬁtting the data
are presented in Figure B.1. We used our own ﬁtting procedure (minimizing the Root
Mean Squared Error between data and model) rather than the Hyprop-FIT software.
The θr value of the measurements labeled WHC-20-11-13 has to be disregarded since
the data stop at 0.27 cm3/cm3. However we kept them to use α and θs parameters.
In average, one experiment took 16 days + 1 day of preparation (waiting for equilibrium
and complete saturation) + 1 day of oven-drying at 105◦C.
1. This chapter was adapted from a laboratory report performed in the laboratory of Land Air and
Water Resources at UC-Davis, CA, USA.
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Water Hanging Column experiments-Mualem-van Genuchten model
Samples α n θs θr
(cm−1) (cm3.cm−3) (cm3.cm−3)
WHC-20-11-13 0.0297 8.412 0.421 0.27
WHC-1-12-13 0.0231 8.483 0.392 0.048
WHC-20-12-13 0.0292 7.744 0.367 0.040
WHC-7-1-14 0.0231 8.484 0.392 0.048
WHC-7-1-14-2 0.0250 6.677 0.335 0.048
WHC-27-1-14 0.0286 5.602 0.355 0.047
Table B.1  Values of the ﬁtted Mualem-van Genuchten parameters for the Water Han-
ging Column experiments. Fitting curves and data points are displayed on Figure B.1.
Figure B.1  Water Hanging Column data ﬁtted with Mualem-van Genuchten model.
Points symbolize data whereas solid lines represent the best ﬁtting model. The parameters
are summarized in Table B.1.
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Figure B.2  Evaporation method data ﬁtted with the Mualem-van Genuchten model.
Points symbolize data whereas solid lines represent the Mualem-van Genuchten ﬁtting.
The parameters are summarized in Table B.2.
B.2.2 Evaporation method
The bulk density was the same as in the Water Hanging Column experiments, ρb =
1.53 g.cm−3. The Figure B.2 displays the ﬁtting curves and data for water retention
curves of 4 samples 2. The Mualem-van Genuchten parameters are presented in Table B.2.
We used the constrained Mualem-van Genuchten parameters (m = 1 − 1/n). In average
the experiments took 12 days + 1 day of preparation (degassing chamber and porous
cups) + 1 day of oven-drying sample at 105◦C.
Hyprop data ﬁtting-Constrained van Genuchten model
Samples α n θs θr
(cm−1) (cm3.cm−3) (cm3.cm−3)
Evap-oso-23-12-13 0.0237 9.429 0.397 0.0021
Evap-oso-25-01-14 0.0225 9.902 0.409 0.0408
Evap-oso-5-12-13 0.0242 9.359 0.433 0.0472
Evap-oso-8-1-14 0.0209 9.109 0.433 0.0592
Table B.2  Fitting parameters of the constrained van Genuchten parameters for the
evaporation method.
B.2.3 Comparisons
In order to make good comparisons between both methods, we limited the range of ma-
tric head up to 150 cm, as being the upper limit of the Water Hanging Column data.
2. More samples have been tested but some restarts of the computer for upgrading the windows
Operating System stopped the measurements.
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Figure B.3  Water retention data ﬁtted with Mualem-van Genuchten model of the
Evaporation and Water Hanging Column methods. The labeled Oso are the Evaporation
data.
The graphic on Figure B.3 displays all curves in a range of [0,140] cm matric succion.
This graphic is the addition of the two former graphics. The Table B.3 displays range of
the ﬁtting parameters in the case of constrained Mualem-van Genuchten model for both
methods. The intervals presented are intervals in the sense that they represent a uniform
density probability function.
Comparisons ranges of Evap/WHC methods
Method α n θs θr
(cm−1) (cm3.cm−3) (cm3.cm−3)
Evap [0.0209 ;0.0242] [9.109 ;9.902] [0.397 ;0.433] [0.0021 ;0.0592]
WHC [0.0231 ;0.0297] [5.602 ;8.484] [0.335 ;0.421] [0.040 ;0.048]
Table B.3  Fitting parameters of the constrained Mualem-van Genuchten parameters
for both methods.
The data obtained by both methods are consistent with each other except for the n
parameter. It could be due to the number of points which is superior in the case of the
evaporation method which constrain more the ﬁtting.
Using data from both methods, we ended up with the following parameters for the Oso-
Flaco sand : {θr = [0.002; 0.0592] cm3/cm3, θs = [0.34; 0.43] cm3/cm3, α = [0.0209; 0.0297] cm−1, n =
[5.6; 9.9]}.
According to Eching and Hopmans [1993] and Eching et al. [1994], the hydraulic parame-
ters of the Oso-Flaco sand as determined with WHC method are :
α = 0.0226 ± 0.0001 cm−1, n = 7.339 ± 0.2734, θr = 0.032 ± 0.0054 cm3/cm3, θs =
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Comparison with Eching and Hopmans data
α n θs θr
(cm−1) (cm3.cm−3) (cm3.cm−3)
Evap [0.0209 ;0.0242] [9.109 ;9.902] [0.397 ;0.433] [0.0021 ;0.0592]
WHC [0.0231 ;0.0297] [5.602 ;8.484] [0.335 ;0.421] [0.040 ;0.048]
Eching and Hopmans 0.0226± 0.0001 7.339± 0.2734 0.378 0.032± 0.0054
Table B.4  Values of the ﬁtted van Genuchten parameters, Eching and Hopmans' data
0.378 cm3/cm3. Table B.4 summarizes our data and those from Eching and Hopmans
[1993] and Eching et al. [1994].
The Eching and Hopmans' set of parameters are in agreement with the Water Hanging
column experiment for n and θs parameters, whereas α and θr are in better agreement
with the evaporation method. However no conclusion can be made, because we do not have
enough data to make a statistical study on the parameters and then propose uncertainties
on them like the complete work of Eching and Hopmans.
B.3 Evaporation method (Hyprop) pros and cons
B.3.1 Advantages
In order to make it as accurate and objective as possible, we took the arguments proposed
on the website of U.M.S. as advantages, and discussed/commented them :
 Easy and ﬂexible handling
For sandy soils it might be not that easy to return the sample and ﬁt the porous
cup into the holes drilled. Most of the time we loose a certain amount of material.
 Usage of intact standard sampling rings without perforation
I would say that this statement is wrong since we are perforating the sample to
make room for the porous cups. However it is not a deep perforation.
 Tensiometer shafts are installed into the sample from the bottom side
Nothing to argue with this statement.
 Low expenditure of time and costs
The ﬁrst part of the argument is right since a measure implies only about 15 days
(for a sand). However considering the cost of the whole apparatus, about 8000
USD, I would be less proud about the expenditure of cost argument.
 Suitable for mobile applications
As an eternal debate they have to deﬁne what they imply by mobile. The whole
apparatus is not too hard to set up on most of computers, even if we encountered
many driver problems. Thus the intra-lab mobile application is true.
 High-quality results for the water retention curve especially in the range close to
saturation
Nothing to argue with this statement.
 The hydraulic functions are consistently proved by numerous readings
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We could not get the hydraulic curve for the Oso-Flaco sand we used, thus this
argument is not really something we could discuss about.
 T5x Tensiometers may measure beyond 250 kPa due to boiling retardation
We did not (need to) reach these pressures for our Oso-Flaco samples.
 The mathematical functions are profoundly adapted 
I suppose they want to say that their library of water retention and hydraulic
conductivity functions is suitable for all soil types. The ﬁtting software HYPROP-
FIT provides the following models to ﬁt the water retention curve data :
 Mualem-van Genuchten [van Genuchten, 1980, Mualem, 1976] (Constrained,
m = 1− 1/n and unconstrained, m and n independent),
 Brooks and Corey [1964],
 bimodal van Genuchten [Durner, 1994],
 Kosugi et al. [2002],
 Fayer and Simmons [1994],
 Ross and Smettem [1993],
which are satisfying for most of the data and represent a suﬃcient large panel for
ﬁtting purpose in our opinion.
 Simultaneous measurement of water retention curve and hydraulic conductivity
This was not the case for the Oso-Flaco sand we used, we were only able to get
water retention curves.
 Suitable for all soils (provided tensiometers can be installed)
We would respond wrong to this statement since we could not manage to obtain
hydraulic conductivity function for a sand and cracks appeared for clay soils, which
destroyed and bent tensiometers.
 No special requirements for the ambient conditions. Only the evaporation condi-
tions should remain more or less constant during a measurement
In our opinion they should deﬁne more the ambient conditions, since every labora-
tory does not have a tempered chamber available. We wish to have more informa-
tion on the inﬂuence of unconstant evaporating conditions on the measurements.
 An existing scale with serial port can be connected to the system
We have not tried it during our measurement campaign.
 Extendable to up to 20 assemblies for one scale
We have not tried it.
B.3.2 Limitations
According to the commercial U.M.S. website :
 The measuring range is limited to the measuring range of the tensiometers.
This was not a limitation for the case of our sandy soils. The tensiometer range is
[+20,−2500] hPa.
 Poor resolution of the hydraulic conductivity near saturation (particularly in sandy
soils)
The resolution is so poor that we could not have enough points to get the saturated
hydraulic conductivity curve in sand.
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B.3.3 Cons
In addition to the comments on the arguments presented on the commercial website we
raise the following issues :
 Concerning the few points we obtained to get K(h) function, maybe both porous
cups need to reach the air entry value ? Although one tensiometer is enough to get
the water retention curve.
 Porous cups have trouble to reach steady state at the beginning of the experiment,
when the sample has just been set up.
 Scale is untarable because of the cable ﬂexibility.
 Softwares are very badly written, it would need at least a proper English version,
as well as a Unix version to be transportable and more widely distributed.
 Softwares unstable. The HYPROP-FIT is really unstable when trying to ﬁt data,
30% of the time crashes happen.
 Really expensive for what it is in fact, two tensiometers and an interface to com-
puter.
 Very fragile. We had to send back the sensor unit because it has been dirtied by
sand, and water went into it.
B.3.4 Pros
 Automatic experiment. Once set, no need to worry about it for about ten days
(depending on the soil).
 With multiple stations, it could give all the hydraulic parameters of a soil within
ten days.
 Preparation of the experiment is not too hard to deal with, even for non specialists.
 Good online help service (email) and the videos on their website are very useful
despite displaying really idealized cases.
B.4 Conclusion
Drawing a conclusion is not an easy task, especially when much more work was/is needed
to be exhaustive and complete. However based on what we have done, we can say that
the Hyprop method could be worthy to buy if :
 they would make the software stable,
 they would ﬁx the cable issue for taring the scale,
 they would make the sensor unit more solid,
 they would ﬁnd a way for the method to be used for pure sand soil and high content
clay soil, and,
 they would decrease the price of the material, which is up to now not in agreement
with what is provided.
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Annexe C
Description de l'algorithme SCE-UA 1
Cette annexe se focalisera en grande partie sur l'algorithme d'inversion Shue Complex
Evolution (SCE-UA), les lettres UA étant là pour rappeler la paternité de l'Université
d'Arizona. Il a été développé par Duan et al. [1992] et a fait montre de son eﬃcacité dans
de nombreuses applications hydrogéologiques, notamment avec l'étude de Busch et al.
[2012], Duan et al. [1993] et Vrugt et al. [2006]. Cet algorithme couple un algorithme
génétique à une évolution en simplex de type Nelder-Mead. Nous proposons d'en décrire
les diﬀérentes étapes.
On considérera, pour des raisons pratiques, que l'espace des paramètres, Ω, est à deux
dimensions, que la fonction objective a un minimum global bien déﬁni et d'autres mi-
nima locaux. Les diﬀérentes étapes ci-dessous sont illustrées par les organigrammes des
Figures C.1 et C.2.
0. Initialisation. Choisir le nombre de complexes p (i.e. de sous-groupes de paramètres,
p ≥ 1) et le nombre de points m par complexes (m ≥ Dim(Ω)+1). En déduire la taille
de l'échantillonnage s = pm.
1. Échantillonnage de s points aléatoirement dans Ω, {u1 = (x1, y1), u2 = (x2, y2), . . . , us =
(xs, ys)}. Calculer la fonction objective (L) de chacun de ces points.
2. Trier les s points en fonction de l'ordre croissant de la fonction objective L. Aﬀecter
ces s points dans l'ordre à un vecteur D = {ui,Li, i = 1...s}.
3. Partitionnement de D en p complexes de taille m, {A1, . . . , Ap}. Le partitionnement
se fait tel que (u1,L1) est assigné au premier complexe A1, (u2,L2) au deuxième A2 et
ainsi de suite jusqu'à (up+1,Lp+1) qui est assigné de nouveau au premier complexe A1
en seconde position.
4. Évolution de chaque complexe selon l'algorithme Competitive Complex Evolution (CCE),
présenté Figure C.2 et paragraphe suivant. {A1, . . . , Ak, . . . , Ap} →CCE.
5. CCE→ {A1, . . . , Ak, . . . , Ap}. Retour des complexes après leur évolution indépendante.
Retour de chaque complexe {A1, . . . , Ap} dans D. Réorganisation de D en fonction de
L de chaque point.
1. Adapté de Duan, Q., Sorooshian, S., and Gupta, V., Eﬀective and eﬃcient global optimization for
conceptual rainfall-runoﬀ models, Water Resour. Res., 28(4), 10151031, 1992.
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Figure C.1  Algorithme total du SCE. Figure tirée de Duan et al. [1992]
6. Test de convergence. Si la convergence est satisfaite, arrêt de l'inversion, sinon retour
au pas numéro 3.
Le CCE est en fait une version améliorée de l'algorithme du Simplex, ou algorithme de
Nelder-Mead. Les étapes du CCE sont présentés dans le paragraphe suivant ainsi que sur
la Figure C.2.
I. Arrivée en entrée d'un ensemble de p complexes de taille m, {A1, . . . , Ak, . . . , Ap}.
II. Association d'une densité de probabilité triangulaire à chaque valeur des points com-
posant le complexe. Exemple pour le complexe Ak, la probabilité associée à chaque
point le composant {(uki ,Lki ), i = 1 . . .m} est telle que :
pi =
2(m+ 1− i)
m(m+ 1)
. (C.1)
Le point uk1 associé à la plus faible valeur de la fonction objective L1 a donc la densité
de probabilité la plus forte, alors que le point ukm la plus faible.
III. Sélection des Parents. Sélection de q points de Ak selon la densité de probabilité
triangulaire associée à chacun de ces points. Le vecteur associé à ces q points est le
vecteur B.
i. Réorganisation de B en fonction de la valeur de la fonction objective, L. Calcul
du barycentre de tous les points en excluant le plus mauvais en terme de fonction
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objective :
g =
1
q − 1
q−1∑
j=1
uj. (C.2)
ii. Réﬂexion par rapport au barycentre du plus mauvais point uq . r = 2g − uq.
iii. Si r ∈ Ω, calcul de L(r). Sinon remplacer la valeur de r par un point généré
aléatoirement dans le plus petit volume possible contenant Ak, puis calcul de
L(r).
iv. Si L(r) < L(q), aller directement au pas v. . Sinon exécution de la contraction
du plus mauvais point, c = g+uq
2
.
v. Si L(c) < L(q), aller directement au pas vi. . Sinon générer un point z dans le
plus petit volume possible contenant Ak.
vi. Répéter les pas i. à v. un nombre de fois déﬁni par l'utilisateur.
IV. Remplacement des parents. Le vecteur B ayant évolué, on le réinjecte dans Ak, puis
réorganisation de Ak en fonction croissante de L.
V. Répéter les pas I à IV un nombre de fois déﬁni par l'utilisateur.
L'idée principale derrière le SCE est de traiter le problème de la recherche du minimum
global comme un processus d'évolution naturelle. La population est constituée de s in-
dividus, qui sont séparés en p communautés forcées d'évoluer indépendamment les unes
des autres dans diﬀérentes régions de l'espace. Chaque communauté est composée d'indi-
vidus pouvant potentiellement être des parents permettant l'évolution du pire membre
de la communauté. Les parents sont sélectionnés comme étant les meilleurs en terme
de fonction objective (selon la probabilité triangulaire). Après chaque phase d'évolution
intra-communautaire, les communautés sont forcées au mélange et sont recoupées en de
nouvelles communautés. Cet échange (Shuing) permet de survivre par partage d'infor-
mations sur l'espace des solutions acquis indépendemment par chaque communauté. Voilà
pourquoi on parle d'algorithme génétique.
La diﬀérence majeure entre l'algorithme du simplex (Nelder-Mead) et le CCE réside dans
la génération aléatoire de points, sous certaines conditions, contenus dans l'espace des
solutions. Ceci permet d'éviter aux points de rester coincés dans des régions de minima
locaux ou des régions où l'évolution n'est pas prometteuse. Ce type d'algorithme est en
plus parallèlisable, même si nous ne l'avons pas utilisé de cette façon pour le moment.
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Figure C.2  Algorithme du CCE. Figure tirée de Duan et al. [1992]
Annexe D
Estimating Saturated Hydraulic
Conductivity from Surface
Ground-Penetrating Radar Monitoring
of Inﬁltration 1
1. Adapted from Léger, E., Saintenoy, A., and Coquet, Y. Estimating saturated hydraulic conductivity
from surface Ground-Penetrating Radar monitoring of inﬁltration. In im·nek, J., van Genuchten, M.,
and Kodesova, R., editors, Proceedings of the 4th International Conference Hydrus Software Applications
to Subsurface Flow and Contaminant Transport Problems, pages 215224, Prague, Czech Republic, March
21-22 2013. Dept. of Soil Science and Geology, Czech University of Life Sciences, Prague, Czech Republic,
ISBN: 978-80-213-2380-3
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Abstract
In this study we used Hydrus-1D to simulate water infiltration from a ring infiltrometer. We generated
water  content  profiles  at  each  time  step  of  infiltration,  based  on  a  particular  value  of  the  saturated
hydraulic  conductivity,  knowing  the  other  van  Genuchten  parameters.  Water  content  profiles  were
converted to dielectric permittivity profiles using the Complex Refractive Index Method relation. We then
used the GprMax suite of programs to generate radargrams and to follow the wetting front using arrival
time of electromagnetic waves recorded by a Ground-Penetrating Radar (GPR). Theoretically, the depth
of the inflection point of the water content profile simulated at any infiltration time step is related to the
peak of  the  reflected  amplitude  recorded in  the  corresponding trace  in  the  radargram.  We used  this
relationship to invert the saturated hydraulic conductivity for constant and falling head infiltrations. We
present our method on synthetic examples and on two experiments carried out on sand. We further discuss
the possibility of estimating two other van Genuchten parameters,  n and  , in addition to the saturated
hydraulic conductivity.
1. Introduction
Soil hydraulic properties, represented by the soil water retention (h) and hydraulic conductivity
K(h) functions, dictate water flow in the vadose zone, as well as partitioning between infiltration
and runoff. Their evaluation has important implications for modeling available water resources
and for flood forecasting.  It  is also crucial  in evaluating the soil  capacity  to retain chemical
pollutants and in assessing the potential of groundwater pollution.
 
The determination of parameters defining the van Genuchten soil water retention function (van
Genuchten,  1980)  is  usually  done  using  laboratory  experiments,  such  as  the  water  hanging
column  (Dane  and  Hopmans,  2002).  The  hydraulic  conductivity,  on  the  other  hand  can  be
estimated either in the laboratory, or in situ using infiltration tests. Among the large number of
existing  infiltration  tests  (Angulo-Jaramillo  et  al.,  2002),  the  single  (Müntz  et  al.,  1905)  or
double ring infiltrometers (Boivin et al., 1987) provide the field saturated hydraulic conductivity
by applying a  positive  pressure  on the soil  surface,  while  the disk infiltrometer  (Perroux et
White, 1988; Clothier and White, 1981) allows to reconstruct the hydraulic conductivity curve by
applying different pressures smaller than or equal to zero. For infiltration tests, the volume of
infiltrated  water  versus  time  is  fitted  to  infer  the  soil  hydraulic  conductivity  at  or  close  to
saturation. These tests are time-consuming and difficult to apply to landscape-scale forecasting
of infiltration. Furthermore, their analysis involve various simplifying assumptions, partly due to
the ignorance of the shape of the infiltration bulb.
Geophysical  monitoring  methods,  mainly  electrical  (Battle-Aguilar  et  al.,  2009)  and
electromagnetic methods, have been carried out during the infiltration process. Among them, the
Ground-Penetrating  Radar  (GPR)  is  based  on electromagnetic  (EM) wave propagation.  It  is
highly  sensitive  to  variations  in  water  contents,  which  are  directly  related  to  the  dielectric
permittivity  (Huisman  et  al.,  2003).  This  method  thus  appears  to  be  an  accurate  tool  for
monitoring the wetting front movement during infiltration (Saintenoy et al., 2008). 
2. Method
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We studied infiltration of a 5-cm thick water layer inside of a single ring infiltrometer in a sandy
soil. The schematic of the apparatus is presented in Figure 1. The single ring infiltrometer is a 1-
mm thick aluminum cylinder of a 60-cm diameter, approximately 20-cm high, buried in the soil
to a depth of 10 cm. We set up a GPR antennae (namely the transmitter T and the receiver R) at a
variable distance from the edge of the cylinder, noted x in Figure 1. In all our field experiment,
we used a Mala RAMAC system with antennae centered on 1600 MHz, shielded at the top. We
then covered the inner part of the cylinder with a plastic waterproof sheet. The plastic sheet
allowed us to fill  the cylinder with water and create  an initial  5-cm thick water layer, while
preventing  infiltration  into  the  sand  before  starting  data  acquisition.  The  beginning  of  the
acquisition was launched by pulling away the plastic sheet to trigger water infiltration. The GPR
system was set to acquire a trace every 10 s. With this apparatus, we performed two types of
infiltration: i) a falling head infiltration consisting of pulling away the plastic sheet and leaving
water to infiltrate into the sand freely with no additional refill, and ii) a constant head infiltration,
when water was continuously added to the ring to maintain a 5-cm thick water layer during the
infiltration experiment. In the following examples we will show how we can use the GPR data
acquired  every  10  s  during  the  infiltration  experiment  to  estimate  the  saturated  hydraulic
conductivity.
Figure 1. Schematic of the apparatus at its initial state.
3. Falling Head Infiltration
3.1. Numerical Example
3.1.1. Forward Modeling
The falling head infiltration experiment was simulated using Hydrus-D (Šimůnek  et al.,  1996,
2008; Šimůnek and van Genuchten, 1996). The soil profile was 50 cm deep, was assumed to be
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homogeneous, and was divided into 1001 layers. To describe the soil hydraulic properties of the
medium, we used the van Genuchten-Mualem (van Genuchten, 1980) hydraulic conductivity and
water retention functions, which require 5 parameters, namely the saturated water content, s, the
residual  water  content,r,  two  fitting  parameters,  and  n,  and  the  saturated  hydraulic
conductivity, Ks. For our numerical example, we set s=0.43 cm3.cm-3, r=0.07 cm3.cm-3, =0.019
cm-1, n=8.67, and Ks=0.120 cm/min. We used an atmospheric boundary condition (BC) with no
rain and no evaporation at the soil surface and a free drainage BC at the bottom. To simulate the
5-cm layer of water, the initial condition was set to a 5 cm pressure head in the top node. We
simulated the first 10 minutes of the experiment with a time step of 10 s, i.e., with 60 water
content snapshots. Using the CRIM relation (Birchak et al., 1974; Roth et al., 1990), each water
content snapshot was converted to permittivity profiles (made of 1001 points), considering a
three-phase media: sand (considered as pure silica), water, and air. Each one of these permittivity
profiles (Fig. 2a) were the input for the GprMax2D program (Giannopoulos, 2004), based on
finite difference time domain modeling, the output of which is one simulated GPR trace acquired
at the antenna position (set at the surface of the medium, in the middle with X=0.3 m in Fig. 1).
The simulated GPR monitoring of the infiltration process is shown in Figure 2b. The horizontal
axis is the number of traces simulated by GprMax2D, two traces being separated by 10 seconds,
as Hydrus-1D profiles are. The vertical axis is the Two-Way Travel time (TWT) of the EM wave
amplitude coming back to the receiver.
On the profile presented in Figure 2b, we denote one particular reflection, labeled A. Its arrival
time is increasing as the wetting front moves deeper. This reflection is interpreted as coming
from the wetting front. The reflections labeled A' and A'' are primary and secondary multiples of
reflection  A.  The reflection  labeled  B is  the wave traveling  in  air  directly  between the two
antennae.  After  the  40th trace,  the  5-cm layer  of  water  has  been infiltrated,  and drainage  is
starting. As a consequence, the permittivity of the upper part of the medium decreases. The EM
wave velocity is inversely proportional to the square root of permittivity (Huisman et al., 2003).
Then the TWT of the reflection  A increases  more slowly, creating  a  change of  slope in  the
reflection time curve (Fig. 2b). In Figure 2c, we display two curves: the TWT of the maximum
peak of a reflection A (obtained from Fig. 2b) and the TWT calculated by a ray-path algorithm,
going from the GPR antennae to the inflection point of (z) curves (indicated by crosses in Fig.
2a) as proposed by Saintenoy and Hopmans (2011). We attribute the difference between these
two curves to some numerical dispersion of the signal, a problem that we will address later. 
3.1.2. Inversion
We used the TWT obtained from the radargram of Figure 2b as data to be fitted to derive the
saturated hydraulic conductivity, assuming the other 4 parameters are known. Using Hydrus-1D,
we generated 60 water content snapshots using the saturated hydraulic conductivity in the range
from 0.01 to 1 cm/min, with a step of 0.001 cm/min. For each value of  Ks, we calculated the
TWT by the ray-path algorithm from the surface to the inflection point of the(z) curves. We
computed the Root Mean Square Error (RMSE) between these times and the data. The  RMSE
was minimized for Ks=0.129 cm/min, which is higher than the value used for simulating the data,
i.e., Ks=0.120 cm/min.
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Figure  2. Falling head infiltration from a 5-cm thick water layer. a) Permittivity profiles: each
curve is plotted every 10 s; crosses represent the inflection points of each curve. b) Radargram
simulated with GprMax2D; reflection A is coming from the wetting front, B is the direct wave, A'
and A'' are multiples of reflection A. c) TWT computed with an optical path algorithm, directly
from the permittivity profiles.
3.2. Experimental Example
3.2.1. Experimental Data and its Analysis
The experiment  took place  in  a  quarry  of  Fontainebleau  sand in  Cernay-La-Ville  (Yvelines,
France). The middle of the antennae was positioned 11 cm away from the cylinder wall (x = 11
cm in Fig. 1). The 5-cm water layer was fully infiltrated after about 10 minutes, although in
certain areas of the soil surface this time has been slightly shorter. The recorded GPR data are
shown in Figure 3. We recorded during 30 minutes, with a time window of 15 ns, transmitting
and receiving each 10 seconds (stacking 4 measurements). We subtracted the average trace and
applied an Automatic Gain Control to the data. The sand parameters have been determined in
laboratory by several classical hanging water column experiments, fitted by the van Genuchten
retention curve. Assuming a 5% uncertainty of the optimized parameters, we obtained r=0.062
±0.003 cm3.cm-3, s=0.39±0.01 cm3.cm-3, =0.023±0.001 cm-1, n=6.7±0.3. We considered in our
model that the sand was homogeneous. Gravimetric measurements on field samples gave us an
initial volumetric water content of i=0.09±0.01 cm3.cm-3  . In the profile presented in Figure 3,
we denote three particular reflections. The one interpreted as coming from the infiltration front,
labeled A, is visible during the first 30 minutes of the acquisition, with an arrival time varying
from 2 ns down to 9 ns. The other reflections are interpreted in Léger and Saintenoy (2012). We
determined  the  arrival  time  of  the  A reflection  peak  and  inverted  the  saturated  hydraulic
conductivity using the same algorithm as for the synthetic case. We obtained the minimum of the
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objective  function  for  Ks=0.131  cm/min.  In  parallel,  we  also  carried  out  disk  infiltrometer
experiments, using the multi-potential method (Ankeny et al., 1991; Reynolds and Elrick, 1991).
We obtained a value of the saturated hydraulic conductivity of KDisk=0.108±0.01 cm/min.
Figure 3. Experimental GPR data acquired during the falling head infiltration (from a 5 cm initial
water layer). Reflection A is the reflection coming from the wetting front.
3.2.2. Uncertainty Analysis
We assumed a 5% relative uncertainty of four van Genuchten parameters and the initial water
content of the sand. These parameters influence directly the arrival time curves used to compute
the  misfit  function.  Figure  4  shows  variations  associated  with  each  of  these  parameters.  It
appears that the uncertainty in   has the strongest influence on the arrival time curves. As an
attempt to evaluate the uncertainty in the saturated hydraulic conductivity retrieved from GPR
data fitting, we made some quadratic error summation associated with each of the parameters.
The total quadratic error has the expression of  tot   ti2  tr2  ts2 2 n2 gpr2  2Algo , where
ti,tr,ts,,  andn are  RMSE due  to  uncertainties  in  i,r,s,,  andn.  The  RMSE is  the
summation of the two curves for each parameter, presented in Figure 4. gpr =0.1 ns is assumed to
be the error on picking, andA1go=0.01 ns is the RMSE between the arrival times generated by the
optical  path-algorithm  and  the  GprMax  modeling  (Fig.  2c).  The  total  quadratic  error  was
estimated at tot=0.101 ns. From the objective function curve, all Ks in the interval [0.04; 0.263]
cm/min have a misfit value to our data less than 0.111 ns, with the minimum at 0.131 cm/min.
We  think  that  this  wide  interval  of  possible  Ks is  over-estimated  by  our  rough  error
determination.
188 ANNEXE D. ESTIMATING KS FROM GPR
Figure  4. Influence of the parameter uncertainties on the arrival  time difference,  between the
arrival  time  generated  with  each  parameter  and  the  arrival  time  generated  with  optimal
parameters.
4. Constant Head Infiltration 
4.1. Numerical Example
In the second case, a water layer of 5 cm above the ground is kept constant during the entire
experiment.  Similarly  as  above,  using  the  same  van  Genuchten  parameters  as  in  the  first
synthetic  example  (s=0.43 cm3.cm-3,  r=0.07 cm3.cm-3,  =0.019 cm-1,  n=8.67,  and  Ks=0.120
cm/min),  we modeled infiltration  of water inside a ring infiltrometer  by applying a constant
pressure head of 5 cm to the top node during 10 minutes. The permittivity profiles are presented
in Figure 5a, with each curve plotted every 10 s as in the previous case. Figure 5b shows the
radargram simulated with GprMax2D. As can be seen, the reflection labeled A, describing the
position of the infiltration front is  returning at  increasing times,  because infiltration is  being
constantly fed by the constant  ponding depth,  contrary to  the previous  falling head case.  In
Figure 5c, we computed the TWT of the wetting front, using the ray path algorithm and the
picking of A reflection coming from the radargram in Figure 5b.
Assuming the four van Genuchten parameters  r,s,, andn are known, we inverted for the
saturated hydraulic conductivity, by minimizing the differences between the arrival times of the
wetting front reflection obtained by the ray path-algorithm and the arrival times picked from the
radargram in Figure 5b. The objective function was minimized for Ks=0.128 cm/min, which is
again larger than the value used for simulating the data: Ks=0.120 cm/min.
4.2. Experimental Example
The experiment took place in the same quarry of Fontainebleau sand as the previous experiment.
The middle of antennae was positioned in the middle of the ring (x = 30 cm in Fig. 1). The
recorded GPR data are shown in Figure 6. We recorded during 80 minutes, with a time window
of 30 ns (in Fig. 6, we only present a part of the radargram), transmitting and receiving each 5
seconds, with no stacking. In the radargram in Figure 6, we subtracted the average trace and
applied an AGC gain to the data.  We used the van Genuchten parameters determined in the
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laboratory using the hanging column experiments and we measured on sand samples an initial
volumetric water content of i=0.07±0.02  cm3.cm-3.
Figure  5. Constant head infiltration with 5 cm of water. a) Permittivity profiles, each curve is
plotted  every  10  s.  Crosses  represent  the  inflection  points.  b)  Radargram  simulated  with
GprMax2D, reflection A is the wetting front, B is the direct wave, A' and A'' are multiples. c) Two
Way  Travel  Time,  computed  with  an  optical  path  algorithm,  directly  from  the  permittivity
profiles.
Figure 6. GPR data acquired during a constant head (5 cm) infiltration. Reflection A is the
reflection coming from the wetting front.
In  the  profile  presented  in  Figure  6,  the  arrival  time  of  reflection  A ranges  from 0  at  the
beginning of  the  experiment  to  about  6  ns  after  10  min.  We picked the  arrival  time  of  the
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reflection A peak and computed the objective function using the same procedure as described
before. We obtained the minimum of the objective function for Ks=0.110 cm/min. This value has
to  be  again  compared  with  the  one  obtained  by  the  disk  infiltrometer  experiment,
KDisk=0.108±0.01 cm/min. Using the same procedure as presented in the earlier field example, we
found a total quadratic error of  tot =0.131 ns, which gives a range of possible values for the
saturated hydraulic conductivity, Ks =[0.035; 0.213] cm/min.
5. Toward a Three Parameter Inversion
From our uncertainty analysis (Fig. 4), we pointed out the high sensitivity of our inversion to the
parameter. The solution may be in inverting our GPR measurements for and n in addition to
Ks, assuming  s and  r known. We computed misfit diagrams of the arrival times, to analyze
which parameters can be easily inverted by our algorithm and which cannot. The procedure of
calculating  misfit  diagrams  is  presented  in  Figure  7.  We carried  out  this  analysis  for  both
infiltration cases. We set one of the three parameters and plotted the misfit diagram for the two
others. In Figure 7, we present the obtained misfits diagrams for the constant head infiltration. In
Figure 8, we present similar diagrams for the falling head infiltration. When Hydrus-1D did not
converge for a given combination of parameters, we set the misfit equal to 10 (dark red areas in
Figures 7 and 8). The misfit diagram (Ks,) in Figure 6b does not exhibit a correlation between
those two parameters, and informs us about the possibility of inverting (Ks,) while knowing n.
The two other diagrams show the difficulty  of obtaining the correct  value of  n.  Indeed, this
parameter is directly related to the slope of the retention curve / h  , and thus also to / z  at
the infiltration front, which information is not present in the TWT of the inflection points, used
for the misfit computations.
Figure  8  present  misfit  diagrams for  the  falling  head  infiltration,  calculated  using  the  same
procedure as above. The upper boundary condition in Hydrus-1D was set to a variable pressure
head. Note again that each time when Hydrus-1D did not converge, the misfit was set equal to 10
(dark red zones in the graph). Graphs 7a and 7c are completely different than in the previous
case. They imply that having information on the evolution of the water layer thickness from the
experiment  itself  is  providing  additional  information  that  can  help  resolve  the  uniqueness
problem for the n parameter. This case needs to be explored in the future in more detail.
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Figure 7. Misfit diagrams for the constant head boundary condition: a) n- diagram, b) Ks-
diagram, and c) Ks-n diagram. Black stars represent minimum.
Figure 8. Misfit diagrams for the falling head boundary condition: a) n- diagram, b) Ks-
diagram, and c) Ks-n diagram. Black stars represent minimum.
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