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a b s t r a c t
Kernels are important in developing a variety of numerical
methods, such as approximation, interpolation, neural networks,
machine learning and meshless methods for solving engineering
problems. A common problem of these kernel-based methods is
to calculate inverses of kernel matrices generated by a kernel
function and a set of points. Due to the denseness of thesematrices,
finding their inverses is computationally costly. To overcome
this difficulty, we introduce in this paper an approximation of
the kernel matrices by appropriate multilevel circulant matrices
so that the fast Fourier transform can be applied to reduce
the computational cost. Convergence analysis for the proposed
approximation is established based on certain decay properties of
the kernels.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The notion of ‘‘kernel’’ has been used in many contexts and has gained popularity in a variety of
fields such as approximation, interpolation, meshless methods for solving partial differential equa-
tions and integral equations, neural networks andmachine learning. Kernel-basedmethods have been
proved to make optimal use of the given information in the context of optimal recovery [13,14,17].
In the case of learning methods, kernels are used to implement several successful algorithms for ma-
chine learning [17–19]. In approximation, the major feature of kernels is to generate spaces of trial
functions with excellent approximation properties [4,5].
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In the field of machine learning, the kernel is referred to as a reproducing kernel that is a positive
definite function. LetX ⊂ Rd for d ≥ 1 be a set and Nn := {0, 1, . . . , n − 1}, n ∈ N. A function K is
called a kernel [1] if it is a symmetric real-valued function onX×X such that, for all positive integers
m and all finite sets of points t := {tj : j ∈ Nm} ⊂ X, the matrices
Kt := [K(tj, tl) : j, l ∈ Nm]
are symmetric and positive semi-definite. A kernel uniquely determines its related reproducing kernel
Hilbert space. This concept was recently extended in [27] to that of the reproducing kernel Banach
space. We call the matrix Kt a kernel matrix. Kernel-based learning algorithms and their theory have
been studied extensively in the literature (see [7,20,21,24–26] and references cited therein). According
to the representer theorem in machine learning, the learned function is a linear combination of the
kernel function evaluated at each data point. Convergence properties of such linear combinations to a
continuous function were studied in [15,16]. The coefficients of the linear combinations are obtained
through solving the linear systems whose coefficient matrices are the regularized kernel matrices.
That is, we need to calculate the inverse of the regularized kernel matrix that is a sum of the kernel
matrix and the identity matrix multiplied by a regularization parameter. Another issue in machine
learning is to select the optimal kernel function for the given data points. The cost functional for the
selection of optimal kernels is a functional of the inverse of the regularized kernel matrix [12,22].
The computational cost for finding the inverse of a regularized kernelmatrix is amajor concern. It is
well known that computing the inverse of a full n×nmatrix requiresO(n3) number ofmultiplications
when a direct method such as Gaussian elimination or Cholesky factorization is used, and O(mn2)
number of multiplications when an iterative method such as the Jacobi method, the Gauss–Seidel
method or the conjugate gradient method is used, where m is the number of iterations. The number
m of iterations may be large when the condition number of the matrix is large. When the size n of
training data is large, it is expensive to compute the inverse. Especially in implementing learning
algorithms, we often need to calculate inverses of the regularized kernel matrices many times and
this may take much time in computation.
The focus of this paper is to approximate a kernel matrix of a high-dimensional kernel by a ‘‘nice’’
matrix with a significantly lower computational cost when calculating the inverse of its regularized
matrix. The multilevel circulant matrix is a good choice since it is convenient to calculate its inverse.
Specifically, the built-in periodicity of multilevel circulant matrices allows the multi-dimensional
fast Fourier transform (FFT) to be utilized in calculating their inverses at the cost of O(n log n)
number of multiplications [6]. The fast discrete algorithms for sparse Fourier expansions of high-
dimensional data established in [11] may be applicable to this context to obtain an even faster
algorithm. Approximation of a kernel matrix of a one-dimensional kernel by a circulant matrix was
investigated in [22]. The development presented in this paper for high-dimensional kernels is not a
trivial extension of the one-dimensional results.
Convergence for the approximation of kernel matrices bymultilevel circulant matrices is analyzed
under the assumption that the kernel matrices have an exponential or a polynomial decay property.
Matrices whose elements have an exponential or a polynomial decay away from the diagonal were
considered in [10]. However, circulant matrices do not satisfy the decay property away from the
diagonal, since the j-th subdiagonal of an n×n circulantmatrix has the same elements as the (n−j)-th
subdiagonal. Thus, the decay property away from the diagonal is not applicable in this work. Instead,
we will consider matrices whose elements have an exponential decay or a polynomial decay when
they are both away from the diagonal and the corners of the matrices at each level.
This paper is organized into eight sections. In Section 2, we construct a sequence of multilevel
circulantmatrices that approximate the regularized kernelmatrices.We consider in Section 3 a class of
matrices having an exponential decay and in Section 4 the approximation of inverses of suchmatrices.
Section 5 is devoted to a study of a class ofmatriceswith a polynomial decay, while the approximation
of inverses of suchmatrices is investigated in Section 6. Convergence analysis of the approximation of
inverses of the regularized kernel matrices by the related multilevel circulant matrices is established
in Section 7 by using results from Sections 3–6. In Section 8, we consider the approximation problem
for compactly supported kernels.
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2. Multilevel circulant matrix approximation
In this section, we consider approximating a kernel matrix by multilevel circulant matrices. We
first review the notion of multilevel matrices and present a kernel matrix in multilevel notation. We
then construct a multilevel circulant matrix to approximate the kernel matrix.
In this paper, we restrict ourselves to kernels K defined by radial basis functions (RBFs). Specifically,
for d ∈ N, we letX be a nonempty subset in Rd and assume that there exists a real-valued function
k ∈ L1(R) onX such that K(t, s) = k(‖t − s‖2) for all t, s ∈ X. We point out that k is always an even
function, since we have K(t, s) = K(s, t), s, t ∈ X, from the definition of kernels. For a set x ⊂ X, the
kernel matrix is defined by Kx := [k(‖xj − xl‖2) : xj, xl ∈ x].
We next present the kernel matrix in multilevel notation. To this end, we first review the notion
of multilevel matrices (see [23]). Form, n ∈ N, let Rm×n be the set of real-valuedm× nmatrices. For
a fixed positive integer p and n := [n0, n1, . . . , np−1] ∈ Np, we set
Πn := n0n1 · · · np−1, Nn := Nn0 × Nn1 × · · · × Nnp−1 .
Amultilevelmatrix is defined recursively. According to [23], a 1-levelmatrix of level order n is an n×n
matrix. A matrix An is called a p-level matrix of level order n if it consists of n0 × n0 blocks and each
block is a (p−1)-level matrix of level order [n1, n2, . . . , np−1]. To point to the entries of themultilevel
matrix An, we use multi-indices. We write
An := [aj,l : j, l ∈ Nn],
where (js, ls), s ∈ Np is the location at level s. The set x is relabeled accordingly; that is, x := {xj : j ∈
Nn} ⊂ X for some n ∈ Np. In this notation, the kernel matrix is rewritten as
Kn := Kx = [k(‖xj − xl‖2) : j, l ∈ Nn].
We now describe the definition of multilevel circulant matrices according to [6]. A circulant matrix
is an n×nmatrix Cn := [cj,l : j, l ∈ Nn], where cj,l = cl−j for any j, l ∈ Nn and cj = cj−n for 1 ≤ j ≤ n−1.
Clearly, a circulant matrix is completely determined by its first row. For this reason, we write
Cn := circ[cj : j ∈ Nn]. (2.1)
A block circulant matrix of type (m, n) is an mn × mn matrix of the form [Aj,l : j, l ∈ Nm], where
Aj,l = Al−j, j, l ∈ Nm, Aj = Aj−m, 1 ≤ j ≤ m − 1, and each block Aj, j ∈ Nm is an n × n matrix. A
multilevel circulant matrix is defined recursively. A circulant matrix of level 1 is an ordinary circulant
matrix. For any s ∈ N, an (s + 1)-level circulant matrix is a block circulant matrix whose blocks are
s-level circulant matrices. Specifically, for n ∈ Np, An := [aj,l : j, l ∈ Nn] is called a p-level circulant
matrix if, for any j, l ∈ Nn, aj,l = aj0−l0(mod n0),...,jp−1−lp−1(mod np−1). Note that a p-level circulant matrix
is completely determined by its first row a0,l , where 0 := (0, . . . , 0) ∈ Rp. We will write
An := circn[al : l ∈ Nn],
where al := a0,l , for l ∈ Nn.
We next present several important properties of multilevel circulant matrices. To this end, for
j, l ∈ Rp, we define, respectively, a ‘‘product’’ of two vectors and the ‘‘inverse’’ of a vector by
jl := [j0l0, j1l1, . . . , jp−1lp−1] and j−1 :=
[
1
j0
,
1
j1
, . . . ,
1
jp−1
]
, if j` 6= 0, ` ∈ Np.
The first property concerns a specific form of eigenvalues of a multilevel circulant matrix. It was
shown in [6] that the eigenvalues of a p-level circulant matrix An := circn[al : l ∈ Nn] are given by
λj =
∑
l∈Nn
ale2pi i(j·(ln
−1)), j ∈ Nn, (2.2)
where i := √−1.
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The second property is a characterization of the multilevel circulant matrix. Form ∈ N, we define
F` :=
[
ei
2pist
` : s, t ∈ N`
]
, and let
Φ := Fn0 ⊗ Fn1 ⊗ · · · ⊗ Fnp−1 ,
where⊗ denotes the Kronecker product of matrices. Suppose that An is a multilevel matrix of order
n and a := [aj : j ∈ Nn] is the first column of An. It was proved in [6,23] that An is a p-level circulant
matrix of level order n if and only if
An = 1
Πn
Φ∗diag(Φa)Φ.
We now construct a multilevel circulant matrix which approximates the given kernel matrix. For
an n ∈ Np, we choose a sequence of positive numbers hn := [hn,j : j ∈ Np] ∈ Rp, and define
ej := jhn and tj := k(‖ej‖2), j ∈ Nn. (2.3)
For a j ∈ Nn and an s ∈ Np, we introduce the sets Dj,s := {0} if js = 0, and Dj,s := {js, ns − js} if
js ∈ N+ns := {1, 2, . . . , ns − 1}, and let Dj := Dj,0 × Dj,1 × · · · × Dj,p−1. We then define
uj :=
∑
l∈Dj
tl, j ∈ Nn, and Un := circn[uj : j ∈ Nn]. (2.4)
The multilevel circulant matrix Un will be used to approximate the kernel Kn.
In the next proposition, we derive a convenient expression for the eigenvalues of matrixUn. To this
end, for n ∈ N, we let Zn := {−n+ 1,−n+ 2, . . . , n− 2, n− 1}, and for n ∈ Np, let
Zn := Zn0 × Zn1 × · · · × Znp−1 .
For x := [xs : s ∈ Np] ∈ Rp we define an exponential series g(x) and its truncation gn(x) by
g(x) :=
∑
l∈Zp
tle2pi i(l·x), gn(x) :=
∑
l∈Zn
tle2pi i(l·x).
Proposition 2.1. If ρj, j ∈ Nn, denote the eigenvalues of Un, then ρj = gn(jn−1), j ∈ Nn.
Proof. By Eq. (2.2), we have that
ρj =
∑
l∈Nn
ul e2pi i(j·(ln
−1)), j ∈ Nn.
Decomposing the index set Nn into two subsets {Nn : l0 = 0} and {Nn : l0 6= 0}, we write the
summation in the above equation as the sum of two summations according to these two subsets. We
then substitute the first formula of (2.4) into each of these summations. Noting that, when l0 6= 0, Dj,0
consists of two elements l0 and n0 − l0, we rewrite ρj as the sum of three summations,
ρj =
∑
l∈Nn,l0=0
∑
s∈Dl ,s0=0
tse2pi i(j·(ln
−1)) +
∑
l∈Nn,l0 6=0
∑
s∈Dl ,s0=l0
tse2pi i(j·(ln
−1))
+
∑
l∈Nn,l0 6=0
∑
s∈Dl ,s0=n0−l0
tse2pi i(j·(ln
−1)).
Choosing l0 = −l in the second term of the above equation and using the fact that t−l,s1,...,sp−1 =
tl,s1,...,sp−1 , we replace the index set {l ∈ Nn, l0 6= 0} by (N+n0 − n0) × Nn1 × Nnp−1 , where N+n :=
{1, 2, . . . , n− 1}. Taking l0 = n0− l in the third term of the above equality and applying the fact eix is
a periodic functionwith period 2pi , we can change the index set {l ∈ Nn, l0 6= 0} intoN+n0×Nn1×Nnp−1 .
Combining these new subsets yields that
ρj =
∑
l∈Zn0×Nn1×···×Nnp−1
∑
s∈Dl ,s0=l0
tse2pi i(j·(ln
−1)).
The desired result follows by applying the same process for l1, l2, . . . , lp−1. 
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We next establish a lower bound of eigenvalues ρj . To this end, we recall the Poisson summation
formula. For a function f ∈ L1(Rp), we define its Fourier transform by
fˆ (ξ) :=
∫
Rp
e−2pi i(x·ξ)f (x)dx, ξ ∈ Rp.
For a function f ∈ L1(Rp), a vector c ∈ Rp with each element being positive, and λ ∈ Rp, we have the
Poisson summation formula (see [2])∑
j∈Zp
fˆ
(
λ− (jc−1)) = Πc ∑
j∈Zp
f (jc) e−2pi i(c·(λl)). (2.5)
To derive a lower bound of ρj , from Proposition 2.1we need to estimate gn. Wewill obtain an estimate
of g from the Poisson summation formula and the Bochner Theorem. To this end,we assume that there
exists a positive constant c such that, for all n ∈ Np,∑
j∈Nn
|k(‖ej‖2)| ≤ c. (2.6)
We remark that the above assumption ensures that gn converges to g asn goes to infinity. This requires
that the evaluation of the kernel at the uniformly distributed points has a decay property. We will
return to this assumption in Section 6.
We are now in a position to present a lower bound of ρj .
Proposition 2.2. If assumption (2.6) holds, then for any  > 0 there exists m ∈ Np such that ρj ≥ −
when ns ≥ ms, s ∈ Np.
Proof. If follows from Proposition 2.1 that ρj = gn(jn−1), j ∈ Nn. Note that assumption (2.6) implies
that the difference between gn and g converges to 0 as n goes to infinity. Specifically, for any  > 0,
there existsm ∈ Np such that, for any nwith ns ≥ ms, s ∈ Np and j ∈ Nn∣∣g (jn−1)− gn (jn−1)∣∣ =
∣∣∣∣∣ ∑
l∈Zp\Zn
k(‖el‖2)e2pi i(l·x)
∣∣∣∣∣ ≤ ∑
l∈Zp\Zn
|k(‖el‖2)| ≤ .
To establish the desired result, it suffices to show that g(jn−1) is nonnegative for any j ∈ Nn. Taking
f = k, c = hn and λ = j(nhn)−1 in (2.5), we obtain from the Poisson summation formula that
g
(
jn−1
) = 1
Πhn
∑
l∈Nn
kˆ
(
j(nhn)−1 − lh−1n
)
.
From the Bochner Theorem [2], kˆ is nonnegative since it is a kernel. It follows that g(jn−1) is
nonnegative for any j ∈ Nn, which ensures that ρj ≥ − when ns ≥ ms, s ∈ Np. 
For a positive constant µ, let
Kµ,n := Kn + µIn and Uµ,n := Un + µIn, (2.7)
where In is the identity matrix with rank Πn. Our intension is to use the inverse of Uµ,n as an
approximation of the inverse of the regularized kernel matrix Kµ,n to reduce the computational cost.
This requires the invertibility of Uµ,n. In what follows, we say that n is large enough if all of its
components are large enough. The rest of this section will be devoted to showing that Uµ,n is positive
definite when n is large enough, which guarantees its invertibility.
Corollary 2.3. If assumption (2.6) holds, then Uµ,n is positive definite and invertible for any µ > 0 when
n is large enough.
Proof. Taking  = µ2 in Proposition 2.2 yields that the eigenvalues of Uµ,n are no less than µ2 when
n is large enough, which implies that Uµ,n is positive definite for large enough n. The invertibility of
Uµ,n also follows. 
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3. Matrices with an exponential decay
In the previous section, we constructedmultilevel circulantmatrices that approximate regularized
kernel matrices. To analyze the approximation behavior, we need to assume that both of them have
certain decay properties.
We next define ‘‘distances’’ of an entry in a multilevel matrix to its diagonal, to its upper right
corner and to its lower left corner at each level. For t ∈ N2,m ∈ N, j, l ∈ Nm, we set
dm(t, j, l) := t|j− l| + (1− t)(m− |j− l|),
and for t ∈ Np2, n ∈ Np, j, l ∈ Nn, let
dn(t, j, l) :=
[
dns(ts, js, ls) : s ∈ Np
]
.
We remark that, for an s ∈ Np, dns(1, js, ls) is the distance of the entry at the position (js, ls) to the
diagonal at level s and dns(0, js, ls) is the distance of the entry at the position (js, ls) to the upper right
and lower left corners at level s. In what follows, we write
A := {An : n ∈ Np}, B := {Bn : n ∈ Np}, and AB := {AnBn : n ∈ Np}.
In this section, we introduce a class of matrices whose entries have an exponential decay as their
distances defined above increase and we also present properties of matrices in the class. For any
n ∈ Np, j, l ∈ Nn and r > 0, let
Er,p,n(j, l) :=
∑
t∈Np2
e−r‖dn(t,j,l)‖2 , (3.1)
where we use ‖ · ‖2 to denote the Euclidian norm of a vector.
Definition 3.1. A sequenceA of positive definite matrices belongs to Er for a positive constant r if it
satisfies the following conditions:
(i) there exists a positive constant κ such that ‖A−1n ‖2 ≤ κ for all n ∈ Np;
(ii) there exists a positive constant c such that
∣∣(An)j,l∣∣ ≤ cEr,p,n(j, l) for all n ∈ Np and j, l ∈ Nn.
We say that a sequence A has an exponential decay if it is in Er . We proceed with a presentation of
some properties of the matrices in Er . We first show that summations on j of Er,p,n(j, l) are uniformly
bounded.
Lemma 3.2. If r > 0, then there exists a positive constant c such that, for all n ∈ Np and l ∈ Nn,∑
j∈Nn
Er,p,n(j, l) ≤ c.
Proof. We first verify that, for any r > 0, there exists a positive constant c such that, for all
n ∈ N, l ∈ Nn, t ∈ N2,∑
j∈Nn
e−rdn(t,j,l) ≤ c. (3.2)
Estimate (3.2) is proved by direct computation. For any n ∈ N, l ∈ Nn, when t = 1,∑
j∈Nn
e−rdn(t,j,l) =
∑
j∈Nn
e−r|j−l| =
∑
0≤j≤l−1
e−r|j−l| +
∑
l≤j≤n−1
e−r|j−l| ≤ 2
∞∑
j=0
e−rj,
and when t = 0,∑
j∈Nn
e−rdn(t,j,l) =
∑
j∈Nn
e−r(n−|j−l|) =
∑
0≤j≤l−1
e−r(n−|j−l|) +
∑
l≤j≤n−1
e−r(n−|j−l|) ≤ 2
∞∑
j=0
e−rj.
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Since the right-hand sides of the above two inequalities are bounded by a constant if r > 0, we obtain
the desired estimate (3.2).
Estimate (3.2) will be translated to establish the main result of this lemma. For any n ∈ Np and
l ∈ Nn,∑
j∈Nn
Er,p,n(j, l) =
∑
j∈Nn
∑
t∈Np2
e−r‖dn(t,j,l)‖2 =
∑
t∈Np2
∑
j∈Nn
e−r‖dn(t,j,l)‖2 .
Applying the fact that ‖s‖2 ≥ 1√p‖s‖1 for any s ∈ Rp to the summand of the last term in the above
equalities, we obtain that∑
j∈Nn
Er,p,n(j, l) ≤
∑
t∈Np2
∑
j∈Nn
e
− r√p ‖dn(t,j,l)‖1 .
A direct calculation of the right-hand side of the above inequality by using estimate (3.2) yields that
there exists a positive constant c1 such that, for any n ∈ Np, j ∈ Nn,∑
j∈Nn
Er,p,n(j, l) ≤
∑
t∈Np2
cp1 = 2pcp1,
which completes the proof. 
We have the following result that both the maximum norm and the spectral norm of a sequence
of matrices in Er are uniformly bounded.
Proposition 3.3. If A ∈ Er for some r > 0, then there exists a positive constant c such that ‖An‖∞ ≤ c
and ‖An‖2 ≤ c for all n ∈ Np.
Proof. If A ∈ Er , it follows from Lemma 3.2 that ‖An‖∞ is uniformly bounded. Since the spectral
norm of a matrix is dominated by its infinity norm (see [9]), we conclude that ‖An‖2 is uniformly
bounded. 
The second property is that the product of two sequences of matrices having an exponential decay
also has an exponential decay with a smaller r . To this end, we first establish two technical lemmas.
Lemma 3.4. For t, τ ∈ Np2, there exists a ι ∈ Np2 such that, for all n ∈ Np and j, l,m ∈ Nn,
‖dn(t, j,m)+ dn(τ,m, l)‖2 ≥ ‖dn(ι, j, l)‖2.
Proof. For t, τ ∈ Np2, we define ι ∈ Np2 as follows: for an s ∈ Np, let ιs = 1 if ts = τs and ιs = 0
otherwise. By the triangular inequality, we have that, for any n ∈ Np, j, l,m ∈ Nn and s ∈ Np,
dns(ts, js,ms)+ dns(τs,ms, ls) ≥ dns(ιs, js, ls),
which ensures the desired result. 
Lemma 3.5. If 0 < r0 < r, then there exists a positive constant c such that, for all n ∈ Np and j, l ∈ Nn,∑
m∈Nn
Er,p,n(j,m)Er,p,n(m, l) ≤ cEr0,p,n(j, l).
Proof. Note that, for any n ∈ Np and j, l ∈ Nn,∑
m∈Nn
Er,p,n(j,m)Er,p,n(m, l) =
∑
m∈Nn
∑
t∈Np2
∑
τ∈Np2
e−r(‖dn(t,j,m)‖2+‖dn(τ,m,l)‖2).
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Since r > r0, a direct calculation yields that∑
m∈Nn
Er,p,n(j,m)Er,p,n(m, l) ≤
∑
t∈Np2
∑
τ∈Np2
∑
m∈Nn
e−(r−r0)‖dn(t,j,m)‖2e−r0‖dn(t,j,m)+dn(τ,m,l)‖2 . (3.3)
It follows from Lemma 3.2 that there exists a positive constant c1 such that, for all n ∈ Np and j ∈ Nn,∑
t∈Np2
∑
m∈Nn
e−(r−r0)‖dn(t,j,m)‖2 =
∑
m∈Nn
Er−r0,p,n(j,m) ≤ c1. (3.4)
To prove this lemma, it suffices to show that, for all n ∈ Np, t, τ ∈ Np2 and j, l,m ∈ Nn,
e−r0‖dn(t,j,m)+dn(τ,m,l)‖2 ≤ Er0,p,n(j, l), (3.5)
since the desired result follows from (3.3)–(3.5).
By Lemma 3.4, for any t, τ ∈ Np2, there exists a ι ∈ Np2 such that, for all n ∈ Np and j, l,m ∈ Nn,
e−r0‖dn(t,j,m)+dn(τ,m,l)‖2 ≤ e−r0‖dn(ι,j,l)‖2 . (3.6)
Since, for any ι ∈ Np2, j, l ∈ Nn, e−r0‖dn(ι,j,l)‖2 ≤ Er0,p,n(j, l). This together with (3.6) yields estimate
(3.5). 
We are now ready to show that the product of two sequences of matrices in Er belongs to Er0 for
any r0 < r .
Proposition 3.6. If A,B ∈ Er , then, for any r0 < r,AB ∈ Er0 .
Proof. Since A,B ∈ Er , there exist positive constants κ1, κ2, c1, c2 such that, for all n ∈ Np and
j, l ∈ Nn,
‖A−1n ‖2 ≤ κ1, ‖B−1n ‖2 ≤ κ2, (3.7)
and
|(An)j,l | ≤ c1Er,p,n(j, l), |(Bn)j, l| ≤ c2Er,p,n(j, l). (3.8)
From (3.7), we have that, for all n ∈ Np,
‖(AnBn)−1‖2 = ‖B−1n A−1n ‖2 ≤ ‖B−1n ‖2‖A−1n ‖2 ≤ κ1κ2,
which implies thatAB satisfies the first requirement of Definition 3.1.
It remains to show that AB satisfies the second requirement of Definition 3.1. From (3.8), for all
n ∈ Np and j, l ∈ Nn
|(AnBn)j,l | ≤
∑
m∈Nn
|(An)j,m||(Bn)m,l | ≤ c1c2
∑
m∈Nn
Er,p,n(j,m)Er,p,n(m, l).
The desired result follows by applying Lemma 3.5 to the last term of the above inequalities. 
The next result reveals that the inverse of a matrix in Er also has an exponential decay with a
smaller r1. For convenient notation, we set
A−1 := {A−1n : n ∈ Np} and B−1 := {B−1n : n ∈ Np}.
Proposition 3.7. If A ∈ Er , then, for some 0 < r1 < r,A−1 ∈ Er1 .
Proof. SinceA ∈ Er , there exist positive constants κ1, κ2, c1 such that, for all n ∈ Np and j, l ∈ Nn,
‖An‖2 ≤ κ1, ‖A−1n ‖2 ≤ κ2, (3.9)
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and
|(An)j,l | ≤ c1Er,p,n(j, l). (3.10)
It follows from (3.9) that A−1 satisfies the first requirement of Er . We only need to show that it also
satisfies the second requirement of Definition 3.1 for some r1 < r .
We use a classical technique in matrix analysis to obtain the desired result. Specifically, we first
decompose A−1n into a series of matrices and then obtain an estimate of the elements of A−1n by
estimating the series. For an n ∈ Np, we let
Rn := In − An‖An‖2 . (3.11)
A direct calculation then yields that ‖Rn‖2 = 1 − 1‖An‖2‖A−1n ‖2 . Without loss of generality, we may
assume that κ1, κ2 ≥ 1. Let q := 1− 1κ1κ2 . It follows from (3.9) that, for all n ∈ Np,
‖Rn‖2 ≤ q < 1. (3.12)
This, together with (3.11), ensures that A−1n can be written as the Neumann series (see [9])
A−1n =
1
‖An‖2 (In − Rn)
−1 = 1‖An‖2
∞∑
m=0
Rmn .
For n ∈ Np, j, l ∈ Nn, we define Rn,j,l := ∑∞m=0 |(Rmn )j,l |. From (3.9), 1‖An‖2 ≤ ‖A−1n ‖2 ≤ κ2, which
implies that
∣∣∣(A−1n )j,l∣∣∣ ≤ κ2Rn,j,l for all n ∈ Np, j, l ∈ Nn. To show the desired result, it suffices to
show that there exist positive constants c and r1 < r such that, for n ∈ Np, j, l ∈ Nn,
Rn,j,l ≤ cEr1,p,n(j, l). (3.13)
We next estimate the elements of Rmn for each m ∈ N. Since An is positive definite, it follows from
(3.11) that Rn is positive semi-definite. So are Rmn for all m ∈ N. Then, we have that (see [9]), for all
m ∈ N and j, l ∈ Nn, |(Rmn )j,l | ≤ ‖Rmn ‖2. This, combined with (3.12), yields that, for all n ∈ Np,m ∈ N
and j, l ∈ Nn,
|(Rmn )j,l | ≤ qm. (3.14)
On the other hand, it follows from (3.10) and (3.11) that there exists a positive constant c2 such that,
for any n ∈ Np and j, l ∈ Nn, |(Rn)j,l | ≤ c2Er,p,n(j, l). From Lemma 3.5, for any 0 < r0 < r there exists
a positive constant c3 > 1 such that, for all n ∈ Np,m ∈ N and j, l ∈ Nn,
|(Rmn )j,l | ≤ cm3 Er0,p,n(j, l). (3.15)
We use the smaller of the right-hand sides of (3.14) and (3.15) to estimate each element of (Rmn )j,l .
More specifically, for any n ∈ Np and j, l ∈ Nn, we let
N0 :=
⌊− ln Er0,p,n(j, l)
ln c3 − ln q
⌋
, (3.16)
where bxc is the largest integer no more than x. Then we write the series in (3.13) in two parts
according to N0:
Rn,j,l ≤
N0∑
m=0
|(Rmn )j,l | +
∞∑
N0+1
|(Rmn )j,l |.
Applying (3.14) and (3.15) to the second sum and first sum of the above equality respectively, we have
that
Rn,j,l ≤ c
N0
3 − 1
c3 − 1 Er0,p,n(j, l)+
qN0+1
1− q .
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Substituting (3.16) into the right-hand side of the above inequality, we obtain that there exists a
positive constant c4 such that Rn,j,l ≤ c4
[
Er0,p,n(j, l)
] − ln q
ln c3−ln q . A simple calculation yields that
Rn,j,l ≤ c42p
∑
t∈Np2
e−r0
( − ln q
ln c3−ln q
)
‖dn(t,j,l)‖2 = c42pEr1,p,n(j, l),
where r1 := r0
(
− ln q
ln c3−ln q
)
. Noting that c3 > 1 and q < 1 imply that r1 > 0, the desired result is
obtained. 
4. Approximation of inverses of matrices with an exponential decay
In the previous section, we defined the class Er of matrices whose elements have an exponential
decay property. Moreover, we presented properties for the products and inverses of the matrices in
the class. In this section, we will investigate how the perturbation of the matrices in this class affects
their inverses. More specifically, we will show that the difference betweenA−1 andB−1 depends on
the difference betweenA andB. To this end,wenext define somequantities tomeasure the difference
between two matrices.
In this paper, we consider the asymptotic behavior of matrices. That is, we investigate the
properties of matrices when their sizes are increasing. In this sense, we consider the elements around
the ‘‘center’’ of a matrix to have more priority than those far away from the center. We next define a
weight function of the location of elements in a multilevel circulant matrix having the largest value
at the center and decreasing when the location is away from the center. For a j ∈ Rp and an α ∈ R,
we write ej := [ejs : s ∈ Np] and |j| := [|js| : s ∈ Np]. Let
δn(j) := n2 −
∣∣∣n
2
− j
∣∣∣ and νn(j) := ∥∥∥n2 − j∥∥∥ , n ∈ Np, j ∈ Nn.
The weight functions of the location of the elements in a multilevel matrix are defined as
WEr ,n(j, l) :=
1
‖e−rδn(j)‖1 + ‖e−rδn(l)‖1 , r > 0, n ∈ N
p, j, l ∈ Nn. (4.1)
Furthermore, the associated weighted norm of the multilevel matrix is defined by
‖An‖WEr := sup
j,l∈Nn
WEr ,n(j, l)
∣∣(An)j,l∣∣ , n ∈ Np. (4.2)
Our next task is to estimate ‖A−1n − B−1n ‖WEr in terms of ‖An − Bn‖WEr when A,B ∈ Er . To this
end, we establish two technique lemmas. The first lemma estimates an upper bound of
E(j, l) :=
∑
m∈Nn
Er,p,n(j,m)
1
WEr ,n(m, l)
.
Lemma 4.1. If r > 0, then there exist positive constants c and 0 < r0 < r such that, for all n ∈ Np and
j, l ∈ Nn,
E(j, l) ≤ c 1
WEr0 ,n(j, l)
.
Proof. It follows from the definition (4.1) that, for all n ∈ Np and j, l ∈ Nn, E(j, l) = Σ1 +Σ2, where
Σ1 :=
∑
m∈Nn
Er,p,n(j,m)‖e−rδn(m)‖1, Σ2 :=
∑
m∈Nn
Er,p,n(j,m)‖e−rδn(l)‖1.
From Lemma 3.2, there exists a positive constant c such that, for all n ∈ Np and j ∈ Nn,∑
m∈Nn Er,p,n(j,m) ≤ c , which implies that Σ2 ≤ c‖e−rδn(l)‖1. By definition (4.1), it suffices to show
that there exist positive constants c and 0 < r0 < r such that, for all n ∈ Np and j ∈ Nn,
Σ1 ≤ c‖e−r0δn(j)‖1. (4.3)
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Note that, for all n ∈ Np, t ∈ Np2 and j,m ∈ Nn, ‖dn(t, j,m)‖2 ≥ 1√p‖dn(t, j,m)‖1. This, combined
with definition (3.1), yields that Er,p,n(j,m) ≤∑t∈Np2 e− r√p ‖dn(t,j,m)‖1 . It follows from a simple calcu-
lation that
Σ1 ≤
∑
m∈Nn
∑
t∈Np2
∥∥∥e− r√p ‖dn(t,j,m)‖1−rδn(m)∥∥∥
1
. (4.4)
We next estimate the summand on the right-hand side of the above inequality. It is direct to obtain
from the triangular inequality that, for all t ∈ Np2, dn(t, j,m) + δn(m) ≥ δn(j). Substituting this into
(4.4) yields that
Σ1 ≤
∑
m∈Nn
∑
t∈Np2
∥∥∥e− r2√p δn(j)− r2√p ‖dn(t,j,m)‖1∥∥∥
1
≤
∥∥∥e− r2√p δn(j)∥∥∥
1
∑
m∈Nn
∑
t∈Np2
e
− r2√p ‖dn(t,j,m)‖1 .
This, combined with definition (3.1), implies that
Σ1 ≤
∥∥∥e− r2√p δn(j)∥∥∥
1
∑
m∈Nn
E r
2
√
p ,p,n
(j,m).
From Lemma 3.2, we see that the summation on the right-hand side of the above inequality is uni-
formly bounded by a positive constant, which ensures that (4.3) holds with r0 := r2√p . 
Lemma 4.2. If A ∈ Er , then there exist positive constants c and 0 < r0 < r such that, for all n ∈ Np,
‖AnBn‖WEr0 ≤ c‖Bn‖WEr and ‖BnAn‖WEr0 ≤ c‖Bn‖WEr .
Proof. We prove the first inequality. According to (4.2), it suffices to prove that there exist positive
constants c and 0 < r0 < r such that, for all n ∈ Np and j, l ∈ Nn,
WEr0 ,n(j, l)
∣∣(AnBn)j,l∣∣ ≤ c‖Bn‖WEr .
We now establish the above inequality. SinceA ∈ Er , there exists a positive number c such that, for
all n ∈ Np and j, l ∈ Nn, there holds the inequality | (An)j,l | ≤ cEr,p,n(j, l). Moreover, it follows from
(4.2) thatWEr ,n(j, l)
∣∣(Bn)j,l∣∣ ≤ ‖Bn‖WEr for alln ∈ Np and j, l ∈ Nn. The above two inequalities ensure
that, for all n ∈ Np and j, l ∈ Nn,∣∣(AnBn)j,l∣∣ ≤ ∑
m∈Nn
∣∣(An)j,m∣∣ ∣∣(Bn)m,l∣∣ ≤ c‖Bn‖WEr ∑
m∈Nn
Er,p,n(j,m)
1
WEr ,n(m, l)
.
This, combined with Lemma 4.1, yields the desired result.
In a similar manner, we prove the second inequality. 
We are now ready to present an estimate of ‖A−1n − B−1n ‖WEr .
Proposition 4.3. If A,B ∈ Er , then there exist positive constants c and 0 < r0 < r such that, for all
n ∈ Np,
‖A−1n − B−1n ‖WEr0 ≤ c‖An − Bn‖WEr .
Proof. It is straightforward to get that
A−1n − B−1n = A−1n (Bn − An)B−1n . (4.5)
SinceA,B ∈ Er , it follows from Proposition 3.7 thatA−1,B−1 ∈ Er ′ for some 0 < r ′ < r . The desired
result is thus obtained by applying Lemma 4.2 twice to the right-hand side of the above equality and
using the second condition in the definition thatA,B ∈ Er . 
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The rest of this section is devoted to an estimate of the ‘‘induced norm’’ of ‖A−1n −B−1n ‖, which will
be used to analyze the approximation behavior in solving the related linear systems. We assume that
the right-hand side of the linear system is uniformly bounded in theweightednormdefined below.We
first define a weight function of the location of an entry in a multilevel vector. For an n ∈ Np, j ∈ Nn,
let
WEr ,n(j) := erνn(j), r > 0. (4.6)
For a multilevel vector yn, n ∈ Np, we let
‖yn‖WEr := sup
j∈Nn
WEr ,n(j)
∣∣(yn)j∣∣ , r > 0. (4.7)
We point out that, if ‖yn‖WEr is uniformly bounded, then its components have an exponential decay
when they are far away from its ‘‘center ’’. The ‘‘induced norm’’ of a multilevel matrix An, n ∈ Np is
defined by
‖An‖S,Er := sup{‖Anyn‖∞ : ‖yn‖WEr = 1}, r > 0.
We next estimate ‖A−1n − B−1n ‖S,Er . To this end, we prove a result concerning the relationship
between ‖ · ‖S,Er and ‖ · ‖WEr . In what follows, for n ∈ Np, we write nmin := min{ns : s ∈ Np}.
Lemma 4.4. If A,B ∈ Er for r > 0, then, for any 0 < r ′ < r4 , there exists a positive constant c such
that, for all n ∈ Np,
‖An − Bn‖S,Er ≤ c
(‖An − Bn‖WEr + 1) e−r ′nmin .
Proof. For ann ∈ Np, we let En := An−Bn andwrite En := [ej,l : j, l ∈ Nn]. Suppose that ‖yn‖WEr = 1.
Wewill prove the desired result by estimating ‖Enyn‖∞. For any N0 ∈ N, n ∈ Np and j ∈ Nn, we write
(Enyn)j as the sum of two terms:
| (Enyn)j | ≤
∑
|jτ−lτ |≤N0 or |jτ−lτ |≥nτ−N0,τ∈Np
|ej,l(yn)l | +
∑
τ∈Np
∑
N0<|jτ−lτ |<nτ−N0
|ej,l(yn)l |. (4.8)
For simplicity of presentation, we write the first term asΣ1 and the second term asΣ2.
We now estimateΣ1. It follows from (4.2) and (4.7) that, for all n ∈ Np and j, l ∈ Nn,
|ej,l | ≤ ‖En‖WEr
1
WEr ,n(j, l)
and |(yn)l | ≤ 1WEr ,n(l)
.
Substituting them intoΣ1 yields that
Σ1 ≤ ‖En‖WEr
∑
|jτ−lτ |≤N0 or |jτ−lτ |≥nτ−N0,τ∈Np
1
WEr ,n(j, l)
1
WEr ,n(l)
. (4.9)
We next estimate the summand of (4.9). Note that, for any s ∈ Np, νn(l) ≥
∣∣ ns
2 − ls
∣∣, which, together
with (4.6), implies that 1WEr ,n(l) ≤ e
−r| ns2 −ls| for any s ∈ Np. It follows that
1
WEr ,n(j, l)
1
WEr ,n(l)
≤
∥∥∥e−r(δn(j)+| n2−l|)∥∥∥
1
+
∥∥∥e−r(δn(l)+| n2−l|)∥∥∥
1
. (4.10)
It is straightforward to obtain from the triangular inequality that, if |jτ− lτ | ≤ N0 or |jτ− lτ | ≥ nτ−N0
for any τ ∈ Np, then δn(j) +
∣∣ n
2 − l
∣∣ ≥ n2 − N0. On the other hand, we have that δn(l) + ∣∣ n2 − l∣∣ =
n
2 ≥ n2 −N0. These two estimates combined with (4.10) and (4.9) yield that, for all n ∈ Np, j ∈ Nn and
N0 ∈ N,
Σ1 ≤ 2p‖En‖WEr (4N0)pe
−r
( nmin
2 −N0
)
. (4.11)
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We next estimateΣ2. SinceA,B ∈ Er , there exists a positive constant c1 such that, for all n ∈ Np
and j, l ∈ Nn, | (An)j,l | ≤ c1Er,p,n(j, l) and | (Bn)j,l | ≤ c1Er,p,n(j, l). It follows that, for all n ∈ Np and
j, l ∈ Nn, |ej,l | ≤ 2c1Er,p,n(j, l). Substituting this and ‖yn‖WEr = 1 intoΣ2 yields that
Σ2 ≤ 2c1
∑
τ∈Np
∑
N0<|jτ−lτ |<nτ−N0
Er,p,n(j, l)
1
WEr ,n(l)
. (4.12)
If N0 < |jτ − lτ | < nτ − N0 for some τ ∈ Np, then, for any t ∈ Np2, ‖dn(t, j, l)‖ ≥ dnτ (tτ , jτ , lτ ) ≥ N0,
which, together with (3.1), implies that
Er,p,n(j, l) =
∑
t∈Np2
e−r‖dn(t,j,l)‖ ≤ 2pe−rN0 .
Substituting this into the right-hand side of (4.12) yields that
Σ2 ≤ 2p+1c1e−rN0
∑
τ∈Np
∑
N0<|jτ−lτ |<nτ−N0
1
WEr ,n(l)
. (4.13)
It follows from (4.6) that there exists a positive constant c2 such that, for all n ∈ Np and τ ∈ Np,∑
N0<|jτ−lτ |<nτ−N0
1
WEr ,n(l)
≤
∑
l∈Nn
e−rνn(l) ≤ c2.
Combining this with (4.13) gives that, for all n ∈ Np, j ∈ Nn and N0 ∈ N,
Σ2 ≤ 2p+1pc1c2e−rN0 . (4.14)
Taking N0 = nmin4 in the two estimates of (4.11) and (4.14) and substituting them into the right-
hand side of (4.8), we have that, for all n ∈ Np and j ∈ Nn,
| (Eny)j | ≤ 2p‖En‖WEr npmine−r
nmin
4 + 2p+1pc1c2e−r
nmin
4 .
A direct computation yields that, for any 0 < r ′ < r4 , there exists a positive constant c3 such that, for
all n ∈ Np, npmine−r
nmin
4 ≤ c3e−r ′nmin , which implies that, for all n ∈ Np and j ∈ Nn,
| (Eny)j | ≤ c
(‖An − Bn‖WEr + 1) e−r ′nmin ,
where c := max{2pc3, 2p+1pc1c2}. 
An estimate of ‖A−1n − B−1n ‖S,Er follows immediately.
Proposition 4.5. If A,B ∈ Er , then there exist constants c > 0 and 0 < r0 < r such that, for all 0 < r ′
<
r0
4 and n ∈ Np,
‖A−1n − B−1n ‖S,Er0 ≤ c
(‖An − Bn‖WEr + 1) e−r ′nmin .
Proof. From Proposition 3.7, if A,B ∈ Er , then A−1,B−1 ∈ Er1 for some 0 < r1 < r . Moreover, it
follows from Proposition 4.3 that there exist positive constants c1 and 0 < r2 < r such that, for all
n ∈ Np,
‖A−1n − B−1n ‖WEr2 ≤ c1‖An − Bn‖WEr . (4.15)
Let r0 := min{r1, r2}. It is direct to observe thatA−1,B−1 ∈ Er0 . Applying Lemma 4.4 to A−1n and B−1n
yields that, for any 0 < r ′ < r04 , there exists a positive constant c2 such that, for all n ∈ Np,
‖A−1n − B−1n ‖S,Er0 ≤ c2
(
‖A−1n − B−1n ‖WEr0 + 1
)
e−r
′nmin . (4.16)
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On the other hand, since r0 ≤ r2, we have ‖A−1n − B−1n ‖WEr0 ≤ ‖A−1n − B−1n ‖WEr2 , which, combined
with (4.15), gives that
‖A−1n − B−1n ‖WEr0 ≤ c1‖An − Bn‖WEr . (4.17)
The desired result follows from (4.16) and (4.17). 
5. Matrices with a polynomial decay
In this section, we consider a class of matrices with a polynomial decay.
We first define this class of matrices and discuss their important properties. For n ∈ Np, j, l ∈ Nn
and α > 0, we let
Pα,p,n(j, l) :=
∑
t∈Np2
‖1+ dn(t, j, l)‖−α2 , (5.1)
where 1 := [1, 1, . . . , 1] ∈ Np.
Definition 5.1. A sequence A := {An : n ∈ Np} of positive definite matrices belongs to Pα for a
positive constant α if it satisfies the following conditions.
(i) There exists a positive constant κ such that ‖A−1n ‖2 ≤ κ for all n ∈ Np.
(ii) There exists a positive constant c such that |(An)j,l | ≤ cPα,p,n(j, l) for all n ∈ Np and j, l ∈ Nn.
A sequence A is said to have a polynomial decay if it is in Pα . We next present properties of
sequences in Pα . We first show that the summation of Pα,p,n(j, l) over j is uniformly bounded when
α > p.
Proposition 5.2. If α > p, then there exists a positive constant c such that, for all n ∈ Np and l ∈ Nn,∑
j∈Nn
Pα,p,n(j, l) ≤ c.
Proof. We first observe by convergence of geometric series that, for any α > 1, there exists a positive
constant c such that, for all n ∈ N, l ∈ Nn, t ∈ N2,∑
j∈Nn
[1+ dn(t, j, l)]−α ≤ c. (5.2)
By (5.1), we have for all n ∈ Np and l ∈ Nn that∑
j∈Nn
Pα,p,n(j, l) =
∑
j∈Nn
∑
t∈Np2
‖1+ dn(t, j, l)‖−α2 =
∑
t∈Np2
∑
j∈Nn
‖1+ dn(t, j, l)‖−α2 .
Let s := 1 + dn(t, j, l). In the last equation, applying the inequality ‖s‖2 ≥
∣∣∣∏m∈Np sm∣∣∣ 1p and then
using estimate (5.2), we conclude that there exists a positive constant c1 such that, for all n ∈ Np and
l ∈ Nn,∑
j∈Nn
Pα,p,n(j, l) ≤
∑
t∈Np2
cp1 = 2pcp1,
completing the proof. 
The next result is an immediate consequence of Proposition 5.2.
Corollary 5.3. If A ∈ Pα for α > p, then there exists a positive constant c such that ‖An‖2 ≤ c for all
n ∈ Np.
Proof. IfA ∈ Pα for α > p, it follows from Definition 5.1 and Proposition 5.2 that the infinity norm
of An is uniformly bounded. Since the spectral norm of a matrix is dominated by its infinity norm
(see [9]), we obtain the desired result. 
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We are interested in the products and inverses of matrices in Pα . We next present the result that
Pα is a closed algebra under multiplication. That is, the product of two elements in Pα is also in Pα .
To this end, we first establish five technique lemmas.
Lemma 5.4. For integers m, n ≥ 2, if sj ∈ Zn, j ∈ Nm and∑j∈Nm sj = S for some S ∈ Nn, then there
exists l ∈ Nm such that at least one of the following two statements holds:
(i) S ≤ m|sl| and n− S ≤ m(n− |sl|),
(ii) S ≤ m(n− |sl|) and n− S ≤ m|sl|.
Proof. We will prove this lemma by contradiction. We assume that none of the above statements
holds. Then, for any l ∈ Nm, both of the following statements hold:
(i) |sl| < Sm or |sl| > n− n−Sm ,
(ii) |sl| > n− Sm or |sl| < n−Sm .
That is, at least one of the following four statements hold:
(i) n− Sm < |sl| < Sm ,
(ii) |sl| < min
{ S
m ,
n−S
m
}
,
(iii) |sl| > max{n− Sm , n− n−Sm },
(iv) n− n−Sm < |sl| < n−Sm .
Since S ∈ Nn, we have that Sm < n− Sm and n−Sm ≤ n− n−Sm , which respectively imply that (i) and (iv)
are impossible.
We next show that (ii) and (iii) are also impossible by considering S ≤ n2 and S > n2 sep-
arately. We first assume that S ≤ n2 . Then we have that, for any l ∈ Nm, either |sl| < Sm or
|sl| > n − Sm holds. Let m1,m2,m3 and m4 be the numbers of points sl which are located in the
interval
[−(n− 1),− (n− Sm )) , (− Sm , 0) , [0, Sm ), and (n− Sm , n− 1], respectively. It follows from
the hypothesis
∑
l∈Nm sl = S that
m4
(
n− S
m
)
−m1(n− 1)−m2 Sm < S < m4(n− 1)+m3
S
m
−m1
(
n− S
m
)
.
This, combined withm1 +m2 +m3 +m4 = m, yields that
m4
n
+ S
n
(m2 +m4) < m4 −m1 < −m1n +
S
n
(
1+ m2 +m4
m
)
.
Since S ≤ n2 andm2 +m4 ≤ m, the last term in the above inequality is no more than 1. It follows that
0 < m4 −m1 < 1, which is impossible.
It can be proved in a similar way that it is also impossible for S > n2 to hold. 
The next result is for the special case when p = 1.
Lemma 5.5. For any m, n ∈ N, α > 1, and lj ∈ Nn, j ∈ Nm, there holds the inequality
1
Pα,1,n(l0, lm)
≤ mα
∑
j∈Nm
1
Pα,1,n(lj, lj+1)
.
Proof. We only need to prove the inequality for the case l0 ≥ lm, since the case l0 ≤ lm can be proved
by symmetry. Let sj := lj − lj+1 for j ∈ Nm. We then have that
l0 − lm =
∑
j∈Nm
sj.
Applying Lemma 5.4 with S = l0 − lm, we obtain that there exists a τ ∈ Nm such that at least one of
the following statements holds:
390 G. Song, Y. Xu / Journal of Complexity 26 (2010) 375–405
(i) l0 − lm ≤ m|sτ | and n− (l0 − lm) ≤ m(n− |sτ |),
(ii) l0 − lm ≤ m(n− |sτ |) and n− (l0 − lm) ≤ m|sτ |.
It follows that
(1+ l0 − lm)−α + (1+ n− (l0 − lm))−α ≥ m−α
[
(1+ |sτ |)−α + (1+ n− |sτ |)−α
]
.
This, combined with Eq. (5.1), yields that Pα,1,n(l0, lm) ≥ m−αPα,1,n,(lτ , lτ+1), which implies that
1
Pα,1,n(l0, lm)
≤ mα 1
Pα,1,n(lτ , lτ+1)
≤ mα
∑
j∈Nm
1
Pα,1,n(lj, lj+1)
. 
We will extend the above result to the general case for p ∈ N. To this end, we first establish a
relationship between the high-dimensional case for p ≥ 2 and the one-dimensional case for p = 1.
Lemma 5.6. If p ≥ 2, n ∈ Np, α > p, and j, l ∈ Nn, then
(i) Pα,p,n(j, l) ≤ 2p−1Pα,1,ns(js, ls) for any s ∈ Np,
(ii) there exists an s ∈ Np such that Pα,p,n(j, l) ≥ p− α2 Pα,1,ns(js, ls).
Proof. (i) Since a component of a vector is dominated by its Euclidean norm, we observe that, for any
n ∈ Np, j, l ∈ Nn, t ∈ Np2 and s ∈ Np,
‖1+ dn(t, j, l)‖−α2 ≤ |1+ dns(ts, js, ls)|−α.
This, combined with Eq. (5.1), implies that, for any s ∈ Np,
Pα,p,n(j, l) ≤
∑
t∈Np2
|1+ dns(ts, js, ls)|−α = 2p−1Pα,1,ns(js, ls).
(ii) Suppose that n ∈ Np and j, l ∈ Nn. For any t ∈ Np2, let τ(t) := argmaxs∈Np{1 + dns(ts, js, ls)}.
We then have that ‖1+ dn(t, j, l)‖2 ≤ p 12 [1 + dnτ(t)(tτ(t), jτ(t), lτ(t))]. This, combined with Eq. (5.1),
implies that
Pα,p,n(j, l) ≥ p− α2
∑
t∈Np2
[1+ dnτ(t)(tτ(t), jτ(t), lτ(t))]−α.
It suffices to show that there exists an s ∈ Np such that∑
t∈Np2
[1+ dnτ(t)(tτ(t), jτ(t), lτ(t))]−α ≥ Pα,1,ns(js, ls). (5.3)
We prove (5.3) by contradiction. To the contrary, we assume that (5.3) does not hold for any s ∈ Np.
Since, from (5.1), Pα,1,ns(js, ls) is the sum of (1 + |js − ls|)−α and (1 + ns − |js − ls|)−α for any
s ∈ Np, we have that the left-hand side of the above inequality does not contain (1 + |js − ls|)−α
or (1 + ns − |js − ls|)−α for any s ∈ Np. For an s ∈ Np, let ηs = 1 if the left-hand side does
not have (1 + |js − ls|)−α and ηs = 0 if the left-hand side does not have (1 + ns − |js − ls|)−α .
It follows that ηs 6∈ {tτ(t) : t ∈ Np2, τ (t) = s}, for any s ∈ Np, which is impossible, since
ητ(η) ∈ {tτ(t) : t ∈ Np2, τ (t) = τ(η)}. 
We are now ready to present the extension of Lemma 5.5 for any p ∈ N.
Lemma 5.7. For any p,m ∈ N, n ∈ Np, α > p, and lj ∈ Nn, j ∈ Nm,
1
Pα,p,n(l0, lm)
≤ p α2mα2p−1
∑
j∈Nm
1
Pα,p,n(lj, lj+1)
.
Proof. From Lemma 5.6(ii), there exists an s ∈ Np such that
1
Pα,p,n(l0, lm)
≤ p α2 1
Pα,1,ns(l0,s, lm,s)
.
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Applying Lemma 5.5 to the right-hand side of the above inequality, we have that
1
Pα,p,n(l0, lm)
≤ p α2mα
∑
j∈Nm
1
Pα,1,ns(lj,s, lj+1,s)
.
The desired result follows from Lemma 5.6(i) applied to the right-hand side of the above
inequality. 
The next result concerns a bound on the sum of the product Pα,p,n(j,m)Pα,p,n(m, l).
Lemma 5.8. If α > p, then there exists a positive constant c such that, for all n ∈ Np and j, l ∈ Nn,∑
m∈Nn
Pα,p,n(j,m)Pα,p,n(m, l) ≤ cPα,p,n(j, l).
Proof. From Lemma 5.7, for any n ∈ Np and j,m, l ∈ Nn,
1
Pα,p,n(j, l)
≤ p α2 2α2p−1
(
1
Pα,p,n(j,m)
+ 1
Pα,p,n(m, l)
)
.
It follows for any n ∈ Np and j, l ∈ Nn that∑
m∈Nn
Pα,p,n(j,m)Pα,p,n(m, l)
Pα,p,n(j, l)
≤ p α2 2α+p−1
[∑
m∈Nn
Pα,p,n(m, l)+
∑
m∈Nn
Pα,p,n(j,m)
]
.
Since, by Proposition 5.2, both sums on the right-hand side of the above inequality are uniformly
bounded for all n ∈ Np and j, l ∈ Nn, we obtain the desired result. 
We are now ready to present the result that the product of two elements in Pα is also in Pα .
Proposition 5.9. If A,B ∈ Pα with α > p, thenAB ∈ Pα .
Proof. Similar to the proof of Proposition 3.6, we can show that, ifA,B satisfy the first requirement
of Definition 5.1, then so doesAB. We only need to show thatAB satisfies the second requirement
of Definition 5.1. Since A,B ∈ Pα , there exist positive constants c1, c2 such that, for all n ∈ Np and
j, l ∈ Nn, |(An)j,l | ≤ c1Pα,p,n(j, l) and |(Bn)j,l | ≤ c2Pα,p,n(j, l). This, combined with Lemma 5.8, yields
that there exists a positive constant c3 such that, for all n ∈ Np and j, l ∈ Nn,∣∣(AnBn)j,l∣∣ ≤ c1c2 ∑
m∈Nn
Pα,p,n(j,m)Pα,p,n(m, l) ≤ c1c2c3Pα,p,n(j, l),
which ensures thatAB satisfies the second requirement of Definition 5.1. 
We next show that the inverses of the matrices in Pα are also in Pα . We point out that the same
process in the proof of Proposition 3.7 can be applied to obtain the result that, if A ∈ Pα , then
A−1 ∈ Pα1 for some α1 < α. But this is not sharp enough, since α1 may be less than p even though
α > p. We will show that the inverse of the matrix inPα preserves a polynomial decay with the same
order α. For this purpose, we need two technique lemmas. We first introduce some notations. For a
matrix An := [aj,l : j, l ∈ Nn], let
|An|α := sup
j,l∈Nn
|aj,l |
Pα,p,n(j, l)
, ‖An‖1 := sup
l∈Nn
∑
j∈Nn
|aj,l |, ‖An‖∞ := sup
j∈Nn
∑
l∈Nn
|aj,l |
and
Υ (An) := max
supj∈Nn
(∑
l∈Nn
|aj,l |2
)1/2
, sup
l∈Nn
(∑
j∈Nn
|aj,l |2
)1/2 .
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We remark that Υ (An) is not a matrix norm; for example, if we choose A = B =
[
1 1
1 1
]
, a simple
calculation leads to Υ (AB) > Υ (A)Υ (B). We have the following estimates.
Lemma 5.10. For an α > p, there exists a positive constant c such that, for anyA ∈ Pα and n ∈ Np,
‖An‖1 ≤ cΥ (An)
2α−2p
2α−p |An|
p
2α−p
α and ‖An‖∞ ≤ cΥ (An)
2α−2p
2α−p |An|
p
2α−p
α .
Proof. For any N0 ∈ N, n ∈ Np, and l ∈ Nn, we have that∑
j∈Nn
|aj,l | ≤
∑
|js−ls|≤N0 or |js−ls|≥ns−N0,s∈Np
|aj,l | +
∑
s∈Np
∑
N0<|js−ls|<ns−N0
|aj,l |.
We bound ‖An‖1 by estimating the two summations on the right-hand side of the above inequality.
We useΣ1 andΣ2, respectively, to denote these two terms. Applying the Cauchy–Schwarz inequality
to the first summation, we obtain that
Σ1 ≤ (4N0) p2
 ∑
|js−ls|≤N0 or |js−ls|≥ns−N0,s∈Np
|aj,l |2
1/2 ≤ (4N0) p2Υ (An). (5.4)
It remains to estimate the second summation. It follows from the definition of ‖ · ‖α that, for any
s ∈ Np, ∑
N0<|js−ls|<ns−N0
|aj,l | ≤ |An|α
∑
N0<|js−ls|<ns−N0
Pα,p,n(j, l).
Since α > p, there exists a positive constant c1 such that, for any n ∈ Np,∑
N0<|js−ls|<ns−N0
Pα,p,n(j, l) ≤ c1N−(α−p)0 .
From the above two inequalities, we conclude that
Σ2 ≤
∑
s∈Np
c1|An|αN−(α−p)0 = c1p|An|αN−(α−p)0 . (5.5)
Letting c := max{4p/2, c1p}, from (5.4) and (5.5), we have for all n ∈ Np and N0 ∈ N that
‖An‖1 ≤ c
(
N
p
2
0 Υ (An)+ |An|αN−(α−p)0
)
.
The first result of this lemma follows by taking N0 :=
⌊(
|An|α
Υ (An)
) 2
2α−p
⌋
.
The second result is an immediate consequence of the first result by using the facts that ‖An‖∞ =
‖ATn‖1, Υ (An) = Υ (ATn) and |An|α = |ATn|α . 
We have an immediate corollary from the above lemma.
Corollary 5.11. For an α > p, there exists a positive constant c such that, for allA ∈ Pα and n ∈ Np,
‖An‖1 ≤ c‖An‖
2α−2p
2α−p
2 |An|
p
2α−p
α and ‖An‖∞ ≤ c‖An‖
2α−2p
2α−p
2 |An|
p
2α−p
α .
Proof. We observe that, for a matrix A,Υ (A) is the supreme of the induced Euclidean norm with the
canonical basis consisting of the vectors with only one component 1 and others 0. It follows thatΥ (A)
is dominated by ‖A‖2, which, together with Lemma 5.10, implies the desired result. 
The next result is a bound for the power of a matrix in Pα .
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Lemma 5.12. If A ∈ Pα with α > p, then there exists a positive constant c such that, for all n ∈ Np and
m ∈ N,∣∣Amn ∣∣α ≤ cm.
Proof. Since A ∈ Pα , there exists a positive constants c1 such that, for all n ∈ Np and j, l ∈ Nn,
|(An)j,l | ≤ c1Pα,p,n(j, l). It follows for anym ∈ N, n ∈ Np, l0, lm ∈ Nn that
| (Amn )l0,lm | ≤ ∑
lt∈Nn,1≤t≤m−1
∏
s∈Nm
|(An)ls,ls+1 | ≤ cm1
∑
lt∈Nn,1≤t≤m−1
∏
s∈Nm
Pα,p,n(ls, ls+1).
Applying Lemma 5.8 repeatedly to the right-hand side of the above inequality, we conclude that there
exists a positive constant c2 such that, for allm ∈ N, n ∈ Np, l0, lm ∈ Nn,
| (Amn )l0,lm | ≤ cm1 cm−12 Pα,p,n(l0, lm),
which, together with the definition of | · |α , ensures the desired result with c := max{c1, c1c2}. 
We are now in a position to prove that the inverse matrix sequence of the matrix sequence in Pα
is also in Pα .
Proposition 5.13. If A ∈ Pα with α > p, thenA−1 ∈ Pα .
Proof. Weemploy the same technique as for the proof of Proposition 3.7 to decompose A−1n as a series
and estimate the elements of A−1n through estimating the series. For any n ∈ Np, let Rn := In− An‖An‖2 . As
in the proof of Proposition 3.7, we can show that A−1n satisfies the first requirement of Definition 5.1.
Moreover, there exists a positive constant q < 1 such that ‖Rn‖2 ≤ q for any n ∈ Np, which ensures
that
A−1n =
1
‖An‖2
∞∑
m=0
Rmn . (5.6)
It suffices to show that there exists a positive constant c such that
∑∞
m=0 |Rmn |α ≤ c for n ∈ Np. For
anym ∈ N, n ∈ Np, l0, lm ∈ Nn, it follows from Lemma 5.7 that
| (Rmn )l0,lm |
Pα,p,n(l0, lm)
≤
∑
lt∈Nn,1≤t≤m−1
∏
s∈Nm
|(Rn)ls,ls+1 |p
α
2mα2p−1
∑
j∈Nm
1
Pα,p,n(lj, lj+1)
.
After interchanging the order of summations in the right-hand side of the above inequality, and from
the definition of | · |α, ‖ · ‖∞, ‖ · ‖1, we obtain that
| (Rmn )l0,lm |
Pα,p,n(l0, lm)
≤ p α2mα2p−1|Rn|α
∑
j∈Nm
‖Rjn‖∞‖Rm−j−1n ‖1.
Since the above inequality holds for all l0, lm ∈ Nn, we observe from the definition of | · |α that, for
anym ∈ N and n ∈ Np,
|Rmn |α ≤ p
α
2mα2p−1|Rn|α
∑
j∈Nm
‖Rjn‖∞‖Rm−j−1n ‖1. (5.7)
Moreover, it follows from Corollary 5.11 and the bound q on Rn that there exists a positive constant
c1 such that, for allm ∈ N,
‖Rmn ‖∞ ≤ c1‖Rmn ‖
2α−2p
2α−p |Rmn |
p
2α−p
α ≤ c1qm
2α−2p
2α−p |Rmn |
p
2α−p
α . (5.8)
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Note that A ∈ Pα implies that there exists a positive number c0 such that |Rn|α ≤ c0 for all n ∈ Np.
Hence, it follows from Lemma 5.12 that there exists a positive constant r0 such that |Rmn |α ≤ rm0 for all
m ∈ N and n ∈ Np. Substituting this bound into the last term of (5.8) yields that
‖Rmn ‖∞ ≤ c1qm
2α−2p
2α−p r
m p2α−p
0 .
Likewise, we prove that
‖Rmn ‖1 ≤ c1qm
2α−2p
2α−p r
m p2α−p
0 .
These two estimates, combined with (5.7), give that, for allm ∈ N and n ∈ Np,
|Rmn |α ≤ p
α
2 2p−1c1mα+1qm
2α−2p
2α−p r
m p2α−p
0 ,
which implies that, for all r1 > q
2α−2p
2α−p r
p
2α−p
0 , there exists a positive constant cr1 depending on r1 such
that |Rmn |α ≤ cr1 rm1 for allm ∈ N and n ∈ Np.
Repeat this process by taking rj+1 > f (rj), where f (x) := q
2α−2p
2α−p x
p
2α−p . Since q is a fixed point of the
function f , we obtain that, for some r ∈ (q, 1), there exists a positive constant cr depending on r such
that |Rmn |α ≤ cr rm for all m ∈ N and n ∈ Np. Therefore, for any n ∈ Np,
∑∞
m=0 |Rmn |α ≤ cr1−r , which
completes the proof. 
6. Approximation of inverses of matrices with a polynomial decay
In this section, we investigate how a perturbation of a matrix sequence in Pα affects its inverse
sequence. Specifically, we estimate the difference betweenA−1 andB−1 in a weighted norm that we
define below.
For a j ∈ Rp and an α ∈ R, we set jα := [jαs : s ∈ Np]. A weight function of the location of an
element in a multilevel matrix is defined by
WPα ,n(j, l) :=
1
‖(1+ δn(j))−α‖1 + ‖(1+ δn(l))−α‖1 , α > 0, n ∈ N
p, j, l ∈ Nn. (6.1)
For n ∈ N, the associated weighted norm of a multilevel matrix An is defined by
‖An‖WPα := sup
j,l∈Nn
WPα ,n(j, l)
∣∣(An)j,l∣∣ .
Our next task is to bound ‖A−1n − B−1n ‖WPα by ‖An − Bn‖WPα . To this end, we first establish two
technical lemmas.
Lemma 6.1. If α > p, then there exists a positive constant c such that, for all n ∈ Np and j ∈ Nn,∑
m∈Nn
Pα,p,n(j,m)‖(1+ δn(m))−α‖1 ≤ c‖(1+ δn(j))−α1‖1,
where α1 := α − p+ 1.
Proof. It suffices to show that there exists a positive constant c such that, for all n ∈ Np, j ∈ Nn and
s ∈ Np,∑
m∈Nn
Pα,p,n(j,m)(1+ δns(ms))−α ≤ c(1+ δns(js))−α1 . (6.2)
The triangular inequality implies that, for all n ∈ Np, j ∈ Nn, t ∈ Np2 and s ∈ Np, either δns(ms) ≥
1
2δns(js) or dns(ts, js,ms) ≥ 12δns(js). If δns(ms) ≥ 12δns(js), then we see that (6.2) holds since, by
Proposition 5.2,
∑
m∈Nn Pα,p,n(j,m) is uniformly bounded.
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It remains to show that (6.2) holds when dns(ts, js,ms) ≥ 12δns(js) for any n ∈ Np, j ∈ Nn, t ∈ Np2.
For simplicity of presentation, we denote the left-hand side of (6.2) byΣ . Note that, if dns(ts, js,ms) ≥
1
2δns(js), then
Σ ≤
∑
m∈Nn
∑
t∈Np2
‖φ‖−α(1+ δns(ms))−α,
where φs = 1 + 12δns(js) and φτ = 1 + dnτ (tτ , jτ ,mτ ), τ ∈ Np \ {s}. We obtain from a simple
calculation of the right-hand side of the above inequality that there exists a positive constant c1 such
thatΣ ≤ c1
(
1+ 12δns(js)
)−α1 for all n ∈ Np, j ∈ Nn, t ∈ Np2, which completes the proof. 
Lemma 6.2. If α > p, then for α1 = α− p+ 1 there exists a positive constant c such that, for all n ∈ Np
and j ∈ Nn,∑
m,s∈Nn
Pα,p,n(j,m)
1
WPα ,n(m, s)
Pα,p,n(s, l) ≤ c 1WPα1 ,n(j, l)
.
Proof. We denote byΣ the left-hand side of the desired inequality. It follows from (6.1) and applying
Lemma 6.1 twice that there exists a positive constant c1 such that, for all n ∈ Np and j, l ∈ Nn,
Σ ≤ c1
∥∥(1+ δn(j))−α1∥∥1∑
s∈Nn
Pα,p,n(s, l)+ c1
∥∥(1+ δn(l))−α1∥∥1 ∑
m∈Nn
Pα,p,n(j,m). (6.3)
From Proposition 5.2, there exists a positive constant c2 such that, for any n ∈ Np and j, l ∈ Nn,∑
s∈Nn
Pα,p,n(s, l) ≤ c2 and
∑
m∈Nn
Pα,p,n(j,m) ≤ c2.
These two estimates, combined with (6.3), yield the desired result. 
We are now in a position to present an estimate of the differences between the inverses in the
norm ‖ · ‖WPα1 .
Proposition 6.3. If A,B ∈ Pα with α > p, then for α1 = α − p+ 1 there exists a positive constant c
such that, for all n ∈ Np,
‖A−1n − B−1n ‖WPα1 ≤ c‖An − Bn‖WPα .
Proof. By (4.5), we have the estimate∣∣∣(A−1n − B−1n )j,l∣∣∣ ≤ ∑
m∈Nn,s∈Nn
∣∣∣(A−1n )j,m∣∣∣ ∣∣(Bn − An)m,s∣∣ ∣∣∣(B−1n )s,l∣∣∣ . (6.4)
SinceA,B ∈ Pα , it follows from Proposition 5.13 thatA−1,B−1 ∈ Pα . That is, there exists a positive
constant c1 such that, for any n ∈ Np and j, l ∈ Nn,
∣∣∣(A−1n )j,l∣∣∣ ≤ c1Pα,p,n(j, l) and ∣∣∣(B−1n )j,l∣∣∣ ≤
c1Pα,p,n(j, l). These two estimates, combined with estimate (6.4), yield that, for all n ∈ Np and
j, l ∈ Nn,∣∣∣(A−1n − B−1n )j,l∣∣∣ ≤ c21 ∑
m,s∈Nn
Pα,p,n(j,m)
∣∣(Bn − An)m,s∣∣ Pα,p,n(s, l).
It follows from the definition of ‖ · ‖WPα that, for all n ∈ Np and j, l ∈ Nn,∣∣∣(A−1n − B−1n )j,l∣∣∣ ≤ c21‖An − Bn‖WPα ∑
m,s∈Nn
Pα,p,n(j,m)
1
WPα ,n(m, s)
Pα,p,n(s, l).
Applying Lemma 6.2 to the right-hand side of the above inequality leads to the desired result. 
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To close this section, we next estimate the difference A−1n − B−1n in an ‘‘induced norm’’ associated
with Pα . For n ∈ Np, j ∈ Nn and α > 0, we defineWPα ,n(j) := (1 + νn(j))α . For a multilevel vector
yn, n ∈ Np and α > 0, we let ‖yn‖WPα := supj∈Nn WPα ,n(j)
∣∣(yn)j∣∣. If ‖yn‖WPα is uniformly bounded,
then its components decay in a polynomial rate away from its center. For n ∈ Np, the associated
‘‘induced norm’’ of a multilevel matrix An is defined by
‖An‖S,Pα := sup{‖Anyn‖∞ : ‖yn‖WPα = 1}, α > 0.
We next estimate the differences between the inverses of two sequences of matrices in the norm
‖ · ‖S,Pα . We first prove a result concerning a relationship between ‖ · ‖S,Pα and ‖ · ‖WPα .
Lemma 6.4. If A,B ∈ Pα for α > 1, then there exists a positive constant c such that, for all n ∈ Np,
‖An − Bn‖S,Pα ≤ c
(‖An − Bn‖WPα + 1) (nmin)− α2α+p .
Proof. As in the proof of Lemma 4.4, we can bound (Enyn)j by the sum of two parts, Σ1 and Σ2.
Employing the same technique of estimatingΣ1 andΣ2 as in the proof of Lemma 4.4, we obtain that
there exist positive constants c1 and c2 such that, for all n ∈ Np, j ∈ Nn and N0 ∈ N,
Σ1 ≤ 2p‖En‖WPα (4N0)p
(
1+ nmin
2
− N0
)−α
, (6.5)
and
Σ2 ≤ 2p+1pc1c2N−α0 . (6.6)
Taking N0 =
⌊
(nmin)
α
p+α
4
⌋
in the two estimates (6.5) and (6.6), we have for all n ∈ Np and j ∈ Nn
that
| (Eny)j | ≤ 2p‖En‖WPα 4α−p(nmin)−
α2
p+α + 2p+1pc1c24α(nmin)− α
2
p+α ,
which ensures the desired result with c := max{2p4α−p, 2p+1pc1c24α}. 
The estimate of the differences between the inverses in the norm ‖ · ‖S,Pα1 follows immediately.
Proposition 6.5. If A,B ∈ Pα with α > p, then for α1 = α − p+ 1 there exists a positive constant c
such that, for all n ∈ Np,
‖A−1n − B−1n ‖S,Pα1 ≤ c
(‖An − Bn‖WPα + 1) (nmin)− α21α1+p .
Proof. Since A,B ∈ Pα with α > p, it follows from Proposition 5.13 that A−1,B−1 ∈ Pα . Thus,
A−1,B−1 ∈ Pα1 since α1 < α. The desired result follows from applying Lemma 6.4 to A−1n and B−1n
together with Proposition 6.3. 
7. Convergence of the multilevel circulant matrix approximation
In this section, we present the convergence analysis of the approximation of regularized kernel
matrices bymultilevel circulant matrices. Based on results of the previous sections, wewill derive the
convergence analysis by showing that both the regularized kernel matrices and the relatedmultilevel
circulant matrices belong to the two classes Er andPα separately under different assumptions on the
kernel function k and data points x.
For this purpose, we impose additional hypotheses on the kernel and the set of sample points. The
following hypothesis is imposed on the kernel.
(H1-E) There exist positive constants λ and c such that |k(s)| ≤ ce−λ|s|, s ∈ R.
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Clearly, the Gaussian kernels which have the form kw(x) := e−wx2 , x ∈ R, for w > 0, have an
exponential decay. Specifically, for each r > 0 there exists a positive constant c such that |kw(x)| ≤
ce−r|x|, x ∈ R.
(H2) There exist constants h0 > 0 and c0 ∈ R such that
‖xj − xl‖2 ≥ h0‖j − l‖2 + c0, n ∈ Np, j, l ∈ Nn.
For a given positive constant µ, we setKµ := {Kµ,n : n ∈ Np} andUµ := {Uµ,n : n ∈ Np}. Our next
task is to show that both matrix sequencesKµ andUµ belong to Er for a positive constant r . We first
considerKµ.
Proposition 7.1. If hypotheses (H1-E) and (H2) are satisfied, thenKµ ∈ Eλh0 .
Proof. Note that Kµ,n is positive definite and ‖K−1µ,n‖2 ≤ 1µ for all n ∈ Np. The matrix sequenceKµ
satisfies the first requirement in Definition 3.1.
It remains to show that Kµ satisfies the second requirement in Definition 3.1. From hypothesis
(H1-E), there exists a positive constant c such that, for all n ∈ Np and j, l ∈ Nn,∣∣(Kn)j,l∣∣ = ∣∣k(‖xj − xl‖2)∣∣ ≤ ce−λ‖xj−xl‖2 .
This, combined with assumption (H2) , yields that
∣∣(Kn)j,l∣∣ ≤ ce−λc0e−λh0‖j−l‖2 . This, together with
the fact that
e−λh0‖j−l‖2 = e−λh0‖dn(1,j,l)‖2 ≤ Eλh0,p,n(j, l),
ensures that the second requirement in Definition 3.1 is fulfilled. Therefore,Kµ ∈ Eλh0 . 
We next deal with the matrix sequenceUµ. To this end, we impose a hypothesis on the sequence
hn := [hn,j : j ∈ Np].
(H3) There exists a positive constant h such that hn,j ≥ h, for all n ∈ Np and j ∈ Np.
Proposition 7.2. If hypotheses (H1-E) and (H3) are satisfied, thenUµ ∈ Eλh.
Proof. Since hypotheses (H1-E) and (H3) ensure that∑
j∈Np
∣∣k(‖ej‖2)∣∣ ≤∑
j∈Np
e−λ‖ej‖2 ≤
∑
j∈Np
e−λh‖j‖2 ≤ c,
for a positive constant c , by Proposition 2.2 we have for sufficiently large n that ‖U−1µ,n‖2 ≤ 2µ . This
implies that the first requirement in Definition 3.1 is fulfilled.
It remains to show that the second requirement in Definition 3.1 also holds. From the definition of
Un in (2.4), we observe for all n ∈ Np and j, l ∈ Nn that
∣∣(Un)j,l∣∣ = ∣∣u|j−l|∣∣ =
∣∣∣∣∣∣
∑
m∈D|j−l|
tm
∣∣∣∣∣∣ ≤
∑
τ∈Np2
∣∣tdn(τ,j,l)∣∣ . (7.1)
By (2.3) and hypothesis (H1-E), for each τ ∈ Np2,∣∣tdn(τ,j,l)∣∣ = |k(‖dn(τ, j, l)hn‖2)| ≤ ce−λ‖dn(τ,j,l)hn‖2 .
This, combined with assumption (H3), implies that |tdn(τ,j,l)| ≤ ce−λh‖dn(τ,j,l)‖2 . In view of this
estimate, (7.1) and (3.1), we confirm that the second requirement in Definition 3.1 is satisfied. 
From Proposition 4.5, ‖K−1µ,n−U−1µ,n‖S,Er is bounded by a constant times ‖Kµ,n−Uµ,n‖WEr . We next
estimate the latter. For this purpose, for an n ∈ Np, we set
Xn := [‖xj − xl‖ : j, l ∈ Nn] and Mn := [‖ej − el‖ : j, l ∈ Nn]. (7.2)
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We remark that {ej : j ∈ Nn} is a set of points equally distributed in each dimension. We use
‖Xn −Mn‖WEr to measure the ‘‘distance’’ of {xj : j ∈ Nn} and {ej : j ∈ Nn}. We also need a hypothesis
on the kernel k.
(H4) There exist positive constants c and β such that
|k(s)− k(t)| ≤ c|s− t|β , s, t ∈ R.
That is, the kernel function k is Hölder continuous of order β . We remark that, for a Gaussian kernel
kw , there exists a positive constant c such that
|kw(s)− kw(t)| ≤ c|s− t|, for all s, t ∈ X.
We have the following result.
Proposition 7.3. If assumptions (H1-E), (H3) and (H4) hold, then for each r > 0 there exists a positive
constant c such that, for all n ∈ Np,
‖Kµ,n − Uµ,n‖WEr0 ≤ c
(
‖Xn −Mn‖βWEr + 1
)
,
where r0 := min{λh, rβ}.
Proof. We first derive an estimate of
(
Kµ,n − Uµ,n
)
j,l . A simple calculation from (2.4) yields for all
n ∈ Np and j, l ∈ Nn that∣∣∣(Kµ,n − Uµ,n)j,l∣∣∣ ≤ ∣∣k(‖xj − xl‖2)− k(‖ej − el‖2)∣∣+∑
s∈Np
∑
τs=0,τ∈Np2
∣∣tdn(τ,j,l)∣∣ . (7.3)
For simplicity of presentation, we denote by Σ1 and Σ2, respectively, the first term and the second
term on the right-hand side of (7.3). We next derive estimates of the two terms.
We first estimateΣ1. It follows from assumption (H4) that there exists a positive constant c such
thatΣ1 ≤ c
∣∣‖xj − xl‖2 − ‖ej − el‖2∣∣β . Together with the definition of ‖ · ‖WEr , this inequality yields
that
Σ1 ≤ c‖Xn −Mn‖βWEr
1
WβEr ,n(j, l)
.
Applying the inequality (
∑
j∈Nn aj)
β ≤ nβ∑j∈Nn aβj for positive aj’s, it is direct to see that
1
WβEr ,n(j, l)
≤ (2p)β 1
WErβ ,n(j, l)
,
which implies that
Σ1 ≤ c(2p)β‖Xn −Mn‖βWEr
1
WErβ ,n(j, l)
. (7.4)
We next estimate Σ2. It follows from assumption (H1-E) and (2.3) that there exists a positive
constant c such that, for all n ∈ Np, j, l ∈ Nn and τ ∈ Np2,
∣∣tdn(τ,j,l)∣∣ ≤ ce−λ‖dn(τ,j,l)hn‖2 , which implies
that
Σ2 ≤ c
∑
s∈Np
∑
τs=0,τ∈Np2
e−λ‖dn(τ,j,l)hn‖2 .
Using the fact that the Euclidean norm of a vector is no less than any of its components, we observe
that
Σ2 ≤ c
∑
s∈Np
∑
τι∈N2,ι∈Np\{s}
e−λdns (0,js,ls)hn,s = c2p−1 ∥∥e−λdn(0,j,l)hn∥∥1 .
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This, combinedwith assumption (H3), yields thatΣ2 ≤ c2p−1
∥∥e−λhdn(0,j,l)∥∥1. Noting that dn(0, j, l) =
n− |j − l| ≥ δn(j)+ δn(l), we see that
Σ2 ≤ c2p−1 1WEλh,n(j, l)
. (7.5)
Consequently, by substituting (7.4) and (7.5) into (7.3), we obtain that, for all n ∈ Np and j, l ∈ Nn,∣∣∣(Kµ,n − Uµ,n)j,l∣∣∣ ≤ c (‖Xn −Mn‖βWEr + 1) 1WEr0 ,n(j, l) ,
which implies the desired estimate. 
We are now ready to present an estimate for ‖K−1µ,n − U−1µ,n‖S,Er .
Theorem 7.4. If assumptions (H1-E), (H2), (H3) and (H4) hold, then for each r > 0 there exists a positive
constant r0 such that, for any 0 < r ′ < r04 and all n ∈ Np, we have
‖K−1µ,n − U−1µ,n‖S,Er0 ≤ c
(
‖Xn −Mn‖βWEr + 1
)
e−r
′nmin ,
for some positive constant c.
Proof. It follows from Propositions 7.1 and 7.2 thatKµ,Uµ ∈ Er1 with r1 := min{λh0, λh}. For each
r > 0, let r2 := min{λh, rβ}. By Proposition 7.3, there exists a positive constant c2 such that, for all
n ∈ Nn,
‖Kµ,n − Uµ,n‖WEr2 ≤ c2
(
‖Xn −Mn‖βWEr + 1
)
. (7.6)
Let r3 := min{λh0, λh, rβ}. Since r3 ≤ r1, it is direct to observe thatKµ,Uµ ∈ Er3 , which, combined
with Proposition 4.5, implies that there exists a positive constant r0 such that, for any 0 < r ′ < r04
and all n ∈ Np,
‖K−1µ,n − U−1µ,n‖S,Er0 ≤ c1
(
‖Kµ,n − Uµ,n‖WEr3 + 1
)
e−r
′nmin , (7.7)
for some positive constant c1. On the other hand, it follows from r3 ≤ r2 that ‖Kµ,n − Uµ,n‖WEr3 ≤‖Kµ,n − Uµ,n‖WEr2 , which, combined with (7.6), implies that
‖Kµ,n − Uµ,n‖WEr3 ≤ c2
(
‖Xn −Mn‖βWEr + 1
)
. (7.8)
The desired result follows from (7.7) and (7.8). 
We next turn to considering the classPα . In this case, instead of hypothesis (H1-E), we impose the
following assumption on the kernel.
(H1-P) There exist positive constants γ > p and c such that |k(s)| ≤ c(1+ |s|)−γ , for s ∈ R.
We remark that, since a Gaussian kernel has an exponential decay, it also has a polynomial decaywith
order α for any α > 0. We first show thatKµ belongs to Pγ .
Proposition 7.5. If assumptions (H1-P) and (H2) hold, thenKµ ∈ Pγ .
Proof. Note that Kµ,n is positive definite and ‖K−1µ,n‖2 ≤ 1µ for all n ∈ Np. It suffices to show that it
satisfies the second requirement of Definition 5.1. From assumption (H1-P), we have for each n ∈ Np
and j, l ∈ Nn that∣∣(Kn)j,l∣∣ = ∣∣k(‖xj − xl‖2)∣∣ ≤ c1(1+ ‖xj − xl‖2)−γ .
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This, combined with assumption (H2), implies that
∣∣(Kn)j,l∣∣ ≤ c1(1+ h0‖j − l‖2 + c0)−γ . Thus, there
exists a positive constant c such that, for all n ∈ Np and j, l ∈ Nn,∣∣(Kn)j,l∣∣ ≤ c ‖1+ dn(1, j, l)‖−γ2 ≤ cPγ ,p,n(j, l),
which proves the desired result. 
We next show thatUµ also belongs to Pγ .
Proposition 7.6. If assumptions (H1-P) and (H3) hold, thenUµ ∈ Pγ .
Proof. Note that assumptions (H1-P) and (H3) ensure that∑
j∈Np
∣∣k(ej)∣∣ ≤∑
j∈Np
(1+ ‖ej‖2)−γ ≤
∑
j∈Np
(1+ h‖j‖2)−γ ,
which is uniformly bounded since γ > p. Then it follows from Proposition 2.2 that, for sufficiently
large n, ‖U−1µ,n‖2 ≤ 2µ , which implies that the first requirement in Definition 5.1 is satisfied.
It remains to show that the second requirement in Definition 5.1 also holds. From the definition of
Un in (2.4), we observe that, for all n ∈ Np and j, l ∈ Nn,
∣∣(Un)j,l∣∣ = ∣∣u|j−l|∣∣ =
∣∣∣∣∣∣
∑
m∈D|j−l|
tm
∣∣∣∣∣∣ ≤
∑
τ∈Np2
∣∣tdn(τ,j,l)∣∣ . (7.9)
We next estimate the summand in the last term of (7.9). It follows from (2.3) and assumption (H1-P)
that, for all τ ∈ Np2,∣∣tdn(τ,j,l)∣∣ = |k(‖dn(τ, j, l)hn‖2)| ≤ c (1+ ‖dn(τ, j, l)hn‖2)−γ .
Combining this with assumption (H3) implies that∣∣tdn(τ,j,l)∣∣ ≤ c (1+ h‖dn(τ, j, l)‖2)−γ ≤ c(min{1, h})−γ (1+ ‖dn(τ, j, l)‖2)−γ .
The desired result follows from this together with (7.9). 
We now estimate ‖Kµ,n − Uµ,n‖WPα .
Proposition 7.7. If assumptions (H1-P), (H3) and (H4) hold, then for any α > p
β
and α0 := min{γ , αβ}
there exists a positive constant c such that, for all n ∈ Np,
‖Kµ,n − Uµ,n‖WPα0 ≤ c
(
‖Xn −Mn‖βWPα + 1
)
.
Proof. As in the proof of Proposition 7.3, we bound (Kµ,n − Uµ,n)j,l by the sum of two parts, Σ1 and
Σ2. Employing the same technique of estimating Σ1 and Σ2 as in the proof of Proposition 7.3, we
obtain that there exist positive constants c1 and c2 such that, for all n ∈ Np and j, l ∈ Nn,
Σ1 ≤ c1(2p)β‖Xn −Mn‖βWPα
1
WPαβ ,n(j, l)
,
and
Σ2 ≤ c22p−1(min{1, h})−γ 1WPγ ,n(j, l)
.
It follows that, for any n ∈ Np and j, l ∈ Nn,∣∣∣(Kµ,n − Uµ,n)j,l∣∣∣ ≤ c (‖Xn −Mn‖βWPα + 1) 1WPα0 ,n(j, l) ,
where c := max{c1(2p)β , c22p−1(min{1, h})−γ }. This gives the desired estimate. 
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We are now in a position to establish an estimate of ‖K−1µ,n − U−1µ,n‖S,Pα .
Theorem 7.8. If assumptions (H1-P), (H2), (H3) and (H4) hold, then for any α > p
β
and α0 =
min{γ , αβ} − p there exists a positive constant c such that, for all n ∈ Np,
‖K−1µ,n − U−1µ,n‖S,Pα0 ≤ c
(
‖Xn −Mn‖βWPα + 1
)
(nmin)
− α
2
0
α0+p .
Proof. It follows from Propositions 7.5 and 7.6 thatKµ,Uµ ∈ Pγ . For any α > pβ , let α2 := min{γ ,
αβ}. By Proposition 6.5, for α0 = α2 − p, there exists a positive constant c1 such that, for all n ∈ Np,
‖K−1µ,n − U−1µ,n‖S,Pα0 ≤ c1
(
‖Kµ,n − Uµ,n‖WPα2 + 1
)
(nmin)
− α
2
0
α0+p . (7.10)
On the other hand, from Proposition 7.7, there exists a positive constant c2 such that, for all n ∈ Np,
‖Kµ,n − Uµ,n‖WPα2 ≤ c2
(
‖Xn −Mn‖βWPα + 1
)
.
Combining this with (7.10) yields the desired result. 
8. Compactly supported kernels
In this section, we investigate compactly supported kernels. Note that since a multi-dimensional
RBF kernel is totally determined by a one-dimensional kernel, we only need to discuss one-
dimensional compactly supported kernels. The support of a function f is defined as the closure of
{x : f (x) 6= 0}.
It is straightforward to observe that a compactly supported kernel has an exponential decay.
Specifically, we have the following result.
Proposition 8.1. If k is bounded and compactly supported onR, then for each r > 0 there exists a positive
constant c such that |k(x)| ≤ ce−r|x| for all x ∈ R.
Proof. Since k has a compact support onR, there exists a positive constant c0 such that k(x) = 0when
|x| ≥ c0. Suppose that k is bounded by a positive constant c1. We then have that |k(x)| ≤ c1erc0e−r|x|
for all x ∈ R, proving the result. 
A special example of compactly supported kernels is the B-spline kernel. For any two functions
f , g : X→ R, the convolution f ∗ g (see [8]) is defined by
(f ∗ g)(s) :=
∫
X
f (t)g(s− t)dt, s ∈ X.
For a positive integer p and a positive constant d, the B-spline Bp,d is defined recursively by
Bp,d = Bp−1,d ∗ I[−d,d], (8.1)
where B0,d := I[−d,d] is the characteristic function of interval [−d, d]. The support of Bp,d is [−(p +
1)d, (p + 1)d]. Readers are refereed to [3] for more information about B-splines. When p is odd,
k := Bp,d is a positive definite function; that is, K(s, t) := Bp,d(s−t) is a kernel; see [18]. Since B-spline
kernels are bounded and have compact supports, by Proposition 8.1 they have an exponential decay.
Moreover, B-spline kernels are differentiable and have a bounded derivative. Thus, they are Hölder
continuous of order 1.
We now return to the general case. Since compactly supported kernels satisfy hypotheses (H1-E)
and (H4), from the results presented in the previous sections, it is straightforward to derive
convergence results of the approximation of the related kernel matrices by the corresponding
multilevel circulant matrices.
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Theorem 8.2. Suppose that k is continuously differentiable and compactly supported on R. If
assumptions (H2) and (H3) hold, then for each r > 0 there exist positive constants c and r0 such that, for
any 0 < r ′ < r04 and all n ∈ Np,
‖K−1µ,n − U−1µ,n‖S,Er0 ≤ c
(‖Xn −Mn‖WEr + 1) e−r ′nmin .
Proof. Since k is continuously differentiable, assumption (H4) holds with β = 1. Moreover, it follows
from the compact support of k and Proposition 8.1 that (H1-E) holds for all r > 0. Consequently,
the desired result follows from Theorem 7.4, which is ensured by assumptions (H1-E), (H2), (H3) and
(H4). 
If the compactly supported kernel k is viewed as one having a polynomial decay, a convergence
result in the form of Theorem 7.8 can be obtained. However, because of the compact support of
these kernels, we can have a stronger convergence result. We observe that, if a kernel function has
a compact support, the related kernel matrix will have a structure of multilevel band. This will result
in an improvement for the approximation behavior of kernelmatrices bymultilevel circulantmatrices.
To this end, we first define amatrix sequencewith amultilevel band.We say that a sequence of p-level
matricesA has amultilevel band if there exists a positive integerN such that, for all n ∈ Np, (An)j,l = 0
when N ≤ |js − ls| ≤ ns − N for some s ∈ Np. Then we have the following result.
Proposition 8.3. If A has a multilevel band and there exists a positive constant c1 such that∣∣(An)j,l∣∣ ≤ c1 for all n ∈ Np, j, l ∈ Nn, (8.2)
then for each r > 0 and α > 0 there exists a positive constant c such that, for all n ∈ Np and j, l ∈ Nn,∣∣(An)j,l∣∣ ≤ cEr,p,n(j, l) and ∣∣(An)j,l∣∣ ≤ cPα,p,n(j, l).
Proof. Since A has a multilevel band, there exists a positive integer N such that, for any n ∈ Np,
(An)j,l = 0 when N ≤ |js − ls| ≤ ns − N for some s ∈ Np. It is trivial to see that the desired result
holds when N ≤ |js − ls| ≤ ns − N for some s ∈ Np. We only need to show that it also holds when
|js − ls| ≤ N or |js − ls| ≥ ns − N for all s ∈ Np.
We define τ ∈ Np2 in the following way: for any s ∈ Np, let τs be 1 if |js − ls| ≤ N and 0 if|js − ls| ≥ ns − N . A direct calculation gives that
‖dn(τ, j, l)‖ ≤ √pN. (8.3)
By using (8.2) and (8.3), we obtain that∣∣(An)j,l∣∣ ≤ c1er√pNe−r‖dn(τ,j,l)‖ ≤ c1er√pN ∑
t∈Np2
e−r‖dn(t,j,l)‖ = c1er
√
pNEr,p,n(j, l).
This proves the first estimate, and the second is obtained similarly. 
We next present an improvement of Proposition 6.3 for a matrix sequence having a multilevel
band. To this end, we first establish two technical lemmas.
Lemma 8.4. For each r > 0 and α > 0, there exists a positive constant c such that, for all n ∈ Np and
j, l ∈ Nn,∑
m∈Nn
Er,p,n(j,m)
1
WPα ,n(m, l)
≤ c 1
WPα ,n(j, l)
.
Proof. From (6.1), we can write 1WPα,n(m,l) into the sum of two parts, ‖ (1+ δn(m))
−α ‖1 and
‖ (1+ δn(l))−α ‖1. The left-hand side of the desired inequality can be written into two summation
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terms accordingly. From Lemma 3.2,
∑
m∈Nn Er,p,n(j,m) is uniformly bounded by a constant c1, which
implies that the second summation term is bounded by c1‖ (1+ δn(l))−α ‖1. It suffices to show that
the first summation term denoted byΣ is bounded by c2
∥∥(1+ δn(j))−α∥∥1 for some constant c2 > 0.
Applying ‖dn(t, j,m)‖2 ≥ 1√p‖dn(t, j,m)‖1 for all n ∈ Np, t ∈ Np2 and j,m ∈ Nn, we have after a
direct computation that
Σ ≤
∑
m∈Nn
∑
t∈Np2
∥∥∥e− r√p ‖dn(t,j,m)‖1 (1+ δn(m))−α∥∥∥
1
. (8.4)
We next estimate the summand on the right-hand side of inequality (8.4). Writing e
− r√p ‖dn(t,j,m)‖1 in
terms of the square of e
− r2√p ‖dn(t,j,m)‖1 and applying the triangular inequality, we obtain that∥∥∥e− r√p ‖dn(t,j,m)‖1 (1+ δn(m))−α∥∥∥
1
≤ c32αe−
r
2
√
p ‖dn(t,j,m)‖1 ∥∥(1+ δn(j))−α∥∥1 .
Upon substituting this into (8.4) we find that
Σ ≤ c32α
∥∥(1+ δn(j))−α∥∥1 ∑
m∈Nn
E r
2
√
p ,p,n
(j,m).
From Lemma 3.2, we see that the last summation term of the above inequality is bounded by a positive
constant, which completes the proof. 
Lemma 8.5. If A ∈ Er for some r > 0, then for each α > 0 there exists a positive constant c such that,
for all n ∈ Np,
‖AnBn‖WPα ≤ c‖Bn‖WPα and ‖BnAn‖WPα ≤ c‖Bn‖WPα .
Proof. The result is a direct calculation by writing the product of An and Bn in terms of the standard
summation for product of matrices and applying Lemma 8.4. 
We are now ready to present the improved result of Proposition 6.3 for a matrix sequence having
a multilevel band.
Proposition 8.6. If each of two sequencesA andB of positive definite matrices has a multilevel band and
there exists a positive constant κ such that ‖A−1n ‖2 ≤ κ and ‖B−1n ‖2 ≤ κ for all n ∈ Np, then there exists
a positive constant c such that, for all n ∈ Np,
‖A−1n − B−1n ‖WPα ≤ c‖An − Bn‖WPα .
Proof. It suffices to show that A−1,B−1 ∈ Er for some r > 0, since the desired result will follow
from applying Lemma 8.5 twice to the right-hand side of the equality (4.5).
Because both sequencesA andB have amultilevel band, it follows from Proposition 8.3 that there
exist positive constants c1 and r0 such that, for all n ∈ Np and j, l ∈ Nn,∣∣(An)j,l∣∣ ≤ c1Er0,p,n(j, l) and ∣∣(Bn)j,l∣∣ ≤ c1Er0,p,n(j, l).
This, combined with the fact that both ‖A−1n ‖2 and ‖B−1n ‖2 are uniformly bounded, ensures that
A,B ∈ Er0 . By Proposition 3.7, we conclude thatA−1,B−1 ∈ Er for any r < r0. 
The rest of this section is devoted to convergence analysis of the approximate kernel matrix
sequence generated by a compactly supported kernel. This is fulfilled by showing that a compactly
supported kernel generates a matrix sequence having a multilevel band.
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Theorem 8.7. Suppose that k is continuously differentiable and compactly supported in R. If
assumptions (H2) and (H3) hold, then for each α > p there exists a positive constant c such that, for
all n ∈ Np,
‖K−1µ,n − U−1µ,n‖S,Pα ≤ c
(‖Xn −Mn‖WPα + 1) (nmin)− α2α+p .
Proof. We first show that Uµ has a multilevel band. Since k has a compact support, there exists a
positive integer N such that
k(x) = 0, |x| ≥ Nh. (8.5)
Note that, for all n ∈ Np and j, l ∈ n,∣∣(Un)j,l∣∣ = |u|j−l|| ≤∑
t∈Np2
|k(‖dn(t, j, l)hn‖2)| . (8.6)
For each τ ∈ Np, if N ≤ |jτ − lτ | ≤ nτ −N , then for all tτ ∈ N2, dnτ (tτ , jτ , lτ ) ≥ N , which implies that
‖dn(t, j, l)hn‖ ≥ dnτ (tτ , jτ , lτ )hn,τ ≥ Nhn,τ .
Combining this with assumption (H3) yields that
‖dn(t, j, l)hn‖ ≥ Nh. (8.7)
It follows from (8.5)–(8.7) that, for all n ∈ Np and j, l ∈ Nn, if N ≤ |jτ − lτ | ≤ nτ −N for some τ ∈ Np,
then (Un)j,l = 0. That is,U has a multilevel band, and so doesUµ.
We next show thatKµ also has a multilevel band. Assumption (H2) implies that when |jτ − lτ | ≥
Nh−c0
h0
for some τ ∈ Np, ‖xj − xl‖ ≥ |jτ − lτ |h0 + c0 ≥ Nh. This, combined with (8.5), yields that, for
all n ∈ Np and j, l ∈ Nn, if |jτ − lτ | ≥ N + c3h for some τ ∈ Np, then (Kn)j,l = k(‖xj − xl‖) = 0. That
is,K has a multilevel band, and so doesKµ.
Consequently, by Proposition 8.3,K,U ∈ Pα implies thatK−1,U−1 ∈ Pα . Combining this with
Lemma 6.4 yields that there exists a positive constant c1 such that, for all n ∈ Np and j, l ∈ Nn,
‖K−1µ,n − U−1µ,n‖S,Pα ≤ c1
(‖K−1µ,n − U−1µ,n‖WPα + 1) (nmin)− α2α+p .
It follows from Proposition 8.6 that there exists a positive constant c2 such that, for all n ∈ Np and
j, l ∈ Nn,
‖K−1µ,n − U−1µ,n‖WPα ≤ c2‖Kµ,n − Uµ,n‖WPα ,
which implies that
‖K−1µ,n − U−1µ,n‖S,Pα ≤ c1
(
c2‖Kµ,n − Uµ,n‖WPα + 1
)
(nmin)
− α2α+p . (8.8)
Note that the assumption that k is continuously differentiable and has a compact support inR implies
that (H4) and (H1-P) holdwith β = 1 and any γ > 0. Hence, by Proposition 7.7, there exists a positive
constant c3 such that, for any n ∈ Np,
‖Kµ,n − Uµ,n‖WPα ≤ c3
(‖Xn −Mn‖WPα + 1) .
This, together with (8.8), implies the desired result. 
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