Abstract. We prove that if a rectangular r × n matrix with uniformly small entries and approximately orthogonal rows is applied to the independent standardized random variables with uniformly bounded third moments, then the empirical CDF of the resulting partial sums converges to the normal CDF with probability one. This implies almost sure convergence of empirical periodograms, almost sure convergence of spectra of circulant and reverse circulant matrices, and almost sure convergence of the CDF's generated from independent random variables by independent random orthogonal matrices.
Results
The study of spectra of circulant matrices lead Massey, Miller and Shinsheimer [14] to an almost sure Central Limit Theorem (CLT) which takes a different form than the celebrated almost sure CLT discovered by Brosamler [6] and Schatte [18] . Our main result extends [14, Theorem 5 .1] in several ways: we allow more general weights, we do not assume identical distributions, we do not assume higher moments than three, and we prove multivariate convergence. We consider weighted sums of independent random variables with the weights that come from matrices with "almost orthogonal" rows and uniformly small entries. Namely, let U (n) = [u (n) i,j ] be a family of real r n × n matrices, n ≥ 1. We assume that for some constants C, δ > 0 which do not depend on n = 1, 2, . . . , we have For application to periodograms, we will also need to consider pairs U (n) , V (n) of such matrices , and then we will assume that in addition we have k2,j ≤ C (log(1 + r n )) 1+δ .
An example of a sequence of such pairs U (n) , V (n) of matrices with r n ≤ ⌊ n−1
Then (1.1) holds trivially, while (1.2), and (1.3) follow from the fact that 2r n < n and the following well known trigonometric identities hold for 1 ≤ k 1 < k 2 ≤ n:
In addition, for 1 ≤ k ≤ n,
Denote by Φ(x) the standard normal cumulative distribution function; N (m, σ 2 ) denotes the normal law with mean m and variance σ 2 ; X n ⇒ X denotes weak convergence of laws. All random variables are assumed to be defined on a common probability space (Ω, F , P ).
To avoid cumbersome notation, we state the theorem for the univariate and bivariate cases only. The m-variate extension requires introducing m sequences of matrices that satisfy conditions (1.1) and (1.2), with each pair from the n-th level satisfying condition (1.3); the proof requires only minor changes. Theorem 1.1 (Almost sure CLT). Suppose X 1 , X 2 , . . . are real independent random variables such that E(X j ) = 0, E(X 2 j ) = 1, and sup k E|X k | 3 < ∞. Fix r n ր ∞.
(i) For n = 1, 2, . . . , let U (n) be an r n × n matrix such that conditions (1.1), (1.2) hold with some C, δ independent of n. Define
Then with probability 1,
(ii) For n = 1, 2, . . . , let V (n) be an r n × n matrix such that conditions (1.1),
k,j , and such that the pairs
satisfy condition (1.3). Define
Then there is a measurable set Ω 0 ⊂ Ω of probability 1 such that for all x, y ∈ R,
We also have the companion weak limit theorem and the large deviation principle for the univariate case with trigonometric coefficients given by (1.4) under the restrictions on the rate of growth of r n . The most interesting case, r n = [(n − 1)/2], which corresponds to the spectral measures of random circulant matrices, is unfortunately not covered by our result; LDP for spectra of other random matrices are in [9, Chapter 5] . Proposition 1.2. Suppose X 1 , X 2 , . . . are real independent random variables such that E(X j ) = 0, E(X 2 j ) = 1, and for some constant τ > 0, (1.13) sup
Let U (n) be given by (1.4), and suppose that r n → ∞ is such that
Then for x ∈ R,
Condition (1.13) holds for the i.i.d. sequences with τ that depends on the law of X 1 when E(exp(δ|X|)) < ∞ for some δ > 0. We remark that (1.15) holds true with assumptions (1.13) and (1.14) replaced by the assumption that there is p > 0 such that sup
This follows from our proof, after substituting [17, Section 5, Corollary 5] for Lemma 2.4. The large deviation principle (LDP) was motivated by [13, Theorem 1] , which gives the LDP from the Brosamler-Schatte almost sure CLT. To formulate the result we need more notation. Let M 1 (R) denote the Polish space of probability measures on the Borel sets of R with the topology of weak convergence. For S n,k given by (1.9), consider the empirical measures
The rate function I : M 1 (R) → [0, ∞] in our LDP is the relative entropy of with respect to the standard normal law, i.e. if φ(x) denotes the normal density and
φ(x) f (x)dx if ν has the density f with respect to the Lebesgue measure and the expression is integrable, and I(ν) = ∞ otherwise. It is well known that the level sets I −1 [0, a] are compact for a < ∞. The conclusion of the next result is the LDP of the empirical measures µ n with speed r n and the rate function I(·). then for all open sets G and closed sets
We postpone the proofs to section 2, and we first give some applications.
1.1. Application to periodograms. The periodogram of a sequence (X j ) is
The empirical distribution of the periodogram is the (random) CDF
Theorem 1.1 strengthens the conclusion of [11, Proposition 4.1] to almost sure convergence at the expense of the assumption that third moments are finite.
Proof. Following [11, (2.1)], we write F n (x) = µ n ((−∞, x]) as the CDF of the empirical measure
where S n,k and T n,k are defined by (1.9) and (1.11) with matrices U (n) , V (n) given by (1.4). The result follows from Theorem 1.1: if h : E → F is a continuous mapping of Polish spaces and discrete measures 1 n n k=1 δ x k converge weakly to some probability measure ν on the Borel sigma-field of E, then the discrete measures 1 n n k=1 δ h(x k ) converge weakly to the probability measure ν • h −1 , see e.g. [3, Theorem 29.2]. We apply this to h : R 2 → R given by h(x, y) = x 2 + y 2 and to ν on Borel sets of R 2 , which is the product of the standard normal laws. Then ν • h −1 is the Chi-Squared law with 2 degrees of freedom, i.e. it is the standard exponential law with the CDF given by 1 − e −x for x ≥ 0. Since the limit (1 − e −x ) + is a continuous CDF, it is well known, see [3, Exercise 14.8] , that the convergence is uniform with respect to x. Proof. Ref. [5] and [4, Theorem 5] analyze the asymptotic spectrum of the n × n symmetric random matrices with the typical eigenvalues of the form ± S 2 n,k + T 2 n,k , where k = 1, 2, . . . , ⌊ n−1 2 ⌋, and
Omitting at most two eigenvalues does not change the convergence of the spectral measure, so theorem 1.1 implies that the convergence holds with probability one by the argument similar to the proof of Corollary 1.4.
Suppose A n is a symmetric random circulant matrix formed from the independent random variables by taking as the first row [ 5] . To justify the later claim, we note that a "palindromic matrix" analyzed in [14] differs from A n by the last row and column only; thus their ranks differ by at most one, and asymptotically "palindromic matrices" and random circulant matrices have the same spectrum, see [1, Lemma 2.2]. Corollary 1.6. If X 1 , X 2 , . . . are independent with uniformly bounded third moments, with common mean E(X j ) = m and common variance V ar(X j ) = σ 2 > 0, then the spectrum of
A n converges weakly with probability 1 to the standard normal law.
Proof. Subtracting the rank 1 matrix does not change the asymptotic of the spectrum, thus without loss of generality we may assume m = 0; rescaling the variables by σ > 0 we can assume E(X 2 j ) = 1. With the exception of at most two eigenvalues, the remaining eigenvalues of A n / √ n are of multiplicity two and are given by (1.9) with the trigonometric matrix U (n) given by (1.4), see [5, Remark 2] . Thus the weak convergence with probability one of the spectral law of A n / √ n to N (0, 1) follows from Theorem 1.1.
1.3.
Application to random orthogonal matrices. A well known result of Poincaré says that if U (n) is a random orthogonal matrix uniformly distributed on O(n) and x n ∈ R n is a sequence of vectors of norm √ n then the first k coordinates of U (n) x n are asymptotically normal and independent, see e.g. [3, Exercise 29.9].
Corollary 1.7. Let X 1 , X 2 , . . . be independent, E(X j ) = 0, E(X 2 j ) = 1 and sup j E(|X j | 3 ) < ∞. Let U (n) be a random orthogonal matrix uniformly distributed on O(n) and independent of (X j ). Define S n,k by (1.9). Then with probability one
Proof. This result has a direct elementary proof, which we learned from Jack Silverstein. This proof shows that the result holds true also for i.i.d. random variables with finite second moments. Here we derive it as a corollary to Theorem 1.1. Orthogonal matrices satisfy (1.2) with r n = n. By [10, Theorem 1], (1.1) holds with probability 1. Therefore, redefining U (n) and (X j ) on the product probability space Ω U × Ω X , by [10, Theorem 1], there is a subset Ω ′ U of probability 1 such that for each ω 1 ∈ Ω ′ U by Theorem 1.1 there is a measurable subset Ω X,ω1 ⊂ Ω X of probability one such that (1.17) holds. By Fubini's Theorem, the set of all pairs (ω 1 , ω 2 ) for which (1.17) holds has probability one. To use Lemma 2.1, fix real s, t and consider the (random) characteristic function
Lemma 2.2. There is C = C(t) that does not depend on n > 1 such that for all large enough n > N (t) we have
Proof. The left hand side of (2.1) is
Denote ϕ j (t) = E(e itXj ). Then the left hand side of (2.1) can be bounded by
We will show how to bound the middle term, as the last one is handled similarly. Trivially,
By (1.1), for large enough n we have
We now use the well known bound, see e.g. [3, (27.13) ], which bounds the first term by
The second term is bounded using (1.2) and (1.3) as follows. We first note that
where
Since |e a − e b | ≤ |a − b| max u∈[a,b] e u , and (2.5) holds, therefore for large enough n this implies
To prove almost sure convergence we will use the following. 
1+δ then Z n → 0 with probability 1.
Proof of Theorem 1.1. To prove part (ii), let Y k = exp(isS n,k +itT n,k )−e −s 2 /2−t 2 /2 . Then by Lemma 2.2, the assumptions of Lemma 2.3 are satisfied. So Z n (ω) = Φ n (s, t, ω) − e −s 2 /2−t 2 /2 → 0 with probability one. By Lemma 2.1, this implies (1.12).
The proof part (i) is similar, and essentially consists of taking t = 0 in the above calculations; once we establish the weak convergence on a set Ω 0 of probability 1, due to continuity of Φ(x), the convergence is uniform in x for every ω ∈ Ω 0 , see [ Then there is a constant c such that for every n one can realize X 1 , X 2 , . . . , X n on a probability on which there are i.i.d. N (0, 1) random variables X 1 , X 2 , . . . , X n such that the partial sums
(Recall that τ is defined in (1.13).)
We use this lemma as follows. For every n, we redefine X 1 , X 2 , . . . , X n onto a new probability space (Ω n , F n , P n ) on which we have the i.i.d. standard normal r.v. X 1 , X 2 , . . . , X n which satisfy (2.6). We then define {S n,k : k = 1, 2, . . . , r n } by (1.9), and we also define
(Clearly we should have used the triangular array notation (X j,n ) j instead of (X j ) j ; we can safely omit the subscript n here, since its re-appearance in the partial sums S n,k keeps track of n anyway.) The assumptions and the conclusions of Propositions 1.2 and 1.3 are not affected by such a change.
We note that from the trigonometric identities (1.5-1.8), it follows that for fixed n random variables S n,1 , S n,2 , . . . , S n,rn are i.i.d standard normal. Therefore, if r n → ∞ then for any η we have (2.8)
(This is just the normal approximation to the binomial random variables with the
Consider now the corresponding empirical measures (2.9)
If r n → ∞, then by Sanov's Theorem, see e.g. [7] , for all open sets G and closed sets F in P(R),
The plan of proof is to deduce Propositions 1.2 and 1.3 from these two facts. By taking a product space, without loss of generality we assume that all random variables S n,k , S n,k , n ≥ 1, 1 ≤ k ≤ r n , are defined on the common probability space. We never need joint distributions of these variables for different n, but such a choice simplifies the notation.
Proof of Proposition 1.2. Denote
and let Z n (x) denote the corresponding sum for the i.i.d. normal random variables (2.7) from Lemma 2.4. Fix ε > 0, and let ε n = ε 2π/r n . From the trivial bound
Since cos(·) is a Lipschitz function,
(S j − S j ) cos 2πjk n − cos 2π(j + 1)k n + n −1/2 |S n − S n | ≤ n −1/2 max k≤rn n−1 j=1 |S j − S j | 2πk n + n −1/2 |S n − S n | ≤ 1 + 2πr n √ n max 1≤j≤n |S j − S j |.
From Lemma 2.4 we see that for large enough n so that r n / √ n ≤ c/τ we have by Markov inequality Pr(A n ) ≤ Pr max
Thus R n → 0 in probability. Since ε > 0 is arbitrary, Proposition 1.2 follows from (2.10) by (2.8).
Our proof of Proposition 1.3 is based on the following approximation lemma. |S n,k − S n,k | ≤ 1.
If the empirical measures (2.9) satisfy the LDP in M 1 (R) with speed r n and a good rate function I(·), then the empirical measures (1.16) satisfy the LDP in M 1 (R) with the same speed r n and the same rate function I(·).
Proof of Proposition 1.3. Since the Large Deviation Principle for µ n follows from Sanov's Theorem, to end the proof we only need to verify assumption (2.12) of Lemma 2.5. Using (2.11), we see that for large n there is C such that
|S n,k − S n,k |) ≤ E exp(θr n max 1≤k≤rn |S n,k − S n,k |) ≤ E exp(Cr
Since r 2 n n −1/2 → 0, therefore for large enough n we can apply (2.6). We get r −1
n log E exp(θ rn k=1 |S n,k − S n,k |) ≤ C log(1 + n/τ ) r n → 0.
