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Semantic data models provide a map of the components of an information system.  The characteristics of these
models affect their usefulness for various tasks (e.g., information retrieval).  The quality of information
retrieval has obvious important consequences, both economic and otherwise.  Traditionally, data base
designers have produced parsimonious logical data models.  In spite of their increased size, ontologically
clearer conceptual models have been shown to facilitate better performance for both problem solving and
information retrieval tasks in experimental settings.  The experiments producing evidence of enhanced
performance for ontologically clearer models have, however, used application domains of modest size.  Data
models in organizational settings are likely to be substantially larger than those used in these experiments.
This research used an experiment to investigate whether the benefits of improved information retrieval
performance associated with ontologically clearer models are robust as the size of the application domains
increase.  The experiment used an application domain of approximately twice the size as tested in prior
experiments.  The results indicate that, relative to the users of the parsimonious implementation, end users of
the ontologically clearer implementation made significantly more semantic errors, took significantly more time
to compose their queries, and were significantly less confident in the accuracy of their queries.
Keywords:  Scalability, ontology, parsimony, semantic data models
Introduction
Semantic data models provide managers, information retrieval agents, and other knowledge workers with a map of the components
of an information system and of the relationships between these components.  The underlying philosophy of the approach chosen
to represent the components and their interrelationships determines the characteristics of the resulting models (Wand et al. 1999).
The characteristics of these models, in turn, affect their usefulness for various tasks (e.g., information retrieval).  The quality of
information retrieval has obvious important consequences, both economic and otherwise.  Because of these consequences, the
information systems community has devoted considerable attention to semantic data models and alternative modeling approaches
(for examples, see Balzer 1979; Owei et al. 2002; Young and March 1995).
Recent research into semantic data modeling has included investigations into the effects of greater or lesser ontological clarity
on a range of tasks.  This line of research is epitomized by the three experiments reported by Bodart et al. (2001), which indicated
that parsimonious data conceptual models favored recall and comprehension tasks but that ontologically clearer conceptual models
favored problem-solving tasks.  The favorable results for problem-solving tasks occurred in spite of the larger size of the
ontologically clearer conceptual models (Weber 2003).  Conceptual data models are used as a basis for preparing the logical data
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ontologically clearer model, however, would also include an entity for new inventory items that have not yet experienced any orders.
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models (Hoffer et al. 2004).  End users interact with these logical data models when preparing queries to satisfy information
requests.  Recent research has shown that ontologically clearer logical models of approximately the same size as used in the
Bodart et al. experiments produce better information retrieval performance than the equivalent parsimonious logical models
(Bowen et al. 2004).
Two of the primary differences between parsimonious and ontologically clearer logical models relate to optional properties.
Parsimonious data models typically permit optional attributes (i.e., allow attributes to contain NULLs).  They also permit optional
relationships (i.e., relationships with minimum cardinalities of zero).  Weber (1997, 2003) asserts that ontologically clearer
semantic data models should eliminate optional properties, both attributes and relationships, by creating subtypes—usually
mutually exclusive subtypes.1  Making these types of changes results in ontologically clearer models that contain more entities
than the corresponding parsimonious models.  Applying these guidelines to achieve greater ontological clarity in organizations’
real world semantic data models is likely to result in substantially larger data models (i.e., a much larger number of entities for
each application domain).
Extant research into the effects of ontologically clearer models has typically used relatively small data models in terms of the
number of attributes and entities (for examples, see Bodart et al. 2001; Burton-Jones and Weber 1998).  Given the potential growth
in the number of entities that could result from converting parsimonious to ontologically clearer models, this research investigates
whether the results of prior research indicating better performance for ontologically clearer models are scalable.  That is, this
research tests whether, relative to parsimonious logical data models, ontologically clearer logical data models still improve
information retrieval performance as the application domains and corresponding data models increase in size.  Because
organizations’ data models can contain hundreds, thousands, and even tens of thousands of attributes and entities, this research
question is of substantial relevance to both IS academics and practitioners.
Background
Complexity, Size, and Performance
Complexity, often using size as a proxy, has been predicted to negatively affect performance (for examples, see Campbell 1988;
Crossland et al. 1995).  The principles of parsimony (Occam’s razor), bounded rationality (Simon 1957), and minimum description
length (Hansen and Yu 2001; Rissanen 1978) all imply that, at least past some point, increases in size lead to impaired
performance.  Statistical model selection criteria such as Akaike’s information criterion (AIC) (Akaike 1974) and the Bayesian
information criterion (BIC) (Schwarz 1978) attempt to balance the benefits of more detailed models (i.e., increased information)
against information overload (i.e., increases in model size).  Software defect prediction models (e.g., Akiyama 1971; Halstead
1975; Lipow 1982) consistently include terms that associate increases in size with increases in program defects (Fenton and Neil
1999).
Relative to spatial tasks, complexity can be viewed as comprised of component complexity, coordinative complexity, and dynamic
complexity (Wood 1986).  Using Wood’s definition of complexity, Mennecke et al. (2000) conducted a map reading experiment
that included testing the effects of complexity on problem-solving accuracy and efficiency.  They found statistically significant
results for their hypothesis that increases in task complexity reduce solution accuracy and partial support for their hypothesis that
increases in task complexity reduce solution efficiency.  Notably, Mennecke et al. did not find any efficiency differences for
solution efficiency for low complexity tasks.  Relative to the research reported in this paper, parsimonious models could be viewed
as having the greater component complexity (i.e., individual entities are more likely to contain more and more complex attributes).
Conversely, ontologically clearer models are likely to exhibit greater coordinative complexity (i.e., increasing clarity by creating
subtypes produces more entities which requires the query formulations to perform more data reassembly—more joins).
Complexity and End User Query Performance
A large body of research exists that investigates factors that affect end-user query performance (Axelsen et al. 2001; Borthick et
al. 2001a; Borthick et al. 2001b).  Query performance has been shown to be affected by end users’ abilities to understand the
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application domain (Chan et al. 2004; Jih et al. 1989; Rho and March 1997) and by end users’ abilities to translate their
understanding of the query domain correctly into a query language (Chan et al. 1999; Chan et al. 1993; Suh and Jenkins 1992).
Many meanings of complexity can be found within the context of information processing.  Researchers, however, are consistent
in asserting a positive relationship between complexity and errors in task performance (i.e., as task complexity increases,
performance decreases; Borthick et al. 2001b; Campbell 1988; Chan 1999; Jih et al. 1989; March and Simon 1958; Rho and
March 1997).  Furthermore, as task complexity increases, end users’ confidence in their solutions to the problems is likely to
decrease (Campbell 1988; Gardner and Serra 1997). Problems arising from more complex queries include lower effectiveness,
efficiency, and confidence.
The Bunge-Wand-Weber Model
Bunge’s (1977) theory of ontology, applied to information systems by Wand and Weber (1993), has gained widespread attention
within both the Information Systems and Software Engineering conceptual modeling domains.  In particular, the Bunge-Wand-
Weber (BWW) model has been investigated in several application domains (e.g., business and conceptual modeling).  In addition
to the research conducted by Bodart et al. (2001), empirical tests of the effects of ontological clarity have been conducted by
Burton-Jones and Weber (1998) and by Gemino (1998).  Burton-Jones and Weber found that when experimental participants had
to place greater reliance on the models, participants using the ontologically clearer model performed better.  Similar to the Bodart
et al. results, Gemino found that, for problem-solving tasks, participants using ontologically clearer models exhibited superior
performance.
Optional Properties
Optionality is an important feature of many conceptual modeling grammars (Bodart et al. 2001). Wand et al. (1999) and Weber
(1997), however, argue things are perceived via the properties they possess, not via the properties they do not possess. To clearly
convey the ontological meaning of the constructs in conceptual models, Wand and Weber (1993) and Weber (2003) state that
optionality should be avoided. Within data modeling, two optional situations can arise. The first situation occurs when a thing
may or may not possess an attribute (i.e., an optional attribute).  In relational database management systems (RDBMSs), optional
attributes occur when an attribute can contain NULLs.  The second situation occurs when a thing may or may not participate in
a relationship with another thing (i.e., an optional relationship).  In RDBMSs, optional relationships occur when the minimum
cardinality between two tables is zero.
These two situations can be avoided and thus ontological clarity improved through the use of subclasses, typically mutually
exclusive subclasses (Weber 2003).  To derive an ontologically clearer data model by removing the optional properties, the data
modeler creates a subclass that represents those things that possess the property and other subclasses representing those things
that do not possess the property.  To derive an ontologically clearer data model by removing the optional relationships, the data
modeler creates one subclass representing those things that participate in the relationship being modeled and other subclasses
representing those things that currently do not participate in the optional aspects.
An additional consideration for improving ontological clarity is the removal of associative entities.  As only things can have
properties, all associative entities need to be replaced by real entities that require two additional relationships.
The Conflicting Effects of Ontological Clarity
The data structure (or data model) portrays the logical organization of the database to users. To develop a query, end users map
the constructs in the information request to the attributes in the database.  The two alternative data structures, parsimonious and
ontologically clearer, yield different numbers of entities and relationships.  To remove optional attributes and relationships implies
the use of subtyping. Unfortunately, the use of subtyping implies the number of entities in the data models then will increase
markedly.  The removal of associative entities also implies that additional relationships are included.  When formulating queries
for these ontologically clearer data structures, end users often need to reassemble the fragmented data.  This data reassembly
results in queries that contain more terms and more complicated logic.
Bowen et al./Effects of Ontological Clarity & Application Domain Size
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Parsimonious data structures contain fewer entities and, thus, require less reassembly of data. Parsimonious data structures,
however, contain optional properties.  To obtain the correct data from parsimonious data structures often requires the appropriate
use of IS NULL or IS NOT NULL in the WHERE CONDITION clause of an SQL statement or of IN or NOT IN subqueries.
The correct use of such conditions requires more cognitive effort than the corresponding queries of ontologically clearer data
structures where the IS NULL or IS NOT NULL statements or the IN or NOT IN subqueries are not required.  Thus, while
parsimonious data structures are smaller and require less data reassembly, an additional level of complexity is imposed through
the use of optional properties.
Effects of Ontological Clarity, Data Structure Size, and Performance
Prior research has found that for problem-solving tasks, participants using conceptual data models containing mandatory properties
outperformed participants using the equivalent conceptual data models containing optional properties (i.e., end users given
ontologically clearer diagrams performed better; Bodart et al. 2001).  The ontologically clearer representations used in these
experiments are quite small when compared with those used by business organizations.
Ontologically clearer representations contain more entities than parsimonious representations.  For small data models,
ontologically clearer representations provide more detail and cause end users to think more deeply about the entities and their
relationships.  When the representations are still relatively small, despite the fact they are larger than the traditional, parsimonious
models, end users are not likely to experience information overload.  That is, for small data models, in spite of their larger size,
ontologically clearer representations, on balance, improve problem solving (Weber 2003).
End-user cognition required to fully comprehend larger data models is higher than for smaller models.  When sufficiently large
data models are used, end users mentally decompose the data model into cognitive portions that contain the entities, attributes,
and relationships they require.  Additionally, if the information request is sufficiently complex, end users will tend to break it into
smaller, more solvable, parts.  End-users experience information overload when the information requests cannot be decomposed
into their relatively small “chunks.”  Due to their size, larger, ontologically clearer data representations are more likely to cause
information overload than traditional, parsimonious representations.  The increased information overload is likely to lead to an
increase in the number of semantic errors made by end users, hence:
Hypothesis 1: For medium and larger application domains, end users querying ontologically clearer data structures
make more semantic errors than end users querying the equivalent parsimonious data structures. 
More complex tasks require more exacting logic.  The increased complexity of both data structures, and the increased probability
of making query formulation errors, lead to an increase in the time taken to compose queries.  Parsimonious and ontologically
clearer data structures present end users with different types of challenges and, therefore, both data structures affect the time taken
to compose end-user queries.  Due to their size, larger, ontologically clearer data representations are more likely to cause
information overload than traditional, parsimonious representations.  The increase in cognitive effort required to process this over-
load implies more time will be needed to compose the query, leading to the following hypothesis:
Hypothesis 2: For medium and larger application domains, end users querying ontologically clearer data structures
take more time to construct queries than those querying parsimonious data structures. 
For effective decision making, end users must first extract the correct information from the database.  After extracting information
from the database, end users’ confidence in the correctness of their queries affects their willingness to rely on the information
produced.  If they are not confident that their query formulations are correct, then they may not fully rely on the information
obtained.  More complex tasks require more exacting logic.  The more exacting logic makes end users more aware of the
possibility that errors may occur and thus reduces their confidence in the correctness of their queries.  Parsimonious and
ontologically clearer data structures present end users with different challenges and, therefore, both data structures affect end
users’ confidence in the accuracy of their queries.  Due to their size, larger, ontologically clearer data representations are more
likely to cause information overload than traditional, parsimonious representations.  The increased in cognitive effort required
to process this overload implies there will be a decrease in the confidence of the end user in the accuracy of their query.  Hence,
Hypothesis 3: For medium and larger application domains, end users querying ontologically clearer data structures
are less confident than those querying parsimonious data structures. 
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2Both data structures satisfied third-normal form.
3Prior to the experiment, participants had received  three 2-hour lab training sessions, two 2-hour lab quizzes, and approximately  6 hours of
in-class instruction in ERDs and SQL queries.
4When the two coders compared their solutions, the possible outcomes were initial total agreement, one coder being deemed correct, or both
coders changing their solution.  Given the criteria of making the minimum number changes to reach a semantically correct solution, after re-
examining each query and each coder’s solution, the coders were always able to reach agreement on the number of errors, if any, in each
participant’s query.
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Research Method
Research Design, Participants, and Data Collection
In a laboratory experiment, participants composed and executed queries in SQL for one of two data structures.  Initially, two
conceptual data models were created.  The traditional conceptual data model contained optional attributes, optional relationships,
and associative entities.  The second conceptual data model had the optional attributes, optional relationships, and associative
entities replaced by their ontologically clearer equivalents.  These two conceptual data models were then transformed to their
equivalent logical data structures2 (i.e., the parsimonious logical data structure and ontologically clearer logical data structure;
see Appendix A).  Forty-five advanced undergraduate and Master’s level Commerce students participated in the experiment.  All
participants were familiar with general computing concepts and activities and, prior to the experiment, had received training in
developing SQL queries.3  All participants received a set of instructions containing the scenario and the details of tasks to be
performed.  To control experience and education effects, participants were assigned to one of two groups according to their GPA.
The person with the highest GPA was ranked 1, the next ranked 2, etc.  Participants were assigned to groups according to their
rank (i.e., 1 to group A, 2 to group B, 3 to group B, 4 to group A, etc).  This method of assignment was intended to make the two
groups as equivalent as possible. The groups were then randomly assigned to a treatment.
The participants had two hours to construct, as accurately as possible, appropriate queries for as many of the 14 information
requests (Appendix B) as they could.  Participants received 7 percent course credit for participating.  Participants were informed
that they would be marked on the accuracy of each of the queries they entered.  Because the correct query formulations were
generally increasing in complexity, participants were encouraged to do their best on each query before moving to the next
information request.  Each information request had two correct formulations, one for the parsimonious data structure and one of
the ontologically clearer data structure.  The information requests were derived after three independent experts were given a
description of the data contained in the data structure and the scenario.  The experts were three academics, one with expertise in
management accounting, one with expertise in logistics, and one with expertise in knowledge management.  Each expert was
asked to supply information requests they expected to be required for operations management in the running of a trucking
company.  These requests were used as the basis for the information requests in this experiment.
Participants used a UNIX shell script that recorded their entire session.  Each participant was presented the information requests
in the same order.  After each query attempt was executed, the system displayed the SQL result (i.e., either the rows returned by
the query or a syntax error message).  Participants could revise their queries as many times as they wished.  When they indicated
that they were satisfied with the result they obtained for a particular request, participants were prompted to specify their
confidence that the query results were correct.  After indicating their confidence levels, participants proceeded to the next
information request.  Once an information request had been completed by the participants, they could not return to it.
Operationalizing the Variables 
Dependent Variables
Two experienced coders independently determined the minimum number of changes, if any, required to make each query from
each participant semantically correct.  After the two individuals independently performed this task, they cross-checked their error
coding sheets (Appendix C) for correctness and consistency and resolved any differences.4  The number of changes (errors) is
the dependent variable for hypothesis 1.
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containing a sub-query or outer join, for example, is likely to be shorter that a query joining multiple tables.  Participants, however, often find
the shorter query more difficult and thus more challenging.
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The dependent variable for hypothesis 2 is the total time taken to compose the query for each information request. The value for
this variable (time) was determined by examining the log files.
The dependent variable for hypothesis 3 is the participants’ self-assessed confidence levels for each query.  Participants were
allowed to attempt each information request as many times as they wished.  When a participant indicated that they were satisfied
that they had completed the particular request (i.e., did not wish to make another attempt), participants were prompted to specify
their confidence that the query results were correct.  Participants entered this measure on the following scale:  86 to 100 percent,
71 to 85 percent, 56 to 70 percent, 41 to 55 percent, 26 to 40 percent, 11 to 25 percent, and 0 to 10 percent.  The values were
transformed to a 7-point scale as follows:  ratings of 86 to 100 percent transformed to 7, ratings of 71 to 85 percent to 6, ratings
of 56 to 70 percent to 5, ratings of 41 to 55 percent to 4, rating of 26 to 40 percent to 3, rating of 11 to 25 percent to 2, and ratings
of 0 to 10 percent to 1.  
Independent Variables
The independent variable was group. Group was a categorical variable with the values of parsimonious and ontologically clearer.
Two covariates were included in the statistical models.  The information requests were generally of increasing complexity5 and,




Table 1 summarizes the participants’ characteristics and performance by data structure.  These results indicate that, in absolute
terms, participants generated more errors, took more time, and were less confident when querying the ontologically clearer data
structure.
Table  1.  Participant Characteristics and Performance
Data Structure
Parsimonious Ontologically Clearer
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Table 2.  Main Model and Effects of Data Structure on Accuracy
Panel A.  Effects of Data Structure on Semantic Errors
Source R2 df Mean Square F Value Pr > F
Model 0.3465 3 9140.18 55.14 0.0001
Error 312 165.77
Query 1 25758.54 155.39 0.0001
Group 1 3088.23 18.63 0.0001
GPA 1 1889.21 11.40 0.0008
Panel B.  Least Squares Means Analysis for Data Structure Type and Number of Semantic Errors
Model Data Structure Least -Squares Means
Significance
of Pairwise Comparison
Errors made/Request # Ontologically clearer 15.34
Parsimonious 8.98 0.0001
The Effect of Ontological Clarity on Total Semantic Errors
Comparing the parsimonious with the ontologically clearer group, ANCOVA results indicate that the number of semantic errors
was significantly associated with the level of ontological clarity (F3,312 =  18.63, p = 0.0001, two-tail test) (Table 2, Panel A).  The
least squares means (Table 2, Panel B) confirm that end users querying the ontologically clearer data structure made significantly
more semantic errors than end users querying the parsimonious data structure.
The Effect of Ontological Clarity on Time to Compose Queries
Comparing the parsimonious with the ontologically clearer group, ANCOVA results indicate that the time taken to compose a
query was significantly associated with the level of ontological clarity (F3,312 =  18.06, p = 0.0001, two-tail test) (Table 3, Panel
A).  The least squares means (Table 3, Panel B) confirm that end users querying the ontologically clearer data structure took
significantly longer to compose their queries than end users querying the parsimonious data structure.  
Table 3.  Main Model and Effects of Data Structure on Efficiency
Panel A.  Effects of Data Structure on Time Taken
Source R2 df Mean Square F Value Pr > F
Model 0.1349 3 1014.99 16.22 0.0001
Error 312 62.58
Query 1 1777.89 28.41 0.0001
Group 1 1130.18 18.06 0.0001
GPA 1 851.73 13.61 0.0003
Panel B.  Least Squares Means Analysis for Data Structure Type and Time Taken 
Model Data Structure Least -Squares Means
Significance
of Pairwise Comparison
Time/Request # Ontologically clearer 17.32
Parsimonious 13.47 0.0001
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Table 4.  Main Model and Effects of Data Structure on Confidence
Panel A. Effects of Data Structure on End Users Confidence
Source R2 df Mean Square F Value Pr > F
Model 0.1617 3 49.17 20.07 0.0001
Error 312 2.45
Query 1 76.86 31.37 0.0001
Group 1 77.24 31.52 0.0001
GPA 1 26.92 10.99 0.0001
Panel B.  Least Squares Means Analysis for Data Structure Type and Confidence
Model Data Structure Least -Squares Means
Significance
of Pairwise Comparison
Confidence/Request # Ontologically clearer 5.16
Parsimonious 6.16 0.0001
The Effect of Ontological Clarity on Confidence
Comparing the parsimonious with the ontologically clearer group, ANCOVA results indicate that end user confidence in the
accuracy of their queries was significantly associated with the level of ontological clarity (F3,312 =  31.52, p = 0.0001, two-tail test)
(Table 4, Panel A).  The least squares means (Table 4, Panel B) confirm that end users querying the ontologically clearer data
structure were significantly less confident in the accuracy of their queries than end users querying the parsimonious data structure.
Conclusions, Limitations, and Future Research
With an experiment based on a medium-sized application domain, this study examined the relationship between the level of
ontological clarity of data structures and query performance.  The results indicated that, relative to the users of the parsimonious
implementation, end users of the ontologically clearer implementation made significantly more semantic errors, took significantly
more time to compose their queries, and were significantly less confident in the accuracy of their queries.
This paper provides significant contributions to research into the effects of ontological clarity and human computer interactions.
The research provides an initial challenge as to whether the results of prior research (e.g., Bodart et al. 2001; Bowen et al. 2004;
Burton-Jones and Weber 1998; Gemino 1998) are robust as application environments increase in size.  That is, the generally
accepted idea that conceptually ontologically clearer data models improve problem solving may not hold when the size of the data
models increases.
Implications of these results for practitioners include exercising caution when striving for greater ontological clarity for logical
data models.  Practitioners should also improve metadata (e.g., data dictionaries for traditional parsimonious data structures) by
explaining the meaning of optional properties (both attributes and relationships) relative to state changes or subclassifications.
Implications of these results for researchers include the need to test whether the problem-solving benefits of greater ontological
clarity for conceptual data models holds in medium- and large-sized application domains.  Researchers also need to develop better
modeling grammars that facilitate greater ontological clarity for both conceptual and logical data models without dramatically
increasing the complexity of these semantic models.
This study has several limitations.  First, the usual caveats associated with laboratory experiments limit the generalizability of
the results.  Second, it used students as participants.  These participants had, however, received training in information technology
and business-related subjects.  Their level of query proficiency was likely to be typical of end users in many organizations.
Future research is needed to improve end users’ abilities to extract the information they need.  Six examples of such research are
noted here.  First, this experiment needs to be replicated using different application environments.  Second, further research could
investigate end-user performance using similar-sized (or even larger) data models.  These data models should include those with
which the end users are familiar.  Such research would allow an investigation of how ontological clarity affects end-user
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performance in more realistic business settings.  Third, research needs to be undertaken to determine when to use ontologically
clearer models and when to use other alternatives.  Fourth, theory needs to be developed and experimentally verified concerning
the construction of optimal mixed models that use features of both parsimonious and ontologically clearer models.  This future
research could investigate alternate ways of representing optionality within parsimonious data structures.  Fifth, research is needed
to determine the optimal characteristics of metadata for parsimonious data models (e.g., to minimize the effects of attributes that
can contain NULLS).  Sixth, to complete information retrieval tasks, users must first comprehend the application domain as a
necessary antecedent to formulating their queries.  Research is required to determine whether the users of the ontologically clearer
models performed less well because they experienced difficulty comprehending the application domain or because they were less
effective formulating their queries.
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Appendix B.  Information Requests
Question 1.  For drivers whose license expires prior to 1 December 2003, list surname, first name, license number, license
expiration date, and license types.
Question 2.  For drivers that have never received a performance rating, list their surname, first name, license number, employment
date, and age in years.
Question 3.  For cargo items shipped in a truck that the minimum temperature of the truck was greater than the maximum
temperature of the cargo item, list truck number, trip number, cargo item name, maximum temperature of the cargo item, and
minimum temperature of the cargo item.
Question 4.  Since 1 September 2003 (based on scheduled departure date), list each driver’s surname, first name, license number,
and the total number of kilometers they have driven.
Question 5.  For trips that had fewer than the recommended optimal number of drivers since 1 May 2003 (based on scheduled
departure date), list trip number, route number, scheduled departure date, scheduled arrival date, actual departure date, and actual
arrival date.
Question 6.  For loads that exceeded the legal max weight since 1 November 2003 (based on scheduled departure date), list trip
number and amount of excess weight.
Question 7.  For tankers carrying a load less than half of the allowable load along routes greater than 1000 km since 1 May 2003
(based on scheduled departure date), list route number, trip number, truck number, scheduled departure date, and scheduled arrival
date.
Question 8.  For drivers who, since 1 October 2003 (based on scheduled departure date), have driven more than five trips not
ranked as either their preference 1 or 2, list surname, first name, license number, number of trips that were not preference 1 or
2, and the route that is their first preference.
Question 9.  For drivers under 40 years old, list the number of drivers together with the average and standard deviation of those
drivers’ performance ratings.  In the same report, for drivers 40 and over, list the number of drivers together with the average and
standard deviation of those drivers’ performance ratings.
Question 10.  For bill clients with total delivery charges greater than $1000 since 1 November 2001 (based on actual delivery
date), list client number, client name, the total delivery charges together with their average and standard deviation of the number
of days between date paid and actual deliver date.
Question 11.  For trips since 1 November 2003 (based on scheduled departure date), list each drivers surname, first name and
percentage of trips they made that were more than 1 day late. Note that you should list all drivers, even if they have never been
more than 1 day late.
Question 12.  For company clients that are deliver clients associated with shipments with total charges greater than $1000 since
November 2002 (based on scheduled delivery date) and a promised delivery date since 1 November 2002 (based on scheduled
delivery date), list the client number, client name, total charges, and the percent change in charges from 1 November 2002 to 30
April 2003 versus charges from 1 May 2003 to 31 October 2003.
Question 13.  For trips since 1 May 2003 (based on schedule departure date), list route number, start city and state, end city and
state, and the revenue per kilometre driven.
Question 14.  For trips greater than 3000 km, with 2 drivers, that arrived 1 or more days early since 1 November 2002 (based
on scheduled departure date), list trip number, surname and first name of both drivers, scheduled departure date, scheduled arrival
date, actual departure date, and actual arrival date.
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Appendix C.  Error Counting Form
Name Question Number Attempts
SEMANTIC
Keywords and Logical Operators
View Select From Where Group by Having Order by
Set Operators
Where Union Intersect Minus
Symbols and Relational Operators
View Select From Where Group by Having Order by
Tables
View Select From Where Group by Having Order by
Attributes
View Select From Where Group by Having Order by
Values
View Select From Where Group by Having Order by
