I. INTRODUCTION
Macroscopic electric polarization is a fundamental concept in the physics of matter, upon which the phenomenological description of dielectrics is based (Landau and Lifshitz, 1984) . Notwithstanding, this concept has long evaded even a precise microscopic definition. A typical incorrect statement -often found in textbooks -is that the macroscopic polarization of a solid is the dipole of a unit cell. It is easy to realize that such a quantity is neither measurable nor model-independent: the dipole of a periodic charge distribution is in fact ill defined (Martin, 1974) I present here a comprehensive account of a modern theory of macroscopic polarization in crystalline dielectrics, which elucidates the fundamental quantum nature of the phenomenon. The scope of this work is limited to cases in which the polarization is due to a source other than an "external" electric field; a zerotemperature &amework is furthermore adopted, in which the ionic positions are "frozen. " The present formulation applies therefore mainly to lattice dynamics, piezoelectricity, and ferroelectricity. Even when the polarization of the solid is not due to an electric fieM. -as in the above-mentioned cases -the polarization may (or xnay not) be accompanied by a field, depending on the boundary conditions chosen for the macroscopic sample. The formulation given here concerns the polarization in a nul/ field. In the case of lattice dynamics the theory applies to transverse-optic zone-center phonons, whose polarization is measured by the Born (or transverse) efFective charge tensors.
According to the present viewpoint, the basic quantity of interest is the difFerence AP in polarization between two difFerent states of the same solid; this quantity is obtained &om a formulation whose only ingredients are the ground-state electronic wave functions of the crystal in the two states. The first step towards a theory of polarization was made by , who cast AP as an integrated macroscopic current. New avenues were then opened. by the historic contribution of King-Smith and Vanderbilt (1993) , who identified in AP a geoxnetric quantum phase (Berry, 1984 (Berry, , 1989 . Besides being very elegant, such an approach is extremely powerful on computational grounds, as has been demonstrated in some calculations for real materials (King-Smith and Vanderbilt, 1993; Dal Corso et a/. , 1993b; ). I present these recent findings from a slightly difFerent perspective, developing the formulation along a different logical path &om that of the original King-Smith and Vanderbilt paper. In full analogy with other geometric phase problems (Berry, 1984; Jackiw, 1988) , I define a "connection" (gauge-dependent, nonobservable) and its generalized curl, the "curvature" (gauge-invariant, observable). These two quantities play the same role as the ordinary vector potential and magnetic field in the theory of the Aharonov-Bohm (1959) effect, which is the archetypical geometric phase in quantum mechanics. I then cast the physical observable AP as a circuit integral of the connection. An outline of the present formulation has been presented elsewhere (Resta, 1993) .
In Sec. II I discuss the nature of polarization and screening as quantum phenomena; I then outline some analogies between the present case and. Other known occurrences of geometric phases in quantum mechanics.
In Sec. III I establish the main formalism, arriving at the basic definition of b.P, Eqs. (2) (Martin, 1974 Phillips, 1973) . Even oversimplified model screening theories for covalent materials must explicitly invoke quantum mechanics in some approximate form. This is the case for the popular screening models of Penn (1962; Grimes and Cowley, 1975) and Resta (1977) . The latter is based on the Thomas-Fermi approximation.
Within both these models, the valence electrons are schematized as a "semiconducting electron gas. " Polarization is due to a uniform current Bowing across the sample, while the role of local dipoles is totally ignored. In real materials the two extreme mechanisms -uniform polarization and local dipoles -coexist (for a thorough discussion, see Resta and Kunc, 1986 LP=AP; "+LP ),
1 AP, i = -dr r Ap(r).
V (3)
Using this definition, AP is a property of the charge of the finite sample. To define a bulk property requires taking the thermodynamic limit: LP has contributions Rom both the bulk and the surface regions, which in general cannot be disentangled. A successful strategy for arriving at a bulk definition is to switch &om charge to current . While the former is the squared modulus of the wave function, the latter is fundamentally related to its phase. Within a Bnite system, two alternate descriptions are equivalent, owing to the continuity equation: the charge that piles up at the surface during the continuous transformation is related to the current that fI.ows through the bulk region. This link is lost for an infinite crystal in the thermodynamic limit: the charge and the current (alias the wave function's modulus and phase) then carry quite distinct pieces of information. In this same limit, macroscopic polarization is a property of the current, not of the charge (contrary to a rather common belief, found in many textbooks).
Therefore, in order to evaluate LP in an infinite periodic crystal, one has to monitor the macroscopic current fm. owing through the unit cell. The geometric phase performs precisely this task in an elegant and effective way. An adiabatic macroscopic current was previously identiBed with a geometric phase in quite different contextssuch as the quantum Hall effect (e.g. , Prange and Girvin, 1987; Morandi, 1988) or sliding charge-density waves (Thouless, 1983; Kunz, 1986) (Resta, 1993) .
The occurrence of nontrivial geometric phases in the band theory of solids was first discovered by Zak (1989) and attributed to the breaking of crystal inversion symmetry. The Zak phase is an essential ingredient of the present approach to macroscopic polarization, and in fact a nonvanishing value of LP is allowed only if the crystal transformation breaks inversion symmetry.
Needless to say, the breaking of the same symmetry within a finite system does not produce any geometric phase, while instead the most common occurrence of a geometric phase is due to breaking of time-reversal symmetry, as in a magnetic field. Some formal analogies of the magnetic case with the present electrostatic one can be found at the level of the Hamiltonian (8) below, having discrete eigenstates, where a very peculiar (r-independent, q-dependent) vector potential appears. Some precursor considerations on this point can be found in an early (1964) paper of Kohn. The geometric phase approach -in its present statusis basically a one-electron theory, in the same sense as is the whole band theory of solids (Blount, 1962 (Pisani et aL, 1988) (Blount, 1962) :
The periodic functions u (q, r) will be a basic ingredient of the present theory. At a given q, they are discrete eigenstates of the Kohn- Kohn (1959 Kohn ( , 1973 Higher moments could be more problematic (Blount, 1962) . To ensure that Eqs. (2) and (12) define AP as a macroscopic observable of the system, it remains to prove gauge invariance and translational invariance; these steps are accomplished below. 
where I have used the cyclic invariance of the trace and the fact that S( ) coincides with the unit matrix: at q=q'. I then transform the last term using the well-known matrix identity (Schiff, 1968) det exp A = exp tr A, which, applied to A = lnU, yields tr (U VU) = V' lndet U =i%'8, I generalize the gauge-invariance proof of Zak (1989; Michel and Zak, 1992) to the multiband case upon considering the most general gauge transformation which changes the matrix S~"l(q, q') into S~"l(q, q') = U i(q)S~"l(q, q')U(q'). The integrands in Eq. (15) then become otherwise arbitrary, U must conserve Eqs. (9) and (14); of Pick, Cohen, and Martin (1970) . In the present formulation the total LP correctly vanishes for a rigid translation of the crystal as a whole.
V. GEOMETRIC QUANTUM PHASES
We start by introducing the scalar function p~~as the phase of the determinant of S~~: y~"l (q, q') = Im ln det S~"l (q, q'), (23) defined modulo 2m, which measures the "phase difference" between the Kohn-Sham orbitals at q' and those at q, once the Bloch phase is removed. In the jargon of geometric phases, Eq. (23) would be a Pancharatnam (1956) phase. Here it is a property of the occupied Kohn-Sham manifold as a whole and is of course gauge dependent; its infinitesimal variation is expressed as dp = V',.p~"l(q, q') dq.
The differential phase can be equivalently expressed in terms of the trace of S~&, since as is easily proven by applying the same identity in Eq. (18), to S~"l. One then exploits the fact that, at q'=q, S~"l(q i, q') coincides with the identity, while the trace of its q gradient is purely imaginary, owing to orthonormality.
Equation (25) Zak (1989; Michel and Zak, 1992) , in which a similar result is proved for a single band. Nonetheless, the present generalization to the occupied manifold as a whole is essential to cope with valence-band. crossings in real solids. A standard Berry phase is a circuit integral of the differential phase in a parameter space (Berry, 1984 (Berry, , 1989 Jackiw, 1988 (34)
The expressions given above, Eqs. (30) to (34), are those used in practical applications of the approach to real materials (King-Smith and Vanderbilt, 1993; Dal Corso et aL, 1993b; Resta et al. , 1993a Resta et al. , , 1993b , which have been performed within the local-density approximation (e.g. , Lundqvist and March, 1983) (Jackiw, 1988 ):
At the most elementary level, the connection is defined for a single state; the generalization to the set of the n lowest states is trivial, provided these n states are not degenerate with the higher ones at any point of the domain (Jackiw, 1988 
C C whose gauge invariance is by now almost obvious (Berry, 1984 (Berry, , 1989 Jackiw, 1988 Fig. 1 ). Berry's (1984 Berry's ( , 1989 notations, p)c) = -Im) /da (%au (g)~x~'veau )5)),
The surface integral over the unit square in Fig. 1 (Vogl, 1978; Giannozzi et aL, 1991; 
Use of this gradient in Eqs. (29) and (36) 
It has already been observed that the curvature provides, after Eq. (45) I~-~" (u-' '(q) lplu-''(q))(u-'"'(q) I~U'"'/»lu-'"'(q)) which &ndeed coincides with the standard linear-response expression for the macroscopic polarization, as reported, for example, by , who gives a straightforward proof.
II(~) (q)
; II~"~(q) + Re hU(~)e' '. (2 ) x Re Q dq (u"" (q)l (p+ hq) lbu~" (q,~)). n=1 BZ (57) First-order perturbation theory (see Landau and Lifshitz, 1977) 
It has been demonstrated by Baroni and Resta (1986) that the matrix elements of this extra term are well defined and do not cause any harm (see also Hybertsen and Louie, 1987; Giannozzi et al. , 1991 ).
An alternative linear-response method, due to Baroni, Giannozzi, and Testa (1987) , has become fashionable recently. This is usually called density-functional perturbation theory, and its applications to semiconductor physics are performed within the local-density approximation to density-functional theory (Lundqvist and March, 1983) , in a pseudopotential framework (Pickett, 1989) . A somewhat difFerent implementation of this approach has been developed by Gonze et al. (1992) . The
Taking then the static (w -+ 0) limit of hP,~(w)
j,](u)/iw, and identifying hV(0) with bA DV~"&/BA, one gets immediately Eq. (55).
In practical implementations with modern nonlocal pseudopotentials (Pickett, 1989) an extra term appears in the expression for the current, Eq. (57), and hence in Eq. (55) as well. The velocity in this case is in fact I basic idea is the same as in the "direct" self-consistent methods, which are well known in atomic (Sternheimer, 1954 (Sternheimer, , 1957 (Sternheimer, , 1959 (Sternheimer, , 1969 (Sternheimer, , 1970 Mahan, 1980) and molecular (Dalgarno, 1962; Amos, 1987) physics. The densityfunctional perturbation theory directly provides the selfconsistent A derivatives of the occupied Kohn-Sham orbitals. Upon transforming Eqs. (41) and (45) The q gradient could be evaluated via perturbation theory, but it is preferable to avoid the occurrence of slowly convergent perturbation sums. One writes the projector over the empty states as (62) This expression coincides with the finding of Baroni et al. (1987) for the macroscopic response The Gr. een's function appearing in Eq. (62) Suppose instead that we are interested in the same crystal transformation, but in a field. The key quantity to consider (Landau and Lifshitz, 1984) is then the thermodynamic potential E(A, E'), in which the field 8 is regarded as an independent variable (or boundary condition). For instance, if A is identified with macroscopic strain, then E coincides with the (zero-temperature) electric enthalpy defined, for example, in Chapter 3 of Lines and Glass (1977) . The most general expansion of E to second order in E', and to all orders in A, reads
where e(A) is the macroscopic dielectric tensor and P(A) is the macroscopic polarization in zero field. The latter is defined only modulo the arbitrary additive constant vector P(0), which depends on sample termination and does not affect any bulk property. The second expression relates the macroscopic polarization in a field to the one in zero Geld as P(A, 8) = P(A) + y(A) 8, (66) where the macroscopic polarizability tensor y = (s-1)/4vr has been used. In a bulk solid, the macroscopic field does not depend on the local charge density. Qn the contrar'y, it is an arbitrary boundary condition for the Poisson equation, which can often be controlled by the experimental setup. Throughout this work we have used the "transverse" boundary conditions, i.e. , 8'=0; another interesting case of Eq. (66) is when the adiabatic transformation of the Hamiltonian is per formed imposing "longitudinal" boundary conditions on the sample, i.e. , AE' = -47rAP.
Insofar as the second-order expansion in 8 Eq. (63) is justiGed, the geometric phase approach can be used even to study polarization in macroscopic fields (to all orders in A), provided the macroscopic polarizability tensor y(A) of the dielectric is available by other means (typically from linear-response theory).
C. Bern efFective charges
The Born (or transverse) efFective charge tensors measure by definition the macroscopic polarization linearly induced by a unit sublattice displacement in a null electric field (Pick et al. , 1970 ; see also Pick and Takemori, 1986) . These tensors represent therefore the simplest application of the formal results discussed in this work. When A is identified with a suitable phonon coordinate, the Born effective charge tensors are obtained from the polarization derivative P (A,~), where A,~is the equilibrium value, i.e. , the minimum of E(A, O).
In the past, these tensors have been evaluated either from Eq. (55) or from more complex linear-response techniques, typically involving the calculation of dielectric matrices in the small-q limit (Baldereschi and Resta, 1983) . On a few occasions, supercell calculations have also been performed in order to evaluate the effective charges (Kunc, 1985) . In more recent times, most calculations of the efFective charge tensors in semiconductors are performed within the d.ensity-functional perturbation theory of Baroni, Giannozzi, and Testa (1987) , using the local-d. ensity approximation.
Por systematic applications to lattice-dynamical problems see de Gironcoli et al. ( , 1990 , Giannozzi et al. (1991) , Gonze et al. (1992) , and Dal Corso et al. (1993a (Feynman, 1939; Deb, 1973; Kunc, 1985) . Linear response is a powerful tool, but it requires specialized. computer codes and, furthermore, is easily implemented only in a pseudopotential scheme (Pickett, 1989) , using a plane-wave basis set. The piezoelectric tensor is defined as the polarization derivative with respect to strain, when the macroscopic field is kept vanishing.
In a milestone paper, Martin (1972a) proved that piezoelectricity is a well defined bulk property, independent of surface termination. Notwithstanding, Martin's proof was challenged, and the debate lasted until recent times (Martin, 1972b , Woo and I andauer, 1972 , I andauer, 1981 Kallin and Halperin, 1984; Tagantsev, 1991) .
Using the formulation of the present paper, the main reason why piezoelectricity looks like a dificult problem is that Eq. (55) (1983, 1985) . Dal Corso et al. (1993b) , who also perform the first ab initio study of nonlinear piezoelectricity (the case study is CdTe, which has experimental interest for strained-layer superlattices).
IX. SPONTANEOUS POLARIZATION IN FERROELECTRICS
The geometric phase approach, as formulated throughout this work, deals with the polarization difference LP for a couple of arbitrary initial and final states, in a general crystal. Suppose now that the initial (A=O) state corresponds to a highly symmetric crystal structure, such as the typical prototype (or aristotype) structure of a ferroelectric material (Lines and Glass, 1977) . In this structure any bulk vector property is symmetry forbidden, as is the case with centrosymmetric and tetrahedral solids.
The polarization P (0) Zak (1989) -the geometric phase in the centrosymmetric case is either 0 or 7r (modulo 2'). The latter occurrence has never been found in the cases studied so far and would anyhow have little practical effect within the present approach. Incidentally, it is worth Solid, shaded, and empty circles represent K, Nb, and O atoms, respectively. Internal displacements (indicated by arrows, and magnified by a factor of 4) transform the reference structure into the ferroelectric (A=1) structure. mentioning that the occurrence of the value of vr for the geometric phase in a system having real wave functions is well known in molecular physics (Mead and Truhlar, 1979; Mead, 1992 Fig. 4 for the specific example of KNb03, which has been studied by Resta et al. (1993a Resta et al. ( , 1993b Within the present approach, the material is studied in a "&ozen-ion" structure. The parameters of the ferroelectric (A=1) structure are taken &om the experimental crystallographic data, measured at finite temperature.
As for the reference (A=O) structure, the obvious choice is a tetragonal structure in which the internal strain is taken as vanishing, and whose primitive cell is the same as for the ferroelectric structure. In this material, the internal strain leaves the oxygen cage almost undistorted, while the two cation sublattices undergo different displacements with respect to it; this is shown in Fig. 4 Fig. 5(a) , solid line, is definitely not much smaller than 2m and seems to leave much ambiguity. One has to bear in mind, however, that the genuine macroscopic observable is LP rather than LP i. The ionic term LP; "can be converted in phase units using the obvious recipe p; "=BGsAP; "/2e, analogous to Eq. (38), and then added to the Berry phase. Amongst the possible quantized values of the total (electroiuc plus ionic) phase, the one leading to the minimum~AP~is shown in Fig 5(a) , shaded sector. Its value is -1.11, i.e. , -63.5 degrees, which can be considered much smaller than 2'.
As a check of the correct choice of the quantized phase, Resta et al. have performed independent calculations with the internal strain scaled to smaller values, obtaining a total phase that monotonically decreases towards zero. It is also worth recalling that the partition in electronic and ionic terms is nonunique: if the origin is kept fixed at the K site instead of at Nb, the corresponding phases are those shown in Fig 5(b) .
The Berry phase calculation provides for the spontaneous polarization of KNbOs the value~A P~= 0.35 C/m, to be compared with the inost recent experimental figure of 0.37 by Kleeinan et aL (1984) . This kind of agreement could appear embarrassing, particularly given the fact (Edwardson, 1989; Dougherty et aL, 1992 ) that a real ferroelectric at finite temperature looks rather different &om the &ozen-ion schematization of the theoretical approach. Indeed, the agreement is not embarrassing at all, since Resta et al. have demonstrated that the polarization in this material is linear in the ferroelectric distortion (i.e., in A). This fact implies that the time-averaged polarization can be safely computed &om a &ozen crystal structure, where time-averaged crystallographic data are used. Linearity is a nontrivial finding, given that ferroelectricity is essentially a nonlinear phenomenon; furthermore, it is worth recalling that the accepted theory of the pyroelectric efFect, due to Born (1945) , crucially depends on the assumption that the polarization is nonlinear in the ionic displacements.
X. CONCLUSIONS
This paper describes a modern theory of macroscopic polarization in crystalline solids. The dielectric behavior of a solid is essentially a quantum phenomenon. A modelindependent microscopic approach to bulk macroscopic polarization involves the current operator, that is, the phases of the wave functions. I present here several recent advances, amongst which the most significant is the KingSmith and Vanderbilt approach to the problem. The formal derivation of the whole theory is given in such a way as to show very naturally the links with previously established concepts and results, and in particular with stateof-the-art linear-response theory. The main message of the present work is that macroscopic polarization -both induced and spontaneous -is a gauge-invariant phase feature of the electronic wave function, and bears in general no relationship to the periodic charge distribution of the polarized dielectric. The geometric phase viewpoint leads to definition of the observed bulk quantities (such as AP and P') in terms of a Berry connection (or "vector potential") and of a curvature (or "inagnetic field" ). In addition to being important in terms of formulation, the geometric phase approach provides an extremely powerful computational tool for dealing with Born effective charges, linear and nonlinear piezoelectricity, and -last but not least -spontaneous polarization in ferroelectric materials.
Note added. After this work was completed, the many- (i, (z, and. (4~W e therefore arrive at Eq. (30): 2c
Cs AP, i = -d(id(2 dp -dp
where the integration domains are those given in the main text.
