How to generate a random growing network by Dorogovtsev, S. N. et al.
ar
X
iv
:c
on
d-
m
at
/0
20
61
32
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  9
 Ju
n 2
00
2
How to generate a random growing network
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We propose a construction procedure which generates a wide class of random evolving networks
with fat-tailed degree distributions and an arbitrary clustering. This procedure applies the stochastic
transformations of edges, which can be used as a basis of a real space renormalization group for
evolving networks.
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The basis of the network science (see recent reviews
[1–3]) are construction procedures. The main of them
are:
(i) the classical random graphs of Erdo¨s and Re´nyi [4],
(ii) the random graphs with a given degree distribution
[5],
(iii) small-world networks introduced by Watts and
Strogatz [6],
(iv) networks, growing under the mechanism of prefer-
ential linking (including, as a particular case, ran-
dom linking), which were introduced by Baraba´si
and Albert [7].
From a physical point of view, networks can be equilib-
rium and non-equilibrium. Most real networks are non-
equilibrium. These nets are characterized by strong cor-
relations, including, often, strong clustering.
Here we present a simple construction of random grow-
ing networks, which provides networks with fat-tailed de-
gree distributions and an arbitrary clustering. In this
construction, the evolution of a network is reduced to a
stochastic recursive transformation of edges (more rigor-
ously, a transformation of edges with their end vertices),
that is, to the evolution of edges. A simple example of
this transformation is shown in Fig. 1(a). At each time
step each edge of the network transforms into various
configurations of edges and vertices with some probabil-
ities. These configurations may be more complex and
general than those which are shown in Fig. 1 (see Fig.
2). Notice, that, generally, the resulting network may
have disconnected components.
Note that we only show the transformations that gen-
erate networks with the small-world effect. In the lim-
iting case, in which an edge is transformed into a given
cluster with the unit probability, the growth is determin-
istic [3,9–11].
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FIG. 1. Examples of the transformations of edges, which
generate random growing networks.
(a) At each time step each edge of the network is transformed
into one configuration of the two shown. p and 1− p are the
probabilities of these transformations.
(b) Another representation of the same rule of the evolution
of edges: the chain ABC is present with the probability p.
Particularly, if p = 1, the transformation (a) or, equivalently,
(b) generates the deterministic scale-free (strongly clustered)
graph introduced in Ref. [11]. For p → 0 but p 6= 0, the
transformation (a) or (b) generates the stochastically grow-
ing scale-free (strongly clustered) network introduced in Ref.
[3].
(c) A different transformation: at each time step each edge
is transformed into the cluster, where edges AB, BC, and
AC are present with probabilities p, p and 1 respectively. If
p = 1, we again have the deterministically growing graph of
Ref. [11]. For p→ 0 but p 6= 0, the transformation (c) gener-
ates the Baraba´si-Albert model.
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FIG. 2. The transformations, which generate growing
graphs with a the small-world effect, may be of a more general
form than in Fig. 1, see, for example, (a) where disconnected
components emerge. In particular, transformation (b) gener-
ates scale-free trees (see Ref. [10]).
The other limiting case, in which an edge with the
probability 1 − p → 1, 1 − p 6= 1 is transformed into
itself, we arrive at more “standard” models of the net-
works growing under the mechanism of preferential link-
ing. For example, the transformation shown in Fig. 1(b)
with p → 0, p 6= 0, generates the highly clustered scale-
free network with numerous loops, which was introduced
in Ref. [3]. The γ exponent of its degree distribution
(P (k) ∝ k−γ) is 3.
In another example (see Fig. 1(c)), in the limit p→ 0,
p 6= 0, we obtain the Baraba´si-Albert model with a low
clustering.
In fact, the transformations, discussed in this commu-
nication, are very similar to those which are used in a
standard real space renormalization group for disordered
lattice models. The technique of the real space renor-
malization group is well developed for disordered lattices.
So, its application to these growing random networks is
a standard routine.
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