We present a new formula to compute the Cauchy index of a rational function in an interval using subresultant polynomials. There is no condition on the endpoints of the interval and the formula also involves in some cases less subresultant polynomials.
Introduction
Let (R, ≤) be a real closed field. The Cauchy index is, classically, an integer value associated to a rational function with coefficients in R, which, roughly speaking, counts its number of jumps from −∞ to +∞ minus its number of jumps from +∞ to −∞ in a given interval. This value is closely related with the computation of Tarski queries, and plays a significant role in many algorithms for resolution of polynomial equations and inequalities systems over R (see [1] ).
Let P, Q ∈ R[X] \ {0}. The usual definition of the Cauchy index of Q P is made directly on intervals whose extremities are not roots of P . In this paper we use the extended definition of the Cauchy index introduced in [2, Section 3] , which is made first at roots of P and then on intervals without restriction.
Definition 1 Let x ∈ R and P, Q ∈ R[X] \ {0}.
• The rational fraction Q P can be written uniquely
with m ∈ Z and P (x) = 0, Q(x) = 0. For ε ∈ {+, −}, define • The Cauchy index of Q P at x is Ind x Q P = Ind
Definition 2 Let a, b ∈ R with a < b and P, Q ∈ R[X] \ {0}. The Cauchy index of Q P between a and b is Ind 
where the sum is well-defined since only roots x of P in (a, b) contribute.
Note that with this extended definition of the Cauchy index, the Cauchy index of a rational function on an interval belongs to 1 2 Z and is not necessarily an integer number. In order to state our main result, we first need to extend the notion of sign of a rational function to degenerate cases, following [2] .
Notation 3 Using the same notation as before, we denote
It is also unavoidable to include definitions and properties concerning subresultant polynomials. We refer the reader to [1] for proofs and details.
Let D be a domain and let ff(D) be its fraction field.
Definition 4 Let P, Q ∈ D[X] \ {0} with deg P = p ≥ 1 and deg Q = q < p.
• For 0 ≤ j ≤ q, the Sylvester-Habicht matrix SyHa j (P, Q) ∈ D (p+q−2j)×(p+q−j) is the matrix whose rows are the polynomials
expressed in the monomial basis X p+q−j−1 , . . . , X, 1.
• For 0 ≤ j ≤ q, the j-th subresultant polynomial of P and Q, sResP j (P, Q) ∈ D[X] is the polynomial determinant of SyHa j (P, Q), i.e.
where SyHa j,i (P, Q) ∈ R (p+q−2j)×(p+q−2j) is the matrix obtained by taking the p + q − 2j − 1 first columns and the (p + q − j − i)-th column of SyHa j (P, Q). By convention, we extend this definition with
for q < j < p − 1.
• For 0 ≤ j ≤ q, the j-th signed subresultant coefficient of P and Q, sRes j (P, Q) ∈ D is the coefficient of X j in sResP j (P, Q). By convention, we extend this definition with
• For 0 ≤ j ≤ p, sResP j (P, Q) is said to be
The following Structure Theorem is a key result in the theory of subresultants. To state it, we need to introduce a notation.
Notation 5 For n ∈ Z, we denote ǫ n = (−1) • For 1 ≤ i ≤ s,
and sResP d i−1 −1 (P, Q) and sResP d i (P, Q) are proportional. More precisely, for 1 ≤ i ≤ s, denote
(note that T 1 = Q), and extend this notation with T 0 = P and t 0 = 1 ∈ D. Then
with
This implies deg
• For 1 ≤ i ≤ s − 1,
where Rem is the remainder in the euclidean division in ff(D)[X] of the first polynomial by the second polynomial, and the quotient belongs to D[X].
• Both T s ∈ D[X] and sResP ds (P, Q) ∈ D[X] are greatest common divisors of P and Q in ff(D) [X] and they divide sResP j (P, Finally, in order to state our main result we introduce the following notation.
Notation 7 Using the same notation as before, for 0 ≤ i ≤ s, let
We are ready now to state our main result, which is a new formula to compute Ind b a Q P using subresultants.
Theorem 8 Let a, b ∈ R with a < b and P, Q ∈ R[X] \ {0} with deg P = p ≥ 1 and deg Q = q < p. Then
This paper is organized as follows. In Section 2 we show the consequences of Theorem 8 in some particular cases and we comment the difference between Theorem 8 and previously known results. In Section 3 we include some preliminary results about the Cauchy index. Finally, in Section 4 we prove Theorem 8 using the key notion of (σ, τ )-chain.
2 Consequences and comparisons with previously know results
Cauchy index with sign variations
Let a, b ∈ R with a < b and P, Q ∈ R[X] \ {0}. If we add the condition that a and b are no roots of P and Q, from Theorem 8 we obtain sign-variation-counting-like formulas which give a uniform treatment to the case of sequences which involves 0 as a sign.
We introduce the following useful notation.
Notation 9 Let x ∈ R and P, Q ∈ R[X], we denote the sign variation of (P, Q) at x by
If a, b ∈ R with a < b, we denote by Var b a (P, Q) the sign variation of (P, Q) at a minus the sign variation of (P, Q) at b; namely,
Note that for x ∈ R,
and Q(x) have same sign, 1 if P (x) and Q(x) have opposite non-zero sign, 1 2 if exactly one of P (x) and Q(x) has zero sign.
Theorem 6 clearly implies that if for some 0 ≤ i ≤ s − 1, two consecutive polynomials T i and T i+1 have a common root, then every polynomial in the subresultant sequence shares this root. So, suppose now that a and b are not common roots of P and Q, and therefore they are not common roots of T i and T i+1 for any 0 ≤ i ≤ s − 1.
Under this assumption, we can use the following rule for the sign of a quotient.
Remark 10 Let x ∈ R and P, Q ∈ R[X] \ {0} such that x is not a common root of P and Q. Then
We can then deduce from Theorem 8 the following sign-variation-counting-like formula for the Cauchy index.
Corollary 11 Under the assumption that a and b are not common roots of P and Q,
Previously known formula
There is a previously known formula to compute the Cauchy index Ind Let P = P 0 , P 1 , . . . , P d be a sequence of polynomials in R[X] and let x be an element of R which is not a root of gcd(P). Then MVar(P; x), the modified number of sign variations of P at x, is the number defined as follows:
-delete from P those polynomials that are identically 0 to obtain the sequence of polynomials
-define MVar(P; x) as MVar(Q 0 (x), · · · , Q s (x)).
Let a and b be elements of R which are not roots of gcd(P). The difference between the number of modified sign variations in P at a and b is denoted by MVar(P; a, b) = MVar(P; a) − MVar(P; b).
Denoting by SResP(P, Q) the list of subresultant polynomials of P and Q, we have the following result.
Proposition 13 Let a, b ∈ R with a < b and P, Q ∈ R[X]\{0} with deg P = p ≥ 1 and deg Q = q < p.
If a and b are not roots of P , then
The new formula to compute Ind b a Q P given in Theorem 8 improves on Proposition 13 in several aspects:
• the first one is that Theorem 8 is general and there are no restrictions on a and b.
• the second and most important one is that potentially less subresultant polynomials are involved in this new formula. More precisely, the Structure Theorem of Subresultants (Theorem 6 ), states that in the subresultant polynomial sequence, some polynomials appear only once and other polynomials appear exactly twice, always considering appearances up to scalar multiples. In addition to this, if a polynomial appears twice, its first appearance is more suitable for computation, since it can be defined as the polynomial determinant of a matrix of smaller size (in comparison with its second appearance). In respect to this, our formula involves only one appearance of each polynomial in the subresultant polynomial sequence, which is always the first one for polynomials which appear twice (as said before, always considering appearances up to scalar multiples).
In the special case that a and b are not a common root of P and Q, Corollary 11 gives a sign-variationcounting-like formula better than Proposition 13 since:
• it is more general, since it may happen that a and b are roots of P .
• it also more natural since the sign-variation-counting in Corollary 11 is local and needs to consider the sign of two consecutive elements only, contrarily to the modified number of sign variations.
• as explained before, potentially less subresultant polynomials are involved.
Last but not least, the proofs of our results are also less technically involved than the proof of Proposition 13 which is cumbersome.
The non-defective case
In the particular case that every subresultant polynomial is non-defective, then s = p, and for 0 ≤ i ≤ p, p(i) = i and T i = sResP p−i . In this case, Theorem 8 simplifies as follows.
Corollary 14 If every subresultant polynomial is non-defective, then
Ind b a
Under the extra assumption that a and b are not common roots of P and Q, we get the simplified formula as a special case of Corollary 11.
Corollary 15 If every subresultant polynomial is non-defective and a and b are not common roots of P and Q, then Q P under the extra assumption that a and b were no roots of P .
Cauchy index between −∞ and +∞
One final remark to be done is how to interpret our main formula to compute the Cauchy index of a rational function not on an interval, but on the whole line, namely
As usual, this can be computed taking a = −r and b = r with r big enough. We introduce the notation
Note that, if deg(P ) − deg(Q) is even, then Var
+∞ −∞ (P, Q) = 0, and if deg(P ) − deg(Q) is odd, then Var +∞ −∞ (P, Q) = sign(lc(P )) · sign(lc(Q)). Since there is an ad-hoc definition of t 0 = 1 (and not as the leading coefficient of T 0 = P ), we obtain the following formula.
Corollary 16
If the leading coefficient of P is positive or if
If the leading coefficient of P is negative and
Proof: Choosing r ∈ R big enough and applying Corollary 11,
From this identity the result can be easily proved.
Even in this special case, the new formula to compute Ind b a Q P given in Corollary 16 improves on the previously known one, which we introduce below (see [1, Chapter 4 
]).
Proposition 17 For 0 ≤ i ≤ s, let s i = sRes d i (P, Q) be the leading coefficient of the non-defective subresultant sResP d i (P, Q) (which is proportional to T i ). Then
The main difference between the two formulas is that the t i are, in the defective cases, defined as determinants of matrices of smaller sizes than the s i and therefore can be computed more efficiently.
On the other hand, one advantage of Proposition 17 is that it can be proved directly, using minors extracted from the Hermite matrix and does not use the definition of the subresultant polynomials and the Structure Theorem of subresultants (see [1, Chapter 4] ).
Preliminaries on Cauchy index
In this section we include some useful properties of Cauchy index.
Lemma 18 Let a, b ∈ R with a < b, P, Q ∈ R[X] \ {0} and c ∈ R \ {0}. Then
Proof: Follows immediately from the definition of Cauchy index.
Lemma 19 Let a, b ∈ R with a < b, P, Q, R ∈ R[X] \ {0} and T ∈ R[X] such that
Then Ind
Proof: For each x ∈ [a, b], we first note that if
with m ∈ Z, P (x) = 0, Q(x) = 0 and m < 0, then defining
we have R P = (X − x) m R P with P (x) = 0 and R(x) = Q(x) = 0. This proves that Ind ε x Q P = Ind ε x R P for every ε ∈ {−1, 1}. The claim follows from the definition of the Cauchy index.
The following property is known as the inversion formula.
Proposition 20 Let a, b ∈ R with a < b and P, Q ∈ R[X] \ {0}. Then
Proof: See [2, Theorem 3.9].
4 Main result
(σ, τ )-chains and Cauchy index
The notion of (σ, τ )-chain was introduced in [3] . Here, we need to introduce a slight variation of this notion.
Definition 21 Let n ∈ Z ≥1 and σ, τ ∈ {−1, 1} n−1 with σ = (σ 1 , . . . , σ n−1 ) and τ = (τ 1 , . . . , τ n−1 ). A sequence of polynomials
As in [3] , note that for n = 1, taking {−1,
We introduce some more useful notation.
Note that it is always the case that θ(σ, τ ) 0 = 1.
The following result is an extension of [2, Theorem 3.11].
Proposition 23 Let a, b ∈ R with a < b, n ∈ Z ≥1 and σ, τ ∈ {−1,
Proof:
We proceed by induction in n. If n = 1, the result follows from Proposition 20 (Inversion Formula).
Suppose now that n ≥ 2. By Lemmas 18 and 19 it is easy to see that
We consider σ ′ = (σ 2 , . . . , σ n−1 ), τ ′ = (τ 2 , . . . , τ n−1 ) and we apply the inductive hypothesis to the
Finally, using Proposition 20 (Inversion Formula) and the inductive hypothesis,
. . , S n ) as we wanted to prove.
Corollary 24 Let a, b ∈ R with a < b, n ∈ Z ≥1 and σ, τ ∈ {−1, 1} n−1 . If (S 0 , . . . , S n ) is a special (σ, τ )-chain and S n divides S n−1 , then
Proof of Theorem 8
We fix the notation we will use from this point.
Notation 25 Let P, Q ∈ R[X] \ {0} with deg P = p ≥ 1 and deg Q = q < p. Let (d 0 , . . . , d s ) be the sequence of degrees of the non-defective subresultant polynomials of P and Q in decreasing order and let d −1 = p + 1.
• Using Notation 7, for 1 ≤ i ≤ s − 1, let
and let σ = (σ 1 , . . . , σ s−1 ) and τ = (τ 1 , . . . , τ s−1 ).
Lemma 26 (T 0 , . . . , T s ) is a special (σ, τ )-chain satisfying, in addition, that T s divides all its elements.
Proof: Recall that T 0 = P and T 1 = Q. Also, by the Structure Theorem of Subresultants (Theorem 6), we have that for 1 ≤ i ≤ s − 1,
The claim follows from the definition of σ, τ .
The following lemma explores the relation between the signs of the leading coefficients of the subresultants polynomials.
Lemma 27 Let P, Q ∈ R[X] \ {0} with deg P = p ≥ 1 and deg Q = q < p. Following Notation 5 and 7, for 0 ≤ i ≤ s, sign(sRes d i (P, Q)) = ǫ d p(i)−1 −d i · sign(t p(i) ).
Before proving the lemma, note that ǫ n = 1 if the remainder of n in the division by 4 is 0 or 1 and ǫ n = −1 if the remainder of n in the division by 4 is 2 or 3; this implies that for k ∈ Z ǫ 2k+n = (−1) 
So, we only need to prove that for 0 ≤ i ≤ s − 1,
Indeed, using Lemma 27,
sign(t j−1 ) · sign(sRes d j−1 (P, Q)) · sign(t j ) · sign(sRes d j (P, Q))
and we are done.
