We present a parallel algorithm for nding the convex hull of a sorted point set. The algorithm runs in O(log log n) (doubly logarithmic) time using n= log logn processors on a Common CRCW PRAM. To break the (log n= loglog n) time barrier required to output the convex hull in a contiguous array, we introduce a novel data structure for representing the convex hull. The algorithm is optimal in two respects: (1) the timeprocessor product of the algorithm, which is linear, cannot be improved, and (2) the running time, which is doubly logarithmic, cannot be improved even by using a linear number of processors. The algorithm demonstrates the power of the \the divide{and{ conquer doubly logarithmicparadigm" by presenting a non-trivial extension to situations that previously were known to have only slower algorithms.
Introduction
We consider the following problem: given n points in the plane in a sorted order (e.g., by increasing x-coordinates), nd which of these points belong to the perimeter of the smallest convex region containing all these points.
The results of this paper were stated in Berkman et al. 4 .
The model of parallel computation used in this paper is the Concurrent Read Concurrent Write (CRCW) Parallel Random Access Machine (PRAM). A PRAM employs p synchronous processors all having access to a common memory. A CRCW PRAM allows simultaneous access by more than one processor to the same memory location for both read and write operations. We assume a weak CRCW PRAM model in which several processors may attempt to write simultaneously at the same location only if they write the same value. (This model is called Common CRCW PRAM.)
Main result. We give a parallel algorithm for the problem that runs in O(loglog n) a (doubly logarithmic) time using n= loglog n processors.
Output representation. The standard convex hull representation is a contiguous array containing the vertices of the convex hull. It is easy to see that the problem of counting the number of 1-bits in an n-bit input can be reduced to the problem of computing a convex hull of n sorted points in this array representation. Thus the lower bound for counting (parity) of Beame and Hastad 3 implies that the computation of such convex hull representation requires (log n= loglog n) time if the number of processors used is polynomial. To break this (log n= loglogn) time barrier, we introduce a novel data structure for convex hull representation. Given this data structure it can be determined for every vertex whether it belongs to the convex hull or not in O(log logn) time using n= loglogn processors. Alternatively, a linked list representation of the convex hull can be computed within the same complexity bounds. A similar implicit representation of the convex hull was previously used by Ghouse and Goodrich 9 .
Optimality of the main result. Our algorithm is optimal in two respects: First, its time-processor product matches the lower bound on the time complexity of any sequential algorithm for this problem. This is because any sequential algorithm for this problem requires at least linear time. Second, its running time matches the lower bound on the running time of any CRCW PRAM algorithm for this problem that uses a linear number of processors. This is because our problem is at least as hard as nding the maximum (as explained below), and thus the lower bound for nding the maximum ( 17;6 ) applies to our problem.
Previous and related results. A linear time sequential algorithm for this problem was given by Graham 11 . Aggarwal et al.
1
and Atallah and Goodrich 2 gave parallel algorithms for nding the convex hull of an arbitrary set of points in the plane. They rst apply sorting, and then nd the convex hull of the sorted point set. Their bound for this problem is O(logn) time using n processors. Goodrich 10 gave an (optimal) O(log n) time using n= logn processors algorithm for nding the convex hull of a sorted point set { the same problem as in the present paper. Both results are for the weaker Concurrent Read Exclusive Write (CREW) PRAM. Fj allstr om et a Throughout this paper the logarithm base is 2, unless otherwise stated. al. 8 gave the rst sublogarithmic algorithm for the problem. Their algorithm runs in O(log n=(loglog n)) time using n log logn= logn processors on a Common CRCW PRAM. Recently, Ghouse and Goodrich 9 gave a randomized algorithm for our problem that runs almost surely in constant time using n logn processors, or almost surely in O(log n) time using n= log n processors on a CRCW PRAM. For a general reference on super fast (i.e., doubly logarithmic time or faster) parallel algorithms see Vishkin 18 .
2. Motivation and signi cance of the main result Following Valiant 17 and Shiloach and Vishkin 15 , most of the (optimal) doubly logarithmic parallel algorithms follow a \divide{and{conquer paradigm" described below. Suppose that we are given a problem instance of size n, for which there is a linear time sequential algorithm. The paradigm has two parts: Prologue and Main Part. To materialize the abstract paradigm the reader may nd it useful to visualize it on the problem of nding the maximum.
Prologue: Partition the size n instance into n= loglog n sub-instances of size log logn each. Solve each sub-instance separately using the sequential algorithm in O(loglog n) time. Concatenate the solutions to form an instance of sizeñ = O(n= loglog n).
The main Part: The main part is recursive. In the top recursion level the instance of sizeñ is partitioned intoñ=m sub-instances, each of size approximately m. Each of these sub-instances is solved recursively using m processors, and the solutions are concatenated to form an instance of size O(ñ=m). Finally, this instance is solved, usingñ processors.
Allowing a doubly exponential progression for m (i.e., m =ñ 1=c , for some constant c > 1), gives a total of O(log logn) recursion levels. Implementing each recursion level in constant time, gives a total running time of O(loglog n) time usingñ processors for the main part, and O(log logn) time using n= loglog n processors for the whole algorithm.
The main di culty in extending this paradigm to cope with the problem of nding the convex hull of a sorted point set is in the implementation of each recursion level in constant time. At rst glance it seems that there is no hope for such an implementation: to get a consecutive list of the vertices in the convex hull of each subinstance (as obtained in previous parallel convex hull algorithms) (logn= log logn) time is required (with any polynomial number of processors), as follows from the lower bound for parity 3 . We circumvent this by using an alternative representation of the convex hull of each sub-instance. We call this representation the implicit representation. At this early stage in the presentation, we only point out that this representation enables answering queries of the form \Is a speci c vertex on the convex hull of a speci c subchain of points?" in constant time using O(log logn) processors. We also show how this implicit representation enables us to determine for each vertex whether it belongs to the convex hull or not, and to output the vertices of the convex hull as a linked list.
Finally, we substantiate our claim that the problem is at least as hard as the problem of nding the maximum. Suppose that we need to nd the maximum of n (distinct) numbers a 1 ; : : :; a n . We nd the convex hull of the sorted point set f(i; a i )g n i=1 . Then, the y-coordinate of the unique point in the convex hull whose y-coordinate is greater than the y-coordinates of its two neighbors in the convex hull is the desired maximum. This point can be found in constant time using n processors. Hence, any algorithm for our problem that runs in O(t) time using n=t processors implies an algorithm with the same bounds for the maximum problem. The rest of this paper is organized as follows. Section 3 gives an overview of our algorithm. Section 4 describes the data structure used for the implicit representation of the convex hull. Section 5 gives the implementation details. Finally, Section 6 summarizes our results.
Overview of the algorithm
Let P = (p 1 ; p 2 ; : : :; p n ) be the input vertices sorted by their x-coordinates. Clearly, p 1 and p n are in the convex hull of P. They partition the convex hull into two sets: the upper hull consisting of points from p 1 to p n , inclusive, in the clockwise direction, and the lower hull consisting of points from p n back to p 1 , inclusive, in the clockwise direction. We focus only on nding the upper hull; nding the lower hull is similar. The algorithm is divided into three parts: Prologue, Main Part and Epilogue.
Prologue: Partition P intoñ = dn= logne subchains P i = (p Following Goodrich 10 we de ne the upper common tangent of two upper hulls L i and L j , where L i is to the left of L j , to be the unique line that passes through a point of L i and a point of L j and such that all other points of L i and L j are below it. The left (resp. right) endpoint of this tangent is where it touches L i (resp. L j ). We say that this tangent is a left incoming tangent of L j and a right outgoing tangent of L i .
The merging is done in three steps.
Step 1: Find the upper common tangent of each pair of upper hulls L i and L j .
Step 2: For each upper hull L i , nd its left incoming tangent with minimum slope and its right outgoing tangent with maximum slope.
Step 3: Given these tangents compute the upper hull of L 1 ; : : :; L m . b To avoid cumbersome notations, we henceforth omit the d:e and b:c notations. Wherever a fractional quantity is referenced assume that the appropriate integral part is taken.
The above description comes with the following caveat: only implicit representation of upper hulls is actually computed.
The recursion is terminated when a group consists of a single logn-subchain. It is easy to see that the number of recursion levels is bounded by log 1:5 (log n).
Epilogue: First, mark for each vertex whether it is in the upper hull or not. This is done using the partition of P intoñ subchains of size logn, as follows. For each subchain P i , 1 i ñ, nd (using the output of the main part) its leftmost vertex, p`, and its rightmost vertex, p r , which are in the upper hull of P (if such exist). A vertex p j in P i is on the upper hull of P if and only if it is in the upper hull of p`; : : :; p r . This upper hull was computed in the Prologue. Given the markers, compute a linked list of the convex hull vertices.
The data structure
Before giving the implementation details of our algorithm we describe the data structure that is used for the implicit representation of the upper hulls. It is a balanced doubly logarithmic height tree T withñ leaves. De ne the depth of a node to be its distance from the root, and the height of a node to be its distance from the leaves in its subtree. (Since the tree is balanced all these leaves are at the same distance.) The number of nodes of T in depth d is n 1?(2=3) d , each of which has n 1=3 (2=3) d children. It follows that the height of the tree is bounded by log 1:5 (logn) = O(loglog n). We relate to the nodes of the tree as`nodes' and to the vertices of P as`vertices'.
Each leaf of T corresponds to a log n-subchain of P. For each internal node v of T, de ne the vertices of v to be the vertices of P that are included in the leaves (i.e., in the log n-subchains) of the subtree rooted at v. 2 In the d-th recursion level we compute the data structure for all nodes of depth d, given the data structure for nodes of larger depth. We concentrate on one node v of T of depth d and height h. In the implementation we need to retrieve the following information about a vertex p x of a child v j of v.
1. Find out whether p x is in the upper hull of v j . 2. Find the nearest vertices to the left and right of p x that are in the upper hull of v j , if such exist. We show how to retrieve this information from our data structure in constant time using O(loglog n) processors. Let w be the highest node of height at most h?2 such that (i) p x is one of the vertices of w, and (ii) x = 2 left(w); : : :; right(w)] (which includes the case that left(w) = right(w) = ?1). Note that if w exists, then it is a proper descendant of v j . We break into two cases depending on whether such node w exists.
If w exists, then, clearly, p x is not in the upper hull of the parent of w and is therefore not in the upper hull of v j . We show how to nd the nearest vertices to p x that are in the upper hull of v, if such exist. Suppose that x < left(w), the cases The only di culty in implementing the above information retrieval in constant time using O(log logn) processors is the computation of the node w. This is done as follows. Allocate a processor to each node in the path from s, the logn-subchain that contains p x , to (and not including) v j (totaling at most log 1:5 (log n) processors). Mark each such node z by 1 if x = 2 left(z); : : :; right(z)], and by 0 otherwise. If we index these nodes starting from the child of v j , then w is the node with minimum index that is marked 1. This minimum index can be found in constant time with the allocated processors, using the algorithm given by Fich et al. 7 . (Fich et al. 7 show how to nd the maximum of t numbers in the range 1; : : :; t] in constant time using t processors.) 5 . Implementation and correctness Prologue: The Prologue is implemented by applying the algorithm given in , we show how to speed the search by a factor of logp using p loglog n processors. The extra factor of loglog n is needed since L and R are not given explicitly. ) Notice that at least one of these two vertices is marked. To apply Lemma 2 above, the nearest vertices of succ(l i s ) and succ(r j s ) that are on L and R, respectively, have to be computed. This can be done in constant time using the available processors, as described (with respect to the vertex p x ) above.
Since the above marking process is done for all pairs, it follows that either all The last equality follows from the fact that the recursion terminates when the number of leaves of each node is log n.
Step 2: To nd the left incoming tangent with minimumslope and the right outgoing tangent with maximum slope, for each child v j of v, we solve one minimum problem and one maximumproblem each with input size at most m. This is done in constant time with m 1:6 processors using the algorithm for nding the maximum of 15 . Over all children of v this requires m exist). Consider such a subchain P i . We nd p`as follows. Pick p i 0 , the leftmost vertex of P i (speci cally i 0 = (i ? 1) logn + 1) and test whether it is in the upper hull of P. This can be done using the implicit representation of the upper hull of P in constant time and loglog n processors as demonstrated above. If p i 0 is not in the upper hull of P, then p`2 P i is the nearest vertex to the right of p i 0 that is in the upper hull of P (if no such vertex exists then P i does not have any vertices in the upper hull of P). This nearest vertex can also be found in constant time using log logn processors as demonstrated above. The vertex p r is found similarly. The correctness of this computation follows from Lemma 1. Finally, we use the chaining algorithm of 5 or 14 to chain all the marked vertices into a linked list within the stated complexity bounds.
Summary
We have presented an optimal doubly logarithmic time parallel algorithm for nding the convex hull of a sorted point set. The model of computation used is Common CRCW PRAM. To break the (log n= loglogn) time barrier we introduced a novel data structure for representing the convex hull. It enables answering queries of the form \Is a speci c vertex on the convex hull of a speci c subchain of points?" in constant time using O(loglog n) processors. The data structure can be constructed without using a pre x sums routine.
Postscript
Recently, Wagener 19 presented an optimal O(loglog n)-time n= log logn-processor algorithm for the more general problem of constructing the convex hull of a simple polygon.
