Abstract: This article focuses on technical issues related to quality of service provisioning at routing layer in ad hoc networks. It describes the design and implementation of a unified support for quality of service (QoS) metrics within the routing protocol OLSR. This is achieved by the extension of both signalling messages and route calculation process. Major benefits of the proposed approach are to allow dynamic enforcing and adaptation of QoS metrics according to policies defined into the network. QoS metrics information are inserted in a generic way within OLSR signalling messages taking advantage of Linux kernel plugins. These messages are used by the routing process in order to compute routes with respect to the chosen QoS metrics.
INTRODUCTION

Ad hoc networks [I] [2]
emerged as an outcome of several projects on mobile computing and packet radio networks financed by the DARPA (Defense Advanced Research Project Agency) during late 60s [3] . One of the key concepts of this paradigm is that the terminals communicate directly between themselves in a multi-hop fashion in an infrastructure-less environment. Each terminal will thus behave both as a router as well as an end-terminal. Consequently, new routing protocols are designed and applied in order to handle terminal mobility and enable multi-hop communication for the network.
In conjunction with the maturity observed on the routing protocol design [4] [5], implementation and test, the growing need for multimedia application highlights the need to set up an accurate quality of service support for ad hoc networks. The quality of service provisioning in ad hoc networks is a difficult goal to achieve and the inherent properties of ad hoc network (shared links, limited resources, malign users ...) exemplify the complexity to enforce an effective solution. Nevertheless, several solutions treating QoS provisioning in ad hoc networks have been proposed at various levels of the network stack, more particularly at the routing level. At the routing level, the quality of service provisioning is addressed through the optimization of one or several metrics in the route calculation process. 
.).
This brings good overall performance with respect to the chosen metric, but it targets only a very specific issue of QoS in ad hoc networks, and cannot be considered as a global QoS solution. There is a multiplication of the different QoS models that target different environments. Secondly, there are some solutions which try to define statically an extensive set of metrics combinations [12] . However, the definition of an optimal QoS metrics combination is still an NP-hard problem [13] which means that the greater the amount of metrics in a combination is, the more complex the combination maximization will become. At most, what can be expected with these approaches is a comprehensive and complex QoS model that, unfortunately, when applied to a given ad hoc routing protocol, will often dramatically decrease the overall performance. This performance loss is of concern if one or many of the QoS criteria are inappropriate within the ad hoc network were the model is deployed. However, the diversification of application requirements and the dynamic context of ad hoc networks highlight the insufficiency of such approaches which may consider only one metric or metrics heuristic with a given routing protocol. In order to deal with these limitations, a unified framework for quality of service metrics support is desirable as an alternative to meet the need of a dynamic strategy to set up and adapt QoS metrics at routing level following policies defined in the network. To achieve this goal, we propose a QoS metric management architecture that operates distinctly from the routing module. QoS metrics information are inserted on the routing signaling messages in a generic way taking advantage of Linux kernel plugins, and these enhanced messages are therefore used by the routing algorithm itself or transferred to an external module in order to compute routes with respect to the chosen QoS metrics.
MOTIVATIONS
Existing QoS approaches for ad hoc networks advocate the use of a specific metric or a combination of several metrics applicable to explicit usecases (bandwidth, delay, reliability, energy etc). These solutions utilize static QoS management. When the corresponding QoS metric chosen by the routing protocol does not meet the application requirements, the global QoS efficiency achieved will not be optimal. For instance, the use of delay metric is not judicious if we want to satis@ bandwidth-sensitive applications and vice versa. Moreover, ad hoc network heterogeneity (in term of type of terminal, attached or not to a reliable infrastructure, communication sensibility.. .) must be taken into account for the design of an effective QoS solution.
To deal with this shortcoming, we propose and implement a new approach that aims at providing an open and generic framework for the management of QoS metrics at routing level. Our approach allows dynamic adaptation of QoS metrics with respect to predefined ad hoc network QoS policies. The use of such a solution allows more effective QoS management. Routing based application requirements is also enabled.
OUR APPROACH
In this section, we present our approach allowing a dynamic adaptation of the QoS metric at the routing protocol level. Even if the solution principals could be applied for any routing protocol, we advocate in our case the use of the proactive routing protocol OLSR.
Solution requirements
In order to enable a dynamic QoS metrics adaptation in ad hoc networks, the following modules are needed:
Extended routing protocol: signalling message should be extended to carry QoS metrics information. The route calculation process is also modified to be able to compute routes with respect to the chosen metrics.
Network level QoS metrics manager: to ensure an effective QoS metrics choice, a network level manger is required. Its decision must be made based on the available network resources and the applications needs; this decision is then transferred to all the nodes involved into the routing process. This mechanism could be centralized or fully distributed (ad hoc network relayed to a fixed infrastructure/pure ad hoc network).
In this work, we address mainly the routing protocol part. For the choice of the QoS metrics, we set up a centralized mechanism that uses a simple algorithm to take its decision (an example of such algorithm is given in section 4.1). Nevertheless, for more reliability, a distributed solution is needed and we intend to investigate such a problem in our future works.
3.2
OLSR description Table I . List of messages used in OLSR
The standard routing protocol OLSR [4] is a link-state protocol which provides optimal routes in term of number of hops. It is particularly suitable for dense networks where the use of its broadcast technique via Multi-Point Relays (MPR) seems more effective in such a context. MPR are a sub set of 1 hop neighbours which allow a node to reach its 2 hops neighborhood. OLSR ensures the construction of routing table following a periodic exchange of signalling messages (see Table 1 ). These letters are then used to build a graph of the topology which will be used for route calculation.
Furthermore, we can distinguish two main components for route calculation within OLSR Topology maintenance: in order to handle topology changes due to node motion (mobility, entrance and exit), a periodic exchange of signalling messages is used and then network topology information is gathered, thus, a graph of the topology is built. Moreover, this mechanism encompasses a system that allows minimizing global network overhead by the selection of special nodes on the networks called MPR (Multi Point Relay). In OLSR, only nodes selected as MPR will act as routers and therefore will retransmit networks traffics.
Path selection: the Dijkstra algorithm is applied on the graph of topology in order to compute best paths between the network nodes. We note here that the standard OLSR is a non QoS-aware routing protocol since the route selection criterion is the number of hops only.
3.3
Architecture of the proposed solution
The complete architecture is presented in figure 1 . A central entity playing the role of a network administrator monitors the available network resource and the application requirements. It takes its decision based on this information and the pre defined QoS policies. This decision is then transmitted to and enforced by the network nodes.
The main idea of our approach is to re-use the existing signalling messages of OLSR without redefining new messages. To be able to manage any type of metric, the following extensions are introduced:
Extending existing signalling message TC in manner that can transport QoS metrics related information. The core OLSR is therefore modified in order to enable the treatment of the new TC message. Dynamic insertion and calculation of QoS metrics information via external modules. Moreover, we introduce the possibility to manage several metric through an external route calculation module. Indeed, the routing protocol transmits to this module the graph of topology enriched by QoS metrics information. Therefore, this module can directly update the kernel routing table.
The routing protocol connected to a component so-called "QoS metrics manager" which transmits to the routing protocol the QoS metrics to apply in the network. Furthermore, it is responsible for the set up of the needed modules for both dynamic QoS insertion and route calculation.
Extended TC messages
The integration of QoS support within OLSR consists on building a topology graph enriched by QoS metrics information. As the construction of such a graph is based on TC messages, the latter will thus be used to transport QoS information. A "normal" TC message includes these fields: -For each address, we associate the value of metric defined below in the message (Example: bandwidth or delay towards this neighbour).
-NbMetrics: an integer of 1 byte, it indicates the number of metrics transported by the message TC, It is followed by a field on 1 byte not used; -A pair (metric type, metrics id) of integers of 1 byte each one. It represents respectively the type of metric, and its identifier.
Dynamic insertion of QoS metrics information
In order to achieve dynamic insertion of QoS metrics information, we advocate the usage of PromethOS [14] . PromethOS is an extension of the standard Linux mechanism Netfilter which offers a support to set up on the fly software components called "plug-ins", which has the capacity to apply treatments to the received packages. Plug-ins are kernel modules that are used to reprogram the behaviour of the IP stack and are installed and controlled by PromethOS framework.
Therefore the insertion of QoS metrics values will be done via the use of a PromethOS plug-in. This is usehl to intercept the TC messages during transmission, and to modify them in order to include various data related to QoS metrics.
Once the decision concerning the QoS metrics to apply is transmitted to the ltQoS metrics manager", it deploys the component "metrics caZcuZation" which calculates the QoS metric value and is carried out in user space. Thereafter, these values will be transferred to the kernel module "metrics-add' which inserts them in the TC message. The frequency of calculation of these parameters depends on the sensitivity of the metric. Metrics like the bandwidth, the time or link stability should be calculated more frequently than metric like energy. 
Route calculation
The new TC messages once collected on the level of OLSR will be used to build a graph of the topology, each element of the graph being represented in the following way < @source, @destination, metricl, metric2 ...... >. The route calculation will be done based on the chosen metric.
In order to be able to compute routes based on multiple metrics and overcome limitation present in the current algorithm, we provide an API that allows an external route calculation. An external module that implements a heuristic of route calculation methods based on needed metrics should be used. Information concerning the graph of topology is transferred to this module. Therefore, routes are calculated and injected into the Linux kernel.
EXPERIMENTATION
The experimentation presented here shows how a dynamic adaptation of QoS metrics can respond efficiently to the observed changes of network conditions. We integrated the proposed scheme within the OLSR implementation provided by [15]. Figure 3 depicts the ad hoc network topology used for our experimentation. The network is composed of 7 nodes running the routing protocol OLSR including our modification, implemented under Linux. All nodes are equipped by 802.1 1b wireless cards with a maximum of 1 IMbitsls data rates. Within this topology, a source node transmits several traffics with different QoS requirements towards the destination. 
4.1
Scenario
Figures 4 and 5 show how the use of bandwidth metric allows us to obtain good bandwidth level. This will be advantageous for the applications requiring important bandwidth. Nevertheless it penalizes applications which are delay sensitive. We could observe the same phenomenon when using the metric delay. Our solution based on the use of a dynamic QoS metric will enable us to meet application needs, by respecting the constraints of the applications (in term of metric) and to obtain the best compromise.
Two paths between the source node and the destination node with different capacities are set up, the first one (Route 1) composed of 3 PC with high capacities proposing more reliability but less bandwidth, the second one (Route 2) composed of 2 PDA with low capacities but it contains less hops, it hence offers more bandwidth but a less reliable path. The reliability in our case is related to terminals capacities.
In this topology, we consider two kinds of traffic conveyed in the network between the source node and the destination node. The first one uses TCP and requires bandwidth (example: HTTP, FTP), the second using UDP requires real time and more reliability (Example: multimedia.. .).
In order to enforce the choice of QoS metrics, a module emulating the network administrator is integrated in the source node. It sets up a system called Event-collector that gathers the application related QoS requirements. The following algorithm is then run to decide on the QoS metrics that are to apply to the network (note that such an algorithm must be modified to fit the requirements of each ad hoc network. For instance, secure routes should be privileged in the case of a military based communication). This algorithm tests whether all the applications have chosen the correct metric i.e. to identifi if there is no conflict between the expressed QoS needs. Otherwise, the reliability metric will be chosen by the network administrator. Therefore, following the QoS metrics chosen by the network administrator, traffic will be routed through route 1 (reliability) or route 2 (bandwidth).
Challenges in Ad Hoc Networking
We can thus notice the effectiveness of our approach from the obtained results. Moreover, they show clearly the need for a dynamic management of QoS metric in ad hoc networks. Compared to a standard approach with a static QoS metric, our proposal offers needed flexibility with respect to the QoS policy defined in the network.
CONCLUSION
In this article, we have described a novel approach for the design and the implementation of QoS support at routing level. Our proposal enables dynamic adaptation of QoS metrics to meet predefined ad hoc network QoS policies.
The evaluations carried out show clearly the generated QoS profit generated by the use of a dynamic metric compared to a classic approach. This profit is achieved with a negligible network overhead. Also, our approach keeps compatibility of the non-QoS aware basic protocol, which is relating to the fact that QoS information is inserted in a separate way from neighborhood information.
