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INNER ACTIONS OF WEAK HOPF ALGEBRAS
DIRCEU BAGIO, DAIANA FLOˆRES, AND ALVERI SANT’ANA
Abstract. Let R be an associative ring and e, f idempotent elements of R.
In this paper we introduce the notion of (e, f)-invertibility for an element of R
and use it to define inner actions of weak Hopf algebras. Given a weak Hopf
algebra H and an algebra A, we present sufficient conditions for A to admit
an inner action of H. We also prove that if A is a left H-module algebra then
H acts innerly on the smash product A#H if and only if H is a quantum
commutative weak Hopf algebra.
Introduction
Weak Hopf algebras were introduced in the literature, in a purely algebraic ap-
proach, by G. Bo¨hm, F. Nill and K. Szlacha´nyi. Roughly speaking, every weak
Hopf algebra has the structure of an algebra and of a coalgebra, but the compati-
bility between these structures are weakened. Ordinary Hopf algebras and groupoid
algebras are standard examples of weak Hopf algebras. Several authors have been
publishing results in the setting of weak Hopf algebras generalizing known results
for Hopf algebras.
Inner actions of Hopf algebras on algebras were introduced by M. Sweedler in
[13]. Among other things, the existence of inner actions was used by Sweedler to
obtain results in the setting of the cohomology of Hopf algebras. Later, R. Blattner,
M. Cohen and S. Montgomery presented in [3] a new approach to this subject.
Those authors established the foundations of inner actions theory of arbitrary Hopf
algebras. Moreover, inner actions were used to study crossed products. This subject
has attracted the attention of several researchers since [3].
The main purpose of this paper is to extend the notion of inner actions given in
[3] to the setting of weak Hopf algebras. In her PhD thesis [8], the second author
has studied actions of groupoid algebras on the correspondent smash product by
conjugation (inner actions of groupoids). With the purpose to generalize these
results to the setting of weak Hopf algebras we needed to introduce the concept of
inner actions of weak Hopf algebras on an arbitrary algebra.
Let H be a weak Hopf algebra. The natural generalization of conjugation in H
by elements of H is the action induced by the adjoint map adh : H → H , defined
by adh(g) = h1gS(h2), for any h, g ∈ H . It is well known that the k-linear map
· : H⊗H → H given by h · g = adh(g), where h, g ∈ H , does not induce a structure
of left H-module algebra on H (see [1]). In fact, it is true that this map defines a
left H-module algebra on H if and only if H is quantum commutative (see Theorem
2.15 of [1]).
For an arbitrary left H-module algebra A we present in Theorem 3.5 sufficient
conditions that to ensure the existence of inner actions of H on A. Also, we prove
that if A is a left H-module algebra, then H acts innerly on the smash product
A#H if and only if H is quantum commutative(see Proposition 4.4).
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The paper is organized as follows. In Section 1, we recall well-known results
related to weak Hopf algebras. The notion of (e, f)-invertibility for any associative
ring R, where e, f ∈ R are idempotent elements, is studied in Section 2. Also,
we discuss the relation among this notion and the following concepts: normalized
pseudo-inverse, Moore-Penrose inverse, Drazin inverse and corner-inner automor-
phism. We introduce inner actions of weak Hopf algebras in Section 3, and the
main purpose of this section is to investigate under what conditions there exists a
inner action of H on an algebra A. In Section 4, we investigate the relationship
between adjoint actions and quantum commutativity for weak Hopf algebras under
our insight. Particulary, we prove that if A is a left H-module algebra then H
acts by adjoint action on the smash product A#H if and only if H is a quantum
commutative weak Hopf algebra.
Throughout this paper, k denotes a field and any k-algebra is assumed to be
associative and unital. By C(A) we denote the center of a k-algebra A. Given
S ⊂ A we denote by CA⊗A(S) the subset of S-central elements of A ⊗ A, that is,
CA⊗A(S) = {y ∈ A⊗A : (s⊗1)y = y(1⊗s), for all s ∈ S}. For any k-coalgebra C
we denote the coproduct by Sweedler’s notation: ∆(c) = c1⊗c2, c ∈ C (summation
understood).
1. Preliminaries
We recall some classical definitions and results about weak Hopf algebras which
we will use; see, e. g., [4], [10] and [11] for details and proofs.
Definition 1.1. A weak Hopf algebra over k is a six-tuple (H,m, µ,∆, ε, S) where
H is a finite dimensional k-vector space such that (H,m, µ) is an algebra, (H,∆, ε)
is a coalgebra, S : H → H is a k-linear map and the following conditions hold: for
any g, h, l ∈ H ,
∆(hg) = ∆(h)∆(g),(1)
∆2(1) = (∆(1)⊗ 1)(1⊗∆(1)) = (1⊗∆(1))(∆(1) ⊗ 1),(2)
ε(hgl) = ε(hg1)ε(g2l) = ε(hg2)ε(g1l),(3)
h1S(h2) = ε(11h)12,(4)
S(h1)h2 = 11ε(h12),(5)
S(h1)h2S(h3) = S(h).(6)
The k-linear map S is called the antipode of H . The antipode is the unique
invertible anti-algebra and anti-coalgebra homomorphism satisfying the conditions
(4)-(6).
The target and the source counital maps are given by (4) and (5) and denoted
by εt and εs, respectively. Thus,
εt(h) = (ε⊗ id)(∆(1)(h⊗ 1)) and εs(h) = (id⊗ ε)((1 ⊗ h)(∆(1)).
It is clear that εt and εs are k-linear idempotents maps. Furthermore, S◦εt = εs◦S
and S ◦ εs = εt ◦S. The target and the source counital subalgebras of H are defined
respectively by
Ht = {h ∈ H : εt(h) = h} and Hs = {h ∈ H : εs(h) = h}.
Proposition 1.2. Let H be a weak Hopf algebra. For all xs ∈ Hs, xt ∈ Ht and
g, h ∈ H, the following statements hold:
(i) ∆(1) = 11 ⊗ 12 ∈ Hs ⊗Ht,
(ii) ∆(xs) = 11 ⊗ xs12 = 11 ⊗ 12xs, ∆(xt) = 11xt ⊗ 12 = xt11 ⊗ 12,
(iii) εs(εs(h)g) = εs(hg), εs(h)g = g1ε(hg2), εs(hεs(g)) = εs(h)εs(g),
(iv) εt(hεt(g)) = εt(hg), hεt(g) = ε(h1g)h2, εt(εt(h)g) = εt(h)εt(g). 
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Let H be a weak Hopf algebra and A a k-algebra. Suppose that A is a left
H-module and denote by h · x the action of h ∈ H on x ∈ A. Then, A is called a
left H-module algebra if
h · xy = (h1 · x)(h2 · y), h · 1A = εt(h) · 1A, for all x, y ∈ A, h ∈ H.
In this case, A is a right Ht-module with action given by
x · z := S−1(z) · x = x(z · 1), for all x ∈ A, z ∈ Ht.(7)
Since H is a left Ht-module via multiplication, we can consider the smash product
algebra A#H , that is, the k-vector space A⊗Ht H with product
(x#h)(y#g) = x(h1 · y)#h2g, x, y ∈ A, g, h ∈ H.(8)
The smash product A#H has a unity given by 1A#1H . Also, we have that
(x#1)(y#1) = (x(11 · y)) · 12#1
(7)
= x(11 · y)(12 · 1)#1 = xy#1,(9)
for all x, y ∈ A.
2. (e, f)-invertibility
With the purpose to present the concept of inner actions of weak Hopf algebras
will be necessary to consider a kind of weak invertibility in a specific convolution
algebra. In this section we present such a notion for arbitrary associative rings,
and we relate it to other well known concepts which already have appeared in the
literature.
Definition 2.1. Let R be a ring and e, f nonzero idempotent elements in R. An
element u ∈ R is said (e, f)-invertible if there exists v ∈ R such that:
(i) uv = e and vu = f ;
(ii) u = uf and fv = v.
In this case, we say that v is an (e, f)-inverse of u.
Note that if v is an (e, f)-inverse of u in R, then it follows from the definition
that ve = v and eu = u. Suppose now that v and v′ are (e, f)-inverses of u. Then,
v′ = fv′ = (vu)v′ = v(uv′) = ve = v.
Thus, the (e, f)-inverse of u is unique, if it exists.
Notation: Let u be an (e, f)-invertible element in R. The unique (e, f)-inverse
element will be denoted by u−1.
Remark 2.2. Of course, if R is a ring with unity 1R and we take e = 1R = f
in Definition 2.1, then the (1R, 1R)-invertible elements coincide with the invertible
elements in the ordinary sense. Hence, (e, f)-invertibility is a generalization of
invertibility. Moreover, any idempotent element e ∈ R is (e, e)-invertible and e−1 =
e.
Observe that we could have defined (e, f)-invertibility without the last condition
in Definition 2.1, but in this case we would lose the uniqueness. Moreover, in this
hypothetic situation, if v is an (e, f)-inverse of u in R, then
(eu)(ve) = eee = e, (ve)(eu) = v(uv)(uv)u = fff = f, f(ve) = ve, (eu)f = eu.
Thus, if u, v, e, f ∈ R are as in Definition 2.1(i), then ve is an (e, f)-inverse of eu
and the elements eu and ve are the unique elements which satisfy the condition (ii)
in Definition 2.1. So, changing u and v by eu and ve respectively, we can insert the
condition (ii) in the Definition 2.1 above.
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Normalized pseudo-inverse. We recall that an element r in a ring R is called regular
if there exists s ∈ R such that r = rsr. In this case, the element s is called
a generalized inverse (or sometimes pseudo-inverse) of r. It is clear that in this
situation we have that e := rs and f := sr are idempotent elements of R and
r = rf(= er). Moreover, we say that a generalized inverse s of r is normalized if s
is a regular element of R with generalized inverse equal to r, that is, r = rsr and
s = srs. In this case, we have that rs = e, sr = f , e2 = e, f2 = f , r = rf(= er)
and s = fs(= se). Thus, if r has a normalized generalized inverse s, then r is
(rs, sr)-invertible and r−1 = s.
Conversely, if e, f are idempotent elements in R and u ∈ R is an (e, f)-invertible
element, then it is easy to check that
uu−1u = uf = u, u−1uu−1 = fu−1 = u−1,
so that u is a regular element with normalized generalized inverse given by u−1.
Moore-Penrose inverse. An involution in a ring R is an additive map ∗ : R → R,
r 7→ r∗, such that (rs)∗ = s∗r∗ and (r∗)∗ = r. Suppose that r ∈ R is a regular
element with normalized generalized inverse s. Then it is possible to ask if the
idempotent elements e = rs and f = sr are self-adjoint, that is, e∗ = e and f∗ = f .
If this happens, then we say that s is the Moore-Penrose inverse of r; see [12] for
more details. Thus, in particular, Moore-Penrose invertible elements in an algebra
with involution are (e, f)-invertible elements. For example, in [9] it was showed
that every regular element in a C∗-algebra has Moore-Penrose inverse.
Drazin inverse. In [7], the author introduced the concept of pseudo-inverse of an
element x in a ring (or a semigroup) R as being an element c ∈ R such that :
(i) cx = xc;
(ii) xm = xm+1c, for some positive integer m;
(iii) c = c2x.
It was showed in [7] that if such an element c exists, then it is uniquely determined
and it commutes with every element of R which commutes with x. Moreover, in
the literature, the pseudo-inverse of an element x ∈ R as defined in [7] is called
the Drazin inverse of x and it is denoted by xD. The smallest integer m such that
xm = xm+1xD is called the Drazin index of x and it is denoted by iD(x). We
observe that, in our context, if u is (e, e)-invertible then u has Drazin inverse and
iD(u) = 1. In fact,
uu−1 = e = u−1u, u2u−1 = ue = u, (u−1)
2
u = u−1e = u−1.
A Drazin inverse with index 1 was considered before by G. Azumaya, who called
such an element pi-regular element; see [2].
Corner-inner automorphism. We recall from [6], that an automorphism f of a ring
R is called corner-inner if there exists a nonzero idempotent e ∈ R such that for
e′ = f−1(e) there exist elements u ∈ eRe′ and v ∈ e′Re such that uv = e, vu = e′
and f(x) = uxv, for all x ∈ e′Re. Note that, in this case, u is (e, e′)-invertible with
inverse v.
Let C be a coalgebra and A an algebra. Then it is well-known that Hom(C,A)
is an algebra with the convolution product, that is, if ϕ, ψ ∈ Hom(C,A) and c ∈ C,
then ϕ ∗ ψ(c) = ϕ(c1)ψ(c2).
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Example 2.3. Let H be a weak Hopf algebra. Observe that εt, εs are idempotents
in Hom(H,H). Consider the map u(h) = h, for all h ∈ H . Then u is (εt, εs)-
invertible with (εt, εs)-inverse u
−1(h) = S(h), where S is the antipode map. Indeed,
u ∗ u−1(h) = h1S(h2) = εt(h), u
−1 ∗ u(h) = S(h1)h2 = εs(h),
u ∗ f(h) = h1εs(h2) = h = u(h),
f ∗ u−1(h) = εs(h1)S(h2) = S(h1)h2S(h3) = S(h) = u
−1(h), h ∈ H.
Let C be a coalgebra. We recall that the coradical filtration of C is the family
{Cn}n≥0 of subcoalgebras of C satisfying:
(i) C0 ⊂ C1 ⊂ · · · ⊂ Cn ⊂ · · · ;
(ii) C = ∪n≥0Cn;
(iii) C0 is the coradical of C and Cn = ∆
−1(C ⊗Cn−1 +C0 ⊗C), for all n ≥ 1.
Let A be an algebra. Note also that if γ1, · · · , γn ∈ Hom(C,A) are such that
γi(C0) = 0, 1 ≤ i ≤ n, then γ1 ∗ · · · ∗ γn(Cn−1) = 0. In particular, γ
n(Cn−1) = 0
for all γ ∈ Hom(C,A) such that γ(C0) = 0. In this case, Θ :=
∑
n≥0 γ
n is a well
defined map of Hom(C,A).
This last argumentation was used to prove Lemma 14 of [14]. Within the context
of (e, f)-invertibility, we prove a similar result with almost the same argumentation
as will be seen in the next result. First, we fix some notation. If ψ ∈ Hom(C,A),
then we will denote by ψ0 its restriction to the coradical C0 of C.
Proposition 2.4. Let C be a coalgebra, A an algebra, e, f ∈ Hom(C,A) idempotent
elements and ϕ ∈ Hom(C,A) such that e∗ϕ = ϕ = ϕ∗f . Then ϕ is (e, f)-invertible
in Hom(C,A) if and only if ϕ0 is (e0, f0)-invertible in Hom(C0, A).
Proof. Clearly the (e, f)-invertibility of ϕ implies the (e0, f0)-invertibility of ϕ0.
Conversely, denote by ψ : C0 → A the (e0, f0)-inverse of ϕ0 in Hom(C0, A). Then,
ϕ0 ∗ ψ = e0, ψ ∗ ϕ0 = f0, ψ ∗ e0 = ψ = f0 ∗ ψ and ϕ0 ∗ f0 = ϕ0 = e0 ∗ ϕ0.
Let D be any complement of C0 in C as a vector space. Consider Ψ ∈ Hom(C,A)
given by Ψ0 = ψ and Ψ|D = 0. We define the maps γe, γf ∈ Hom(C,A) by
γe = e− (ϕ ∗Ψ) and γf = f − (Ψ ∗ϕ). Since γe and γf vanish in C0, it follows that
Θe =
∑
n≥0 γ
n
e and Θf =
∑
n≥0 γ
n
f are well defined maps. Because e∗ϕ = ϕ = ϕ∗f ,
it follows that e ∗ γe = γe and f ∗ γf = γf . Using these observations we have the
following equalities:
(ϕ ∗Ψ) ∗Θe = (e− γe) ∗Θe = e, Θf ∗ (Ψ ∗ ϕ) = Θf ∗ (f − γf ) = f.
Now we observe that
Θf ∗Ψ ∗ e = Θf ∗Ψ ∗ (ϕ ∗Ψ ∗Θe)
= (Θf ∗Ψ ∗ ϕ) ∗Ψ ∗Θe
= (f ∗Ψ) ∗Θe.
Hence, if we call λ := Θf ∗Ψ∗e = f∗Ψ∗Θe, then it follows that λ is the (e, f)-inverse
of ϕ in Hom(C,A). 
3. Inner actions of weak Hopf algebras
In this section we introduce the notion of inner actions for weak Hopf algebras.
We give sufficient conditions for an algebra to admit an inner action of a weak Hopf
algebra. We already noted that Sweedler introduced the notion of inner actions of
Hopf algebras, but the interest in this kind of actions became stronger after [3].
We recall from [3] the definition of inner actions of H on A.
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Definition 3.1. Let H be a Hopf algebra and A a left H-module algebra with
action denoted by h ·a. We say that this action is inner, if there exists an invertible
element u ∈ Hom(H,A) such that h · a = u(h1)au
−1(h2), for all h ∈ H and a ∈ A.
Let C be a coalgebra, A an algebra and u ∈ Hom(C,A) an invertible element.
Following [3], we consider the bilinear map t : C × C → A, given by:
t(x, y) = u−1(y1)u
−1(x1)u(x2y2), x, y ∈ C.(10)
The next result is the Lemma 1.4 of [3] which presents necessary and sufficient
conditions for an action of Hopf algebras to be inner.
Proposition 3.2. Let H be a Hopf algebra, A an algebra and u ∈ Hom(H,A)
invertible and h · a := u(h1)au
−1(h2), for all h ∈ H, a ∈ A. Then the following
statements hold: for all g, h ∈ H and a, b ∈ A,
(i) u(1) is invertible in A and u(1)−1 = u−1(1);
(ii) h · (ab) = (h1 · a)(h2 · b) and h · 1 = ε(1)1;
(iii) 1 · a = a if and only if u(1) ∈ C(A);
(iv) g · (h · a) = (gh) · a if and only if t(H ×H) ⊆ C(A).
In what follows in this section we assume that H is a weak Hopf algebra, A is a
k-algebra, e, f ∈ Hom(H,A) are idempotent elements and u is an (e, f)-invertible
element of Hom(H,A). Now we propose a concept for inner actions of weak Hopf
algebras.
Definition 3.3. Let A a left H-module algebra with action denoted by h · a. We
say that this action is inner if
h · a = u(h1)au
−1(h2), a ∈ A, h ∈ H.(11)
In this case, we say that the inner action is implemented by u.
Remark 3.4. Let A a left H-module algebra with inner action implemented by
u. In this case, e(h) = u(h1)u
−1(h2) = h · 1, for all h ∈ H . Moreover, we have
g · e(h) = g · (h · 1) = gh · 1 = e(gh), for all g, h ∈ H .
In the next result we investigate when the relation (11) determines an structure
of H-module algebra for A. Before that, we introduce more notation. Given h ∈ H ,
we fix ϕf,h ∈ Endk(A) given by ϕf,h(a) := f(h1)af(h2), for all a ∈ A. We also fix
λu,v(h) := (u⊗ v) ◦∆(h) ∈ A⊗A, for all h ∈ H .
Theorem 3.5. The following statements hold:
(i) h · (ab) = (h1 · a)(h2 · b) if and only if ϕf,h(ab) = ϕf,h1(a)ϕf,h2(b), for all
h ∈ H and a, b ∈ A;
(ii) h · 1 = εt(h) · 1 if and only if e ◦ εt = e if and only if Ker(εt) ⊆ Ker(e), for
all h ∈ H.
(iii) Suppose f(H) ⊆ C(A). Then, g·(h·a) = (gh)·a if and only if g·e(h) = e(gh)
and t(H ×H) ⊆ C(A), where t is given in (10).
(iv) If u(Hs) ⊆ C(A) and e(1) = 1 then 1 · a = a, for all a ∈ A.
(v) If λu,v(1) ∈ CA⊗A(u(Hs)) and 1 · a = a for all a ∈ A, then e(1) = 1 and
u(Hs) ⊂ C(A).
Proof. (i) Let h ∈ H and a, b ∈ A and assume that ϕf,h(ab) = ϕf,h1(a)ϕf,h2(b).
Then,
f(h1)abf(h2) = f(h1)af(h2)f(h3)bf(h4)
= f(h1)af(h2)bf(h3).
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Hence,
h · (ab) = u(h1)abu
−1(h2)
= u(h1)f(h2)abf(h3)u
−1(h4)
= u(h1)f(h2)af(h3)bf(h4)u
−1(h5)
= u(h1)af(h2)bu
−1(h3)
= u(h1)au
−1(h2)u(h3)bu
−1(h4)
= (h1 · a)(h2 · b).
Conversely,
h · (ab) = (h · a)(h · b)
⇒ u(h1)abu
−1(h2) = u(h1)au
−1(h2)u(h3)bu
−1(h4)
⇒ u−1(h1)u(h2)abu
−1(h3)u(h4)
= u−1(h1)u(h2)au
−1(h3)u(h4)bu
−1(h5)u(h6)
⇒ f(h1)abf(h2) = f(h1)af(h2)bf(h3).
⇒ ϕh(ab) = ϕh1(a)ϕh2(b).
(ii) Note that g · 1 = e(g), for all g ∈ H . Thus, h · 1 = εt(h) · 1 if and only
if e(h) = e(εt(h)) = e ◦ εt(h), for all h ∈ H . The second equivalence follows
because εt is a projection. In fact, we have that H = Ker(εt) ⊕ Im(εt) as a vector
space. Therefore, e(εt(h)) = e(εt(h0 + h
′)) = e(εt(h
′)) = e(h′), for all h ∈ H
with h = h0 + h
′, h0 ∈ Ker(εt) and h
′ ∈ Im(εt). If Ker(εt) ⊆ Ker(e), then
e(h) = e(h0) + e(h
′) = e(h′), and it follows that e ◦ εt = e. The converse is
immediate.
(iii) Suppose that g · (h · a) = (gh) · a, for all g, h ∈ H and a ∈ A. By Remark 3.4
it is enough to prove that t(H ×H) ⊂ C(A). Let g, h ∈ H and a ∈ A. Then,
g · (h · a) = gh · a
⇒ u(g1)u(h1)au
−1(h2)u
−1(g2) = u(g1h1)au
−1(g2h2)
⇒ u−1(h1)u
−1(g1)u(g2)u(h2)au
−1(h3)u
−1(g3)u(g4h4)
= u−1(h1)u
−1(g1)u(g2h2)au
−1(g3h3)u(g4h4)
⇒ u−1(h1)f(g1)u(h2)au
−1(h3)u
−1(g2)u(g3h4)
= u−1(h1)u
−1(g1)u(g2h2)af(g3h3)
⇒ u−1(h1)u(h2)au
−1(h3)f(g1)u
−1(g2)u(g3h4)
= u−1(h1)u
−1(g1)u(g2h2)f(g3h3)a
⇒ f(h1)au
−1(h2)u
−1(g1)u(g2h3)
= u−1(h1)u
−1(g1)u(g2h2)a
⇒ au−1(h1)u
−1(g1)u(g2h2) = u
−1(h1)u
−1(g1)u(g2h2)a
⇒ at(g, h) = t(g, h)a.
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Conversely, suppose that g · e(h) = e(gh) and at(g, h) = t(g, h)a, for all g, h ∈ H
and a ∈ A. Then,
at(g, h) = t(g, h)a
⇒ au−1(h1)u
−1(g1)u(g2h2) = u
−1(h1)u
−1(g1)u(g2h2)a
⇒ u(g1)u(h1)au
−1(h2)u
−1(g2)u(g3h3)u
−1(g4h4)
= u(g1)u(h1)u
−1(h2)u
−1(g2)u(g3h3)au
−1(g4h4)
⇒ u(g1)u(h1)au
−1(h2)u
−1(g2)(g3 · e(h3))
= (g1 · e(h1))u(g2h2)au
−1(g3h3)
⇒ u(g1)u(h1)au
−1(h2)u
−1(g2)u(g3)e(h3)u
−1(g4)
= e(g1h1)u(g2h2)au
−1(g3h3)
⇒ u(g1)u(h1)au
−1(h2)f(g2)e(h3)u
−1(g3)
= u(g1h1)au
−1(g2h2)
⇒ u(g1)f(g2)u(h1)au
−1(h2)e(h3)u
−1(g3)
= u(g1h1)au
−1(g2h2)
⇒ u(g1)u(h1)au
−1(h2)u
−1(g2) = u(g1h1)au
−1(g2h2)
⇒ g · (h · a) = gh · a.
(iv) Suppose that u(Hs) ⊆ C(A), e(1) = 1 and let a ∈ A. Then,
1 · a = u(11)au
−1(12) = au(11)u
−1(12) = a.
(v) it follows by Remark 3.4 that e(1) = 1. Given x ∈ u(Hs) and a ∈ A we have
xu(11)⊗ av(12) = (1⊗ a)(xu(11)⊗ v(12))
= (1⊗ a)(x⊗ 1)λu,v(1)
= (1⊗ a)λu,v(1)(1⊗ x)
= (1⊗ a)(u(11)⊗ v(12)x)
= u(11)⊗ av(12)x.
Thus, xa = xu(11)av(12) = u(11)av(12)x = ax. 
We saw in Example 2.3 that εt, εs are idempotents in Hom(H,H) and u(h) = h
is (εt, εs)-invertible with (εt, εs)-inverse u
−1(h) = S(h), where S is the antipode
map. In this case, if we apply the relation (11) then we obtain
h · g = h1gS(h2), h, g ∈ H.(12)
Since ∆ is multiplicative and S is an anti-algebra morphism, it is immediate to
check that h · (g · l) = (hg) · l, for all g, h, l ∈ H . By Proposition 2.11 of [4], we have
that λ1,S(1) = 11 ⊗ S(12) is a separability idempotent element for the algebra Hs.
Hence λ1,S(1) ∈ CH⊗H(Hs). Moreover, e(1) = εs(1) = 1. It follows, by Theorem
3.5 (iv) and (v), the following result.
Corollary 3.6. H is an H-module via (12) if and only if Hs ⊂ C(H). 
Another consequence of Theorem 3.5 is the following.
Corollary 3.7. If f(H) ⊂ C(A) then h · (ab) = (h1 · a)(h2 · b), for all h ∈ H and
a, b ∈ A.
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Proof. Let h ∈ H and a, b ∈ A. Then
ϕf,h1(a)ϕf,h2(b) = f(h1)af(h2)bf(h3) = f(h1)f(h2)abf(h3)
= f(h1)abf(h2) = ϕf,h(ab).
Hence, the result follows by Theorem 3.5 (i). 
We end this subsection with another equivalent form of the definition of inner
action of weak Hopf algebras, as in Lemma 1.14 of [3].
Proposition 3.8. Let A be a left H-module algebra. Let u ∈ Hom(H,A) an (e, f)-
invertible element such that e(h) = h · 1, and u(h1)af(h2) = u(h)a, for all a ∈ A
and h ∈ H. Then, the action of H on A is an inner action implemented by u if
and only if (h1 · a)u(h2) = u(h)a, for all h ∈ H, a ∈ A.
Proof. Suppose that h · a = u(h1)au
−1(h2), for all a ∈ A, h ∈ H . Then,
(h1 · a)u(h2) = (u(h1)au
−1(h2))u(h3) = u(h1)af(h2) = u(h)a.
Conversely, for all a ∈ A, h ∈ H , we have that
h · a = (h1 · a)(h2 · 1) = (h1 · a)e(h2)
= (h1 · a)u(h2)u
−1(h3) = u(h1)au
−1(h2).

4. Adjoint actions and quantum commutativity
The notion of quantum commutative weak Hopf algebra was given in [1] for any
weak Hopf algebra in a strict symmetric monoidal category. Denote by veck the
category of finite dimensional k-vector spaces with the usual symmetry. Then, a
weak Hopf algebra in veck means an ordinary weak Hopf algebra. Moreover, in
this case, a weak Hopf algebra H is quantum commutative if
h1gεs(h2) = hg, for all h, g ∈ H.(13)
Now we give a characterization of the notion of quantum commutative weak
Hopf algebra in veck.
Proposition 4.1. Let H be a weak Hopf algebra. Then H is quantum commutative
if and only if Hs ⊆ C(H).
Proof. Assume that Hs ⊆ C(H) and take g, h ∈ H . Then
g1hεs(g2) = g1εs(g2)h = gh.
Conversely, if H is quantum commutative then 11hεs(12) = h, for all h ∈ H . By
Proposition 2.11 of [4], q = 11 ⊗ S(12) is a separability idempotent element for the
algebra Hs. Using Lemma 2.9 of [4], we have that
q = 11 ⊗ S(12) = 11 ⊗ S(εt(12)) = 11 ⊗ εs(εt(12)) = 11 ⊗ εs(12).
Hence, x11 ⊗ εs(12) = 11 ⊗ εs(12)x, for all x ∈ Hs. Multiplying in the left side by
h⊗ 1, h ∈ H , and applying the multiplication map, it follows that
xh = x11hεs(12) = 11hεs(12)x = hx.

The next result is the Corollary 2.16 of [1], which can be obtained using developed
results in this paper.
Corollary 4.2. H is an H-module algebra via (12) if and only if H is quantum
commutative.
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Proof. Suppose that H is an H-module algebra. By Corollary 3.6 and Proposition
4.1, we have that H is quantum commutative. Conversely, assume that H is quan-
tum commutative. Then, by Proposition 4.1, Hs ⊂ C(H). Consequently, it follows
from Corollary 3.6 that H is an H-module. Since εt is an idempotent map, we
obtain from Theorem 3.5 (ii) that h · 1 = εt(h) · 1, for all h ∈ H . By Corollary 3.7,
h · (ab) = (h1 · a)(h2 · b), for all h ∈ H and a, b ∈ A. Therefore, H is an H-module
algebra. 
Remark 4.3. Let H be a weak Hopf algebra, A a left H-module algebra, h, g ∈ H
and x ∈ A. It is clear that the linear maps A −→ A#H, a 7→ a#1 andH −→ A#H,
h 7→ h#1, are injective morphism of algebras. Furthermore,
h · (x#1H) = h1 · x#h2S(h3) = (h1 · x) · εt(h2)#1H
(7)
= (h1 · x)(εt(h2) · 1A)#1H
= (h1 · x)(h2 · 1A)#1H
= (h · x)#1H .
Given H a weak Hopf algebra and A a left H-module algebra, we define:
h · (a#g) = (h1 · a)#h2gS(h3), for all h, g ∈ H, a ∈ A.
Consider e, f, u, v ∈ Hom(H,A#H) given by:
e(h) = (h · 1)#1, f(h) = 1#εs(h), u(h) = 1#h, v(h) = 1#S(h).
It is easy to check that v is the (e, f)-inverse of u. Moreover, for all h, g ∈ H and
a ∈ A, we have:
h · (a#g) = h1 · a#h2gS(h3) = u(h1)(a#g)v(h2).(14)
In the next result we present necessary and sufficient conditions in order that
the equation (14) provides an H-module structure on A#H .
Proposition 4.4. Let H be a weak Hopf algebra and A a left H-module algebra.
The following conditions are equivalent:
(i) A#H is a left H-module algebra via the inner action given in (14).
(ii) 1#11gS(12) = 1#g, for all g ∈ H;
(iii) 1#h1gεs(h2) = 1#hg, for all h, g ∈ H;
(iv) 1#Hs ⊂ C(A#H);
(v) H is quantum commutative.
Proof. (i) ⇒ (ii) Given h ∈ H , we have
1#h = 1 · (1#h) = 11 · 1#12hS(13)
= εt(11) · 1#12hS(13) = 11 · εt(11)#12hS(13)
= 1#εt(11)12hS(13) = 1#11hS(12).
(ii) ⇒ (iii) Let g, h ∈ H . Then,
1#hg = (1#h)(1#g) = (1#h)(1#11gS(12))
= h1 · 1#h211gS(12) = εt(h1) · 1#h211gS(12)
= 1#h11gS(12) = 1#h1gS(h2)h3 = 1#h1gεs(h2).
We used [4, 2.30c] for the penultimate equality in the equation above.
(iii) ⇒ (iv) By Remark 4.3, one can see that under our hypothesis H is quantum
commutative. It follows by Proposition 4.1 that Hs ⊂ C(H). Thus, (1#x)(a#g) =
(a#xg) = (a#gx) = (a#g)(1#x), for all x ∈ Hs, g ∈ H and a ∈ A.
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(iv) ⇒ (i) Let g, h, l ∈ H and x, y ∈ A. It is clear that g · (h · (x#l)) = (gh) · (x#l).
Since Hs ⊂ C(H),
1H · (x#h) = 11 · x#12hS(13) = 11 · x#12S(13)h
= 11 · x#εt(12)h = 11 · x#12h = (11 · x) · 12#h
(7)
= (11 · x)(12 · 1A)#h = x#h,
h · [(x#g)(y#l)] = h1 · (x(g1 · y))#h2g2lS(h3)
= h1 · (x(g1 · y))#h2εs(h3)g2lS(h4)
= h1 · (x(g111 · y))#h2g212εs(h3)lS(h4)
= h1 · (x(g111 · y))#h2g2S(h3)h412lS(h5)
= h1 · (x(g111 · y))#h2g2S(h3)ε(h412)h5lS(h6)
= h1 · (x(g111ε(h412) · y))#h2g2S(h3)h5lS(h6)
= h1 · (x(g1εs(h4) · y))#h2g2S(h3)h5lS(h6)
= (h1 · x)(h2 · (g1εs(h5) · y))#h3g2S(h4)h6lS(h7)
= (h1 · x)(h2g1S(h5) · (h6 · y))#h3g2S(h4)h7lS(h8)
= (h1 · x#h2gS(h3))(h4 · y#h5lS(h6))
= (h1 · (x#g))(h2 · (y#l)).
Also, using Remark 4.3 (i), follows that,
h · (1A#1H) = (h · 1A)#1H = (εt(h) · 1A)#1H = εt(h) · (1A#1H).
(iii) ⇔ (v) follows by Remark 4.3. 
We end this section with the particular case of groupoid algebras. Let G be a
groupoid, that is, a small category such that each morphism is invertible. Given
g ∈ G, we denote
s(g) := g−1g, t(g) := gg−1, G0 := {s(g) : g ∈ G}.
Given α ∈ G0, we consider the isotropy group Gα := {g ∈ G : s(g) = t(g) = α}
associated to α. Consider the k-vector space kG with bases G. If G is finite, then
kG is a weak Hopf algebra with the following structures:
m(g ⊗ h) =
{
gh, if s(g) = t(h)
0, otherwise
, µ(1) =
∑
α∈Go
α,
∆(g) = g ⊗ g, ε(g) = 1 and S(g) = g−1, for all g ∈ G.
Let G be a finite groupoid, A a left kG-module algebra and consider e(g) = 1#t(g)
and f(g) = 1#s(g), for all g ∈ G. Then the element u ∈ Hom(kG, A#kG) given by
u(h) = 1#h is (e, f)-invertible with inverse u−1(h) = 1#h−1, for all h ∈ G. In this
case, we can rewrite the relation (14) as
h · (x#g) := u(h1)(x#g)u
−1(h2) = h · x#hgh
−1, g, h ∈ G, x ∈ A.(15)
Corollary 4.5. Let G be a finite groupoid and A a left kG-module algebra. Then,
(15) determines an action of kG on A#kG if and only if G =
∐
α∈G0
Gα (that is, G
is a disjoint union of its isotropy groups).
Proof. It follows from [10, Section 2.5] that (kG)s = (kG)t = ⊕α∈G0kα, which
implies that(kG)s ⊂ C(kG) if and only if G =
∐
α∈G0
Gα. Hence, the result follows
by Proposition 4.1 and Proposition 4.4. 
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