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ПЕРЕДМОВА
П ід р у ч н и к  "Е к о н о м е т р и к а  " — одна з  перш и х  спроб викласти  ц ю  
нову  для вищ и х навчальних закладів У країни  д и сц и п л ін у , я к а  є певним  
стандартом  у п ідготовц і сучасних ек о н о м іст ів . Ч и м  п о п ул ярн іш ою  стає 
ц я  д и с ц и п л ін а , ти м  ч ас т іш е  м о ж н а  п о ч у ти  з а п и т а н н я : "Що т аке еконо­
м е т р и к а ? ”
Е к о н о м е т р и к а  — ц е н а у к а , щ о в и в ч а є  к іл ь к іс н і  з а к о н о м ір н о с т і  
т а  в з а є м о з в 'я з к и  е к о н о м іч н и х  о б 'є к т ів  і п р о ц е с ів  з а  д о п о м о го ю  
м а т ем а т и к о -с т а т и с т и ч н и х  м е т о д ів  т а  м одел ей . З в и ч а й н о ,  т а к е  
визн ачення дещ о обм еж ене, бо не дає уяви  про ек о н о м етр и ку  я к  про син- 
тезну дисципліну , як а  поєдн ує в собі екон ом іч н у  теор ію , м атем атичну еко­
н ом іку , теорію  м атриць, теорію  ім о в ір н о стей , еко н о м іч н у  та м атем атичну 
статистику . О володіння е к о н о м етр и к о ю  вим агає п евн о ї м атем атично ї та 
еко н о м іч н о ї п ідготовки . М и нам агалися дати всебічне уявлення про цей 
курс, не виходячи  за м еж і п оч аткового  волод ін н я  елем ентам и м атричної 
алгебри, теорії ім ов ірн остей , м акро- та м ік р о е к о н о м ік и . Г оловний  наголос 
зроблено н а  п ри н ц и п ах  побудови  ек он ом етри чн и х  м оделей , оц ін ю ван н я  
невідом их парам етрів, перевірки  м оделей та всеб ічного  аналізу отрима­
н и х  результатів .
К рім  викладу стандартних розд іл ів , таких  я к  п роста  л ін ій н а  регресія , 
кри в і зростан н я , багатоф акторна регресія , в п ідручнику  розглядаю ться 
сим ультативні м оделі та особливі випадки  в б агатоф акторн ом у  аналізі. 
Д ля тих, хто не дуже вільно володіє необхідним  м атем атичним  апаратом , 
м и  передбачили м атем атичний  додаток з осн о вн и х  п о н ять  теор ії м атриць 
та теорії ім ов ірн остей .
А налізую чи сучасні проблем и україн сько ї та світово ї ек о н о м ік и , м и 
намагались прокласти  м істок  м іж  загальними теоретичним и п он яттям и  та 
ро зв ’язан н ям  практичних  проблем  сьогодення. О скільки  ц я  к н и ж к а  перш  
за все — навчальний п о с іб н и к , то к о ж н и й  розділ супроводж ується аналі­
зом  результатів р о зв ’я зк у  ко н к р етн о ї еко н о м іч н о ї проблем и , різноманіт­
ним и  вправам и, тестами та контрольним и  запитанням и  для сам оперевірки .
П іручник  написаний  з ви к о р и стан н ям  досвіду викладання курсів  ’’Тео­
рія економ ічного  р и зи к у ”, ’С оц іально-економ ічне п р о гн о зу в ан н я”, ”Еконо- 
м етр и к а -1 ” у К и ївськ о м у  нац іональном у  ун іверситеті ім ен і Тараса Ш ев­
ченка та Н ац іональном у ун іверситеті ”К и є в о -М о ги л я н с ь к а  акад ем ія”, а 
також  із ви к о р и стан н ям  досвіду ви к о н ан н я  проекту  ’’М од ерн ізац ія  еко­
н ом іч н о ї освіти  в У к р а їн і”, сп рям ован ого  н а  п ереп ідготовку  викладачів 
екон ом іч н и х  ди сц и п лін  у кр а їн ськи х  вузів.
П ри цьом у враховувався досвід  викладання курсів  еко н о м етр и к и  в 
університетах С Ш А , зокрем а в Т ехаськом у  та Ч и к азьк о м у .
Н ап и сан н я цього  п ідручника було б нем ож ли ви м  без п ідтри м к и  Ф он­
ду ”Є в р а з ія ”.
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ВСТУП
Щ о  т а к е  е к о н о м е т р и к а ?
Е кон ом іч н а  теор ія  к ін ц я  X X  стол іття  — це потуж ний  інструм ент до­
сл ідж ення, аналізу, п о ясн ен н я  та прогнозування динам іки  економ ічно ї ре­
альності, я к а  н евп и н н о  р о зви вається  та п о п о вн ю ється  розм аїттям  подій і 
яви щ , щ о безпосередньо  впливаю ть н а  ж и ття  я к  ц ілих суспільств та груп 
лю дей , так  і окрем и х  індивід ів . Без перебільш ення м ож на сказати , щ о 
сучасна е к о н о м ік а  з р ізн ом ан ітн істю  її п ідходів та засобів спостереж енн я, 
м етодів о б р о б ки  ін ф орм ац ії та м оделю вання екон ом іч н и х  систем  стала 
значною  м ірою  м іж д и сц и п л ін арн и м  утворен н ям , щ о акум улю є результа­
ти багатьох д и сц и п л ін , таки х  я к  м атем атика й ін ф орм ати ка , статистика і 
теорія ім о в ір н о стей  та ін ш і. С ерцевина цього  утворен н я, щ о визначається 
терм ін ом  е к о н о м іч н а  н а у к а ,  еволю ціонувала так стр ім ко , щ о без спеціаль­
ного  п утівн и ка  важ ко  навіть охоп и ти  м ереж у окрем их  дисциплін , котрі 
виросли  н а  стовбурі дерева ек о н о м ік и . І цей процес триває.
О собливе м ісце н а  дереві е к о н о м ік и  посідає екон ом етри ка . Щ о ж я в ­
л я є  собою  е к о н о м е т р и к а  ?
У  буквальном у перекладі е к о н о м е т р и к а  означає "вим ірю вання еконо­
м ік и ”. А ле, зви ч ай н о , таки й  переклад не відображ ає справж нього  стану 
речей . П о н яття  еко н о м етр и к и  є набагато ш и р ш и м , хоча вим ірю вання за­
л и ш ається  од н ією  з її складових частин .
З а  к л а с и ч н и м  в и з н а ч е н н я м , е к о н о м е т р и к а  — це н а у к а , щ о в и в ч а є  
к іл ь к іс н і  з а к о н о м ір н о с т і  т а  в з а є м о з в  'я зк и  е к о н о м іч н и х  о б  'є к т ів  і п р о ­
ц е с ів  з а  д о п о м о го ю  м а т е м а т и к о - с т а т и с т и ч н и х м е т о д ів  т а  м о д е л е й .
Е кон ом етри ка є інструм ентом , я к и й  дозволяє перейти від як існ ого  рівня 
аналізу до р івн я , щ о ви к о р и сто ву є  к іл ьк існ і статистичн і значення дослі­
дж уваних величин .
М ож ли вості еко н о м етр и к и  залеж ать не тільки  від я к о с т і тих моделей, 
щ о м аю ть відображ ати  о б ’є к т и в н і зако н о м ір н о ст і екон ом іч н и х  процесів , а 
й значною  м ірою  від я к о с т і сам ої еко н о м етр и ч н о ї технології, я к а  сьогодні 
є достатньо розви н утою .
Ч о м у  е к о н о м е т р и к а  є  о к р е м о ю  д и с ц и п л ін о ю ?
Е коном етрика є синтезною  д и сц и п л ін о ю , вона поєднує в собі економ ічну 
теор ію , м атем атичну ек о н о м ік у , еко н о м іч н у  та м атем атичну статистику. 
Щ о ж  в ід р ізн яє  еко н о м етр и ку  від еко н о м іч н о ї теорії?  Е кон ом ічн а  теорія 
п р о п о н у є  твердж ення чи  гіп отези , щ о за своєю  сутністю  є переваж но як іс-
ними. Наприклад, мікроекономічна теорія стверджує, що зниження ціни 
товару сприятиме зростанню попиту на цей товар. Але сама теорія не 
наводить ж одного кількісного виміру взаєм озв’язку цих двох показників, 
тобто вона не показує, наскільки зросте чи зменшиться кількість у резуль­
таті певної зміни ціни товару. Таким чином, економічна теорія приймає 
без доказів обернену залежність між ціною  та попитом на товар. Завдан­
ня економетрики полягає в обчисленні відповідних кількісних оцінок. Інак­
ше кажучи, економетрика забезпечує кількісну сторону економічної теорії.
На відміну від чистої математичної економ іки , яка виражає економіч­
ну теорію в математичній формі без мети вимірювання чи емпіричного 
підтвердження теорії, економетрика, навпаки, зацікавлена в емпіричному 
підтвердженні економічної теорії. Економетрист часто використовує ма­
тематичні рівняння, запропоновані математиком-економістом, але перетво­
рює їх у форму, найбільш придатну для емпіричного тестування. Перетво­
рення математичних рівнянь в економетричні вимагає великої винахідли­
вості та практичних навичок.
Відмінність економетрики від економ ічної статистики також дуже 
наочна. Економічна статистика в основном у стосується збору, обробки та 
зображення економічних даних у формі діаграм і таблиць. У цьому поля­
гає робота економіста-статистика. Зібрані дані становлять основу для ро­
боти економетриста. Але інколи економісти-статистики використовують  
зібрані дані тільки для того, щ об перевірити ту чи інш у економічну тео­
рію, і мимоволі "перетворюються” на економетристів.
Спеціалісти-економетристи часто потребують спеціальних засобів для 
обробки даних, особливо отриманих у результаті неконтрольованого екс­
перименту. Економетрист в основном у залежить від інформації, що не 
може бути прямо проконтрольована. Така інформація часто містить по­
милки вимірювання, тому спеціаліст у галузі економетрики має розробля­
ти спеціальні методи для аналізу подібних помилок.
Економетрика я к  самостійна наукова дисципліна використовує в той 
же час поняття та методи розв’язку задач з багатьох розділів математики, 
наприклад математичної статистики, теорії імовірностей, математичного 
програмування, лінійної алгебри, систем нелінійних рівнянь та ін.
В и н и к н ен н я , с т а н о в л е н н я  т а  р о зв и т о к  е к о н о м е т р и к и
Як самостійна дисципліна економетрика сформувалась у  20—30-х ро­
ках нашого століття завдяки працям Г. Мура та Г. Шульца. До цього вже 
були відомі спроби математичної формалізації економіко-статистичних  
даних у працях В.Парето (рівняння гіперболи для опису розподілу прибут­
ку населення (1897 р .)) та працях Р.Хукера й А.Чупрова з кореляційного 
аналізу економічних процесів. У перших працях у рамках економетрики  
розроблялись аналітико-статистичні моделі. Здебільшого, це були рівняння
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л ін ійно ї регресії з парам етрам и, оц іню ваним и за методом  найм енш их квад­
ратів. Т акі р івн ян н я  дозволяли  описати  я к  ф ункц ії попиту  й залеж ність їх 
від п ри бутк ів , обсягів  випуску продукц ії, р івня ц ін , податків та ін ., так і 
ф ункц ії п р оп ози ц ії, виробничі ф ункц ії, щ о відображали технологічну за­
леж ність випуску  продукц ії від затрат праці та засобів виробництва.
Одна з п ерш и х  ви роб н и ч и х  ф ун кц ій  була побудована К оббом  та Дуг­
ласом  у 1928 р о ц і, а п отім  узагальнена Р. С олоу. З часом  регресійн і 
моделі виявили  свою  обм еж ен ість  для оп и су  узагальнених м одельних еко­
н ом іч н и х  к о м п л ек с ів  і н орм ати вн и х  м оделей.
П очинаю чи з 30-х років  відомі економ істи  Я .Танберген, Л .К лейн, Р.Стоун 
та інш і розробили моделі екон ом іки , як і описували статистичні зв ’я зк и  ви­
робництва, кінцевого індивідуального і державного попиту, цін , податків, зов­
н іш ньої торгівлі, пропозиц ії робочої сили, накопичення та знош ування капі­
талу. Такі моделі складалися вже з багатьох р івнянь, у зв ’язку  з чим  значно 
ускладнились проблем и оц іню вання невідомих параметрів. А це в свою  чер­
гу привело до необхідності використання нового математичного апарату та 
розш ирило м ож ливості практичного використання економ етрики .
Д о  ч и сл а  т и п о в и х  е к о н о м ік о -м а т е м а т и ч н и х  м о д е л е й , я к і  н а  с ь о ­
го д н іш н ій  д ен ь  р о з р о б л я є  і в и в ч а є  е к о н о м е т р и к а , в ід н о с я т ь с я :  в и р о б ­
н и ч і ф у н к ц ії ,  ф у н к ц ії  п о п и т у  р із н и х  гр у п  с п о ж и в а ч ів  т а  ц іл ь о в і ф у н к ц ії  
п е р е в а ги  с п о ж и в а ч ів , с т а т и с т и ч н і т а  д и н а м іч н і м іж г а л у з е в і  м о д е л і  
ви р о б н и ц т в а , р о з п о д іл у  і с п о ж и ва н н я  п р о д у к ц ії, м о д е л і  з а г а л ь н о ї  е к о ­
н о м іч н о ї  р ів н о в а г и . Ц е  п е в н и м  ч и н о м  с п о р ід н ю є  е к о н о м е т р и к у  з  м а к -  
р о е к о н о м ік о ю ,  том у не дивно , щ о починаю чи  з 50-х рок ів  вони  активно 
розвивали ся поряд .
У п р акти ч н и х  досл ід ж ен н ях  еко н о м етр и ч н і м етоди ви кори стовую ться  
не тільки в екон ом іц і. Вони п ош и рен і у б іології, істор ії, соц іології та інш их 
сусп ільних  і п ри род н и чи х  науках, де необхідно розробляти  та оц іню вати  
м оделі, я к і ф орм алізую ть з в ’я зк и  м іж  великою  к іл ьк істю  зм інних .
К рім  то го , сучасні еко н о м етр и ч н і м етоди ш и р о к о  ви к ори стовую ться  
для п о р ів н я н н я  еф екти вн ості р ізн ом ан ітн и х  еко н о м іч н и х  гіпотез та по­
сл ідовного  у точ н ен н я  їх.
Е т а п и  п р о в е д е н н я  е к о н о м е т р и ч н о г о  а н а л ізу
У стислом у  вигляді екон ом етри чн и й  аналіз складається з таких етапів.
1. Ф о р м у л ю в а н н я  т е о р і ї  чи г іп о т е зи .
2 . Р о з р о б к а  е к о н о м е т р и ч н о їм о д е л і  д л я  п е р е в ір к и  ц іє ї  т е о р і ї .
3 . О ц ін к а  п а р а м е т р ів  о б р а н о ї  м о д е л і.
4 . П е р е в ір к а  м о д е л і, с т а т и с т и ч н і в и с н о в к и .
5 . П р о гн о з у в а н н я  н а  о с н о в і о т р и м а н о ї  м о д е л і.
6. З а с т о с у в а н н я  м о д е л і  (д л я  к о н т р о л ю  т о щ о ).
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Розглянем о більш детально д еяк і з цих етапів окрем о на прикладі відо­
м ої кей н сіан сько ї теорії сп ож и ван н я .
Ф о р м у л ю в а н н я  т е о р і ї
К ейнс стверджував: "Ф ундам ентальний п си хологіч н и й  закон ...п оля­
гає в том у, щ о особа, як  правило, збільш ує сп ож и ван н я  при зростанн і до­
ходів, але не на ту ж  саму величину, на яку  зб ільш ується її доход". Корот­
ше каж учи, К ейнс вважав, щ о гранична схильн ість до сп ож и ван н я  (М РС ) 
є-величиною  зм іни доходу (від 0 до 1) при зм іні сп ож и ван н я  на одиницю  
(скаж ім о , на 1 долар).
Р о з р о б к а  м о д е л і
Х оча К ейнс п ідкреслю вав позити вну  залеж ність м іж  сп ож и ван н ям  та 
доходом , він не визначив ч іткого  ф ункц іонального  з в ’я зк у  м іж  цим и дво­
ма параметрами. Для сп рощ ен н я екон ом етри ст м ож е запропонувати  таку . 
форму кей н с іан сько ї ф ункц ії сп ож и ван н я:
У=Ро + Ріх+є ® < Рі <  .1» ( 1)
де у  — витрати на споживання;
х  — доход;
А)> А  — параметри моделі; 
є  — випадкова величина.
П араметр (Зг (тангенс кута нахи­
лу) дорівню є граничній  схильності 
до спож ивання М Р С  Г еом етрично 
модель (1) подана на мал. 1.
Модель ( 1 ), що показує лінійну за­
лежність спож ивання від доходу, є 
прикладом економ етричної моделі.
Я к щ о  м о д е л ь  с к л а д а є ш ь с я  л и ш е  з  
о д н о го  р ів н я н н я , я к  у  п о п е р е д н ь о ­
м у  п р и к л а д і, т о  во н а  н а з и в а є т ь с я  
п р о с т о ю , а б о  м о д е л л ю  з  о д н и м  
р ів н я н н я м , а  я к щ о  м о д е л ь  м іс т и т ь
б іл ьш е  о д н о г о р ів н я н н я , т о  м и м а є -  Малюнок 1. Кейнсіанська функція 
м о  с п р а в у  з і  с к л а д н о ю  м о д е л л ю , а б о  споживання 
м о д е л л ю  б а г а т ь о х  р ів н я н ь .
В и к о р и с т а н н я  м о д е л і  д л я  а н а л із у
П рипустим о, щ о економ іст-урядовець оц ін ю є кей н с іан ську  ф ункц ію  
спож ивання і отрим ує такі результати:
у =  5 .0  +  0 .7 л;, (3)
де у — витрати на сп ож и ван н я; х  — доход у м ільярдах гривень. При­
пусти м о , уряд вваж ає, щ о витрати на суму 1060 м ільярдів гривень утри­
мую ть безробіття на н и зьком у  р івн і, скаж ім о , 5%. Я ки й  рівень доходу 
гарантуватиме саме таку к ільк ість  витрат на сп ож и ван н я? П рипускаєм о , 
щ о м одель (3) д ій сн а , тоді нескладні ариф м етичні підрахунки покажуть:
1060 = 5.0 + 0.7* чи * = 1055/0.7 «  1507.
Тобто доход на суму 1507 м ільярдів гривень при даній М РС = 0.7 
сп он укає  до витрат на суму 1060 мільярдів гривень.
Я к  показую ть обчислення на н ай п ростіш ом у  ум овном у р івн і, дослід­
ж увана м одель м ож е ви кори стовувати сь  для аналізу та д осягнення різних 
пол ітичних  ц ілей. Завдяки  відповідній  податковій  чи кредитно-грош овій  
пол ітиц і уряд м ож е контролю вати  зм інну х чи маніпулю вати нею , щоб 
створити  баж аний рівень доходу у .
М а т е м а т и ч н е  т а  с т а т и с т и ч н е  п ід ґр у н т я .
Т е о р е т и ч н а  і п р и к л а д н а  ек о н о м е т р и к а
Е к о н о м е т р и к а  п о д іл я є т ь с я  н а  т е о р е т и ч н у  т а  п р и к л а д н у , к о ж н а  
з  я к и х  у  с в о ю  ч е р гу  д іл и т ь с я  н а  к л а с и ч н у  т а  б а й є с ів с ь к у .  В ц ій  к н и з і  
наголос роб и ться  на класичном у  підході. Б ай єс івськи й  підхід ми в цьому 
підручнику не розглядаєм о, бо він, на жаль, не розрахований на початківців.
Т еоретична еко н о м етр и ка  стосується  розвитку  методів вим ірю вання 
екон ом іч н и х  з в ’я зк ів , визначених екон ом етри чн и м и  м оделям и. У цьому 
аспекті ек о н о м етр и к а  базується на м атем атичній  статистиц і. Н априклад, 
одним  з найбільш  ви кори стовуван и х  засобів у екон ом етри ц і є метод най­
м енш их квадратів. Завдання теоретично ї екон ом етри ки  — детально за­
писати  п ри п ущ ен н я  цього  м етоду, його  властивості та щ о відбувається з 
цим и власти востям и , коли  одне чи більш е припущ ень не виконую ться .
У прикладній  екон ом етри ц і ви кори стовую ться  засоби теоретичної еко­
н ом етри ки , наприклад, для вивчення ф ункц ій  продуктивності, споживан­
н я , попиту  та п р о п о зи ц ії тощ о .
Ц я кн и га  в осн овн ом у  розглядає р озви ток  економ етричних  м етодів, їх 
припущ ень, застосувань та обм еж ень. М етоди проілю стровано відповідни­
ми прикладам и із р ізних  сфер еко н о м іки  та бізнесу.
Х оч матеріал ц ієї книги  подано на елементарному рівні, ми вважаємо, що 
читач уже знайомий з основами статистики , особливо з фундаментальними 
концепц іям и  оціню вання та перевірки гіпотез. Бажане також  хоча б повер­
хове ознайом лення з методами обчислень, хоч це й не о б о в’язково . У підруч­
нику є математичний додаток, тому при бажанні читач може поновити свої 
знання з необхідних розділів матричної алгебри та теорії ймовірностей.
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Р о л ь  к о м п ’ю т е р а  в с у ч а сн ій  е к о н о м е т р и ц і
Сьогодні нем ож ливо уявити  собі екон ом етри чн и й  аналіз без викорис­
тання к о м п ’ю тера. Є дек ілька  програм , щ о стосую ться  регресії та при­
датні для ви к ори стан н я  на м ік р о к о м п ’ю терах. З к о ж н и м  днем  к ільк ість  
подібних програм  зб ільш ується.
У країнах СНД на сучасном у ри н ку  статистичних програм  лідирую ть 
за як істю  такі зарубіж ні пакети , я к  ST A TG R A PH IC S, SYSTAT, SPSS, SAS, 
B M D P, E.VIEW S та в ітчизнян і пакети М ЕЗО ЗА В Р, С А Н И , СИ ГА М Д та ін.
Для загального уявлення про м ож ливості д еяки х  найвідом іш их про­
грам, як і використовую ться для р о зв ’я зк у  статистичних  та економ етрич- 
них задач, наведемо головні характеристики  цих пакетів (табл. 1).
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Таблиця 1
№ Назва
програми
Автор Видав­
ництво
Комп'ю­
тер
Програми
I п m IV V VI
1
BMDP
Statistical
Software
W .J.
Dixon
Univer­
sity of 
Califo­
rnia 
Press, 
Berkely, 
Calif.
IBM 360/ 
370 
(PC 
версія 
мож­
лива)
1. Багатофакторна лінійна регресія
2. Крокова регресія
3. Всі можливі підмножини регресій
4. Поліноміальна регресія
5. Ступенева логістична регресія
6. Дисперсійний та коваріаційний 
аналіз
2 SAS
(Statisti­
cal
Analysis
System)
Alice
Allen
Ray
SAS
Institute,
Inc.
North
Carolina
IBM 360/ 
370 (PC 
версія 
мож­
лива)
1. Лінійна регресія
2. Нелінійна регресія
3. КвСЗиАКЕ-регресія
4. Ступенева регресія
5. Дисперсійний аналіз
6. Пробіт-модель
3 SPSS
(Statisti­
cal
Package 
for the 
Social 
Sciences)
Norman
H.Nie
SPSS
Inc,
Chicago
III
IBM
7090,
360
(PC
версія
мож­
лива)
1. Багатофакторний регресійний 
аналіз
2. Процедура ЬООЬШЕАК для кате­
горичних ("фіктивних”) змінних
3. Дисперсійний аналіз
4. Двовимірні графіки та діаграми 
розсіювання
4 RATS Thomas
Doan
and
Robert
Litter-
man
VAR
Econo­
metrics,
Inc.,
Minnea­
polis,
Minn
PC, XT, 
AT com­
puters
1. Звичайний метод найменших 
квадратів
2. Імовірнісні та логічні моделі
3. Двоступеневий метод найменших 
квадратів
4. Зважений метод найменших 
квадратів
5. Інструментальні змінні
6. Критерій Кокрена — Оркатта
7. Поліноміальні розподілені лаги
1 Gujarati Damodar N. Basic Econometrics. — New York: McGraw-Hill Book Company, 
1994.
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І II III IV V VI
5 Micro TSP David
M.
Lilien
Me
Graw- 
Hill Book 
Compa­
ny, New 
York
IBM PC, 
XT, AT, 
COMPAQ
1. Проста регресія
2. Аналіз динамічних рядів
3. Прогнозування
4. Авторегресивні моделі та 
моделі ковзкого середнього
5. Симультативні та імітаційні 
моделі
6. Використання електронних та­
блиць у поєднанні з мікро-ТБР
7. Логічні та імовірнісні моделі
6 STAT
GRA­
PHICS
(Statis­
tical
Graphics
System)
STSC
corpo­
ration,
USA
IBM PC, 
XT, AT '
1. Проста регресія
2. Аналіз динамічних рядів
3. Прогнозування
4. Авторегресивні моделі та 
моделі ковзкого середнього
5. Симультативні та імітаційні 
мрделі ч
6. Логічні та імовірнісні моделі
Вибір стати сти чн ого  пакета для аналізу даних залеж ить від характеру 
завдань, щ о розгляд аю ться , обсягу  даних, я к і о б роб ляю ться , наявного  об­
ладнання та квал іф ікац ії користувача.
Д одатком  до цього п ідручника є "Е кон ом етри ка: П рактикум  з вико­
ри стан н ям  к о м п ’ю т е р а ”, в я к о м у  детально описано  пакет прикладних про­
грам БТА Т О Я А РИ ІС Б та інш і пакети  із статистики , щ о добре підходять до 
м ік р о к о м п ’ю т е р ів . У к н и з і наведено п риклади  в и к о р и с т а н н я  пакета 
БТА Т О Я А РИ ІС Б, оволодіння яки м  разом  з інш им и  пакетами полегш ить 
ви кон ан н я  обчислю вальних завдань.
Р О ЗД ІЛ  1. ЗАГАЛЬНІ ПРИНЦИПИ ПОБУДОВИ
ЕКОНОМЕТРИЧНИХ МОДЕЛЕЙ. ЗВ'ЯЗОК 
ЕКОНОМЕТРИКИ З МАКРОЕКОНОМІКОЮ. 
ПРИКЛАДИ ПОБУДОВИ ЕКОНОМЕТРИЧНИХ 
МОДЕЛЕЙ
1.1. З В ’Я ЗО К  Е К О Н О М Е Т Р И К И  З М А К Р О Е К О Н О М ІК О Ю .
П Р И К Л А Д И  Е К О Н О М Е Т Р И Ч Н И Х  М О Д Е Л Е Й
1 .1 .1 .  М о д е л ь  в ал ов ого  н ац іон ал ь н ого  п родук ту
Е кон ом етри ка  н айтісн іш е п о в ’я за н а  з аналізом  та побудовою  м акро- 
екон ом ічн и х  м оделей е к о н о м ік и  і м ак р о ек о н о м іч н и х  агрегатів. Це й не 
дивно, бо аналіз найбільш  агрегованих, спрощ ених  моделей дає перш е уяв­
лення про стан або р о зви то к  еко н о м іч н и х  п роц есів  у сусп ільств і. Подаль­
ш ий р о зви ток  моделей дозвол яє  глибш е п р о н и кн ути  у сутн ість яви щ а, 
ш ирш е виявити  в за є м о зв ’я зк и  та необхідні ум ови  р о зви тк у  в том у чи 
інш ом у напрям ку . Щ об  зрозум іти  осн овн і п р и н ц и п и  побудови економ ет- 
ричних м оделей, почнем о з к о н кр етн и х  прикладів .
Н а початку розглянем о н ай п ростіш у  м одель валового нац іонального  
продукту (В Н П ), розрахованого  за витратам и для закр и то ї е к о н о м ік и :
де У — валовий нац іональний  продукт (В Н П ); С — витрати  сп ож и вач ів ; 
І  — інвести ц ій н і витрати; в  — витрати уряду.
Для побудови економ етричної моделі треба сф орм улю вати гіпотези щ одо 
визначення всіх типів  витрат у р івн ян н і (1 .1 ).
Н айбільш  п ош и рен ою  гіпотезою  щ одо витрат сп ож и вач ів  є припущ ен­
ня залеж ності цього  типу витрат від одерж уваного прибутку  [(1 -  7 ) Н ,  
норми сплачуваних податків (у) та норм и позичкового  процента (г). Це мож­
на умовно записати за допом огою  ф ункціонального зв ’язку:
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де у  — норм а под атк ів , я к а  для сп р о щ ен о ї моделі п ри п ускається  однако­
вою  для всіх ек о н о м іч н и х  агентів; г — норм а п о зи ч ко во го  процента.
В иходячи з е к о н о м іч н о ї теор ії, на  частинн і похідн і ф ун кц ії f  м ож на 
накласти  так і об м еж ен н я:
де /у  — ч асти н н а  пох ідна ф ун кц ії f  в ідносно  У, я к а  є не чим  ін ш и м , я к  
граничною  схильн істю  до сп о ж и ван н я  відносно  одерж уваного прибутку 
та додатною  вел и ч и н ою , м ен ш ою  за од и н и ц ю ;
и  — ч асти н н а  похідна в ідносно  норм и  процента. Зб ільш ення норм и 
п ози ч кового  процента негативно впливає на сп ож и ван н я, том у щ о збільшує 
н ак о п и ч ен н я , робить дорож ч ою  купівлю  товарів тривалого спож ивання у 
кредит, зм енш ує ном інальну вартість облігацій , а все це в свою  чергу змен­
ш ує реальну м ож ли вість  сп о ж и ван н я . О бм еж ення на ч астинн і похідні до­
пом агаю ть при  виборі к о н к р етн и х  ф ункц іональних  залеж ностей , я к  це ми 
п обачим о трохи  далі.
Другу складову м оделі (1 .1 ) — ін вести ц ії м ож н а розглядати я к  функ­
цію  від зм іни  валового нац іонального  продукту  та норм и  процента. Тобто 
м аєм о  з в ’я зо к :
де АУ — зм іна В Н П .
У р івн ян н і (1 .4 ) ви к о р и стан о  просте п ри п ущ ен н я , щ о спостереж увані 
зм іни  В Н П  певною  м ірою  характеризую ть зм іни  прибутку, щ о залишаєть­
ся у населен н я, зростан н я  я к о го  в свою  чергу п ози ти вн о  впливає на інвес­
ти ц ії (перш а нер івн ість  (1 .5 )) . К рім  того , друга нерівн ість (1 .5) відображає 
гіпотезу  щ одо  об ерн ен о ї залеж ності р івн я  ін вестиц ій  та норм и  позичково­
го п роцента.
П ри п ущ ен ь , я к і в ідн осяться  до зм іни  урядових витрат, м и не розгляда­
ти м ем о , том у отри м аєм о  таку модель з трьом а р івн остям и :
У = С + / + в ;
С = / ( ( і - у ) У , г ) ;  (1 .6)
І  = <р(АГ,г).
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її слід д оповнити  гіпотезам и  щ одо  зн ака ч асти н н и х  пох ідн и х  (1 .3 ) та (1 .5 ).
У моделі (1 .6) треба од н очасн о  о ц ін и ти  три  зм ін н і С, І  та У . їхн і зна­
чення у свою  чергу залеж ать від значень величин  (?, г та у. Т ом у при  
кон струю ван н і м оделі (1 .6) м и  п о стаєм о  перед ви б о р о м , щ о є звичайним  
явищ ем  в еко н о м етр и ц і: я к  розглядати  ц і вел и ч и н и  — я к  залеж ні зм ін н і 
чи  я к  незалеж ні.
Я к щ о  м и будуватим ем о ф ун кц іон ал ьн і зал еж н ост і, щ о п о в ’язу ю ть  та­
кож  зм інн і в , г та у з ін ш и м и  вел и ч и н ам и , то м и  зб іл ьш и м о  п оч аткову  
модель (1 .6) щ е на  три  р івн о ст і. П отім  м ож н а  щ е побудувати н ов і залеж­
ності, я к і у свою  чергу о п и сую ть  н ов і з в ’я зк и  м іж  вели чи н ам и  і т.д.
Д е ж к ін ец ь  ? Ц ілком  слуш не запитання, я к е , зреш тою , ставить собі кож­
ни й , хто на  п р акти ц і ви р іш ує  проблем у побудови  е к о н о м етр и ч н и х  моде­
лей еко н о м іч н и х  п р о ц ес ів  та о ц ін к и  їхн іх  парам етр ів .
Усе залеж ить від ступеня сп р о щ е н о ст і, від то го , я к у  м ету м и  ставим о 
при розроб ц і еко н о м етр и ч н и х  м оделей .
У н аш ом у  п р о сто м у  випадку м о ж н а  о б м еж и ти ся  трьом а р ів н я н н я м и , 
припустивш и, що в ,  г т а у  — незалеж н і вел и ч и н и .
Т е п е р  р о з г л я н е м о  у в а ж н о  м о д е л ь  ( 1 .6 )  з  п р и п ущ е н н я м и  ( 1 .3 )  т а
(1 .5 )  . ІЦ о  н а л е ж а л а  е к о н о м іч н а  т е о р ія ?  П о -п е р ш е , м о ж л и в іс т ь  по­
б у д у в а т и  с а м у  м о д е л ь . П о -д р у г е , м о ж л и в іс т ь  р о з д іл и т и  з м ін н і  
н а  з а л е ж н і т а  н е за л е ж н і. П о - т р е т є , з а  ч и с т о  е к о н о м іч н о ю  л о г ік о ю  
м и  п р и й н я л и  о б м е ж е н н я  щ одо  з н а к ів  ч а с т и н н и х  п о х ід н и х  ф у н к ц ій  
з в 'я з к у .
П остає  зап и тан н я, чи  є модель (1 .6 ) достатн ьою  для детального  аналізу 
еко н о м іч н о ї реальності, як у  вона в ідображ ає? Звісно, ні.
О скільки  ф ункц іональн і з в ’я зк и  (1 .2 ), (1 .4) із гіпотезам и  (1 .3 ), (1 .5) ма­
ю ть лиш е "як існ и й  ви гл яд ”, то найбільш е, щ о м ож е дати така модель, це 
як існе п оясн ен н я д еяких  п роцесів , щ о відбуваю ться у реальності. Те, щ о дає 
класична м акроекон ом ічн а  теор ія . Н і про детальний аналіз реальності, н і 
навіть про к іл ьк існ і залеж ності м іж  д еяки м и  величинам и  за моделлю  (1 .6) 
н е  й д е ть с я . І  це природно: що у  м одель за к ла д ен о , т е й м аєм о. М одель
( 1 .6 )  я в л я є  с о б о ю  я к іс н и й  р ів е н ь  о п и с у  е к о н о м іч н о ї  р е а л ь н о с т і т а  є  
н е с т о х а с т и ч н и м  а н а л о г о м  е к о н о м е т р и ч н о їм о д е л і .
1 .1 .2 .  К л а с и ч н а  м о д ел ь  е к о н о м ік и
К ласична модель відображ ає головн і д о к тр и н и  к л аси ч н о ї теор ії. Роз­
глянем о головн і д о сягн ен н я  к л аси чн и х  е к о н о м іс т ів .
Ранн і еко н о м істи  розглядали  таку  е к о н о м іч н у  проблем у: в р и н к о в ій  
еко н о м іц і окрем і о со б и сто ст і ф орм ую ть сво ї ек о н о м іч н і плани  незалеж но 
один від од н ого , п ри ч ом у  ці плани  м о ж н а  н орм альн о  в и к о н ати . Я к и м  
ч и н о м  ц е  м о ж л и в о ?  В ід п о в ід ь  була та к а : "Ціновий м ехан ізм  координує  
ін д и в ід у а л ь н і е к о н о м іч н і п л а н и . В ід п о в ід н о  до  ц ь о го  м е х а н із м у  м о ­
дел ь  ви р о б н и ц т в а  м а є  т е н д е н ц ію  р е г у л ю в а т и  м о д е л ь  п о п и т у . " Р а н н і
екон ом істи  вваж али, щ о зм іна ц ін и  є наслідком  дії р и н кового  механізму, і 
я к щ о  це справедливо для будь-якого  окрем ого  ри н ку , то це справедливо 
також  і для всіх  ін ш и х  р и н к ів .
Враховую чи наведений вищ е м еханізм , класичні та неокласичні еконо­
м істи розглядали також  проблеми регулю ван н я  ри н ку. Тезовий зміст їхньо­
го  а н а л ізу :р и н к о ва  ек о н о м ік а  веде  до за га л ь н о їр ів н о в а ги  к р а їн и , у з в ’я з к у  
з цим  загальна р івновага є центром  гравітації ри н ко в о ї екон ом іки .
К л а с и ч н і  т а  н е о к л а с и ч н і е к о н о м іс т и  н е  в ід к и д а л и  м о ж л и в о с т і  
т и м ч а с о в и х  к р и з ,  вон и  тільки  ствердж ували, щ о  перехід д о  загальної 
р івноваги  відбувається за довгий  період часу — від п ’яти  до тридцяти  
р о к ів . Далі вон и  розглядали  загальну р івновагу  я к  оптим альний  стан для 
с у с п іл ь с т в а .  Р а н н і е к о н о м іс т и  р е к о м е н д у в а л и  е к о н о м іч н и й  п о р я д о к , 
я к и й  г а р а н т у є  е к о н о м іч н у  с в о б о д у  м е ш к а н ц я м :  во н и  за х и щ а л и  р и н ­
к о в у  д и р е к т и в н у  е к о н о м ік у .
К рім  аналізу ц ін о во го  м ехан ізм у , я к и й  м и н ази ваєм о  ц ін овою  або 
ц ін н іс н о ю  т е о р іє ю , другим  д о с я гн ен н я м  кл аси ч н и х  е к о н о м іс т ів  було 
в ід к р и т т я  в у а л і  ц ін . В они ствердж ували: ”Г рош і і добробут — ц е  зовсім  
р ізн і р е ч і”. С оц іальний  добробут складається із прод укц ії за р ік  або існу­
ю чого  п о то к у  товарів , у той  час, коли  грош і є просто  засобом  обміну. Грош і 
п отр ібн і не заради сам их грош ей , а тільки  заради товарів , я к і м ож на купи­
т и  н а  них . Т ом у гр о ш і є  "вуаллю  " р е а л ь н и х  д ій .
П ереб ільш ен н я значення ц іє ї точ ки  зору призвело до макроекономі- 
ч н о ї д и х о т о м ії,  тобто п р и п у щ ен н я , щ о в  р и н ко в ій  еко н о м іц і ном інальна 
та реальна величини зовсім  незалеж ні одна від однієї. Н априклад, збільшен­
н я  к іл ьк о ст і грош ей  не вн оси ть  будь-яких зм ін  у реальний добробут, а дає 
тільки  п р о п о р ц ій н е  зростан н я  в ц інах . В ідповідно аналіз був поділений 
н а  ц ін н іс н у  та м о н е т а р н у  т е о р ії. Ц іннісна т еорія  р о згл я д а є  реальн і вели­
ч и н и , а так о ж  в ід н осн і ц ін и . Монетарна ж теорія м ає справу з чи сти м и  
н ом ін альн и м и  ц ін ам и .
Ч ітке  відображ ення д о к тр и н и  кл аси чн о ї теорії д а є  к л а с и ч н а  м о д е л ь .  
У м оделі р об л яться  д еяк і п ри п ущ ен н я  (для її сп р о щ ен н я ).
П ер ш е п р и п у щ е н н я .  В економ іц і, щ о  розглядається , є  т ільки  д в а  види 
д ійових  осіб  — фірми та домашні господарства, о б ’єд н ан і в два сектори . 
К ож ен  із сектор ів  ви к о н у є  три  види д іяльності:
фірми — ви роб н и ц тво  товарів;
— п оп и т на  робочу  силу;
— зд ій сн ен н я ін вести ц ій ;
домашні господарства: — сп ож и ван н я  товарів;
— п р о п о зи ц ія  здатності до праці;
— створення заощ адж ень.
Д р у г е  п р и п у щ е н н я . Р озгл яд ається  т ільки  один од нор ідний  товар,
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кількість яко го  п означається через зм інну Y. За рахунок попереднього 
п рипущ ення Y  є реальним доходом  еко н о м іки  в ц ілом у, я к и й  вимірю єть­
ся в одиницях  товару. В теорії очікувань (ex-ante аналізі) слід розрізняти  
три значення Y:
Y s — сумарна к ільк ість  оч ікуваного  виробництва;
Y D — сумарна к ільк ість  оч ікуваного  попиту  на товари;
Y  — сума трудових доходів , доходів від ц інних  паперів (або депозитів) 
і нетрудових доходів.
М одель розглядає чотири  р и н ки  разом:
—  р и н о к  т о в а р ів ,  д е  п р о п ози ц ія  товарів Y s зб ігається з  попитом  спо­
ж ивачів С та попитом  на інвестиц ії І;
—  р и н о к  п р а ц і ,  д е  збігаю ться п р оп ози ц ія  праці N s з поп и том  N D;
— р и н о к  к а п іт а л у , де зб ігаю ться п р о п о зи ц ія  к а п іта л у  S (заощаджен­
ня) з попитом  на капітал I  = ABS / Р  (де Bs — ном інальний  п отік  об­
лігац ій , як и й  ви м ірю ється  в грош ови х  о д и н и ц ях );
— р и н о к  грош ей.
П ри п ускається , щ о три перш і р и н ки  є д осконало  ко н ку р ен тн и м и , тому 
на  к о ж н ом у  з них встановлю ється  єдина ц іна, тобто:
— рівень цін (Р ), як и й  означає грош ову  ціну однорідного  товару;
—  номінальна заробіт на плата (w )  я к  грош ова ц іна праці;
— с т а в к а  проц ен т а ( і)  я к  ц ін а  к а п іт а л у .
Д оки  ми абстрагуєм ося від грош ей , головним и є не рівень цін Р  та 
ном інальна заробітна п л ата  w, а  т іл ьк и  їх  в ід н ош ен н я, тобто р е а л ь н а  за ­
р о б іт н а  п л а т а  w / P .
Реальна заробітна плата означає число одиниць товару, сплачених за 
одну робочу годину.
К ласична модель вклю чає:
— ф у н к ц ії п о п и т у  т а п р о п о зи ц ії п р а ц і, т обт о
— виробничу ф ункц ію  Y  =  f (N);
— ф у н к ц ії заощ адж ення  т а  інвест иц ій
— р ів н я н н я  К ем брідж а М  — k  • Р  Y ,
де k  (Cambridge k) — середня тривалість перебування гот івк ови х  кош тів  
на руках у індивідуумів — від отрим ання лю дьм и грош ови х  доходів до 
витрат цих кош тів на товари, послуги чи заощ адж ення, тобто певний пері­
од часу, протягом  як о го  лю ди утрим ую ть кош ти  на руках).
Д одаю чи  до цього  то то ж н ість  IV  =  С № /Р )Р , м и отр и м у єм о  одночасні 
р ів н я н н я  д л я  к ла си ч н о ї м оделі:
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АГі( и?
<Р>
= /V* = /V* (1.7)
1/0 1/0
у = ДАТ) -> Г ; (1.8)
5(0 = до -> і ; (1.9)
М  = ІгР-у-> р*; (1-Ю)
и» = (— Ї-Р-МР*. (1.П)
Р ів н я н н я  (1 .7 ) — (1 .11 ) — це 6 н естохасти ч н и х  аналогів симультатив- 
них  р ів н я н ь . Слід в ід зн ачи ти , щ о (1 .7 ) м істи ть  у соб і два р івн ян н я .
Р ів н я н н я  (1 .7 ) яв л яє  собою  ум ову р івноваги  н а  р и н к у  прац і, щ о задає 
п о вн у  зай н ят ість  ( ІУ*), а так о ж  реальну зарплату ( ю /Р )*  в р івновазі.
У м ова (1 .8 ) — це ви роб н и ч а  ф у н кц ія  (з ви к лю чен н ям  зм ін н о ї К  — 
кап італу  і з урахуванням  залеж н ості ви роб н и ц тва  лиш е від зм ін н о ї зай­
н я т о с т і) . Т ак о ж  м о ж н а  було б зап и сати  ф ун кц ію  п р о п о зи ц ії товар ів , але 
ф орм ула (1 .8 ) п о вн іш е  свідчить про  те, щ о п р о п о зи ц ія  товарів випливає 
безпосередньо  з р івн я  зай н ято ст і ІУ*.
Р ів н я н н я  (1 .9 ) — це ум ова, щ о сто су ється  безпосередньо  р и н ку  капіта­
лу, ви зн ачає  п ри род н у  ставку п роц ен та  і*. Звичайно , передбачається певна 
к іл ьк іс ть  заощ адж ень та ін вести ц ій .
У м ова (1 .10 ) — р ів н я н н я  К ем брідж а. О скільки  к іл ьк ість  грош ей  та 
ш ви д к ість  їх об ігу  п р и п у ск аю ться  заданим и, р івень ц ін  Р*  у р івновазі 
ви зн ач ається  реальним  ви п уском  У*.
Р івн ян н я  (1 .11) — це, нареш ті, чисто  ф ормальна тотож ність. Вона ствер­
д ж ує , щ о певна н ом ін альн а зароб ітна плата IV*  ви зн ач ається  реальною  
зарплатою  ( \¥ / Р ) *  у р івн овазі і р івнем  ц ін  Р ^  р івновазі.
К рім  то го , м одель п о я с н ю є  кл аси чн у  дихотомію: реальний сектор  еко­
н о м ік и  зоб раж ується  р ів н я н н я м и  (1 .7 ) — (1 .9 ), де всі реальні величини 
ви зн ачен і. З р івн ян ь  (1 .10) і (1 .11) р івень ц ін  та н ом ін альн и й  р івень зар­
плати ви зн ач аю ться  я к  ч и сто  н ом ін альн і зм ін н і, я к і не впливаю ть на ре­
альні зм ін н і.
Т ака м одель добре п ідходить для д ем он страц ії сутності д о к тр и н и , але 
ц і р ів н я н н я  не слід сп ри й м ати  я к  при родн і зак о н и , вон и  тільки  даю ть 
стисле п о я с н е н н я  д еяк и х  незаперечно важ ливих з в ’я зк ів .
1 .1 .3 .  П о в н а  к е й н с іа н с ь к а  м о д е л ь
Т ак звана п овн а к ей н с іа н с ьк а  м одель явл яє  соб ою  м одель загальної 
е к о н о м ік и . Вона вклю чає в себе н еокл аси ч н у  м одель р и н к у  п рац і, вироб­
ничу ф ункц ію  та ІВ-ЬМ -модель я к  модель сектора сп о ж и ван н я  в екон ом іц і. 
У позн ачен н ях :
У — валовий н ац іон ал ьн и й  продукт;
N  — к іл ьк ість  роб очи х  м ісц ь;
ТУ — заробітна плата;
Р  — індекс ц ін ; 
г  — н орм а п роц ен та;
( ч г } _
—  — Юя — н орм а реальної зарабітно ї плати;
V Р  )
— ф у н кц ія  п о п и ту  н а  р и н к у  прац і;
л ґ
м
4 * 0
)
— ф у н кц ія  п р о п о зи ц ії н а  р и н ку  прац і;
загальна грош ова  м аса.
П овна кей н с іан ськ а  м одель, я к  і кл аси чн а  м одель, складається  з ш ести  
р івн ян ь:
Р ів н ян н я  (1 .12) є п о д в ій н и м , тобто  це два р ів н я н н я  р и н к у  п рац і, за 
д оп ом огою  я к и х  визн ачаю ться  зм ін н і зай н ято сті (к іл ьк ість  р об очи х  м ісць) 
ЛТ* та н орм а реальної зароб ітн о ї плати .
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Р ів н ян н я  (1 .13) м істи ть  ви роб н и чу  ф ун кц ію , як а  за ум ов п о вн о ї зайня­
тості на  р и н к у  прац і (ІУ*) дає значення р івн оваж н ого  валового національ­
н ого  п родукту  (У*).
Р ів н ян н я  (1 .14) та (1 .15) представляю ть Ів-ЬМ -м одель. В ц ій  моделі 
р івень ц ін  (Р * ) є залеж ною  зм ін н о ю , і в ін , я к  і н орм а п роц ен та (г*), визна­
ч ається  з п оданих  р івн ян ь .
Р ів н ян н я  (1 .16) визн ачає ном інальну  зароб ітну плату іи*
О тже, п осл ід овн и й  р о з в ’я з о к  цих р івн ян ь дав би зм огу посл ідовно  ви­
значити ш ість зм інних  ІУ*, г* ю*, ( IV /Р * )* , У *, Р*.
Але для то го , щ об  знайти  значення цих зм ін н и х , м и  п ови н н і спочатку 
встан ови ти  я в н и й  вигляд ф ун кц ій  з в ’я зк у  N «0, № () , Ю , ЯО, 10 , ЬО  та оці­
нити  їхн і парам етри , вводячи  випадкові величини у праві частини  рівнянь.
Д л я  п ер ех о д у  до  кільк існого  р івн я  опису р о згля н у т и х  вищ е м оделей  і 
потрібен  економетричний підхід, я к и й  оперує к ільк існим и  значенням и всіх 
величин, задіяних у моделі, та дозволяє не тільки побудувати явний  вигляд 
ф ункц ій  зв ’я зк у , а й глибоко  проаналізувати сутність сам ої моделі.
1.2. Р О Л Ь  Е К О Н О М Е Т Р И К И  В Е К О Н О М ІЧ Н И Х  Д О С Л ІД Ж Е Н Н Я Х
Я к  п о казан о  ви щ е, екон ом іч н а  теор ія  м ож е дати тільки  я к існ и й  рівень 
оп и су  м акро- та м ік р о е к о н о м іч н и х  м оделей , д оп ом огти  вияви ти  загаль­
н и й  характер  з в ’я зк у  м іж  ф акторам и  та зробити  д еяк і п ри п ущ ен н я  щ одо 
знаків  п ерш и х  або других п ох ідних .
Щ об  встан ови ти  явн и й  вигляд ф у н кц ії з в ’язк у , спочатку  необхідно ви­
брати тип  ф у н к ц ії, щ о відповідає н аш и м  п р и п у щ ен н ям . П о ясн ю ю ч и  це, 
знову  п о вер н ем о ся  до н ай п р о ст іш о ї м оделі — моделі валового національ­
ного  продукту  (1 .6 ). Д ля сп р о щ ен н я  абстрагуєм ося  від норм и  позичково­
го п роц ен та , тобто  п р и п у сти м о , щ о г =  const . Р озглянем о в м оделі (1.6) 
сектор  сп о ж и ван н я  (1 .2 ;1 .3 ) . Я к  м и  вж е бачили, екон ом іч н а  теорія  мож е 
д оп ом огти  ви яви ти  загальний характер  з в ’я зк у  м іж  ф акторам и  та зроби­
ти д еяк і п р и п у щ ен н я  щ одо  знаків  п ерш их або других п ох ідних . Але ж  
д ек ілька  тип ів  ф у н кц ій  м ож уть од норазово  відповідати таки м  припущ ен­
н ям . Я ку  ж  із них  вибрати? Н априклад , нехай
де Я  — при буток , я к и й  залиш ається у розп орядж ен н і держ ави. Тоді макро- 
ек о н о м іч н и й  п о к а зн и к  с п о ж и в ан н я  м ож е бути п оданий  за д оп ом огою  
к іл ько х  ф ун кц ій .
С = а 0+ а 1Д; (1 .18)
С = АЯаі; (1.19)
С = а 0- а 1ВгК  (1 .20 )
У сі ф ун кц ії (1 .18) — (1 .19) є зростаю ч и м и  щ одо  до того  ж  їм  відпо­
відає додатна та ниж ча за оди н и ц ю  гранична схильн ість  до сп о ж и ван н я  
(за ум ов , щ о парам етри а 0, а х та А  відповідатим уть д еяки м  вим огам  (м и, 
зви чай н о , абстрагуєм ося від н орм и  п роц ен та). О тже, я к  бачим о, у даном у 
випадку три ф ун кц ії відповідаю ть ви м огам , розглян ути м  ран іш е, щ одо 
опису  сектора сп ож и ван н я  (див. 1.2). Але ж , м аю чи сп ільн і властивості, ц і 
ф ун кц ії описую ть р ізн і я к іс н і п роц еси  сп о ж и ван н я . Я к щ о  взяти  функ­
цію  (1 .1 8 ), то вона описує си ту ац ію , за я к о ї додатковий  доход у розм ір і 100 
гривень ви к л и к ає  завж ди однакове зростан н я витрат с п о ж и в ан н я , тоді я к  
у випадках (1.19) — (1.20) гранична схильність до сп ож и ван н я  зменш уєть­
ся в м іру зростання доходу. К рім  того , у випадку (1.19) сп ож и ван н я  не­
скінченно  зростає разом  з доходом , тоді я к  у (1.20) при  дуже великом у 
доході сп ож и ван н я прям ує до р івня  задоволення, поданого  кон стан тою  а0.
Я к  бачим о, екон ом іч н а  теор ія  не м ож е точно  ви яви ти  тип  ф ункціо­
нального з в ’язк у . К рім  того , до ви явлен н я такого  з в ’я зк у  м и  м аєм о  відпо­
вісти  щ е на  д еяк і зап и тан н я. Н априклад , чи  п о ви н н і м и враховувати  се­
зонн і к ол и ван н я  у п опередньом у випадку? Ч и  є к іл ька  тип ів  ”н о р м  про­
ц е н та ”? Ч и  п ови н н і м и розглядати  ’’реп р езен тати вн у ” норм у  п роц ен та  або 
вводити ком б ін ац ію  р ізних  н орм  процентів?  Ч и  буде н орм а п роц ен та  од­
н ією  і тією  ж  для ф ун кц ії сп о ж и ван н я  та ін вести ц ій  і т .ін .
М о ж н а  ви д іл и т и  5  осн овн и х  за в д а н ь , я к ір о з в  'язує е к о н о м е т р и к а .
По-перш е, модель м ає бути специф ікована, тобто треба, щ об усі функціо­
нальні з в ’я зк и  входили до неї у явн ом у  вигляді. Д о цього  ек о н о м етр и ка  
м ож е дійти  ш ляхом  від п р остого  до складного: п оч авш и  з н ай п р о ст іш и х  
ф ун кц ій , вводити  та перевіряти  р ізн і гіпотези  і п оступ ово  ускладню вати  
характер ф ункц іон альн и х  з в ’я зк ів  виходячи  з реальних даних.
По-друге, завданням економ етрики  є вибір означення та вим іру зм інних, 
я к і входять до моделі.
П о-т рет є, необхідно оц ін и ти  всі невідом і парам етри  моделей та розра­
хувати інтервали довіри  (інтервали , до як и х  із заданим  ступенем  імовір­
н ості потраплятим е обчислю вана величина).
П о-чет верт е, необхідно о ц ін и ти  як ість  побудованих м оделей за допо­
м огою  р ізних  тестів та к р и тер іїв . Це допом агає остаточ н о  ви р іш и ти  пи­
тання, чи  треба зм іню вати  п оч атково  обрану м одель, та д еяк і теоретичн і 
п ри п ущ ен н я . Я к щ о  така зм іна необхідна, то треба п ровод и ти  нові розра­
хунки  і нове тестування.
П о-п 'яте, м аю чи остаточну м одель, необхідно провести  глибокий  аналіз 
результатів, я к і планується  ви кори стовувати  на  п р ак ти ц і для п р и й н яття  
ріш ень.
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1.3. ІН Ф О Р М А Ц ІЙ Н А  Б А ЗА  Е К О Н О М Е Т Р И Ч Н И Х  М О Д Е Л Е Й
Е кон ом етри ка  як  наука насамперед ставить собі за мету обгрунтований 
аналіз економ ічних  явищ  на базі м атем атико-статистичних методів. Такий 
аналіз потребує наявності числових характеристик економ ічних  явищ  та 
м ож ливості вим ірю вання їх. П ри вим ірю ванні к ільк існ и х  ознак можуть 
бути отрим ані два типи рядів даних — динамічні та варіаційні. Ц і ряди 
здебільш ого і становлять інф орм ац ійну базу економ етричних моделей.
1 .3 .1 .  Д и н а м іч н і р я д и  т а  їх н і  х а р а к т е р и с т и к и
Д и н а м і ч н и м  р я д о м  н а з и в а є т ь с я  п о с л ід о в н іс т ь  с п о с т е р е ж е н ь  з а  
п р о ц е с о м  а б о  я в и щ е м  у р ів н о в ід д а л е н і  п р о м іж к и  ч а с у .
П означим о через х. значення деяко ї ознаки  економ ічного  процесу або 
яви щ а в ї-й  п ром іж ок  часу. Тоді, вимірю ю чи значення ц ієї ознаки в рівновід- 
далені пром іж ки  часу, отрим аєм о динамічний ряд: х г, х х п. Окремі
значення о зн аки , як і в ідносяться до певних пром іж ків  часу, ще називають 
р івням и динам ічного  ряду. Н априклад, х. — це значення ознаки , щ о ви­
вчається у і -й п р ом іж ок  часу або і -й рівень динам ічного ряду.
Д ля того , щ об ці динам ічні ряди м ож на було використовувати як  інфор­
м ац ійну базу для побудови регресійних  моделей, необхідно, щ об усі їхні 
р івн і м ож н а було п ор івн яти . Н априклад, дані м ож уть стосуватися тери­
торії, корд он и  я к о ї з часом  зм іню валися. Н еп ор івн ян н ість  такого  роду 
усувається перерахунком  даних із врахуванням  зм інених  кордон ів .
Н еп о р івн ян н ість  м ож е бути зн ачн ою , коли  п о к азн и к и , щ о розгляда­
ю ться , підвладні сезонним  або інш им  періодичним  коли ван н ям  (ціна на 
с іл ьськогосп од арську  п род укц ію , тариф и перевезень та ін .) . Такі дані не­
обхідно проаналізувати за м етодам и сезон н о ї д еком п ози ц ії.
Н еп о р івн ян н и м и  є також  дані, подані у р ізном у м асш табі виміру. їх 
треба спочатку  перевести в однакові одиниці.
П ри ф орм уванн і динам ічних  рядів м ож уть бути ускладнення, пов’я ­
зані з браком  необхідних  даних. Один з найбільш  п ош и рен и х  засобів 
подолання цього  — виявленн я зако н о м ір н о стей , яки м  п ідпорядковується 
динам ічний  ряд, та екстраполю вання або інтерполю вання його недостатніх 
р івн ів.
П ісля того , як  динам ічний ряд всебічно проаналізовано на достовірність 
та п ор івн ян н ість  даних , його  м ож на ви кори стати  я к  вхідну інф орм ацію  
для побудови м оделей.
С ередні характеристики  динам ічного ряду
У загальненими характеристикам и  динам ічного ряду є середня хроноло­
гічна, середній абсолю тний приріст, середній темп зростання та приросту.
Нехай ми м аєм о динам ічний ряд з п спостереж ень: х х, х.,..., х п.
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С е р е д н я  х р о н о л о г іч н а  показує, яким рівнем у  середньому характери­
зується даний динамічний ряд і розраховується за формулою:
де х — середня хронологічна; х. — і-й рівень динамічного ряду; п — 
кількість спостережень (рівнів).
С е р е д н і х р о н о л о г іч н і  корисні д л я  порівняльного аналізу двох а б о  
кількох динамічних рядів (наприклад, порівняння середніх рівнів уро­
жайності для різних регіонів країни, порівняння середньої заробітної плати 
у промисловості та в цілому по країні і т .ін .).
Характеристику зміни динамічного ряду та швидкість ц ієї зміни в 
середньому дають середній абсолютний приріст та середній темп зростан­
ня (приросту).
С ередній абсолют ний приріст  показує, як  ш видко зм іню ється кінце­
вий рівень ряду відносно початкового:
п - 1
де Ах — середній абсолютний приріст; х п, х х — кінцевий та початковий 
рівень ряду.
Середній коеф іцієнт зростання характеризує середню швидкість зміни 
економічного процесу або явища і розраховується за формулою:
де к р — середній коеф іцієнт зростання.
Середній коефіцієнт приросту відрізняється від середнього коефіцієн­
та зростання на одиницю :
де к Пр — середній коеф іцієнт приросту.
Середні коефіцієнти зростання та приросту, виражені у відсотках, на­
зиваються відповідно середнім темпом зростання (Т р) та середнім тем­
пом приросту ('Тпр)•
38 Розділ 1
Приклад. Розглянем о поквартальну заробітну плату (ЗП ) у державному 
секторі У країни за 1992 — 1994 рр. (табл. 1.1)*.
Т а б л и ц я  1 .1
_____________________________________________________________
№
п/п
Квартал ЗП у державному 
секторі 
(без премій), 
млрд.крб — (Хі)
Х і -  X (Хі -  X)2
1 1992 (1) 115 -  12771.5 163111212
2 1992 (2) 238 -  12648.5 159984552
3 1992 (3) 362 -  12524.5 156863100
4 1992 (4) 761 -  12125.5 147027750
5 1993 (1) 1223 -  11663.5 136037232
6 1993 (2) 2220 -  10666.5 113774222
7 1993 (3) 6366 -  6520.5 42516920
8 1993 (4) 21224 8335.5 69513906
9 1994 (1) 42043 29156.5 850101492
10 1994 (2) 54313 41426.5 1716154902
* Джерело: Тенденції української економіки / /  Щомісячний бюле­
тень /  Європейський центр макроекономічного аналізу України. —
1994. — Серпень.
П роведемо підрахунки за цими даними й отрим аєм о такі середні характе­
ристики .
С еред ня к в а р т а л ь н а  за р о б іт н а  п л а т а  у  державному секторі України в 
1992 — 1994 рр. дорівню вала:
- = | ^ = 128865 = 12886.5
г=і п 10
С ер ед н ій  а б с о л ю т н и й  п р и р іс т  з а р о б іт н о ї п л а т и  дорівню вав:
5 4 3 1 3 -1 1 5  ЙЛОО Ах = ----------------- = 6022.
Середні темпи зростання та приросту відповідно становили:
54313= аі- — - х 100% = 1.982 х 100% = 198.2%; 
1 р « 115
Тп = (  V— — -  !) х Ю0% = 98.2%115
Відхилення в ід  середнього вим ірю є дещ о ш тучна величина — д и с п е р с ія . 
Д и с п е р с ія  п о к а з у є  с е р е д н ю  с у м у  к в а д р а т ів  в ід х и л е н ь  ч л е н ів  р я д у  в ід  
свого середнього і п о зн а ч а єт ь с я  О 2 , а б о \ аг(х):
2 1 п _  2 
уаг(лг) =  О = — “  х ) у
п і=і
де х  — середнє значення динамічного ряду; п — кількість спостереж ень.
У підрахунках дисперсії використовується середня сума квадратів відхи­
лень, тому щ о середня сума відхилень дорівню є нулеві. Справді:
— Х (* і -  х )  = х -------= 0 .П і=і п
Для того, щ об дисперсію  м ож на було порівняти з середніми характеристи­
кам и, вводиться середнє квадратичне відхилення:
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п
Д исперсія цікава також  тим , щ о яким  би не був розподіл величини я, як  
мінімум 75% спостережень знаходяться м іж  ( х  — 2сг) та ( х  +2(7 ).
Для порівню вання ступеня коливання різнорідних показників. _ _у відсот­
ках запроваджено інш ий показник — коеф іцієнт варіації, який  розраховується 
за формулою:
V  = ¥гХ  100 % ,
X . . .
де У — коеф іц ієнт варіації; х  — середнє значення ряду; (7 — середнє квадра­
тичне відхилення.
Для наш ого прикладу дисперсія дорівню є: (7 2 = 355508528.8; 
середнє квадратичне відхилення ( 7=  59624; коеф іц ієнт варіаціїУ = 426.68% .
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1 .3 .2 .  В а р іа ц ій н і р я ди  т а  їх н і  х а р а к т ер и с т и к и
Ін ш и м  д ж ерелом  побудови  ек о н о м етр и ч н и х  м оделей служ ать варіацій­
н і ряд и .
В а р і а ц ій н і  р я д и  — ц е  р я д и  д а н и х ,  я к і  п о к а з у ю т ь  к іл ь к іс н у  м ір у  
п е в н о ї  о з н а к и  у  в с іх  о б  'є к т ів  о д н іє ї  с у к у п н о с т і,  н а п р и к л а д , з а р о б іт н а  
п л а т а  у  в и к л а д а ч ів  о д н іє ї  к а ф е д р и , в ік  с т у д е н т ів  п е р ш о го  к у р с у  і т .ін .
Н ехай  м и м аєм о  вар іац ій н и й  ряд:
х і> Х2*м* Хп?
де х  — ч и сл а , я к і  п о казу ю ть  зм іну  (варіац ію ) о зн ак и , щ о ви вчається ; 
і — ном ер  варіанти  (і =  1 , 2 , п).
Приклад. П ри  о б стеж ен н і студентів 1-го курсу  за в іком  було зафіксо­
вано так і дані:
1 7 ,1 8 ,1 8 ,1 8 ,1 8 ,1 9 ,2 0 ,2 0 ,2 0 ,2 1 ,2 1 ,2 1 ,1 7 ,1 8 ,1 8 ,1 8 ,1 9 ,2 0 ,2 0 ,2 0 ,2 1 ,2 1 ,2 1 ,2 4 .
Я к щ о  вп оряд кувати  ц і дані у зростаю ч ом у  або спадном у порядку , то 
о тр и м аєм о  р ан ж о ван и й  ряд . Ч и сл а, я к і п о казу ю ть , ск ільки  разів (як  час­
то) зустр ічаю ться  окр ем і зн ачен н я варіант, н ази ваю ться  частотам и .
П о зн ач и м о  ч астоту  і- ї  варіанти х. через л., тоді р ан ж ован и й  дискрет­
н и й  вар іац ій н и й  ряд зап и ш еться  у вигляд і (табл. 1.2)
Т а б ли ц я  1 .2
Варіаційний ряд у Варіаційний ряд для
загальному вигляді прикладу
(вік студентів 1-го курсу)
номер значення частота номер значення частота
варіанти варіанти варіанти варіанти варіанти варіанти
і *і П\ і 17 і
2 *2 П2 2 18 4
. . . 3 19 1
. . . 4 20 3
к ч Пк 5 21 4
Д л я  в а р іа ц ій н о г о  р я д у  є т а к о ж  д в і гр у п и  х а р а к т е р и с т и к :  м ір и  р ів н ів  
( с е р е д н і )  т а  м ір и  р о з с і я н н я .
Н а й б іл ь ш  п о ш и р е н и м и  с е р е д н ім и  х а р а к т е р и с т и к а м и  д л я  в а р іа ц і й ­
н и х  р я д ів  є сер ед н я  а р и ф м е т и ч н а , м е д іа н а  і м о д а . В они розраховую ть­
ся в зал еж н ост і від то го , я к и й  вар іац ій н и й  ряд м и м аєм о — д и скретн и й  
чи  ін тервальн и й  (*).
Д ля д и скретн ого  вар іац ійного  ряду середня арифметична  розраховуєть­
ся за ф орм улою :
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середня ариф м етична; х. — і -та варіанта; п. — частота і-ї варі-де х  
анти .
Я к щ о  у ряді є н ети п ов і дан і, то це впливає н а  середню  величину , я к а  
вже не відображ ає середньої тенденц ії. У таки х  ви п ад ках  кращ е викори­
стовувати медіану.
М едіаною  н ази вається  таке зн ачен н я о зн а к и , щ о в и в ч аєть ся , яке  при­
падає н а  середину вар іац ій н ого  ряду. П ри  зн аход ж ен н і м едіани  м ож ливі 
два випадки : к іл ьк ість  членів ряду парна (п  =  2к) та неп арн а (п  =  2й+ 1).
У другом у випадку  знайти  м едіану дуже п р о с то . За о зн ач ен н ям  вона 
дорівню є:
М  е — х к+1 ’
де М с медіана; х *+і зн ачен н я (й + і)  -го члена вар іац ій н ого  ряду.
У п ерш ом у  випадку:
М £ _ (**+**+і)
де М е — м едіана; х к> х к+1 — відповідно  к та (й +  1) вар іанти .
М одою  н ази вається  варіанта, я к а  н ай частіш е зу стр іч ається  в даном у 
вар іац ійном у  ряду. Ін ш и м и  словам и , для д и ск р етн о го  ряду  м ода д ор івн ю є 
варіанті з най б ільш ою  ч асто то ю .
Середніх х ар актер и сти к  ч асом  буває н ед остатн ьо  для х ар ак тер и сти к и  
я к  вар іац ійного  ряду, так  і д и н ам іч н о го . Ін к о л и  два ряди  м ож уть м ати 
однакові середн є, м едіану та м оду, але п о -р ізн о м у  м ож уть  бути згрупован і ■ 
навколо  середнього . Р озглян ем о  це н а  дещ о ш туч н ом у  п риклад і (табл 1.3).
Таблиця 1.3
і щ Пі Хі І щ Хі Щ Хі
1 5 99 495 і 5 1 5
2 10 100 1000 2 10 100 1000
3 5 101 505 3 5 199 995
І N=20 — 2000 І N =20 — 2000
1 100 1 — 100
* Інтервальний варіаційний ряд для спрощ ення ми не розглядатим ем о.
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У наведеній таблиці два варіац ійні ряди маю ть одні й ті самі середні 
х ар актери сти ки , але п о-р ізн ом у  згруповані навколо середнього.
Для того щ об охарактеризувати розсіяння навколо середнього, вводиться 
д исперсія  ( о 2):
х (* і - * ) Ч
Г2 -  І=1
к
ї щ
і=1
Я к щ о  д исперсію  зручно подавати в тих самих одиницях  виміру, щ о й 
варіанти , то ви к ори стовую ть  середнє квадратичне відхилення (ст):
а  =
* / —\2
Х (* і ~ х ) п і
і=1
к
і=1
Д ля вар іац ійних  рядів розраховується  також  коеф іц ієн т  варіації (V):
V  = £  х юо%.
X
К о еф іц ієн т  варіац ії дає змогу:
п ор івн яти  варіацію  од н іє ї і т іє ї сам ої ознаки  у р ізних  групах о б ’єктів ; 
виявити  ступінь відм інності одн іє ї ознаки  в одній групі о б ’єк т ів  за різні 
п р о м іж к и  часу; п ор івн яти  варіацію  р ізн и х  ознак  в однакових  групах 
о б ’єктів .
П оверн ем ося  до наш ого ум овного  прикладу про обстеж ення студентів 
1-го курсу за в іком . Розрахуєм о  для отрим аного  варіац ійного  ряду всі 
характери сти ки . Д ані для разрахунків наведені у табл. 1.4.
Таблиця 1 .4
Номер
варіанти
Значення
варіанти
Хі
Частота
варіанти
щ
Хі -  X (Хі -  х)2 (Хі -  х)2 щ
і 17 . і -  2.38 5.66 5.66
2 18 4 -  1.38 1.90 7.6^
3 19 1 -  0.38 0.14 0 .1 4 \
4 20 3 0.62 0.38 1.15
5 21 4 1.62 2.62 10.49
Середній вік студентів 1-го курсу д ор івню є: х =  19.38 .
М едіана відповідно д ор івню є:
М  е = х 20 — 20,
а мода:
М 0 = х2 = х 5 = (21;18).
Д исперсія  вар іц ійного  ряду <7 2=  1.927, середнє квадратичне відхилення 
а  =  1.38, а ва р іа ц ія  У =  7 .16% .
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Р О З Д ІЛ  2. ПРОСТА ВИБІРКОВА ЛІНІЙНА РЕГРЕСІЯ
2 .1 . З А Г А Л Ь Н Е  П О Н Я Т Т Я  П Р О  Л І Н І Й Н У  Р Е Г Р Е С ІЮ
П рост і л ін ій н і регресій н і м оделі встановлю ю ть л ін ійну  залеж ність між  
двом а зм ін н и м и , наприклад витратам и на відпустку та складом  родини; 
витратам и н а  реклам у та об сягом  п род укц ії, щ о в и п у ск ається , витратами 
на сп о ж и ван н я  та валовим  н ац іональним  продуктом  (В Н П ); зм іною  
В Н П  залеж но від часу і т .ін .
П ри  ц ьом у одна із зм ін н и х  вваж ається  залеж ною  зм інною  (у) та роз­
глядається я к  ф у н кц ія  від н езалеж ної зм ін н о ї ( х ) .
У загальном у вигляді п роста  ви б іркова  регресійна м одель запиш еться 
так:
у  =  Ь0+Ьгх + е у (2.1)
де у  — вектор  сп остереж ен ь за залеж ною  зм ін н ою ; у  = \Уі>У2і"">Уп\ > 
х  — вектор  сп остереж ен ь за незалеж ною  зм ін н ою ; х  = ^х19х 2у ^ х п^;
Ь0, Ьг — невідом і парам етри  регресій н о ї моделі;
Є — вектор  ви п ад кови х  величин (п о м и л о к ); е = {е19е2, .
Р егресій н а м одель н ази вається  л ін ій н о ю , як щ о  вона л ін ійна за своїми 
парам етрам и . О тж е, модель (2 .1) є л ін ій н ою  регресійною  м оделлю . її ще 
м ож н а трактувати  і я к  п рям у  н а  п л о щ и н і, де Ь0 — перетин  з віссю  орди­
нат, а Ьх — нахил (зви ч ай н о , я к щ о  абстрагуватися від випадково ї величи­
ни е).
2 .2 . О Ц ІН К А  П А Р А М Е Т Р ІВ  Л І Н І Й Н О Ї  Р Е Г Р Е С ІЇ  ЗА  
Д О П О М О Г О Ю  М Е Т О Д У  Н А Й М Е Н Ш И Х  КВ А Д РА ТІВ
Щ об м ати явн и й  вид залеж ності, необхідно знайти  (оц ін и ти ) невідомі 
парам етри  Ь0, Ьг ц іє ї м оделі. Я к  це зробити? Я к и м  кри тер ієм  кращ е кори­
стуватися? Щ об  в ідповісти  н а  ц і запитання, розглянем о спочатку приклад.
Приклад. Бюро економічного аналізу фабрики "Світоч” оцінює ефективність 
відділу маркетингу з продажу цукерок. Для такої оц інки  вони мають досвід 
праці у 5 географічних зонах з майже однаковими умовами (потенційні клієнти, 
ставлення до товарного знака і т. ін .) . У цих зонах вони зафіксували протя­
гом однакового періоду обсяги продажів (млн. ко р о б о к ), витрати (млн. грн.) 
фірми та просування товару на ринку. Дані наведені в табл.2.1.
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Реальні спостереження у. зобразимо точками у системі координат (Х,У) 
(мал.2.1).
Візуально • можна припустити, що між даними є лінійна залежність, тобто 
їх можна апроксимувати прямою  лін ією .
Таблиця 2 .1
І Уі Хі
1 25 5
2 ЗО 6
3 35 9
4 45 12
5 65 18
Взагалі, існує необмежена 
кількість прямих у  = &0~Ь Ьрх, 
як і м ож на провести  через 
м нож ину спостереж уваних 
точок. Яку ж  із них вибрати?
Малюнок 2 .1 .  З ал еж н ість  м іж  обсягам и  
продаж у продукції та  витратам и на рекламу
Щоб^ це визначити, потрібно мати у розпорядж енні певний критерій, що доз­
воляв би вибрати з м нож ини можливих прямих "найкращ у" з точки зору 
даного критерію . Н айпош иреніш им є критерій м інім ізації суми квадратів 
відхилень. Н а мал. 2.1, наприклад, пряма (1), як  і інш і, розташ ована таким 
чином, що деякі точки знаходяться вищ е, деякі нижче ц ієї прям ої, на основі 
чого можна встановити відхилення (помилки) відносно ц ієї прямої:
Єї = Уі~Уі = У і -Ь0-  ЪХХЬ, І=1,п, (2 .2)
де Уі— і-та точка на прям ій, яка  відповідає значенню х. (див. мал. 2.2).
Відхилення, або пом илки, ще інколи називають залиш ками. Л огічно, що 
треба проводити пряму таким чином , щ об сума квадратів пом илок була 
мінімальною. В ' цьому і полягає крит ерій  найменших к ва д р а т ів : невідоміІ ТІ л
Ь0 та Ьг визначаються таким чином , щоб мінімізувати у£ е і •
і=1
Справді, за критерієм  маємо
, І  в,2 = і ( й  -ь0- b^f = /(&оЛ) -> min. (2.3)
і- 1 І- 1
Визначимо значення Ь0 та &1? як і мінімізують вираз (2 .3). М інімум функції 
(2.3) досягається за необхідних умов, коли перш і похідні дорівню ю ть нулеві, 
тобто
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Малюнок 2 .2 .  В ідхилення теоретичних значень від фактичних
П
І і ґ Ч  * м . )
- “  -  дь, дьх ’дЬо дЬ0
п 2\
X««
У=і )
дьп
-  -2  І  (у, - ь 0 -& !* ,)  = о, ; .
і=1
д \ 1 е ,
4^1 У
дЬх = ~2 І * і ( й  - & о “ 6л ) ’І—1
звідки отримаємо систему лінійних рівнянь:
Е уі = пь0 +&і ї  *«;
І—1 І=1
І у л  = &0Х * і + & іХ * ЛІ^ = 1 1=1 І=1
яка називається нормальною .
Розв 'язок  (2.6) відносно нахилу прямої (невідома &х) дає
(2.4)
(2.5)
(2 .6 )
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Х * іЦ - і=1 І=1п
Л 9 1 Л Л
х < - -  х**
і=1 Я  \ і= 1  У
(2.7)
З метою спрощ ення виразу для &1 чисельник та знаменник виразу 2.7 
помнож имо на 1/ті.
Отримаємо:
1 (  п \
-  Х е д
Ь = «Лізі-----1
- х у
1 1 "  2 - 2  ’ 
~ Х * г  -де  п і=1
(2.8)
_  1  п _  1  л
де х = - Х * і ; у  = - Х & -
Л і=і Л І=1
Вираз (2.8) можна записати ще таким чином:
^ Х ^ г  х ){Уі у ) соу(де, і/)
= — ■
&1 =
- х ( * * - * ) 2
Л і=1Ч '
уаг
(2.9)
Справді,
і=і
І=1
л
=  Х * іУі -
п п
*Х г/г -г /Х
і=1 і=і г=і
2 Д  2 І ( п  \ 2
е) =Хдег 1 хі
і=1 п ^=і ;
і=1
Д 2 -2X ** -  пх .
і=1
(2 .11)
Чисельник (2.9) є не що інш е, як  коеф іцієнт коваріації м іж  я: та у . За 
означенням, коеф іцієнт коваріації між двома зм інними х та у визначається 
за формулою:
* с о у (х , У) = 1  X  (*« -  *)(Уг -  У ) (2 . 12)
Знаменник (2.9) є дисперсією  величини х , тобто
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уаг(дс) = -  £ (* ;
'  '  Пі=1Ч '
(2.13)
Отже, кут нахилу прям ої регресії мож на встановити як  за формулою (2.7), 
так і за формулами (2.8) та (2 .9 ).
Для визначення параметра &0 повернем ося до (2 .5 ). М аємо:
(  п
у=1
дЬ0 ,Ті дъ0
{Уі - Ь 0 -  Ь л ) 21 = І {Уі ~ ь0 -  ЬіХі) = 0. (2.14)
. з І=1
Вираз (2.14) дає нам, по-перше, підтвердження того, що сума помилок дорів­
ню є нулеві. Справді,
УІ - Ь 0 - Ь 1ХІ =ЄІ =* ;
і=1
(2.15)
по-друге, розділивш и (2.14) на /і, м аєм о вираз для визначення &0:
1 п 1 п
- Е г / г  - ь 0 = о
п  і=1 п  і=1
=> Ь0 = у -  Ьгх (2.16)
Таким чином , ми знайш ли формули для визначення невідомих параметрів 
Ь0 та Ьг, і м ож ем о записати у явном у вигляді регресію у від х, у якій  пара­
метри обчислені за методом найменш их квадратів. її інколи називають ре­
гресією  найменш их квадратів у від х. М аємо:
або
у  = ь0 + \ х ,
у = у + е = Ь0 + Ьгх + е.
(2.17)
(2.18)
Для ілю страції цих викладок повернемося до наш ого прикладу про до­
слідження еф ективності витрат на рекламу. Проведені попередні розрахун­
ки  подамо у вигляді табл. 2.2.
Для обчислення невідомих параметрів Ь0, Ьх необхідно послідовно здійсни­
ти такі розрахунки:
-  1-Д 50 , "  І Д  200X = - Х * ,  = —- = 10; У = -І^Уі = = 40;
п і=і 5 п і=і 5 5
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Таблиця 2 .2
І Уі *і 2Хі *1 Уі
1 25 5 25 125
2 зо 6 36 180
3 35 9 81 315
4 45 12 144 540
5 65 18 324 1170
І 200 50 610 2330
И /п 40 10 122 466
уаг(х) = — -  * 2 = —— -  100 = 22;
[ ; ПіТі 5
соу(лс, у) = — X ХіУі - х у  = -  400 = 66;
к ' Пі=і 5
\  =
соу(дс, у) _  66 _
уаг-(ж) 22
- у  -  Ьгх  = 40 -  3 х 10 = 10.
Знаю чи параметри Ь0 &1? отриману прям у запиш емо у вигляді:
у  =  З х  +  10.
Приклад. У таблиці 2.3 наведено ум овні дані спостереж ень витрат на 
відпустку залежно від к ількості членів родини.
Таблиця 2 .3
К ільк ість  ч л ен ів  р о д и н и
X
В и трати  на  в ід п у ст к у , ум . од . 
У
1 їв
2 12
2 23
4 19
6 зо
х  = 3 У = 20
Для того, щ об встановити залеж ність витрат на відпустку від розм ірів 
родини, припустим о, щ о ця залеж ність описується л ін ійною  ф ункцією  (2 .17), 
(табл. 2 .3), тобто її м ож на розглядати я к  просту лін ійну регресію  (2 .18).
Встановимо її невідомі параметри за формулами (2.16) та (2 .7 ). Незважа­
ю чи на гром іздкість ц іє ї формули з перш ого погляду, вона найчастіш е вико­
ристовується на практиці.
4. N-290
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Для підрахунку Ь1 нам потрібно визначити
і=1 і=1 І=1 І—1
Відобразимо ці дані за допомогою  табл. 2.4.
Таблиця 2 .4
*1 Уі хі Уі 2Хі Уі
1II
1 16 16 1 14.74 1.26
2 12 24 4 17.37 -5.37
2 23 46 4 17.37 5.63
4 19 76 16 22.63 -3.63
6 ЗО 180 36 27.89 2.11
Всього 15 100 342 61 100 0
ь = 3 4 2 - 1 5 x 1 0 0 / 5  = _ 4 2 _ ^ 263  
6 1 - 2 2 5 / 5  6 1 - 4 5
Ь0 = у -  Ьхх = 20 -  2.63 х 3 = 12.11 .
Отже, маємо:
уь =  12 .11+2 .63д :.. (2 .1 9 )
Рівняння (2.19) дає для кожно­
го спостережуваного значення х . 
значення у ь та в. (дві останні ко­
лонки табл. 2.4). П ідкреслимо, що 
сума оцінених значень, дорівню є 
сумі ф актичних значень у. , а сума 
пом илок дорівню є нулеві. Малюнок 2 . 3 .  Залеж ність витрат на 
відпустку від кількості членів родини
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2 .3 . В Л А С Т И В О С Т І П Р О С Т О Ї В И Б ІР К О В О Ї  Л І Н І Й Н О Ї  Р Е Г Р Е С ІЇ
П роста  ви б ір к о ва  л ін ій н а  регр ес ія , в я к ій  н ев ідом і парам етри  Ь0 та &1
визн ачен і за м етодом  н ай м ен ш и х  квадратів , м ає багато к о р и с н и х  власти­
востей.
1. Р е г р е с ій н а  п р я м а  п р о х о д и т ь  ч е р е з  с е р е д н ю  т о ч к у  (ц е  а н а л о г іч н о  
тому, що сума помилок дорівню є нулю). Ц я властивість була виведена у (2.16).
У = ь 0 + Ъгх. (2.20)
2 . З а л и ш к и  м а ю т ь  н у л ь о в у  к о в а р іа ц ію  з і  с п о с т е р е ж у в а н и м и  з н а ­
ч е н н я м и  х  т а  о ц ін е н и м и  з н а ч е н н я м и  У і .
П о в ер н ем о ся  щ е раз до (2 .6 ) , з я к о го  ви п л и в ає:
Ґ п  2\
X * / .. ..
^  } = - 2 1  х,(уі -  а - Ь х {) = - 2 ± х &  = 0 ;
оог і=і -і=1
соу(х , є) = — х ( х 4 -  -  е) = — х ( х { -  х ^ і , том у  щ о в = 0 ;
ТІ і = і  ТІ і - і
= - 1 Іх іеі - - х ' ^ е і = - ^ х іе1, том у  щ о = 0 ;
П  і= і П  І=1 п  І=1 і = 1
= 0 за (2.15).
З м ін н а  у  є л ін ій н о ю  ф у н к ц іє ю  від X,  зв ід ки  ви п л и в а є , щ о соу(у ,е )  = 0 .
З . С у м а  к в а д р а т ів  з а л и ш к ів  є  ф у н к ц іє ю  в ід  к у т а  н а х и л у .
Я к  уже було виведено у (2 .16 ) та (2 .9 ) (1 .6 .1 0 ) , п арам етри  &0 та Ьх м аю ть 
вигляд:
1 Д
£ ( * і  ~ х )(уі - у )и — 1=1
1 п 2 ’
(2 .21 )
«=і
ІН*01їй*IIо"О (2 .22 )
X = х -  X , у  = у - у , (2 .23 )
тобто  х  та у  є в ід хи л ен н ям и  від середн іх  зн ачен ь. П р о ста  л ін ій н а  ре-
4*  8- 2%
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гресія за перш ою  властивістю  проходить через середню точку ( х  , у  ),тому 
її м ож на взяти  за основу (див. мал. 2.4).
Р озглянем о точку  А з координатам и  (X у.). В ідносно н ової осі першаї 
координата  дор івню ватим е: х  = Хі -  х  , друга — у ( = у і -  у  .
Друга р івн ість  м ож е бути розкладена таким  чином :
Уі ^ У і + є, , (2.2
Де Уі -  Уі ~~ У * як а  також  є в ідхиленням  оц іненого  значення у^  від серед­
нього У ,
* Г У і ~ Уі = Уі ~ У ~ Уі + У = Уі -  Уі •
Л ін ійну регресію  та суму квадратів залиш ків відповідно м ож на запи­
сати у вигляді:
у = ъгх
т а
2 д
І
і=1
ТІ о п І * \*  п , ч2 П П ___  0 ^ 0
1 « , = І И " И  = ї ( у і - Ь 1хі) = І у гі - 2 Ь 1^ х іУі+Ь12^ х і2 . (2.25
І=1 І=1 ' 1 І = 1 І=1 І=1 І=1
Вираз (2 ,25) п о к азу є , щ о сума квадратів залиш ків є ф ункц ією  від куті 
н ахи л у  Ьх.
М а лю н о к  2.4. П еренесення осей координат у простій лінійній регресії
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2 .4 . К О Е Ф ІЦ ІЄ Н Т И  К О Р Е Л Я Ц ІЇ ТА Д Е Т Е Р М ІН А Ц ІЇ
2 .4 .1 .  П о н я т т я  про к о еф іц ієн т  к о р ел я ц ії
П ісля  то го , я к  ви зн ачен і невідом і парам етри  р егр ес ій н о ї м оделі, спро­
буєм о оц ін и ти  щ ільн ість  з в ’я зк у  м іж  залеж ною  вел и ч и н ою  у  і незалеж­
ною  х .  Т обто спроб уєм о  в ід п овісти  н а  зап и тан н я , н а с к іл ьк и  значним  є 
вплив зм ін н о ї х н а  у. Ч и  є я к и й с ь  к р и тер ій , я к и й  д оп ом агає  к іл ьк існ о  
оц ін и ти  цей вплив? Н ай п р о ст іш и м  к р и т ер ієм , я к и й  дає к іл ьк іс н у  о ц ін ку  
зв ’я зк у  м іж  двом а п о к азн и к ам и , є к о еф іц ієн т  к о р ел яц ії. Він розраховуєть­
ся за такою  ф орм улою :
де СОУ(д:, у) — ко еф іц ієн т  к овар іац ії м іж  х та у; Уаг(лг) — д и сп ер с ія  зм ін н о ї 
ж; у а г ( у ) -  відповідно д и сп ер с ія  зм ін н о ї у .
Я к  бачим о з виразу (2 .2 6 ), к о е ф іц іє н т  к о р е л я ц ії д о р ів н ю є  в ід н ош ен н ю  
ко еф іц ієн та  ко в ар іац ії до к о р е н я  з добутку  двох д и с п ер с ій . К о еф іц ієн т  
ко р ел яц ії, н а  відм іну від к о е ф іц ієн та  к о в ар іац ії, є вж е не аб со л ю тн о ю , а 
в ідносною  м ірою  з в ’я зк у  м іж  двом а ф ак то р ам и . Т ом у зн ачен н я  коеф іц іє­
нта кореляц ії!’ завж ди р о зташ о ван і, я к  м о ж н а  п об ачи ти  з виразу  (2 .2 6 ), 
між -1 та +1 (-1  < < 1). П о зи ти вн е  зн ачен н я  к о е ф іц іє н та  к о р ел яц ії
свідчить про п р ям и й  з в ’я з о к  м іж  п о к а зн и к а м и , а негативн е — про зворот­
ний  з в ’я зо к . К оли  к о е ф іц ієн т  к о р е л я ц ії п р ям ує  за аб сол ю тн ою  величиною  
до 1, це свідчить про н аявн ість  си льн ого  з в ’я зк у  (гху —> ±1 — щ ільн ість  
з в ’я зк у  велика); у проти л еж н ом у  випадку, кол и  к о е ф іц ієн т  к о р ел яц ії пря­
мує до нуля (гху —» 0 ), з в ’я зк у  н ем ає .
2 .4 .2 .  Д ек о м п о зи ц ія  д и сп ер с ій . П о н я т т я  про к о е ф іц ієн т  
д е т е р м ін а ц ії
П оряд  з к о еф іц ієн то м  к о р е л я ц ії в и к о р и ст о в у є т ь ся  щ е один кр и тер ій , 
за д о п ом огою  як о го  тако ж  ви м ір ю єтьс я  щ ільн ість  з в ’я зк у  м іж  двом а або 
більш е п о к азн и к ам и  та п ер ев ір яється  адекватн ість  (в ідп ов ід н ість) побу­
довано ї регресій н о ї м оделі реальній  д ій с н о с т і. Т обто  д ається  відповідь н а  
зап и тан н я, чи  справді зм іна зн ачен н я у  л ін ій н о  залеж ить саме від зм іни  
значення х , а не в ідбувається під впливом  р ізн и х  ви п ад ко в и х  ф актор ів . 
Т а к и м  к р и т е р іє м  є коеф іц ієнт  д е т е р м ін а ц ії . П е р е д  т и м , я к  р о з г л я н у т и ,
щ о саме яв л я є  со б о ю  к о е ф іц іє н т  д етерм інац ії та я к  він  п о в ’я за н и й  з коефі­
ц ієнтом  кореляц ії, розглянем о питання про деком позиц ію  дисперсій , яке є 
одним  з ц ен трал ьн и х  у с тати сти ц і.
С початку  с п р о б у єм о  за д о п о м о го ю  мал. 2.5 у яви ти , я к  м ож н а розбити 
на  дві ч асти н и  в ідхилення ф ак ти ч н и х  значень залеж ної зм ін н о ї у  від 
зн ачен ь , щ о зн ах о д яться  н а  побудован ій  регресій н ій  п р ям ій  (теоретичних 
значень).
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у = Ь0 -  Ьгх
М а л ю н о к  2 .5 . Декомпозиція відхилень фактичних значень від теоретичних
Я к  бачим о  з м ал. 2 .5 , так і в ідхи лен н я м о ж н а  зап и сати  у вигляді:
( у -  Уі) = ( у -  у) + (у -  Уі)
А л _ _
-  (Уі-Уі)  = - ( у -  у) +  (Уі -  у) =>
л _ л _
(Уі -  Уі) = (Уі - у ) -  ( у -  у)-
(2.27)
В ираз (2 .27 ) п ер еп и ш ем о  таки м  ч и н о м :
А  _  А
(Уі -  У) = (Уі- У )  + (Уі ~ У і) ‘ (2.28)
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У  статистиц і р ізницю  (уі -  у) п ри й н ято  називати  з а г а л ь н и м  в ід х и ­
л е н н я м .  Р ізницю  (уі — у) називаю ть в ід х и л е н н я м ,  я к е  м о ж н а  п о я с н и ­
т и , ви хо д ячи  з р е гр е с ій н о ї п р я м о ї. Справді, я к щ о  ^ з м ін ю є т ь с я , то  мож­
н а завж ди знайти  значення цього  в ідхилення, м аю чи тільки  регресійну 
п рям у , бо у завж ди залиш ається  н езм ін н ою  вел и ч и н ою . Р ізн и ц ю  (уі — у*) 
н а з и в а ю т ь  в ід х и л е н н я м , я к е  н е  м о ж н а  п о я с н и т и , в и х о д я ч и  з  р е г р е с ій ­
н о ї  п р я м о ї, або н е п о я с н ю в а н и м  в ід х и л е н н я м .  Справді, як щ о  х .зм іню ється, 
то зм ін ю ю ться  обидві величини  у. і у , том у, ви ход ячи  тільки  з регресій­
н о ї п р ям о ї, нем ож ливо п о ясн и ти  це відхилення.
Т аким  ч и н о м , я к щ о  уваж но розглянути  вираз (2 .2 8 ), то в и яв и ться , щ о 
м и розклали загальне відхилення (уі — у) н а  в ідхилення (у* ~ У і ) , яке  не 
м ож на п о ясн и ти  з регресій н о ї л ін ії, так  зване н еп оясн ю ван е  відхилення, 
та н а  відхилення (у. ~ у) , яке  м ож н а п о я с н и ти , виходячи  з регресійно ї 
л інії.
П іднесем о обидві части н и  (2 .28) до квадрата та п ідсум уєм о  за всім а 
ін дексам и .
О тримаєм о:
п п А П ТІ А
П ерепиш ем о суму добутку у вигляді:
п п
= - b lx ^ J ei + bl t e ix i = о .
і - 1
П ісля в и к о н ан н я  всіх дій отри м аєм о  о статоч н и й  вираз:
(2.29)
Де Х(Уі ‘” У)2 — загальна сума квадратів , я к а  п о зн ач аєть ся , я к  правило ,
і—1 П Л 2
ч е р е з  S S T ;  Х(Уі ~~Уі) — сума квадратів п о м и л о к , я к а  п о зн ач ається  через
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SSE; ^é(yi- y )  сума квадратів, щ о п о ясн ю є регресію  та позначається
і=1
через SSR.
Таким  ч и н о м , вираз (2 .29) у скорочен ом у  вигляді м ож на записати:
SST  = SSE + SSR
П оділивш и (2 .29) на л /о т р и м а є м о  вираз для д исперсій :
П л _
 __________________________ ■_____________________________
І  (уі -У)  X (Уі - У  і) X ( Уг  У)
і=1 і=1 І=1
71 П П
(2.30)
Ш - у ) 2
де ІЕІ-----------
п
загальна д и сп ер с ія , яку  п означим о G
К у і - У і)2
і—1
П
п Л _ 0
Х (і/і-1 /)
І=1_______
п
— ди сп ерсія  п о м и л о к , яку  п означим о а  л<ш;
— д и сп ерс ія , яку  п ри й н ято  називати д и сп ер с ією , щ о пояс- 
2ню є регресію , позначим о  її G регр.
Т аким  ч и н о м , ми розклали  загальну дисперсію  на дві частини: дис­
персію , щ о п о яс н ю є  регресію , та дисперсію  п ом и лок  (або дисперсію  випад­
к о в о ї вел и ч и н и ). У м овно це м ож на записати у вигляді:
з аг. w пом.2__"Ь (у2 регр. (2.31)
П оділим о обидві частини  (2 .31) на G і отрим аєм о:
2 т 21 _  G  пом. , О  регр.
2 +  2 ’ 
G  заг. G  заг.
(2.32)
Я к м ож н а побачити  з виразу (2 .3 2 ), перш а частина (G^0M /G laг ) є про­
порц ією  дисперсії п ом и лок  у загальній дисперсії, тобто являє  собою  части­
ну д и сп ерсії, яку  не м ож на п оясн и ти  через регресійний  з в ’я зо к . Друга 
частина (<ТрЄ^ /с7 за., ) є складовою  д и сп ерсії, яку  м ож на п оясн и ти  через ре- 
гресійну л ін ію .
Ч а с т и н а  д и с п е р с і ї ,  щ о  п о я с н ю є  р е г р е с ію , н а з и в а є т ь с я  к о е ф іц іє н ­
т ом  дет ер м ін а ц ії і позначаєт ься Я 2 . К о е ф іц ієн т  д етерм ін ац ії викорис­
товується  я к  критер ій  адекватності м оделі, бо є м ірою  п о ясн ю в ал ьн о ї сили 
н езалеж н ої зм ін н о ї х.
Т аки м  ч и н о м , к о е ф іц ієн т  д етерм ін ац ії м о ж н а  зап и сати  у вигляд і двох 
еквівалентних  виразів:
р2 __ -.2 / — 2
Н  ^ р е г р . /  ®заг. * (2 .33 )
або
Я г
в в л
(2 .34 )
З (2 .32) ви п л и ває , щ о к о е ф іц ієн т  детерм ін ац ії завж ди п о зи ти в н и й  і 
перебуває у м еж ах від нуля до о д и н и ц і ( 0  < і?2 < 1 )•
2 .4 .3 .  З в ’язок між коефіцієнтом кореляції та нахилом Ь 1
Зви чай н о , нас ц ікави ть , чи  є з в ’я з о к  м іж  к о е ф іц іє н т о м  к о р е л я ц ії та 
д е те р м ін а ц ії, і я к щ о  є, то я к и й ?  П ерш  н іж  в ід п овісти  н а  це зап и тан н я , 
розглянем о  з в ’я з о к  м іж  к о е ф іц ієн то м  к о р е л я ц ії та н ахи лом  р егр ес ій н о ї 
лін ії, тобто парам етром  Ьх. Н агадаєм о формули для розрахунків  коеф іц ієн та  
ко р ел яц ії та нахилу:
Вираз (2 .35) м ож е бути п ереп и сан и й  у вигляді:
З того , щ о обидва зн ачен н я <Ух і Оу додатн і, ви п л и в ає , щ о зн ак  коеф іц і­
єнта  к о р ел яц ії г завж ди зб ігається  із зн аком  парам етра
К рім  того , з (2 .37) ви п л и ває , щ о зн ачен н я к о е ф іц іє н та  к о р е л я ц ії (Г) 
п о в ’язан е  із значенням и  нахилу &х та середніх  квад рати чн и х  відхилень
« V  °Х
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2 . 4 . 4 .  З в ’я зо к між коефіцієнтом кореляції (Г) і коефіцієнтом  
детермінації (Й 2)
Знаю чи з в ’я з о к  м іж  к о еф іц ієн то м  к о р ел яц ії та нахилом  регресійної 
л ін ії, розгл ян ем о  з в ’я з о к  м іж  к о еф іц ієн то м  ко р ел яц ії та детерм інації. 
Н агадаєм о ф орм улу для розрахунку  ко еф іц ієн та  детерм інації:
______________________________ .______________  _________  
2   ^  регр.  
Н агадаєм о так о ж , щ о:
(2 .38)
І—1
Ъ ( у Г у) .
і=і
(2 .39)
(2 .40)
П ереп и ш ем о  (2 .40 ) у таком у  вигляді:
І  (УГУ) = І  (&о + ьі *і ~ Фо + &і*)) = ЬІ £  (хі -  х)
І=1 І=1 І=1
(2 .41)
В несемо зм іни  до (2 .3 8 ), враховую чи (2 .39) і (2 .4 1 ). О трим аєм о:
е с о  х ) ' (  ^ Ь*<т2 п*д 2  _  Д О Д  _  і=1_______________ П _  =  Оі<Ух  - и ї  а х,2 ,
З (2 .37 ) м аєм о :
І  (уі - у ) 2 • ( - )
1= 1 п
II
« V
= ЬҐ- (2 .42)
Отже, пор івню ю чи  вирази (2.37) та (2 .4 2 ), встановлю єм о, щ о коеф іц ієнт 
детерм інац ії д ор івн ю є квадрату ко еф іц ієн та  корел яц ії:
Я 2 =  г 2. (2 .43)
Д ля ілю страц ії наведених ви к лад ок  п о вер н ем о ся  до наш ого  прикла­
ду. За наведеним и  ран іш е ' д ан и м и , р о зрахуєм о  к о е ф іц іє н т  к о р е л я ц ії та 
детерм інац ії, ск о р и с та в ш и с ь  табл. 2.5.
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Таблиця  2 .5
І Уі Хі Х2І Хі у І (у і —  у) (у і —  у)2
Л
Уі (Уі —  Уі)2 (Уі — Уі)2
1 25 5 25 125 -1 5 225 25 0 225
2 зо 6 36 180 -1 0 100 28 4 144
3 35 9 81 315 -5 25 37 4 9
4 45 12 144 540 5 25 46 1 36
5 65 18 324 1170 25 625 64 1 576
І 200 50 610 2330 0 1000 10 990
V/п
40 10 122 466 0 200
х = 10; у = 40;  уаг(і/) = - £  (Уі -  у)2 = 200 ;
п
уаг(х) =  22; соу(х , у)=66 ,/уаг(у) = 8у = 1 4 ;
Ь1= 3 ;& 0= 1 0 .  д/уаг(х) = 4 .7 .
у  = Зх+ 10;
Г = соу(х, у) _  соу(х , у) _ 66 _  0 995  
у] у&г(х ) • - /у ^ (у )  л]уаг(х) ■ уаг(у) 66.3 ’
г 2 = [соу(^>У)]2 = 66 66 = 0 99
уаг(х) уаг(у) 22 • 200  ’
2 .5 . П О Н Я Т Т Я  П Р О  С Т У П Е Н І В ІЛ Ь Н О С Т І
П оверн ем ося  до то то ж н о сті (2 .2 9 ), як а  п о в ’язує  загальну суму квад­
ратів із сум ою  квадратів залиш ків та сумою  квадратів, щ о п оясн ю є регре­
сію:
К о ж н а  сума квадратів п о в ’я зан а  з чи сл ом , яке  називаю ть її ”ст упе­
нем в і л ь н о с т і ”. Це число п о к азу є , ск ільки  незалеж них елементів інфор­
м ації, щ о утворилися з елементів y v y 2, потрібно для розрахунку даної 
суми квадратів.
У  с т а т и с т и ц і  к іл ь к іс т ю  с т у п е н ів  в іл ь н о с т і  п е в н о ї  в е л и ч и н и  ч а с т о  
н а з и в а ю т ь  р і з н и ц ю  м іж  к іл ь к іс т ю  р і з н и х  д о с л ід ів  і к іл ь к іс т ю  к о н с т а н т ,  
в с т а н о в л е н и х  в  р е з у л ь т а т і  ц и х  д о с л ід ів ,  н е з а л е ж н о  о д и н  в ід  о д н о го .  
О к р е м е  з а с т о с у в а н н я  ц ьо го  п о н я т т я  в ід н о с и т ь с я  до с у м и  к в а д р а т ів .
Р о згл ян ем о , ск ільки  ступенів в ільності м ає кож н а вивчена нами сума 
квадратів.
П очнем о із за гально ї сум и квад рат ів  ( S S T ) .  Д л я  у тв о р ен н я  SS77по­
трібно (/1—1) незалеж них чисел, тому щ о з чисел Ш і- і /М г /г  ~ у) ’ - " Л у п - у)} 
незалеж ні тільки  (/1—1) завдяки  властивості:
С у м у  к в а д р а т ів , щ о п о я с н ю є  р е гр е с ію  ( З Я К ) ,  о т р и м у ю т ь , в и к о р и с т о ­
вую чи тільки  єдину незалеж ну одиницю  інф орм ац ії, я к а  утворю ється з 
Ух> У2у а саме&Г
П окаж ем о щ о, справді, нахил Ьх м ож на передати як  функцію  від у Ґ  у2, ..., у і{ 
Запиш ем о відхилення, щ о п о ясн ю є регресію , у вигляді:
З (2 .41) м аєм о:
у -  у =  -  х )
Отже, суму квадратів, щ о п оясн ю є просту лін ійну регресію , м ож на утво­
рити , використовую чи  тільки одну одиницю  незалеж ної інф орм ації, а саме
Ь1 (для випадку багатоф акторної регресії м аєм о інш у ситуац ію , яку  роз­
глянемо п ізн іш е). Звідси S S R  має один ступінь в ільності. Звертаєм о увагу 
читача на те, щ о ступінь вільності в даному випадку зб ігається з к ількістю  
незалеж них зм ін н и х , щ о входять до регресій н о ї м оделі.
С у м а  к в а д р а т ів  п о м и л о к  (S S È )  м а є  ( п  — ф ст упені вільност і. Ц я  
сума базується на к ількості ступенів в ільності, я к а  дор івн ю є р ізн и ц і м іж  
к ільк істю  спостереж ень і к ільк істю  парам етрів, щ о о ц ін ю ю ться . У разі 
п росто ї л ін ій н о ї регресії оц ін ю ю ться  два параметри bQ та Ьх. Я к щ о  позна­
чити к ількість  спостереж ень через п , то для S S E  м аєм о (п  — 2) ступенів 
вільності.
Ступені вільності п ри й н ято  позначати  через D F , або d F , або d f.
У разі просто ї л ін ій н о ї регресії ступені в ільності, я к  і суми квадратів, 
м ож на розкласти  таким  ч и н о м :
(2 .45 )
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2 .6 . П Р О С Т И Й  А М О У А -А Н А Л ІЗ  У  Л І Н І Й Н І Й  РЕ Г РЕ С ІЇ:
А Н А Л ІЗ  Д И С П Е Р С ІЙ
У цьом у параграфі ми зуп и н и м ося  лиш е на загальному уявленні про 
д исперсійний  аналіз та розглянем о лиш е ті п о н яття , я к і надалі будуть 
потрібні для аналізу побудованих екон ом етри чн и х  м оделей.
В икористовую чи суми квадратів та відповідні їм ступені вільності, вве­
д ем о  п о н я т т я  п р о  сер ед н і к в ад р а ти . С ередн ім  квадрат ом  н азиваєт ься  
с у м а  к в а д р а т ів , п о д іл ен а  н а  в ід п о в ід н и й  їй  ст уп ін ь  в іл ьн о ст і. Т а к и м  
чином , с е р е д н ім  к в а д р а т о м  п о м и л о к  н а зи в а є т ь с я  с у м а  к в а д р а т ів  по­
м и л о  к у п о д іл е н а  н а  в ід п о в ід н и й  с т у п ін ь  в іл ь н о с т іу  я к и й  п о з н а ч а є т ь с я  
ч е р е з  М Я Е . У  р азі простої л ін ій н о ї регресії середній квад рат  п ом и лок  м а є  
вигляд:
Середній квадрат, щ о поясню є регресію , позначається через М 5 ІЇт а  відпо­
відно дорівню є сумі квадратів, щ о п о ясн ю є регресію , поділену на її ступінь 
в ільності. У разі п росто ї л ін ій н о ї регресії сума квадратів, щ о п о яс н ю є  ре­
гресію  ( 5 5 і ї ) ,  має лиш е один ступінь в ільності, тобто  середній квадрат 
збігається з сумою  квадратів, а сам е:
М К 8  = І ( у - у ) 2
І=1
Слід зазначити, щ о для загальної суми квадратів середній квадрат не 
розраховується .
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Суми квадратів п о в ’я за н і з певним  дж ерелом  варіац ії, а тако ж  із сту­
п ен ям и  в ільн ості і середн ім и  квадратам и . Зведемо їх усіх  у таблиці 2.6, 
як а  і н ази вається  базовою  таблицею  д и сп ер с ій н о го  аналізу (АМОУА-таб- 
л и ц я ).
Т аблиця  2 .6
АМОУ А-таблиця
Джерело
варіації
Кількість
ступенів
вільності
Сума квадратів Середні квадрати
Зумовлене
регресією
(модель)
1 5 5 Д = І ( Й - У ) 2
І=1
М І Я  = ± ( і - у ) г /1
І=1 /
Непояснюване за 
допомогою регресії 
(помилка)
п-2 & 8 ® = І ( й - І , ) 2
І=1
МЯЕ =
= І ( » і  -  У і ) 2 / п - 2
і=1 /
Загальне 71-1 І І У - У ) 2
і—\
П обудуєм о  А Ж )У А -таб ли ц ю  для розглян утого  нам и  прикладу про за­
л еж н ість  м іж  об сягам и  реалізац ії п р о д у кц ії та витратам и  н а  рекламу, 
АКТОУА-таблиця в ум овах н аш ого  прикладу м атим е вигляд (табл. 2 .7):
Таблиця 2. 7
Джерело
варіації
Кількість
ступенів
вільності
Сума квадратів Середні квадрати
Модель і І  (У, -  У)2 =9901=1 МОЯ = 990
Помилка 5 -2 = 3 І  (У, -Уі)2 = 1 0і=1 МЭЕ =10/3=3.33
Загальне 5 -1 = 4 І ( У і - у ) 2 = 1000І=1
2 .7 . П Е Р Е В ІР К А  П Р О С Т О Ї Р Е Г Р Е С ІЙ Н О Ї М О Д Е Л І Н А  
А Д Е К В А Т Н ІС Т Ь . П О Н Я Т Т Я  Е -К Р И Т Е Р ІЮ  Ф ІШ Е Р А
Раніш е м и показали , щ о адекватність п р о сто ї л ін ій н о ї р егресій н о ї мо­
делі м ож н а перевірити  за д о п ом огою  к о еф іц ієн та  детерм інац ії. Я к щ о  його  
значення близьке до од и н и ц і, то м ож н а вваж ати , щ о моделі? адекватна. 
Я к щ о  його значення близьке до нуля, то модель неадекватна, тобто не має 
л ін ій н ого  зв ’я зк у  м іж  залеж ною  та незалеж ною  зм ін н и м и . Але я к и й  вис­
н о во к  м ож н а зроб и ти , я к щ о  значення к о еф іц ієн та  к о р ел яц ії м ає нечітко  
вираж ене граничне зн ачен н я, наприклад 0.5, 0 .45, 0.44 і т. ін . Зрозум іло , 
щ о в таких  випадках важ ко  зроб и ти  од н озн ачн и й  в и с н о в о к  про н аявн ість  
зв ’язку , тобто  про адекватність м оделі. П отр ібен  ін ш и й  кр и тер ій , я к и й  би 
однозначно відповідав н а  п и тан н я про адекватність побудованої м оделі. 
Н ай п ош и рен іш и м  з таких  кри тер іїв  є кри тер ій  Ф іш ера. Р о згл ян ем о , я к  
він утво р ю ється . Д ля цього  п оверн ем ося  до п р о сто ї р егр ес ій н о ї м оделі:
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Н а підставі тільки  того , щ о до право ї части н и  (2 .46) входить випадкова 
величина е1? уже м ож н а зроби ти  в и с н о в о к , щ о величини  у . будуть також  
випадковим и . Будь-яка ф ун кц ія  від них  буде також  ви п ад ко во ю . Запам’я ­
таєм о цей  ф акт і п оверн ем ось  щ е раз до таблиці А Ж )У А -дисперсійного  
аналізу. Р о згл я н е м о :
(2 .47 )
(2 .48 )
Я к  бачим о, середні квадрати M R S  і M S E  є ф у н к ц іям и  від залеж них 
зм інних, том у також  будуть випадковим и величинам и, тобто матимуть свій 
розподіл , м атематичне сп од іван н я, ди сп ерсію  та м ом ен ти .
З теор ії ім ов ірн остей  відом о (ми цей  ф акт детально не розглядатим ем о, 
а відсилаєм о читача до м атем атичного  додатка цього  п ід р у ч н и ка), щ о ве­
л и ч и н а
M S R
M S E
(2 .49 )
м ає ф у н кц ію  розп од ілу  ІР з {(1 т а  (п-2)}  ступеням и  вільності у разі простої 
л ін ій н о ї регресії) за ум ови , щ о нахил узагальненої моделі д ор івню є нулеві, 
тобто А  =  0 . (Щ о  таке узагальнена модель і чом у м и вводим о А>та А  -  
п о ясн и м о  трохи  п ізн іш е). Н а цьом у базується і^-критерій  Ф іш ера, яки й  
д озвол яє  о ц ін и ти , чи значно  нахил Ьх в ід р ізн яється  від нуля, тобто пере­
вірити  побудовану модель на адекватність. П о ясн и м о  цей ф акт. Справді, 
я к щ о  о ц ін к а  нахилу Ьх незначно  в ід р ізн яється  від нуля, тоді:
Уі -  А> + ß ix i = у + А (* і - х ) = у > (2 .50)
за ум о ви , щ о Р1— 0
О тже, вираз (2 .50) дає зм огу п о -ін ш ом у  інтерпретувати критерій  Фіше­
ра. Він д о зво л яє  перевірити  базову гіпотезу  (в статистиц і вона називаєть­
ся нульовою  гіп отезою  ( # 0), щ о кращ е апроксим увати  дані середнім  зна­
ч ен н ям  (у. = у ), НІЖ регресій н ою  п рям ою  (у і = (30 + РіХі). Ц е в свою  чергу 
і дає зм огу  перевірити  н аявн ість  або відсутність л ін ій н ого  зв ’я зк у  м іж  
зм ін н и м и , ін ш и м и  словам и , адекватність побудованої регресій н о ї моделі 
реальній  д ій сн о ст і.
П ерев ірка  м оделі на адекватність за і^-критерієм  Ф іш ера передбачає 
зд ій сн ен н я  певних  етапів:
1. Н а п ерш ом у етапі розраховуєм о величину так званого Р -віднош ення:
де M S R  — середній  квадрат, я к и й  м ож на п о ясн и ти  з регресій н о ї моделі; 
M S E  -  середній  квадрат п о м и л о к ; 1, ( п -  2) — ступені вільності, відповід­
но п о в ’я за н і з M S R  і M S E
2. Н а другому етапі задаємо рівень значим ості а  або а -100%  . Наприклад, 
я к щ о  м и вваж аєм о, щ о м ож лива пом илка ОС для нас становить 0.05 (або 5% ), 
це означає, щ о ми м ож ем о пом илитися не більше ніж  у 5% випадків, а в 95% 
випадків ( 100(1  - а ) % )  наш і висновки  будуть правильним и.
3. Н а третьом у  етапі за стати сти чн и м и  таблицям и  F -розподілу Ф іш ера 
3 (1 ,  П - 2 )  ступ ен ям и  вільності і р івнем  значим ості 1 0 0 (1  -  а)%  обчисли­
мо кри ти чн е  значення (F Kp).
4. Я к щ о  розраховане нам и значення F  > F K^  то м и відкидаєм о гіпотезу 
Н 0, щ о ß t =  0 (або щ о (Уі = у )  з р и зи ко м  п о м и ли ти ся  не більш е н іж  у 5% 
ви п ад к ів .
О тж е, я к щ о  F  > Р кр9 то побудована нам и регресійна модель адекватна 
реальній  д ій сн о ст і.
П о в ер н ем о ся  до н аш ого  прикладу. П еревірим о  розраховану  раніш е 
м одель на адекватність за jF-критер ієм  Ф іш ера. В и к ори стаєм о  для цього 
дані табл. 2.8.
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Таблиця 2 .8
І Уі У і (Уі - У і)2 (Уі - У ) 2
1 25 25 0 225
2 ЗО 28 4 144
3 35 37 4 9
4 45 46 1 36
5 65 64 1 576
І 200 10 990
За табл. 2.8 і за таблицям и  А М О У А -дисперсійного ан ал ізу ,(2.6) і (2 .7 ), 
знайдем о середній  квадрат, щ о п о я с н ю є  регресію , та середній  квадрат по­
м илок:
SSR  = ХО/і - у У  = 990;
і=1
п
SSE  = £ (t/f -  у і) = 10;
і=1
990
MSR = —  = 990; 
1
MSE  = —  = 3.33. 
З
В и кори стовую чи  значення середніх  квадратів , об чи сл и м о  ^Р-відношен- 
н я  Ф іш ера:
^ (1 ,л -2 ) ”  F (l,n -2 )
MSR  __ 990 
MSE  ~ 3.33
= 300.
За таблицею  і*1-розподілу знаходим о критичне значення з 1 та З 
ступеням и  в ільності, задавш и попередньо р івень довіри  95% або рівень
= 10.13.зн ачи м ості (п о м и л ки ) 5%. Ц е буде точ ка  ^ (1.3.о95)
Р озраховане значення ^  3)=  300; а табличне значення-Р (1;3.095)кр=  10.13. 
Отже, Е  > Р  , щ о д озволяє зробити  в и сн о в о к  про адекватність побудова-кр
н о ї моделі реальній  д ій сн о ст і.
2 .8 . І Н Ш І  К Р И Т Е Р І Ї  Я К О С Т І  Л І Н І Й Н О Ї  Р Е Г Р Е С ІЇ
П ри п усти м о , щ о нам  відом і п  п р о гн озн и х  даних у 19у 2, . .  .:9у п , я к і відпо­
відаю ть п  реальним  даним  y v  у 2, . . . ,  у п, тобто  м и  м аєм о  в ідповідно  Дпоми- 
л о к  п рогнозу  ev  е2, . . . ,  еп. Д ля ви зн ачен н я я к о с т і п р огн озу  н а  п ракти ц і 
дуже ш и р о к о  ви к о р и сто ву ю ться  так і п рості кри тер ії.
1. С е р е д н я  п о м и л к а  п р о г н о з у  ME (mean error) , я к а  розраховується  
за ф орм улою
5. Х - 2 %
К ри тер ій  M E  характеризує ступінь зм іщ ен н я прогн озу  і для правиль­
них п рогн озів  п ови н ен  прям увати  до 0 за ум ови  вел и ко ї к іл ькості спосте­
реж ень, тобто
МЕ->0, при
2 . Д и с п е р с ія  п о м и л о к  ( v a r ia t io n )
var(e) = -  £(<?* -  e f  = <Г2 (2.52)
ТІ
т а  с т а н д а р т н е  в ід х и л е н н я  ( s ta n d a r t  d e v ia t io n )
а = Е &г(е) - ,  -  І  (є-, -  е )2. (2.53)
V ті і=і
Ц ей  к р и тер ій , я к и й  взагалі є класи чн и м  у стати сти ц і, ви м ірю є ступінь 
р о зки д у  значень зм ін н о ї навколо  свого  середнього значення.
Д ля п р о сто ї л ін ій н о ї регресії, я к  нам  уже в ідом о , середнє значення 
п о м и л о к  д о р ів н ю є  нулеві. Том у
3 . А б с о л ю т н е  с е р е д н є  в ід х и л е н н я  ( m e a n  a b s o lu te  d e v ia t io n )
У д еяк и х  м аш и н н и х  процедурах цей  кри тер ій  розраховується  за дещ о 
ін ш ою  ф орм улою , а саме:
де (X — довільно задана зм інна; 0<О£<1.
З формули (2.56) випливає рекурентна ф ормула для визн ачення цього 
критер ію :
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M A D t = a\et\ + (1 -  a )M A D t_v (2 .57 )
П очаткове значення M A D 0 найчастіш е п ри й м ається  за таке , щ о дорів­
ню є ег* Для достатньо великого  класу статистичних  розподіл ів  значення 
стандартного відхилення дещ о більш е, н іж  значення середнього абсолют­
ного відхилення та суворо п роп орц ій н е  йом у. К он стан та  п роп о р ц ій н о ст і 
леж ить у м еж ах від 1,2 до 1,3. Здебільш ого ви б и рається  середнє значен­
ня 1,25, щ о д озволяє записати:
<т, = 1.25 M A D t . (2 .58 )
4 . С е р е д н ій  к в а д р а т  п о м и л к и  M S E  ( m e a n  s q u a r e  e r r o r )
MSE(e) = -  £ е (2. 
n і=і (2 .59 )
Ц ей критер ій  для л ін ій н о ї регресії зб ігається з д и сп ерс ією  п ом и лок  
(2.54).
Зам ість середнього квадрата п о м и ло к  дуже часто  в и к о р и сто ву ється  
просто  сума квадратів п ом и лок :
Ц ей критер ій  особливо  п ош и рен и й  при виборі оптим альних  моделей 
прогнозування. З д ек ількох  моделей ви би рається  та, я к а  дає м енш у суму 
квадратів п о м и ло к .
5 . А б с о л ю т н а  с е р е д н я  п р о ц е н т н а  п о м и л к а  М А Р Е  ( m e a n  a b s o lu te  
p e r c e n ta g e  e r r o r )
МАРЕ = -  І  Ы 100%. (2.61)
п і=1 у і
Ц ей критерій використовується при порівнянн і точності прогнозів різно­
рідних о б ’є к т ів , бо характеризує відносну точн ість  п рогнозу . П ри цьом у
Х -2 ‘ Ж
вваж ається , щ о значення М АРЕ  м енш е 10% дає ви соку  точн ість прогнозу, 
а отж е, і я к ість  м оделі; від 10 до 20% — добру точ н ість , від 20 до 50% — 
задовільну точ н ість ; понад 50% — незадовільну точн ість .
6 . С е р ед н я  п роц ен т н а  п о м и л к а  М Р Е  (m e a n  p e r c e n ta g e  e r ro r )
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Це п о к а зн и к  н езм іщ ен о ст і п рогн озу . З точ ки  зору п р акти к и  для якіс­
них м оделей цей  п о к а зн и к  м ає бути м алим , загалом не перевищ увати  5%. 
Зазн ачи м о , щ о я к  і п о к а зн и к  М АРЕ, він  не визн ачений  для нульових зна­
чень у.
7. С ер ед н я  а б со л ю т н а  п о м и л к а  M A E  (m e a n  ab so lu te  e r ro r )
Це дає зм огу визначити  середнє значення п о м и лк и , без врахування зна­
ка.
О писані вищ е кри тер ії я к о с т і в и к о р и сто ву ю ться  я к  додаткова інфор­
м ац ія  при  ви б ор і н ай к р ащ о ї м оделі з м ож ли ви х . М и розглянем о це пи­
тання в н аступ н ом у  розділі.
2.9* ІМ О В ІР Н ІС Н И Й  З М ІС Т  П Р О С Т О Ї Р Е Г Р Е С ІЇ
2 . 9 . 1 .  У загальн ен а регресійна модель
П оверн ем ося  до наш ого  прикладу: я к  обсяги  реалізації п родукц ії ф ірми 
залеж ать від витрат на  реклам у. Д ані для ви явлен н я ф орм и  з в ’я зк у  м іж  
ци м и  двом а ф акторам и  м и отрим али  в п ’яти  однорідних  (за вибраним и 
вл асти востям и ) географ ічних  зонах . За ц и м и  даним и  будувалась л ін ійна 
регресійна м одель та розраховувались невідом і парам етри . Тепер припус­
ти м о , щ о такі сп остереж ен н я  м и проводили  к о ж н о го  м ісяц я  протягом  З 
р о к ів , залиш аю чи  н е зм ін н и м и  витрати  н а  реклам у (х.) у к о ж н ій  гео­
граф ічн ій  зон і. Б езп еречн о , обсяги  реалізац ії п род укц ії (у.) будуть різни­
м и навіть при  н езм ін н и х  витратах на реклам у. Є диним  дж ерелом  зм іни 
є випадкова величина, я к а  знаходить в ідображ ення у р ізн и х  значеннях  у.
П р и п у сти м о , щ о узагальненою  регресійною  м оделлю  є:
де Р0, Рх— правильн і парам етри в с іє ї генеральної су ку п н о сті, £ — неспо- 
стереж увана випадкова величина.
П ровод ячи  сп остереж ен н я к о ж н о го  м ісяц я  п р о тяго м  3 р о к ів , м и  отри­
м аєм о  м н ож и н у , як а  складається з 36 ви б ір о к , к о ж н а  з я к и х  м ає 5 пар 
значень х  тау і ко ж н а  з я к и х  дає пару значень н евідом их  парам етрів Ь0 та 
&1? знайдених за доп ом огою  методу н ай м ен ш и х  квадратів .
П остає  питан н я, я к  за зн ачен н ям и  парам етрів Ь0, Ьг зроб и ти  в и сн о в к и  
про парам етри у с іє ї сукуп н ості. І взагалі, чи  м ож н а  зроби ти  я к іс ь  виснов­
к и ?  Далі м и  п о каж ем о , щ о кол и  парам етри  в и б ір к о в о ї л ін ій н о ї моделі 
розрахован і за м етодом  н ай м ен ш и х  квадратів , то при  п евн и х  класи чн и х  
прип ущ ен н ях  м атем атичне сп од іван н я парам етрів &0 та Ьг д ор івн ю є зна­
ченням  парам етрів узагальненої м оделі (м оделі, я к а  є д ій сн ою  для вс іє ї 
генеральної сукуп н ості) /?0, р 1$ т о б т о  Е(Ь0) =  /?0, Е ( Ь = /?г
Розглянем о спочатку осн овн і припущ ення для п р о сто ї л ін ій н о ї регресії.
2 . 9 . 2 .  К л а си ч н а  м од ел ь  л ін ій н о ї регр есії: о сн о в н і п р и п ущ ен н я ,
щ о л е ж а т ь  в о сн о в і м е т о д у  н а й м ен ш и х  к в адр ат ів
М ета регресійного  аналізу п олягає  не тільки  у ви зн ач ен н і невідом их 
параметрів ви б ір к о во ї л ін ій н о ї м оделі Ь0 та Ь1? а, насам перед , у ви сн овках , 
я к і м и  м ож ем о зробити  щ одо  д ій сн и х  значень парам етрів узагальненої 
моделі . Для того, щ об відповісти на запитання, наскільки  наближають­
ся знайдені о ц ін к и  Ь0 і Ьх до в ідповідних  значень парам етрів узагальненої 
моделі, або, щ о те ж  саме, н аск іл ьки  н аближ ається  теоретичне значення У і 
до д ійсного  значення свого м атем атичного сподівання Е ( у / х ) ,  м и п ови н н і 
не тільки  точно визначити  ф ункц іональну  ф орм у м оделі, а й  зробити  певні 
п ри п ущ ен н я щ одо  ви п ад ково ї величини  £ та з в ’я зк у  м іж  ви п ад ковою  ве­
личиною  і незалеж ною  зм інною  х.. Щ об  з ’ясувати , чом у це так , повернемо­
ся щ е раз до узагальненої л ін ій н о ї регресій н о ї м оделі у =  р0+Р1х.+єг Я к  
м ож н а п обачити , у. залеж ить від х. і £.. Т ом у, п о к и  м и не зроби м о  певних 
припущ ень щ одо ви п ад ково ї величини  Є та н езалеж ної зм ін н о ї х., м и  не 
зм ож ем о зробити  н іяк о го  стати сти чн ого  в и сн о в ку  про у а тако ж , я к  це 
буде п оказан о  далі, про значення д ій сн и х  парам етрів р 0і р г  О тже, припу­
щ ення щ одо зм ін н о ї х. та ви п ад ково ї величини  £. є гол овн и м и  для інтер­
претації регресій н и х  о ц ін о к .
Р озглянем о п ри п у щ ен н я , я к і становлять осн ову  кл аси чн ого  регресій­
ного аналізу. Д ля п р о сто ї л ін ій н о ї регресії вон и  м аю ть таки й  вигляд.
Припущ ення 1. М атем атичне спод івання ви п ад ково ї величини  є дорів­
ню є нулеві. У ско р о ч ен о м у  вигляді це п р и п у щ ен н я  м ож н а записати :
П рипущ ення 1 к о н стату є , щ о значення м атем атичного сподівання Єг 
зум овлене даним  Хг  д ор івн ю є нулеві. Геом етрично це п рипущ ення зобра­
ж ен о  на м ал .2 .5 , де п оказан о  к іл ька  значень зм ін н о ї X і набір у ,  щ о відпо­
відаю ть к о ж н о м у  з них . К ож ен  набір у ,  я к и й  відповідає даном у X , розподі­
лено н авколо  значення його  м атем атичного  сподівання (обведені точки  на 
регресійн ій  п р ям ій ) з д еяки м и  значенням и у  над м атем атичним  споді­
ванням  і д еяки м и  під н им . В ідстані над і під м атем атичним и сподівання­
ми і є ви п ад кови м и  величинам и  Єі
П рипущ ення 1 вимагає, щ об математичне сподівання цих відхилень, віднос­
но будь-якого даного X , дорівню вало нулеві.
П рипущ ення 1 реально ствердж ує, щ о ф актори , я к і не враховано в мо­
делі і том у віднесено до Є.г не впливаю ть систем ати чно  на математичне 
сподівання у , тобто додатні значення Є1 нейтралізую ть в ід 'єм н і ЄіУ тому їхній 
усереднений чи оч ікуваний  вплив на  у  д ор івн ю є нулю .
Зазначим о тако ж , щ о прип ущ ен н я Е (е і/ х )  =  0 передбачає В ( » Л >  - 
- д м * , .  О тж е, ці два п ри п ущ ен н я еквівалентні.
Припущ ення 2 . В ідсутність автокореляц ії м іж  випадковим и величина­
ми є. Це п рипущ ення означає, щ о випадкові величини повинні бути неза­
леж ним и м іж  со б о ю , тобто коеф іц ієн т  коваріац ії м іж  випадковим и величи­
нами повинен  дорівню вати нулеві, щ о м ож на записати таким  ч и н ом :
Припущ ення 2  ствердж ує, щ о ви п ад ков і величини  незалеж н і одна від 
одної, тобто будь-яке і-те значення ви п ад ко во ї величини  £ не впливає на 
будь-яке /-те  значення, ін акш е каж учи , к о р е л яц ії м іж  £. і Є^ н ем ає. У 
м атем атичній  стати сти ц і та ек о н о м етр и ц і ц я  власти в ість  ф орм ул ю ється  
через нульову ковар іац ію . Н а мал. 2.6, а зображ ен а н аявн ість  додатної 
кореляц ії м іж  ви п адкови м и  величинам и  Є : додатне значення £. супро­
водж ується додатним  Є. , а в ід ’єм н е  значення Є. супроводж ується в ід ’єм н и м  
£.. Н а мал. 2.6, б зображ ена н аявн ість  в ід ’є м н о ї к о р е л я ц ії м іж  випадкови­
м и величинам и Є — в ід ’єм й е  значення Є. суп ровод ж ується  додатним  £., і 
навпаки . Н а мал. 2.6, в п оказан о  кл аси чн и й  ви п ад ок  в ід сутн ості коре­
ляц ії м іж  ви п ад кови м и  вели чи н ам и , тобто  н ем ає си стем ати ч н о ст і у розм­
іщ енні ви п адкови х  значень є, том у ко в ар іац ія  м іж  н и м и  д о р ів н ю є  нулю .
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М алю нок 2 .6 . Зв’язок між випадковими величинами: а  — наявність додатного 
зв’язку; б — наявність від’ємного зв’язку; в — відсутність зв’язку, кореляція 
та коваріація дорівнюють нулеві.
Припущ ення 2  дає зм огу  розглянути  н ай п р о ст іш и й  ви п ад о к , к ол и  вив­
чається си стем ати чн и й  вплив (я к щ о  він  є) х % н а  у г без врахування впливу 
інш их ф ак тор ів , вираж ених  ви п ад ковою  вел и ч и н ою  £.
Я к щ о  це не так , то м и м атим ем о складн іш у залеж н ість , розгляд  я к о ї 
виходить за рам ки  к л аси ч н о ї регресії. Т ак і си туац ії м и будемо розгляда­
ти п ізн іш е, а п о к и  щ о п р о іл ю стр у єм о  н а  п р о сто м у  приклад і, щ о відбу­
вається в разі п оруш ен н я  п р и п у щ ен н я  2.
П р и п у сти м о , щ о у регресійн ій  моделі У, — 130 + Р1х 1 + е г випадкові вели­
ч и н и  єгі £іЛ м аю ть додатну к о р ел яц ію . Тоді у г залеж атим е не тільки  в ід # ,, 
а й від £і4, о с к іл ь к и  значення ЄіЛ певним  ч и н ом  визначає величину £,. 
П ізн іш е м и  розглянемо* я к  м ож н а тестувати н аявн ість  зв ’я зк у  м іж  випад­
к о в и м и  величинам и  та як и м  ч и н ом  відсутність незалеж ності впливає на 
регресійну  м одель.
Припущ ення 3. Г ом оскед асти чн ість , або однакова д и сп ерсія  випадко­
вих величин  Це п ри п ущ ен н я  вим агає, щ об усі випадкові величини , не­
залеж но від ном ера сп о стер еж ен н я , мали однакову д и сп ер с ію .
М атем атично  це п р и п ущ ен н я  м ож н а  записати  таким  ч и н ом :
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у а Н є /х )  =  Щ  -  Е(е)] = Е(є? ) = ст2 (2.67)
Вираз (2 .67) означає, щ о д и сп ерсія  £. для кож н ого  х і (тобто ум овна 
д и сп ер с ія  £.) є к о н стан то ю , щ о д ор івню є а 2 . А це в свою  чергу свідчить про 
те, щ о ум овна д и сп ерсія  розподілу  у  є також  сталою  величиною . Цю ситуа­
цію  п оказан о  н а  м ал .2 .7 .
П ор івн яй те  мал. 2.7 з мал. 2.8, де ум овна д и сп ерсія  розподілу  у  зростає 
із зб ільш енням  значень х .  Ц я ситуац ія  відома я к  гетероскедастичн ість, 
або нер івна д и сп ер с ія . У цьом у разі д и сп ерсія  випадкових  величин уже 
не буде к о н с та н то ю , а вираз (2 .67) відповідно тран сф орм ується , тобто його 
м ож на р о зп и сати  як :
Зверніть увагу, щ о індекс біля <72 у р івн ян н і (2 ,68) п о к а зу є , щ о тепер 
дисперсія, розподілу  ви п ад ково ї величини  вж е не є сталою .
т
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Щ об  зрозум іти  необхідн ість  п р и п у щ ен н я  про п о ст ій н у  д и сп ер с ію , або 
я к  часто каж уть про  го м о ск ед асти ч н ість , зверн ем ося  щ е раз до мал. 2.8. 
Я к  показано  н а  м алю нку, v a r i e / x j  <  v a r(e /jc2), ... <  var(c/jc .). Т ом у зразу ж  
постає зап и тан н я , я к і з розпод іл ів  залеж них зм ін н и х  у  ви б и рати  для 
опису реальної ситуац ії — ті, щ о щ ільн іш е н аближ ен і до сво їх  матема­
тичних сподівань, чи  ті, щ о м аю ть великий  розки д?
В водячи припущ ення  3, обм еж им ось  ви п адком , кол и  всі значення г/, я к і 
в ідносяться до р ізн и х  значень х, ■ є од н аково  важ ли ви м и . У розділ і 5 м и 
п окаж ем о , щ о відбувається, к ол и  п ри п ущ ен н я  про однакову  д и сп ерсію  по­
руш ується, тобто  м и  розглянем о  складн іш и й  ви п ад ок  —, ви п ад ок  гетеро- 
скед астичності.
Зверніть увагу на те, щ о припущ ення 3  означає, щ о v a r(^ /j t .)  == О2, тобто 
умовна дисперсія у, теж  є гом оскедастичною . Спробуйте аргум ентувати це 
самостійно.
П рипущ ення 4. Н е за л е ж н іс т ь  м іж  зн а ч е н н я м и  в и п а д к о в о ї ■ в е л и ч и н и  . . 
Є. і значенням и  зм ін н о ї х., або нульова к овар іац ія  м іж £ . тах..
Ф орм ально це п ри п ущ ен н я  м ож н а записати  так:
cov(£; , * ,) = Е (єі -  Е (єі ))(хі -  Е (х ()) =
= Е (єі (х і -  E (x t)) = о с к іл ь к и  E (et) = 0 
= Е (єtx t) -  £ (* ,)£ (£ ,)  = о с к іл ь к и  E (x t)  = const
= E iE iX j = ,  за  п р и п у щ е н н ям .
=0,
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Припущення 4 передбачає відсутність к о р ел яц ії м іж  випадковою  ве­
личиною  £ і незалеж ною  зм інною  X . Я к щ о  п ри п усти ти  п ротилеж не, то 
коли  X і Є м аю ть додатну к о р ел яц ію , X зростає із зростанням  £, і змен­
ш у ється  при  зм ен ш ен н і Є. А н ал огічн о , я к щ о  X і £ м аю ть в ід ’єм н у  кореля­
ц ію , X зростає  у випадку зм ен ш ен н я  £ і  зм ен ш у ється , кол и  £ зб ільш ується. 
В обох випадках  важ ко  п ростеж и ти  вплив X на у .
Припущ ення 4 ви к о н у єтьс я  автом атично , я к щ о  зм ін н а  х  є невипадко- 
во ю , або н есто х асти ч н о ю , і збер ігається  п ри п ущ ен н я 1, з як о го  випливає, 
ЩО С О У ( £ р  * , )  =  £ ( ( £ ;  -  £ ( £ * » ( * ;  -  Е(хс)) =  0 .
Але, оск ільки  м и припустили , щ о зм інна X є не тільки нестохастичною , а 
має також  ф іксован і значення у повторю ваних вибірках, то припущ ення 4 
для нас не є виріш альним . Й ого застосовуєм о для того , аби показати, щ о ре- 
гресійна теорія зберігатиметься навіть тоді, коли  значення X будуть випадко­
вим и  за ум ови , щ о вони  незалеж ні чи хоча б не маю ть кореляц ії з відхилен­
ням и  £г Н аслідки відкидання припущ ення 4 розглянемо у розділі 5.
П р и п у щ е н н я  5 . Р е г р е с ій н у  м о д е л ь  в и з н а ч е н о  ( с п е ц и ф ік о в а н о )  п р а ­
ви льн о  (в ід с у т н іс т ь  п о х и б к и ) .  Ц е  н а й в а г о м іш е  і, н а п е в н е , н а й р ід ш е  за­
стосовуване п р и п у щ ен н я . П овну  значущ ість цього  п ри п ущ ен н я  буде роз­
глянуто у розд іл і 5. Зараз м и  сп роб уєм о  п о ясн и ти  й ого  як н ай п р о ст іш е .
Я к  було зазначено у вступ і, екон ом етри чн е  досл ідж ен н я п оч и н ається  
із сп ец и ф ікац ії ек о н ом етри чн о ї м оделі, я к а  м ає бути адекватною  економіч­
н ом у  п роц есу , щ о ви в ч ається . П ри  сп ец и ф ікац ії М оделі, як а  оп и сує дослі­
дж увану си туац ію , в и н и к ає  к іл ька  важ ливих запитань, а саме:
я к і зм ін н і п отр іб н о  вклю чати  в м одель; як о ю  є ф ункц іональна ф орма 
м оделі; чи  є вон а л ін ій н о ю  за парам етрам и та зм ін н и м и , чи  ні; я к і мож­
л иві п р и п у щ ен н я  щ одо  У,> і м ож н а  зроби ти  у м оделі?
Це надзвичайно  важ ливі п и тан н я , бо , наприклад, вилучаю чи з моделі 
важ ливі зм ін н і, чи  ви бираю чи  неправильну ф ункц іональну  ф орм у зв’я з­
ку, чи  вдаю чись до неправильних  при п ущ ен ь щ одо зм ін н и х  м оделі, м и 
ставим о під сум н ів  правильн ість  ін терпретац ії оц ін ю ван о ї регресії. Щ об 
дати інту їтивне уявлення про важ ливість припущення 5, звернем ося до 
к р и в о ї Ф іл іп са , зоб раж ен о ї н а  мал. 2.9. П р и п у сти м о , щ о м и обираєм о дві 
рідні м оделі, я к і  в ідображ аю ть з в ’я з о к  м іж  рівнем  зм іни  ном інально ї за­
р о б ітн о ї плати і р івнем  б езробіття  і
у і ^ а 1 + е д  + є*;
Уі -  А.+ Аг(-—) + $>
(2.69)
(2.70)
де У ч  д о р ів н ю є р івневі зм іни  н ом ін альн о ї зароб ітно ї плати; X. — рівень 
безробіття .
Регресійна модель (2 .69) є л ін ій н ою  і за парам етрам и , і за зм ін н и м и , 
тоді я к  (2 .70 ) є л ін ій н ою  за парам етрам и (тобто  моделлю  л ін ій н о ї регресії, 
за наш им  о зн ач ен н ям ), але н ел ін ій н ою  за зм ін н ою  X.
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Я к щ о  в д ій сн ості є "правильною " модель (2 .70 ), а м и  ви б и раєм о  модель 
(2 .6 9 ), то , я к  п оказан о  на  мал. 2.9, вона забезпечить неп рави льн и й  про­
гн оз: м іж  точ кам и  Я і В  для будь-якого  даного  х { м одель (2 .69) переоціню ­
ватиме справж нє математичне сподівання у , і в той  же час недооціню ватим е 
(чи переоц іню ватим е — в абсолю тних  терм інах) м атем атичне спод івання 
у  зліва від А  (справа від B).
Ц ей ум овний  приклад є зразком  то го , щ о н ази вається  неправильною  
сп ец и ф ік ац ією , або п ом и лк ою  сп ец и ф ікац ії, і п олягає  у вибор і неправиль­
н о ї ф ун кц іон ал ьн о ї ф о р м и 1.
Н а ж аль, на п ракти ц і м и не завж ди відразу м ож ем о  встан ови ти  пра­
вильні зм інні, як і потрібно залучити в модель, або не відразу м ож ем о знайти 
Правильну ф орм у моделі чи правильн і п ри п ущ ен н я  щ одо  зм ін н и х . Отже, 
п ри  побудові моделі спец іал істи  п о ви н н і провод и ти  к о п ітк у  роботу  щ одо 
вибору зм інних  для м оделі, робити  певні п р и п у щ ен н я  щ одо  стохасти ч н о ї 
Природи зм ін н и х , посл ідовно  ви би рати  н ай кращ у ф ун кц іон альн у  ф орм у 
моделі.
Щ е раз задамо соб і зап и тан н я, а для чого все ж  таки  потр ібне припу­
щ ення 5? Не вн и каю чи  в деталі, достатньо  сказати , щ о дане п ри п ущ ен н я  
нагадує нам  про залеж ність регресійного  аналізу і, отж е, його  результатів 
від обраної м оделі, і застерігає нас про необхідн ість  обереж н о ф орм улю ва­
ти економ етрйчн і моделі, особли во , коли  одразу є к іл ька  теор ій  щ одо п о я с ­
1 Gujarati D,N. Basic Econometrics. — P. 58.
нення економ ічного  явищ а, наприклад процентної ставки, попиту на грош і, 
визн ачення р івн оваж н о ї вартості акц ій  і облігацій  то щ о . Тому економ ет- 
рична побудова м оделей — це, як  ми побачим о далі, б ільш ою  м ірою  мис­
тецтво, н іж  наука.
П р и п у щ е н н я  6 . В и п а д к о в а  в е л и ч и н а р о з п о д іл е н а  н о р м а л ь н о  з  м а ­
т е м а т и ч н и м  с п о д ів а н н я м  н у л ь  т а  с т а л о ю  д и с п е р с іє ю  (X2.
Ф орм ально це п ри п ущ ен н я м ож на записати у вигляді:
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П ри п ущ ен н я  6, як  ми побачим о далі, є необхідним  при побудові інтер­
валів довіри  для парам етрів, залеж ної зм ін н о ї у  та інш их  характеристик 
л ін ій н о ї регресій н о ї м оделі.
Слід зауваж ити , щ о дані п ри п ущ ен н я стосую ться  тільки узагальненої 
регресій н о ї м оделі (У РМ ) і не стосую ться ви б ірково ї моделі (В РМ ). П роте 
ц ікаво  спостерігати , щ о метод найм енш их квадратів, описаний раніш е, має 
деяк і властивості, схож і на  п ри п ущ ен н я , я к і ми щ ой н о  зробили . Наприк­
лад, в и сн о в о к , щ о і, отж е, е = 0 ,  схож ий  на при п ущ ен н я, щ о
/  Хі)  = 0 . А налогічно в и сн о в о к , щ о = 0  , схож ий на припущ ення,
що СОУ^ЛГ*) = 0.
2 .9 .3 -  Р о з п о д іл  з а л е ж н о ї  зм ін н о ї у
Я к п оясн ю вал о ся  вищ е, при переході від одн іє ї виб ірки  до м нож ини  
в и б ір о к , коли  X залиш ається н езм ін н и м , єдиним  дж ерелом  зм іни у  є ви­
падкова величина. Отже, зм інна у  також  є випадковою  величиною . Зви­
ч ай н о , розподіл  залеж ної зм ін н о ї у  певною  м ірою  залеж ить від припу­
щ ень, п р и й н яти х  для ви п ад ково ї величини Є.
П о к аж ем о , щ о залеж на зм інна м ає норм альний розподіл  з математич­
ним  сп од іван н ям
Е (уі) = І% + 0 іХі (2 .71)
та д и сп ерс ією
var(уі) = Е[у{ -  Е(уі)]2 = E (e f) = сг2. (2.72)
Д о в е д е н н я  1
М а т е м а т и ч н е  с п о д ів а н н я  з а л е ж н о ї з м і н н о їу. =  Ро + Ріхі + єі д°Р ів ' 
нює:
Е(Уі) = Е ф 0 + /3 ^  + £() = Е ф 0 + & *f) + £ (£ f) _
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В раховую чи, щ о А>та А  є парам етрам и узагальненої м оделі, а отж е, 
ко н стан там и , та щ о х. м ає ф іксоване зн ачен н я, отри м аєм о  перш у складову 
частину:
За п ри п ущ ен н ям  1 п р о сто ї л ін ій н о ї регресії м аєм о : друга складова 
ч астина д ор івн ю є нулю — = 0 .
Звідки  остаточно  е і Уі) = А, + А *  і
Д и с п е р с ія  за ле ж н о ї з м ін н о ї  д о р ів н ю є  д и с п е р с ії  в и п а д к о в о ї в е л и ч и н и :
Введемо зам іну зм інних: у. = /30 + Д *. + єі т а  і?(у.) = Д  + Д х ( . П ісля від­
повідної зам іни у виразі для д и сп ерсії у  о тр и м аєм о :
Отже, ди сп ерсія  зм ін н о ї у  дор івн ю є д и сп ерсії ви п ад ково ї величини .
Тепер залиш илось тільки  п о казати , щ о випадкова величина у розподі­
лена норм альним  закон ом  розподілу  з відповідним  знайденим  матема­
тичним  спод іванням  та д и с п е р с іє ю .
Я к  в ідом о , тип  розподілу  у  ви зн ач ається  ти п ом  розпод ілу  ви п ад ково ї 
величини  є, як и й  є норм альним  за при п ущ ен н ям  6. О чевидно, щ о Д> та Д  , 
я к і є кон стан там и , не впливаю ть н а  розподіл у . К рім  того , значення зм інної 
х. — це за властивістю  5 ряд ко н стан т , а том у воно  тако ж  не впливає на 
розподіл у . Отже, розподіл  ви п ад ково ї величини  у  ви зн ач ається  тільки  
розподілом  ви п ад ково ї величини  є, тобто є тако ж  н орм ал ьн и м .
2 .10- З А К О Н  Р О З П О Д ІЛ У  П А Р А М Е Т Р ІВ . М А Т Е М А Т И Ч Н Е  
С П О Д ІВ А Н Н Я  ТА Д И С П Е Р С ІЯ  Р О З П О Д ІЛ У  П А Р А М Е Т Р ІВ
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М а т е м а т и ч н е  с п о д ів а н н я  т а  д и с п е р с ія  р о зп о д іл у  п а р а м ет р ів
* 0 та К
У ц ьом у  параграф і п о к а ж е м о , щ о :
1. М атем атичне сп о д ів ан н я  парам етра &0д о р ів н ю є:
2. Д и с п е р с ія  Ь0 в свою  чергу  м атим е вигляд:
3. М атем атичне сп о д ів ан н я  парам етра ^ д о р ів н ю є :
4. Д и с п ер с ія  п арам етра Ьх в и зн ач ається  за ф орм улою :
5. О ц ін ка  д и с п ер с ії ви п ад к о в о ї вели чи н и  є набуде виразу:
де к -  к іл ь к іс т ь  о ц ін ю в а н и х  парам етрів  у р егресій н ій  м оделі. У разі про­
сто ї л ін ій н о ї р егр ес ії, ко л и  м и  о ц ін ю є м о  тіл ьки  два парам етри , &=2, отж е, 
о ц ін к а  д и с п ер с ії в и п ад к о в о ї вел и ч и н и  м ає таки й  вигляд:
1=1
д - 2 *
З н а х о д ж е н н я  м а т е м а т и ч н о г о  с п о д ів а н н я  п а р а м е т р а  Ьх
Згад аєм о , щ о парам етр  Ьх у п р о ст ій  л ін ій н ій  регресії ви зн ач ається  за 
відомою  ф ормулою :
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Х ^ і -*)(& -!/) % * і (Уі ~ у ) %*іУі ~ У % * і
і*1 -  Ы1 м __-
х к - * Гі-1 І=1 X*;І=1
ї*іУі п 
= м ---- = 1<ХіУі>
х * г
І=1
і=і
(2 .73 )
де введено такі додаткові п озн ачен н я : 
* £  
X *?
І=1
З (2 .74) випливає, щ о:
п п / —\
х*<  = х к  -  *  = °* (2 .74 )
і* 1 і=*і' 7
£ а г = 0 ;  £ « , * , =  1; (2 ,7 5 )
1=1 ії=1
” 2 1
~  п ‘
І=1 X *?
(2 .76 )
і=і
П о к аж ем о , щ о це справді так:
.  І *  0 „
X X Х й
і=1 і—1 І=1
Л _ п / ~\ Д о  _  Д
д X**** х к - ф і  X*# - ^ Х * #
У ^ —■— = --------- г- = 1=1---------^^ 2— = 1»
І=1 X*? х к - * )  х к - * )І=1 7 і=1Х 7
том у щ о
£ к - * )  =І(х?-2х1х+хг)=іх? -х±хГ, 
І=1 V ' Ы Iу ' і=1 І=1
Д ля то го , щ об знайти  м ат ем ат ичне сподівання парамет ра  Ь1, пере­
дамо його  через випадкову  величину генеральної сукуп н ості і, підставив­
ш и в (2 .7 3 ), о тр и м аєм о :
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Далі розрахуємо математичне сподівання членів у правій та лівій частині 
залеж ності:
В иходячи з того , щ о А  — правильний  параметр генеральної сукуп­
н ості є к о н с та н т о ю , м аєм о  Щ )  = А -
Ч и сел ь н и к  другого додатка є не щ о ін ш е, я к  ко еф іц ієн т  ковар іац ії ви­
падкової величини Є та незалеж ної зм ін н о ї х ґ  За п рипущ енням  4, він 
дор івню є нулеві:
Т обто другий  додаток  д ор івн ю є нулеві. Звідси м ат ем ат ичне сподіван­
н я  п а р а м е т р а  Ьу-
З н а х о д ж е н н я  д и с п е р с і ї  п а р а м е т р а  Ь±
Д и сп ер с ія  парам етра Ь1 д о р ів н ю є:
var(6,) =  £[(,, -  fifft)]2 = Е(Ь, -  f t )2 = «tJ - J -  = о? 1 . (2.79)
І * ?  і * ! " *
І=1 і = і '  і
П о к аж ем о , щ о р івн ян н я  (2 .79) правильне. З (2 .73) м аєм о:
= Х<Ч/і -
і=1
З (2 .80) виразим о  ди сп ерсію  параметра:
(2.80)
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У а г ^ )  = уаг[ ] -  £ « і2
Чі=1 )  і=1
вваж аю чи, щ о а ь — кон стан та , я к а  не залеж ить від значень у. (див. влас­
тивість 5).
Але ж , я к  було показано  у попередньом у параграф і:
v a r  іу }(Уі) = ° 2е-
Звідси остаточно  ф ормула ди сп ерсії парам етра набуде вигляду:
у а г (&1) = 1 « , Ч 2 = о £21 а , 2 =ст£21
Ы1 і=1 і=1
/  Л
2 5 ?
Чі=і У
І * , 2 1
( п п \
= о 2 - ^
ї х !
\ і=1
2 * Г
І=1 1' 7
(2 .81)
З н а х о д ж е н н я  м а т е м а т и ч н о г о  с п о д ів а н н я  т а  д и с п е р с ії  
п а р а м ет р а  Ь0 .
О бчислення м атем атичного  спод івання парам етра &0.
Тепер знайдем о м атем атичне спод івання парам етра &0. Д ля цього  по­
вернем ося до в ідом ої ф ормули розрахунку  парам етра &0:
ь0 = У -  \ Х  = /30 + А * + є -  Ъхх = А) ~ (Ь| -  Рі)х + є. (2 .82)
Розрахуєм о математичне сподівання правої та л іво ї частин  ц іє ї р івності. 
Раніш е м и  вже показували , щ о:
Звідси:
Д(&і) = А  та Е(е) = 0. 
Е(Ь0) = А,.
(». 8-200
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З н а х о д ж е н н я  д и с п е р с і ї  п а р а м е т р а  Ь0
Значення дисперсії параметра Ь0 обчислю ється аналогічно дисперсії 
параметра Ьг. П окаж ем о , щ о:
X х і
Уаг(Ь0) = Е[Ь0 -  Е(Ь0)]2 = Е(Ь0 -  Д0)2 = о]  -**-!_ =
" І * ?
2 * Ґ
І=1
П овернем ося ще раз до відомої формули розрахунку параметра Ь0:
Зам іним о в цій  формулі
Ь0 = у -  Ьхх.
= І  (ХіУі -
Ы1
В иходячи з ц іє ї зам іни ' з (2.83) отрим аєм о:
_  _ *  Ї У і  ..
К  = у - х ^ а іуі = & ----- х^сііУі = 1
і=1 ТІ і=1 і=і\ТЬ
х а { Уг
З (2.84) м аєм о:
п Ґ1 N ■
= уаг І - Х Щ и
_і=1 ) =Ш ~ хаі\ уагМ -
(2.83)
(2.84)
(2.85)
М и вже показали у попередньом у параграф і, щ о:
у аг  (у і ) = а \ .
Виходячи з цього (2.85) м ож на записати у вигляді:
Уаг(б0) = <т2£ І
4 7 п
1 2х - 2 2----------- 1- + х аг
Беручи до уваги (2.75 та 2 .76), що
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Х а г = 0 ;Х а і2 =
і=1 і= 1 X * 2
і —1
отрим аєм о:
уаг(&0) = <г£2 І
І=1
1 * 2
" X*?
і=1  у
= <Т,
%х? +пх2
м _________
Д ~2х *:
І=1
Враховую чи, щ о
п 0 л / —\ 2  п 0 __
X *? = І  № - а с  = X** -пх
І=1  і = 1 '  7 і= 1
о с т а т о ч н е  з н а ч е н н я  ди сп ер сії п а р а м ет р а  м а т и м е  в и гл я д :
уаг (М -
2 Х
і=1
д / —\2
ЯХ * »  - * )
і=1 ' 7
( 2 .86)
Отже, м и  встановили  значення м атем атичного  сп од іван н я та ди сп ерсії 
параметрів л ін ій н о ї регресії.
Я к  було уже п о казан о , парам етри  Ь0 та Ьх м ож н а виразити  я к  л ін ій н і 
ф ун кц ії від ви п ад ково ї величини  £. З п ри п ущ ен н я  6 ви п л и ває , щ о випад­
ков і величини розподілен і норм альн о , том у і парам етри  л ін ій н о ї регресії є 
випадковим и  величинам и , розп од ілен и м и  норм альн о .
2 .1 1 . О Ц ІН К А  Д И С П Е Р С ІЇ В И П А Д К О В О Ї В Е Л И Ч И Н И  Є
У формулах для розрахунку  д и сп ерсії парам етрів &0 та Ьх наявна дис­
персія  ви п ад ково ї величини  £ генеральної су ку п н о сті — а \  . Взагалі, саме 
значення д и сп ерсії с*  не м ож е бути визн ачене, том у щ о випадкову  вели­
чину є м и не м ож ем о  сп остер ігати . П о к аж ем о , щ о цю  ди сп ерсію  м ож н а 
зам інити  на  оц інку :
X *,
2 — /=1о :  = п-2
Д ля цього  нам необхідно довести , щ о Е ( а 2) = а 2 .
6* 8- 2%
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Я к щ о  брати до уваги м н ож и н у  ви б ірок , то формула для довільної і-ої 
п ом илки  м ає вигляд:
«і = У і -  У і = Ро + Р і х і +ЄІ -Ь0-  Ьгхг = є, -  (Ь0 -  /30) -  (ьг -  Д )* , .  (2 .8 7 )
З огляду на  (2 .82) з р івн ян н я  (2.87) випливає:
Ь0- Р о = є - (Ь 1-  р1)х і =>
«і = -  є )  -  (&! -  &)(** -  х ). (2 .88)
Зуваж им о, щ о є — це середнє значення п ом илки  у генеральній сукуп­
ності; воно не м ож е дорівню вати  нулю , навіть коли  Е (є)= 0.
П іднесем о обидві частини  (2 .88) до квадрата та п ідсум уєм о за в с ім а / :
ї«? = ї(е,- і )г+((>, - а )'ї (*. -*)" -а )£(£. -*)=
' " І=1 І-1 І=1
= 1 Є і -  п є 2 +(&! -  А )2£ (* , -  х)2 -  %  -  А ) І ( е л ) ’ (2.89)
І=  1 
і=1
—\2
і=1
*г = - х ) ,де
том у щ о
Е
(  п Л
= п а ї  => ^ ( £2) ~ v a r(є )  =
і=1 У '  1 Ч /  П
(2.90)
М і 
У попередньом у параграф і ми встановили вираз для дисперсії нахилу:
Е (ьі -  Рі)2 = Л^а г (&1) = - _ <*\
ї ^ - х ) 2 Ь ї
І=1 і=1
(2.91)
Крім того , з (2 .77 ):
ф 1! - А  ) ! : ( « ) )  = £
В раховую чи (2.90 — 2 .92), м аєм о:
( (  п у »  М
2  є, 5,
\д*=і Л<=і У у
= <7Ї'1<хіХі=<Уе- (2.92)
І=1
Е
(  п
у=і
І ^ 2 = (л -2 )с т , Е
2 Л
Х*<
І^І___
п - 2
2
= ст; (2.93)
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Отже, ми отрим али оц ін ку  ди сп ерсії випадкової величини £, яку  часто 
позначаю ть к ільком а п озн ачен н ям и , а саме:
Д 2
1 е 1
О* = 5 2 =<т2 = ^ — .
£ п - 2
Середнє квадратичне відхилення оц інки  дисперсії відповідно має вигляд:
1
Д 2
і=1___
/ і - 2
О скільки випадкова величина Є — неспостеж увана, то і її дисперсію  
нем ож ливо обчислити , том у на п ракти ц і д и сп ерсія  ви п ад ково ї величини Є 
зам іню ється на свою  оц інку .
2 .1 2 . П О Б У Д О В А  ІН Т Е Р В А Л ІВ  Д О В ІР И  Д Л Я  П А Р А М Е Т Р ІВ  Д,, А
2 . 1 2 . 1 .  П о н я т т я  про І -т е с т  С т ’ю д ен т а . П ер ев ір к а  н ул ь-гіп отези  
за  д о п о м о го ю  І -т е с т у  С т ’ю д ен т а
Я к було показано  в параграф і 2.10, випадкові парам етри Ь0 і ^ р о зп о д і­
лені за норм альним  зак о н о м  розп од ілу  з в ід п овід н и м  м атем атичним  
сподіванням  та д и сп ер с ією , щ о ф орм ально м ож на записати таким  чином :
Ь0 ~ К
2 Д  2
<?е 1 х і
А > » ~
і—1
« Х (* і - х )
1=1
(2 .94 )
-  АГ. А»-
2 ( Х і - * Г
і=1
(2 .95)
У виразі (2 .94), (2.95) дисперсія параметрів Ь0 і  , загалом, невідома, тому
що вона залежить від дисперсії пом илок <7 випадкової величини Є, яку не
м ож на спостерігати . Я к  уже говорилося вищ е (параграф 2.11), невідома 
2 а2дисперсія сх* зам іню ється на свою  оцінку Ое . Таким  чи н ом , і для пара­
метрів &0 і Ь1 д ійсна дисперсія  зам іню ється на свою  оцінку:
86
(2.96)
(2.97)
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В становлені значення парам етрів ви б ір ко во ї м оделі є оц ін кам и  пара­
м етрів узагальненої регресій н о ї моделі. П остає  п и тання: чи м ож на знай­
ти інтервали  довіри  для парам етрів узагальненої м оделі, тобто інтервали, 
у я к і із заданою  ім ов ірн істю  потрапляю ть їхн і значення? Справді, така 
м ож ли вість  є і ш и р о к о  ви к о р и сто ву ється  у п ракти ч н и х  дослідж еннях. 
Інтервали довіри  м о ж н а  будувати за д оп ом огою  к іл ькох  тестів.
Щ об  зрозум іти  суть побудови  інтервалів довіри  для параметрів регре­
с ій н о ї м оделі, розгл ян ем о  сп очатку  один з н ай п о ш и р ен іш и х  тестів — 
% -т ест  С т  'ю д е н т а у  з а г а л ь н о м у  в и п а д к у .
Р озгл ян ем о  довільну випадкову  величину, розподілену за норм альним  
закон ом  розпод ілу  з м атем атичним  спод іванням  а  та ди сп ерсією  о  . Я к
м и вж е зн аєм о , норм ально  розподілену  випадкову  величину з математич-
. . . 2 •ним  сп од іван н ям  а  і д и сп ерс ією  О м ож н а звести  до норм ально розподі­
лено ї вели чи н и  з м атем атичним  спод іванням  0 і д и сп ерсією  1 ш ляхом  
перетворен н я:
де х. — ви п адкова норм ально  розпод ілена величина з м атем атичним  спо­
діванням  а  і д и сп ер с ією  <72 , а г. — норм ально розподілена випадкова 
величина з м атем атичним  спод іванням  0 і д и сп ерсією  1.
Щ е раз п ідкреслим о, щ о перетворення (2.98) дає нам нормально розподі­
лені величини. Н априклад, для параметра Ьх таке перетворення має вигляд:
де Ьг — н орм ально  розпод ілена випадкова величина з м атем атичним  спо­
д іванням  і д и сп ер с ією  <7^  .
Я к щ о  у ф орм улі (2 .98 ) м и  ви к о р и ст а єм о  зам ість нев ід ом ої д ій сн о їО а2
д и сп ерсії <У£ її оц ін ку  Се > то при  невеликій  к іл ько ст і ви б іркови х  даних
(п  <  ЗО) м и  перейдемо д о  інш ого  t - п е р е т в о р е н н я ,  тобто у  загальному 
випадку м атим ем о:
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(2 .99)
де X. — норм ально розподілена величина з м атем атичним  сподіванням  а 
і дисперсіст^; t i — випадкова величина, розподілена за £ -законом розпо­
ділу Ст'юдента з (п — 1) ступенем  в ільності, де ступені вільності розра­
ховую ться за виразом  оц ін ен о ї д и сп ерсії, а саме:
П еретворення (2.99) м ож на записати і для випадкової величини х , 
якщ о мати на увазі, щ о вона розп од іл яється  за норм альним  закон ом  роз­
поділу з м атем атичним  сподіванням  а і д и сп ерсією  ог| > тобто  х  ~ И(а9 сг|). 
Т оді ^п е р ет во р ен н я  м ати м е  ви гл яд :
де £ — ви п а д к о в а  ве л и ч и н а , я к а  р о зп о д іл я є т ь с я  за  ї-законом  розподілу  
Ст'юдента з (п — 1) ступеням и  вільності.
і - р о з п о д і л  — ц е  сим етричний  розподіл  із  середнім  нуль і д и сп ерсією
п - 1
~  5* , я к а  наближ ається д о  1, коли  п  — велике. Зрозум іло , щ о  і-розпод іл
ТІ — о
наближ ається до норм ального  закону  розподілу, я к щ о  п —
Д л я  в и к о р и с т а н н я  і - т е с т у  С т  'ю д е н т а  н е о б х ід н о :
— о б р а т и  б а ж а н и й  р і в е н ь  з н а ч и м о с т і  ( в ід  1 до  1 0 % );
— в и з н а ч и т и  к іл ь к іс т ь  с т у п е н ів  в іл ь н о с т і.
Володію чи ц ією  ін ф о р м ац ією , ми м ож ем о визначити  критичне значен­
ня £, яке  поділяє усю  м н ож и н у  значень на дві п ідм н ож и н и : м н ож и н у , яку  
ми в ідкидаєм о, і м н ож и н у , яку  ми при й м аєм о  при заданому р івн і значи­
мості.
Приклад. М и тестуєм о нуль-гіпотезу, а саме:
проти альтернативної гіпотези
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Н^.а ф  а0
для ви б ірки  з невідом ою  д и сп ер с ією .
О беремо р івень зн ачи м ості 5%. К ритичне значення £ знаходим о за таб­
л и ц ям и  і-розподілу Ст'юдента. Р яд ки  ц іє ї таблиці м аю ть р ізн і ступені 
в ільн ості, а к о л о н к и  відповідаю ть р ізним  р івням  зн ачи м ості. Н априклад, 
для 10 ступен ів  в ільн ості і ' 5% р івня  зн ачи м ості відповідні к ри ти чн і зна­
чен н я (мал. 2.11) д ор івн ю ю ть —2 .2 2 8 ; і 2ав* 2 .2 2 8 .
М а л ю н о к  2 .1 1 .  Критична зона д л я  випадкової величини за  1-розподілом 
С т’ю дента при 10 ступенях вільності і обраному рівні значимості 5 % .
Зона, яку  м и  п р и й м аєм о , є такою :
З а д а н и м и  виб ірки  знаходимо х  і обчислю єм о значення і-ст ат ист ики:
Я к щ о  значення ґ*  п отрап л яє  в к р и ти чн у  зону (в одну із заш трихова­
н и х ), то м ож ли ві 2 ви п ад ки .
1. Н уль-гіпотеза правильна, але сталася м алойм овірна п од ія .
2. Н уль-гіпотеза неправильна.
М и берем о до уваги н ай п р о ст іш и й  випадок (випадок 2), тобто відкидає­
мо нуль-гіпотезу.
Проста вибіркова лінійна регресія 89
2 . 1 2 . 2  І -т е с т  С т ’ю д е н т а  д л я  п ер ев ір к и  н а  зн а ч и м іс т ь  п ар ам ет р ів  
Ь0 І Ь1, в и з н а ч е н и х  з а  м е т о д о м  н а й м е н ш и х  к в а д р а т ів
Я к зазначалося вищ е, параметри, визначені за м етодом  найм енш их ква­
дратів, розп од іляю ться  за норм альним  закон ом  розпод ілу , я к и й  формалі­
зовано м ож н о  записати  таким  ч и н ом :
I x t
bQ~N(ß0, невідома дисперсія <т2о = o f ----^ —
п -  j r (* i  - x f
1=1
);
b^N(ßot невідома дисперсія = а 2 — )•
І  (xt - x f
і—1
2 • 2Н агадаєм о, щ о у загальному випадку (ТЬо і  <УЬі невідом і, том у щ о не мож­
на обчислити , адже випадкові величини £ взагалі є неспостереж уваним и.
Але м и м ож ем о обчислити  оц інку  дисперсій  0£о і <7^  , тобто знайти:
/Т2 _  _2
°ь0 = °е •
X *?
І=1
п - ^ і х . - х ) 2
І=1
<  = ° 2е-
I ( x t - X ) 2
І=1
Л2 х « г
де = — — ; к — к іл ьк ість  оц ін ен и х  парам етрів (у разі п р о сто ї регресії 
п - к
к =  2).
Далі будуємо /-статистику для к о ж н о го  парам етра:
t = bl - ß lі- з (п - k )  ступеням и  в ільн ості, (2 . 101)
де — о ц ін ка  парам етра Д , отрим ана за м етодом  н ай м ен ш и х  квадратів; 
Р* — гіпотетичне зн ачен н я, я к о го  м ає набути парам етр 
<7^ — о ц ін ка  ди сп ерсії парам етра Ьі (з регресії); 
ті — розм ір  ви б ірки  (к іл ьк ість  сп остереж ен ь);
А — загальна к іл ьк ість  оц ін ен и х  парам етрів (йа=2 у н аш ій  м оделі, бо 
м и  ви к о р и сто ву єм о  2 ступені в ільності, щ об  о ц ін и ти  2 парам етри  &0 і Ь1).
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У е к о н о м етр и ц і п ош и р ен о ю  ф орм ою  нуль-гіпотези  є така:
п роти  альтернативної
« Ж - 0
Н , : Д '* 0
У ц ьом у разі /-статистика для парам етрів м ає вигляд:
її зн ачен н я п о р ів н ю єм о  з табличним  зн ачен н ям , яке  дає зм огу знайти 
к ри ти чн у  зону  з (п  — к) ступ ен ям и  вільності.
Я к щ о  зн ачен н я  £* п отрап ляє  не в кри ти чн у  зону, тобто  - £ 2 < £* < £ 2 
з (п  — к)  ступ ен ям и  вільності і при  а  100%  -ному р івн і значим ості (у за­
гальном у ви п ад ку ), м и м ож н а  ствердж увати, щ о з ім ов ірн істю  ( 1 -  (^оцін­
ка  Ь. є стати сти чн о  н езн ачи м ою  (тобто м и п р и й м аєм о  нуль-гіпотезу).
Д вовим ірний тест для нуль-гіпотези Н 0:/}* =  0 показано на мал. 2.12
(а  =  0 .05 ).
З м ал .2 .12  ви д н о , щ о кол и  значення £* п отрап ляє  в кри ти чн у  (заштри­
ховану) зону, то м и  в ідки даєм о  нуль-гіпотезу.
В и к ори стовуван а  £-статистика (2 .102) є н іщ о  ін ш е, я к  в іднош ення Ь.до 
о ц ін к и  свого стандартного в ідхилення, або, інакш е каж учи, до свого серед- 
ньоквадрати чн ого  в ідхилення.
У багатьох програм ах  поряд  із значенням  видаю ть значення оц ін ки  
стандартного  в ідхилення та в ід н ош ен н я  м іж  Ьь і ц ією  о ц ін к о ю . Це відно­
ш ен н я називаю ть £-значенням для відповідного  параметра. Я к щ о  воно 
перевищ ує критичне значення, яке  м и знаходим о за таблицею , то приймає­
мо гіпотезу Н х: 0 і о ц ін ю єм о  відповідний  параметр я к  статистично
зн ачи м и й . У разі п р о сто ї л ін ій н о ї регресії це також  означає, щ о х  має 
значим о впливає н а  зм іну  у .
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Т-тест може бути спрощ еним. Якщо уважно подивитись на /-таблицю 
Ст’юдента, то можна помітити, що значення £ змінюється дуже повільно, 
коли кількість ступенів вільності (п — к) більша, ніж 8. Наприклад, *0025 для 
8 ступенів вільності дорівнює 2.3, і прямує до 1.96 , коли (п — &)— Справді, 
різниця між 2.3 і 1.96 є незначною. Тому для будь-якого значення (п — к )>  
>  8 можна вважати, що критичне значення ґ приблизно дорівню є 2.
Тому за спрощ еним тестом ми відкидаємо нуль-гіпотезу, якщ о £* >  2.
Іншими словами:
А ''
** > 2, якщо Ьь > 2&1 або о \  < &*/2,
або
Звідси ми можемо зробити висновок:
н уль-гіпот езу  в ідкидаєм о, якщ о  і*  > 2
н уль-гіпот езу  в ід кидаєм о , якщ о  < ^ / 2  .
Приклад. Нехай ми маємо вибірку з 20 спостережень за значеннями 
ВНП (х ) і витрат на споживання (у). П рипустимо, що наявність лінійного  
зв’язку, отже, і лінійна регресія після оцінки параметрів матиме вигляд:
у  = 100 + ОЛх.
Нехай, крім того, нам відомі всі характеристики та дані, які ми не 
наводимо.
Для перевірки параметрів на значимість використаємо Ртест С т ю ден­
та , а для цього знайдемо спочатку оцінку дисперсії кож ного параметра:
а2 _  ^2
О  Ь0 О е
X * ?
і=1
п • Х Ц і- дс)2
і=1
д2 _  д2 1
СЬі ~ Ое —
Ъ(х-хУ
І=1
Далі розраховуємо значення ^-статистики, наприклад, дляі^:
(* = -& . = М ®  «  з .з  
<7І 0.21
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і п ерев іряєм о  нуль-гіпотезу
проти  альтернативної гіпотези
РгФ 0.
К ритичн і значення £ для ( « - * )  =  1 8 дорівню ю ть відповідно:
О ск ільки  >  ^0025> ми відкидаєм о нуль-гіпотезу і робим о ви сн овок , щ о 
парам етр Ьх значно в ід р ізн яється  від нуля, тобто знайдена його о ц ін к а ^  є 
статистично  значим ою  (мал. 2.13.)
М алю нок 2 .13 , Встановлення критичної зони за ^-статистикою Ст’юдента для 
параметра Ь1
За  спрощеним і-т ест ом м аєм о:
^*(Ь1) =  3.3 > 2, парам етр Ьг є статистично  значим ий .
П оверн ем ося  тепер до наш ого  прикладу про залеж ність обсягів реалі­
зації п род укц ії від витрат на реклам у та перевірим о на значим ість кож­
ний парам етр. Н агадаєм о, щ о знайдена модель м ає вигляд: у  =  10 +  З х .
Задамо рівень значим ості (X =  0 .0 2 5  ( 2 . 5%) .  Н агадаєм о, щ о к ількість 
спостереж ень у наш ом у прикладі дор івню є п ’яти , отж е, к ількість ступенів 
вільності дор івн ю є відповідно трьом  ( 5 - 2 ) .  За£-таблицею  розподілу Ст’ю- 
дента знайдем о і а/2 - критичне з 3 ступеням и вільності. В оно дорівнюва­
тиме: 0^.0125 “  3.182 .
Розрахуєм о ^-віднош ення для ко ж н о го  параметра, встановивш и спо­
чатку оц ін ку  ди сп ерсії та середньоквадратичного відхилення.
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Д ля параметра Ьх м аєм о:
о і  =
ю
6і 5 2 330 = 0.03 => а Ьі = 0.174,
і=1
для параметра Ь0 •
5
ь ----- Д ------- 1 0 * 6 1 0  =3697= ><  ^ = 1 .9 2 .
0 5 _\2 3 * 1 0  0at = ------- ^
-  Ж)
І=1
Тепер знайдем о ^-віднош ення для к о ж н о го  парам етра.
b З
*1 = f  = 17.24 > tKp = 3.182, отж е, парам етр — статистично
значимий.
Відповідно для парам етра Ь0 маєм о:
К  10t0 = = ——  = 5.2 > t Kp = 3.182, отж е, парам етр Ь0 —  тако ж  статис-
(Tk і . у 2
тично значим им .
2 . 1 2 . 3 .  З н а х о д ж е н н я  ін т е р в а л ів  д о в ір и  д л я  п а р а м е т р ів  А, * А  
за  t -тестом  С т ’ю д ен т а
Д ля того щ об  ви зн ач и ти , я к  же парам етри  Ь1 і&0 п о в ’я за н і з параметра­
м и  Р0і Рі9 потр ібно  побудувати інтервали довіри  для парам етр ів .
П роцедура побудови  інтервалів довіри  е аналогічною  процедурі тесту­
вання зн ачи м ості знайдених парам етрів п р о сто ї ви б ір к о в о ї л ін ій н о ї рег­
ресії.
С початку розраховуєм о  ^-статистику для к о ж н о го  з парам етрів:
П отім  обираєм о  р івень зн ачи м ості ( ОС або СЄ-100%). В ідповідно рівень 
довіри  (confidence level) дор івню ватим е: ((1-а) або (1-а)100% ). За £чаб- 
лицею  С т’ю дента знаходим о значення ± £а/2 з (п— 2) ступ ен ям и  в ільності. 
Тоді м ож н а записати :
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У еко н о м етр и ц і найчастіш е ви кори стовую ть  95% -ний- р івень довіри , 
щ о д о зво л яє  переписати  (2 .103) у вигляді:
Р ( о^.о25 ^   ^ ^  "^0.025) = 0»95 •
/ ЛП роводячи  зам іну « =  № ,-Д )/< х . , отрим аєм о:
- і < 6* - А < +*га/2 < ----А---- < +Іа/2 = (1 -  а) (2.104)
або:
Р | ^  -  а^/2 • <УЬ. < Рі <Ьь + іа/2 от^і з ті -  2 ступеням и  вільності
або:
^  л
Рі = ь і ±  І(х/2 ' З (П -  2) ступеням и  вільності.
Д ля 9 5 % -н о го  р івня  довіри  це м ож н а записати  таким  ч и н ом :
А
А = А ± 0^.025 * ^  •
Д ля " ілю страц ії п оверн ем ося  до н аш ого  прикладу про залеж ність об­
сягів реалізац ії п род укц ії від витрат на реклам у та побудуєм о інтервали 
довіри  для к о ж н о го  парам етра. Н агадаєм о, щ о знайдена модель м ає виг­
ляд: г/ = 10 Н- Зх.
Задамо р івень зн ачи м ості (Х = 0.025 ( 2 . 5 % ) .  О скільки  к ільк ість  спосте­
режень у наш ом у прикладі дорівню є п ’яти , отж е, кількість ступенів вільності 
відповідно дор івню ватим е трьом  (5 - 2). За ^-таблицею розподілу  Ст’ю- 
дента знайдем о ^а/2-критичне з 3-а ступеням и  в ільності. Воно дорівнюва­
тим е: *0.0125= ±3.128.
Р озрахуєм о  д и сп ер с ії к о ж н о го  параметра:
Г1
61
_\ 2
ю
330
= 0.03 => а.  =0 .174;
і=1
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° 1  =
Л2 V4 2
і—1
п І<(х і - х ) 2 
1=1
1 0 x 6 1 0
3 x 1 0
= 3.697 =><7,, =1.92
Тепер знайдем о інтервали довіри  для парам етра А :
щ о означає:
А * А ± іа/2а Ьі *  З ± 3.182 х 0.174, 
( р(2.45 < А < 3.55) = 0.975 .
В ідповідно, для парам етра А  м аємо:
або
А =Ю ± 3 .1 8 2 x 1 .9 2 ,
р(3.88 < А  < 16.12) = 0.975 .
Зробим о в и с н о в о к , щ о інтервали  дов іри  для парам етра А стал іш і, н іж  
для парам етра /30 .
2 . 1 2 . 4 .  Т ест  Ф іш ер а  дл я  перевірки н уль-гіп отези  /31 = 0
Т естування гіп отези , чи  д о р івн ю є А  = о ,  м о ж н а  розглядати  щ е й по- 
інш ом у, а саме: вона дає відповідь, чи  справді незалеж на зм ін н а лт впливає 
н а  значення незалеж ної у . Т обто  у разі п р о с то ї л ін ій н о ї регресії пере­
вірка нуль-гіпотези  Д  = 0 аналогічна п еревірц і ад екватн ості м оделі за Е- 
кри тер ієм  Ф іш ера. П о к аж ем о  це.
М и вж е зн аєм о , щ о в ід н ош ен н я
А -А
р озп од іл яється  за норм альн и м  зако н о м  розп од ілу  з м атем ати чн и м  споді­
ванням  0 і д и сп ер с ією  1.
За ви зн ачен н ям  закону  розпод ілу  X2 м аєм о :
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щ о в ід п о в ід а є -р о з п о д іл у  з 1 ступенем вільності, а
щ о відповідає Х2~  розп од ілу  з (п — 2) ступ ен ям и  в ільн ості незалеж но
від ьг
З м атем ати чн о ї стати сти ки  в ідом о , щ о в іднош ення двох випадкових
величин , розп од іл ен и х  за закон ом  X2 і поділених на число  їхн іх  ступенів 
в ільності, р о зп о д іл яєть ся  за закон ом  розподілу  Ф іш ера з відповідним и 
ступеням и  в ільн ості.
Т аким  ч и н о м , величина
(&і - А)2£( і^ -*)2 
Р  = ------------ І=1------------~-Р(1,л-2)
І  « ? / ( » -  2)
І=1 /
(2.105).
р о зп о д іл яєть ся  за ^ -розп од іл ом  Ф іш ера з (1 , П -  2) ступеням и  вільності. 
Я к щ о Рг—0 9 тоді
Р  = ~1Г к ~1----------~ Р ( 1 , п - 2 ) .
ї е *  ( п - 2 )
і=1 /
(2.106)
Я к  п оказано  ран іш е, суму квадратів, щ о п о ясн ю є регресію , м ож на пода­
ти  у ви гл яд і:
= І  (и  -  у )2 = І  (*, -  * ) 2 , (2 .107)
І= 1  і = 1
а сума квадратів залиш ків  відповідно дор івню ватим е:
8 Б Е = 2 е ! .  (2.108)
І=1
З урахуванням  цього вираз (2 .106) м ож н а переписати  у звичайном у 
для ^ -к р и тер ію  Ф іш ера вигляді перевірки  на адекватність моделі:
Т е с т у в а н н я  за  к р и т е р іє м  Ф іш е р а  з н а ч и м о с т і з м ін н о ї  х ,  а б о  адек­
ватності моделі, складається з певних етапів.
С початку ф орм улю ється нуль-гіпотеза: Н 0: = 0 .
Задаєм о а-100%  — рівень значим ості (наприклад, 5% ).
О бчислю єм о Р -віднош ення.
За таблицям и  і^-розподілу Ф іш ера знаходим о ^ -к р и ти ч н е  значення при 
заданому р івн і значим ості (або п ом и лк и ) та з (1 , п — 2) ступеням и  вільності 
(для п росто ї л ін ій н о ї регресії).
Цю гіпотезу відкидаєм о з а -1 0 0 %  -ним ри зи ко м  п о м и ли ти ся  (напри­
клад 5% -ний р и зи к ) , я к щ о :
де — значення Р  при 5% -ном у р и зи ку  п ом и лки  (знаходим о за табли­
цям и і^-критерію  Ф іш ера з відповідним и ступеням и  вільності і заданим 
рівнем зн ач и м о сті).
2 .1 2 .5 .  П ор ів н я н н я  ^ -к р и тер ію  Ф іш ер а  з І -к р и т е р іє м  
С т ’ю д ен т а
.Р-критерій Ф іш ера, як  і ^-критерій С т’ю дента, використовую ть для оцін­
ки  значим ості х . Це одні й ті сам і тести , але записан і в р ізн ій  ф орм і. Для 
того , щ об визначити  еквівалентн ість цих двох тестів , нагадаєм о тест  
С т  'ю д ен т а :
відкинути = 0 з а -1 0 0 % -ним ри зи ко м  п о м и ли ти сь , як щ о :
де ^а/2 ~  критичне значення з таблиці ^-розподілу С т’ю дента з (п —2) сту­
пеням и вільності при заданому р івн і значим ості а -1 0 0 % .
Тест Ф іш ера м ає вигляд:
відкинути Я 0: Д  = 0 з а-100% -ним р и зи к о м , як щ о
7. 8-2‘)0
ь\ і  (хі -  х)2
пі=1 / ......—  >*<і-«)(!»» —2) .  (2 .111)
Х е?  ( п - 2 )
І=1 /
Я к щ о  пор івняти  ліві частини  нерівностей  (2.110) та (2 .111), то легко 
п ом іти ти , щ о друга є квадратом  п е р ш о ї/Т а к и м  ч и н о м , ви кон ується  то­
тож н ість :
Р-відношення = (^відношенню)2. (2.112)
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З м атем атичної стати сти ки  також  відом о, щ о
Р -к р и т и ч н е  значення  =  (і-критичному значенню і)2. (2 .1 1 3 )
З (2 .112) і (2 .113) випливає, щ о два тести еквівалентні.
Існує ще одна м ож ливість  розгляду F -критерію Фішера. Я к  ми пока­
зували ран іш е:
SSR  = R2 SST  = Я2Х (yt -  у )2 ;
і=1
SSE  = (1 -  R2) S S T -  (1 -  R 2)X (y t ~ VŸ ,
і—\
де R2 — коеф іц ієн т  детермінації, щ о є квадратом коеф іц ієнта  кореляц ії г. 
Згідно з (2 .109) F -статистику м ож на записати у вигляді:
К о р и сту ю ч и сь  з в ’я зк о м  м іж  F i t  (див. 2 .113), м ож на отрим ати інш ий 
вираз для t стати сти ки , як а  розп од іл яється  за законом  розподілу Ст’ю- 
дента з ( п —2) ступеням и  вільності:
Т аким  ч и н о м , ми отрим али три різн і версії одного і того сам ого тесту.
Тест (див. 2 .115), я к и й  ви кори стовує г, м ож на використати  для пере­
вірки  значим ості коеф іц ієн та  корел яц ії. Тест щ одо Ьг м ож на використо­
вувати, щ об визначити  значим ість нахилу регресії.
П роте всі вони (кож ен  п о-своєм у) відповідаю ть на питання адекват­
ності побудованої ви б ірково ї просто ї регресійно ї моделі.
2 . 1 2 . 6 .  ґ -т е с т  д л я  оц ін к и  з н а ч и м о с т і к о е ф іц іє н т а  к о р е л я ц ії
М и зн аєм о , щ о к о е ф іц ієн т  к о р е л я ц ії г  ви м ір ю є  щ ільн ість  з в ’я зк у  м іж  
двом а зм ін н и м и . У випадку п р о сто ї л ін ій н о ї регресії він  ви м ірю є щ ільн ість 
з в ’я зк у  м іж  незалеж ною  зм ін н ою  х  і залеж ною  зм ін н ою  у. Задам ося ціллю  
встановити :
я к  п о в ’я за н і к о еф іц ієн т  к о р е л я ц ії г м іж  ви б ір к о в и м и  зн ач ен н ям и  х  і у  
з к о еф іц ієн то м  ко р ел яц ії р  вс іє ї генеральної су ку п н о сті;
я к  перевірити  зн ачи м ість  к о е ф іц ієн та  к о р е л я ц ії і я к  для цього  вико­
ристати  Ь-статистику (2 .1 1 5 ).
С пробуєм о сп очатку  в ід п овісти  н а  друге зап и тан н я , щ о автом атично 
дає відповідь і н а  перш е зап и тан н я . В и к о р и стаєм о  ^-статистику у вигляді 
(2 .115) для ви зн ач ен н я, чи  стати сти чн о  значим о к о еф іц ієн т  к о р ел яц ії вс іє ї 
сукуп н ості р  в ід р ізн яється  від нуля.
С п о ч а т к у  р о з г л я н е м о  н а й п р о с т іш и й  в и п а д о к , а  с а м е  ї - т е с т  д л я  
о ц ін к и  з н а ч и м о с т і к о е ф іц іє н т а  к о р е л я ц ії  ( з  п р и п у щ е н н я м , щ о р  =  0 ) .
С ф орм улю єм о нуль-гіпотезу:
де г — в и б ір к о ви й  к о е ф іц ієн т  к о р е л я ц ії м іж  х  і у; 
п  — к іл ьк ість  сп остереж ен ь .
В еличина £* розпод ілена за ^-розподілом  С т ’ю дента з (п —к ) ступ ен ям и  
вільності (нагадаєм о, щ о для п р о сто ї л ін ій н о ї регресії к =  2).
Розраховане значення і*  п о р ів н ю єм о  з кр и ти ч н и м  зн ачен н ям  і а/2 при
а/ 29а  100%  -йому р івн і зн ачи м ості й (т і-2) ступ ен ях  в іл ьн ості. Я к щ о  і* > £ 
в ідкидаєм о нуль-гіпотезу Н 0:р  = 0 і п р и й м аєм о  гіпотезу  Н х:р Ф 0
Приклад. М аєм о ви б ірку  значень ,х і у , я к а  складається  з 20 спостере­
ж ень; к о еф іц ієн т  к о р е л я ц ії г =  0.82. М и хочем о п ерев іри ти  при  5% -йом у 
р івн і зн ачи м ості, чи  значим о к о е ф іц ієн т  к о р е л я ц ії в ід р ізн яється  від нуля. 
Тобто п ерев іряєм о  нуль-гіпотезу:
проти  альтернативної:
Н 0:р = 0 
Н х:р Ф 0 .
0 .8 2 л /2 0 -2  вІ* =  ;.......— ==■ = 6.04 .
д/і -  (0.82)2
7* 8-2‘)0
М алю нок 2.14. Перевірка на значимість коефіцієнта кореляції за £-тестом 
Ст’юдента
За ^-таблицями С тю ден та знаходимо теоретичне значення і  з 18 ступеня­
ми вільності і 5% -ним рівнем значим ості, яке дорівнє £0025 =  2.1 (мал. 2.14). 
О скільки £* >  £, ми відкидаємо нуль-гіпотезу і робимо висновок, щ о р ^ О .
Т р а н с ф о р м о в а н и й  у  г т е с т  ї - т е с т  дл я  о ц ін к и  з н а ч и м о с т і к о е ф і­
ц іє н т а  к о р е л я ц ії  ( з  п р и п у щ е н н я м , щ о р  Ф 0 )
Я кщ о р  9* 0, то ^-розподіл з коеф іц ієн том  р  є несим етричним . Тобто 
^-статистику не м ож н а використовувати  для перевірки  таких  гіпотез, як  
р  =  0 . 2  а б о  р х -  р 2=  0
Цю проблем у було виріш ено  в 1921 роц і Ф іш ером , я к и й  трансформу­
вав р  у величину Л:
розподілену норм ально з м атем атичним  сподіванням
Е{Н) = ц , 1 + Р )
1 - Р )
і д и сп ерсією
щ о ф орм алізовано м ож н а записати
Я к  будь-яку норм ально розподілену величину, її м ож н а стандартизу­
вати, тобто звести до норм ально розпод іленої величини з м атематичним  
сподіванням  0 і ди сп ерсією  1 ш ляхом  перетворення:
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_ &  у-  І \  (0,1) •
<Ук
Приклад. З виб ірки , щ о складається з 28 сп остереж ен ь , знайдено, щ о
г =0.70.
Ч и варто відкинути гіпотезу, щ о р  =  0.6 (в генеральній сукупності) з 
ризиком  пом илитися 5%?
Тобто перевіряєм о нуль-гіпотезу:
проти
Н 0: р  =  0.60  
Я 1: р * 0.60.
Для цього обчислим о величину:
Л = 1.1513 к « 10
1 + 0.7 
1 -0 .7
Рь = 1.15131ов10 1 + 0.6 
1 - 0 .6
= 0.9730;
= 0.6932;
, = 0.2.
1 п -  З V 25
Далі розрахуєм о значення 2 -статистики :
2* = К - У к  = 0 -9730-0 .6932 = 128
<тА 0.2 ‘ '
З огляду на те, щ о заданий рівень пом и лки  (X =  0.05, за таблицям и 
норм ального розподілу знаходим о критичне значення 2005.
Табличне значення 2005 =1.64 (мал. 2 .15).
М а лю н о к  2 .15 . Ф ункція густини нормального закону розподілу
Оскільки 2* < 20 05, приймаємо нуль-гіпотезу про те, що коефіцієнт ко­
реляції ус іє ї сукупності р =  0 .6 . Тобто розраховане значення г =  0 .7  є
статистично незначимим.
2 .1 3 . П Р О Г Н О ЗУ В А Н Н Я  ЗА М О Д Е Л Я М И  ПРОСТОЇ Л ІН ІЙ Н О Ї  
Р Е Г Р Е С ІЇ
П овернемося до наш ого прикладу. Ми маємо ряд значень незалежної 
змінної х  (витрати на рекламу) та залежної зм інної у  (обсяги продажу 
продукції). На підставі цих даних ми побудували лінійну модель та оцінили 
параметри за методом найменш их квадратів. Якщ о наша модель адек­
ватна, м ож ем о прогнозувати зміну обсягів продаж продукції залежно від 
зміни витрат на рекламу. При цьому ми мож емо отримати два типи про­
гнозів: точкові та інтервальні. Точковий прогноз дає значення залежної 
зм інної, наприклад, для відповідного зн а ч е н н я х ^  з побудованої вибірко­
вої моделі:
(2 .115)Уп+1 ~ + ьіх п+і •
При цьому, виходячи з узагальненої моделі, дійсне значення у  для про­
гнозного періоду дорівнюватиме:
де Єп+1 — значення випадкової величини, не спостережуваної в (п + 1) пері­
оді.
Отже, прогнозне значення у п+1 є оцінкою  дійсного значення зм інної 
Уп+1 . Таким чином , за наш ою вибірковою  моделлю легко можна знаходи­
ти будь-яке прогнозне значення. Зазначимо, що таке прогнозне значення 
буде точковим. Як, використовую чи отриманий точковий прогноз, знайти 
інтервали довіри для дійсного значення залежної зм інної, тобто побудува­
ти інтервал, у який з певною заданою імовірністю  потрапляє дійсне зна­
чення залежної зм інної? Щ об відповісти на це запитання, розглянемо спо­
чатку помилку прогнозного значення, знайдемо її математичне сподіван­
ня та дисперсію , а далі перейдемо до побудови інтервалів довіри.
Помилка прогнозу обчислю ється за виразом:
7^1+1 = Уп+1 ~  Уп+1 ~  єп+1 ”  (бо "" А )) ”  (^і “  Р і ) х п+1 • (2 .117)
Математичне сподівання помилки прогнозу:
Же»+і) = 0 ,  бо за припущенням Е (єп+1) = 0 ,  /?0 та /?х є константами, а мате­
матичне сподівання кожного знайденого параметра відповідно дорівнює:
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Е(Ь0) = р0 , Е ( Ь1) = рі .
П іднесем о до квадрата обидві ч астини  (2 .1 1 7 ), встан ови вш и  матема­
тичне сподівання цього виразу. О трим аєм о значення д и сп ер с ії п ом и лки :
уаг(е„+1) = Е (е2п+1) = уаг(еп+1) + уаг(Ь0) + х 2+1 у а г ^ )  + 2 х п+1 соу(Ь0, &х) . (2.118)
Дві інш і ковар іац ії зн и каю ть , бо за г іп отезою , щ о Єп+1 є незалеж ною  від 
€1, £2, Єп> її ковар іац ії з 0 . - / У  та дор івню ватим уть нулю .
Раніш е ми вже показували, щ о дисперсія  параметрів відповідно дорів­
нює:
п арам етра Ьх:
П ідставляю чи у (2 .118) явн и й  вигляд д и сп ерсій  та ко вар іац ій , отри­
п арам етра Ь0:
2
тому, щ о
с о у (&0Л) =  Е{(Ьо -  Р о Ь  -  Р і ) }  = -  (А  -  А)*](А -  А)}
= - * я { ( А - А ) 2}
,  Я{(А -  А )г}  = о .
Звідси м аєм о
маємо:
Я к видно з (2 .119), дисперсія  п ом илки  прогнозу буде м інім альною , якщ о 
х п + і  == X , та зростає  нел ін ійно  в м іру то го , я к  хп+1 віддаляється від свого 
середнього значення (Зс).
З (2 .117) ви д н о , щ о еп+1 є ф у н кц ією  багатьох парам етрів, розподілених 
за норм альним  зак о н о м , звідки  ви п ли ває, щ о п ом и лка  також  розподілена 
норм ально  з м атем атичним  спод іванням  0 та д и сп ер с ією  уаг( еп+1).
Ш ляхом  уже відом ого  перетворення зведемо випадкову величину до 
норм ально розп од іл ен о ї з м атем атичним  спод іванням  0 та д и сп ерсією  1:
В еличина (2 .121) буде вже розподілена за ^-розподілом С тю д ен та  з 
(п — 2) ступеням и  в ільності, де єдина невідом а — величина ї/п+1* Для уп+1 
знайдем о інтервал довіри  вже за в ідом ою  схем ою , задавш и рівень значи­
м о ст і а -100%  , а саме:
Таким  ч и н ом , формула (2 .122) дає нам інтервал довіри  для д ій сн ого  
значення залеж ної зм ін н о ї.
Н а практи ц і більш е застосовується  побудова інтервалів довіри  для 
м атем атичного сподівання У.+1> тобто побудова інтервалів довіри для:
тому щ о , власне каж учи, нем ає великого  сенсу  прогнозувати  точне значен­
ня Уп+і> беручи до уваги ви падковий  характер Єп+1.
У таком у разі, п ом и лк а  п рогн озу  відповідно буде д ор івню вати :
е»+1 = Е (Уп+і) -  Уп+1 = - { К - Р о ) -  (Ьі -  А )*„+!’
щ о дає:
уагМ  =
1 ( хп+і - х ) і 2
п І ^ - х ) 2
(2.124)
і дозволяє побудувати інтервал довіри  для Я(Уп+і) при  <2-100% -йом у р івн і
значим ості у вигляді:
Ь0 + Ьгх п+1 ± іа/2 * 6 е
(  \  
1  І (х п+1- х )2
л  І і ^ - х ) 2
V і=і
(2.125)
П роілю струєм о наш і викладки  на прикладі залеж ності обсягів  реалі­
зації продукц ії від витрат на реклам у.
Н агадаєм о, щ о побудована м одель м ає вигляд: у  = 10 4- Зх .
Знайдемо прогнозне значення обсягів  реалізац ії п род укц ії при витра­
тах на реклам у я .=15. В ідповідно у.*=* 10 + З X 15 = 55. П обудуєм о інтерва­
ли довіри для залеж ної зм ін н о ї. Д ля цього  знайдем о о ц ін ку  дисп ерсії 
залежної зм інної, як а  д ор івню є, я к  м и показували ран іш е, оц інц і дисперсії 
пом илки:
Тепер задамо р івень зн ачи м ості, наприклад а-100% =  2,5% . За табли­
цею  ^-розподілу С т 'ю д ен та  знаходим о іа/2 , кри ти чн е  при  ( 5 - 2  =  3) ступе­
нях  в іл ьн ості, як е  дор івн ю вати м е £а/2 = ±3.182 .
В ідповідно інтервал довіри  для залеж ної зм ін н о ї дорівню ватим е
у . =  55 ± 3.183 х 2.18.
2 .1 4 . В Л А С Т И В О С Т І М Е Т О Д У  Н А Й М Е Н Ш И Х  К В А Д Р А Т ІВ
2 . 1 4 . 1 .  Н а й п о ш и р е н іш і к р и т ер ії п ор ів н я н н я  м е т о д ів  оц ін ю в а н н я
Р озгл ян ем о  власти вості м етоду н ай м ен ш и х  квадратів та проаналізує­
м о , я к і о ц ін к и  невідом их парам етрів bQ та Ьх м и  отри м уєм о , переходячи від 
о кр ем о ї ви б ір ки  до м н о ж и н и  в и б ір о к .
П о в ер н ем о ся  до наш ого  прикладу. М и розглядали , я к  залеж ать обсяги  
реалізовано ї п р о д у кц ії від витрат н а  реклам у. Цю залеж ність м и встано­
вили , м аю чи  у р о зп о р яд ж ен н і лиш е к іл ька  ви б ір ко ви х  даних. Ч и  м ож на 
п о ш и р и ти  н аш і в и с н о в к и , наприклад, на р и н о к  у с іє ї країни? Тобто чи бу­
дуть наш і в и сн о в к и  сталим и? Я к  н а  них  впливає зб ільш ення або зменшен­
н я  спостереж ень? Ч и  отри м аєм о  м и ті самі результати, як щ о  зробим о таку 
саму ви б ірку , але в ін ш і п р о м іж к и  часу? Н а всі ц і запитання м ож на дати 
п о зи ти вн у  відповідь у разі, я к щ о  м етод оц ін ю ван н я  невідом их параметрів 
буде н ай к р ащ и м  з м ож ли ви х  при  певних  п ри п ущ ен н ях . Отже, нам  варто 
детально розглян ути  властивості м етоду н ай м ен ш и х  квадратів. Зразу ж  
зазначим о , м етод н ай м ен ш и х  квадратів не є єдино  м ож ливим  для оціню­
вання невідом их параметрів п р о сто ї л ін ій н о ї регресії, але він м ає ряд дуже 
важ ливих вл асти востей , щ о роблять його  класичним  м етодом  оціню ван­
н я . В чом у  ж  вон и  полягаю ть? І взагалі, як и м и  м аю ть бути критер ії, як і 
свідчать про те, щ о один з м етодів оц ін ю ван н я  кращ и й  за інш і?
Н ай п о ш и р ен іш и м и  кр и тер іям и  для аналізу м етодів оц ін ю ван н я в еко­
н ом етри ц і є так і:
1) в ідсутн ість відхилення; 2) най м ен ш а ди сп ерсія ; 3) еф ективн ість; 
4) н ай кращ а л ін ій н а  о ц ін к а  без в ідхилення (BLUE) ;  5) н айм енш а середня 
квадратична п о м и л к а  (M S E ); 6) достатн ість .
П о ясн и м о  ц і кр и тер ії детальніш е.
М е т о д  о ц ін ю в а н н я  б ез  в ід х и л е н ь
Р озум іти м ем о  під в ідхиленням  для м етоду оц ін ю ван н я  р ізницю  між  
оч ікуваним  та д ій сн и м  значенням  парам етра.
Відхилення = Е(Ь) -  (5.
Метод оціню вання вваж ається таким , щ о не має відхилення, коли відхи­
лення дор івню є нулеві, тобто коли  Е (&)=/3.
О ціню вання без відхилення є важ ливою  властивістю , але не за своїм  
зм істом , а в результаті ком б ін ац ії з малою  д и сп ер с ією .
О ц ін ю в а н н я  з  н а й м е н ш о ю  д и с п е р с іє ю
Метод оціню вання дає найкращ і результати в тому разі, коли він забезпе­
чує найм енш у дисперсію  п ор івн ян о  з ін ш и м и  м етодам и.
С и м вол ічн о6 є най кращ ою , коли
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де & є ін ш о ю , не о б о в ’я зк о в о  без в ідхилення, о ц ін ко ю  парам етра А
Е ф е к т и в н а  о ц ін к а
О цінка є еф ективною , коли  вона м ає обидві властивості, тобто не має 
відхилення та має найм енш у дисперсію  п ор івн ян о  з ін ш и м и  о ц ін кам и .
а) Е (Ь) = А;
б) Е ф -  Е (Ь))2 < Е [ Ь * - Е  (Ь*)]2,
де Ь* — інш а оц ін ка  без відхилення, правильного  значення /3.
Інш им и словами, ефективна оц інка є найкращ ою  серед оц ін ок  без відхи­
лень.
Н а й к р а щ а  л ін ій н а  о ц ін к а  б е з  в ід х и л е н ь  (BLUE) (best liner unbiased 
estimator)
О цінка є B L U E , коли  вона без в ідхилення м ає найм енш у дисперсію  та є 
лінійною  ф ункцією  від значень, я к і спостерігаю ться.
Н априклад, при зн ачен н яхy v  у 2> ул, л ін ійна оц ін ка  має вигляд: 
+k 2y2+ . . .+ k nyn> де kiti = 1 ,п  — кон стан ти .
О  ц іп к а  з  м ін ім а л ь н о ю  с е р е д н ь о ю  к в а д р а т и ч н о ю  hom uaM.SE, -о ц ін к а
MSE -  критерій  є ком б ін ац ією  властивостей  о ц ін о к  без відхилень та 
м інімальною  ди сп ерсією .
О цінка є м інім альною  M S jE - о ц ін к о ю , я к щ о  вона м ає найм енш е значен­
ня: MSE  (Ь) = Е [Ь - ) 3 ] 2.
М ож на показати , щ о MSE дор івн ю є д и сп ерсії оц ін ки  плю с квадрат 
відхилення, тобто: M SE  (b) =  v a r  (ft) +  відхилення2 (ft).
П окаж ем о це:
M SE  = Еф  -  р)2 = E(b -  Еф) + Еф) -  p f  =
= Е[Ь -  Д(Ь)]2 + [£(&) -  p f  + 2Е§Ь -  Еф)][Еф) -  р]},
але
Е{ь -  Е(ь))2 = var(b),
/?j2 = відхилення2 (b).
В {[і,-£ (І ,)І£ (І ,)-Д ]}  = 0, тому що
#{[& -  я(ь)|.е(ь) -  /з]} = я|&я(ь) -  [я(&)]2 - ь р  +
= [jEJ(fo)]2 -  [^(b)]2 -  РЕ(Ь) + РЕ(Ь) = 0.
Тоді M SE  = var(&) + відхилення2 (b}.
Д о с т а т н і с т ь  о ц ін к и
О цінка є д остатн ьою , коли  вона ви к ори стовує  всю  вибіркову  інформа­
ц ію . Д остатн ість  сама по собі не є важ ливою  о зн ак о ю , але вона є необхід­
ною  ум овою  еф екти вн о ї о ц ін к и .
2 . 1 4 . 2 .  В л а с т и в о с т і о ц ін о к , о т р и м а н и х  з а  м е т о д о м
н а й м е н ш и х  к в а д р а т ів
Теорема Гауса-М аркова п оказує , що о ц ін ки , отрим ані за методом най­
м енш их квадратів, є B LU E-оц інкам и, коли виконую ться основні припущен­
ня щ одо випадкової величини Є. Тобто оц ін ки , розраховані за методом най­
м енш их квадратів, маю ть такі властивості: вони л ін ійні, без відхилень, ма­
ють найм енш у дисперсію  з усіх м ож ливих методів оц іню вання.
Т аким  ч и н о м , метод н ай м ен ш и х  квадратів є найкращ им  методом для 
оц іню вання невідом их параметрів п р о сто ї л ін ій н о ї регресії.
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П ісл я  вивчення цього розділу ви зможете
1. Використовувати регресійний аналіз для знаходження взаєм озв’язку 
між двома змінними.
2. Використовувати модель простої лінійної регресії і знати припущ ення 
для моделі простої лінійної регресії.
3. Оцінювати параметри вибіркової моделі.
4. Перевіряти регресійну модель на адекватність.
5. Застосовувати просту лінійну регресію до ш ирокого кола проблем у 
бізнесі й економіці.
6. Тестувати значимість параметрів регресії Ьх І Ь0.
7. Розраховувати інтервали довіри для параметрів.
8. Прогнозувати за моделлю простої регресії.
9. Встановлювати інтервали довіри для прогнозного та середнього значення 
залежної змінної.
Короткий огляд розділу
1. Просту лінійну регресію використовую ть для встановлення лінійного 
зв’язку між двома змінними.
2. При простій лінійній регресії розглядають усього дві зм інні. Незалежну 
змінну, наприклад х ,  яка поясню є залежну змінну, наприклад!/.
3. При регресійному аналізі до уваги беруться всього два параметри: Ь0 
(перетин) і Ь1 (нахил). Перетин показує значення у ,  коли X дорівню є нулю. 
Нахил вимірює вплив х  на у.
4. Діаграму розподілу використовую ть для ілю страції зв ’язку  між змін­
ними х  та у. Діаграма розподілу є просто нанесенням на графік значень 
змінних — X і у,
5. Одним із методів, які використовують для обчислення параметрів прямої, 
є метод найменш их квадратів.
При цьому пряму проводять таким чином, щоб мінімізувати загальну 
суму квадратів відхилень фактичних значень від значень, які лежать на прямій 
(так званих теоретичних значень).
6. Основні припущ ення моделі лінійної регресії:
а) значеннями незалежної змінної х  є або фіксовані числа, або, якщ о вони 
випадкові змінні, то вони є статистично незалежними від випадкової величини Є;
б) випадкова величина Є. має нульове математичне сподівання і постійну 
дисперсію;
в) випадкові величини статистично незалежні одна від одної;
ті випалкові величини розподіляю ться за нормальним законом розподілу
(£~М0,<Т2).
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7. Оцінюю чи лінію регресії, прагнуть дізнатись, наскільки добре ця лінія 
представляє зв ’язо к  між х  та у. Щ об виміряти придатність лінії регресії, 
використовую ть стандартну помилку залиш ків або коеф іцієнт детермінації. 
Стандартна пом илка залиш ків показує відхилення зм інної від лінії регресії. 
Коеф іцієнт детермінації показує, наскільки варіація х  поясню є варіацію у.
8. Під час оцінки параметрів регресії, нас цікавить їх значимість. Загалом, 
ми тестуємо гіпотези, щ об визначити, чи статистично значимо вони відріз­
няю ться від нуля. У деяких випадках оцінку проводять, щоб встановити, чи 
відрізняється нахил від певного заданого значення.
9. Тестування значимості нахилу (&х) можна провести, використовую чи 
£-тест С т’юдента.
10. Використовую чи регресійний аналіз для прогнозування величини у, 
іноді виникає потреба встановити інтервали довіри.
Зверніть увагу, щ о інтервали довіри стають ш ирш им и в міру віддалення х  
від свого середнього значення, оскільки , чим далі від центра, тим менше 
впевненості у значенні спрогнозованої у.
О с н о в н і  ф о р м у л и  
У з а г а л ь н е н а  р е г р е с ій н а  м о д е л ь :
у =  А> + Ріх +  є ■
В и б ір к о в а  л і н і й н а  р е г р е с ій н а  м о д е л ь :
у  = Ь0 + Ьгх  + е .
О ц ін к а  п а р а м е т р ів ,  о б ч и с л е н и х  з а  м е т о д о м  н а й м е н ш и х  к в а д р а т ів :
І ( * і  - х ) ( у г - у )  _ _
Ьі = м —----------------- ,Ь0 -  у  - Ь х  .
£  (*і -  х )
І=1
С у м а  к в а д р а т ів ,  щ о  п о я с н ю є  р е г р е с ію :
;=і
С у м а  к в а д р а т ів  п о м и л о к :
8 8 Е  = ± ( у 1 - у 1) \
І=1
Проста вибіркова лінійна регресія
З а г а л ь н а  с у м а  к в а д р а т ів :
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б » ! Г = Х ( и - й ) ' .
І—1
ЯЯГ = ЯЯД + ББЕ
К о е ф іц іє н т  д е т е р м ін а ц ії:
К 2 = 5 5 Д  = х _  5& Е
К о е ф іц іє н т  к о р е л я ц ії:
г  -
соу(х , і/)
і-тест Ст’юдента для перевірки, чи Ь. =  р.:
і  - ьі ~  А *  і _ 0 і••п-2 л » *• и »А*
<У*. = І * 2
п Х ( * - і ) 2
=
л / К * " * ) 2 ’
<7* =
_  І * 2
л -  2
1 -т е с т  С т  'ю д ен т а  д л я  п е р е в ір к и , чи зн а ч Ь .п о  в ід р із н я є т ь с я  в ід  н у л я :
Я 0: Д = 0 ,  Л і : Д *  0.
*п-2 —
ь , - о
Ґ -т е с т  д л я  п е р е в ір к и р е г р е с ій н о їм о д е л і  н а  а д е к в а т н іс т ь :
з а д / і  = м & к
/  л  -  2 М Д Е  '
і - т е е т  д л я  п е р е в ір к и  з н а ч и м о с т і  к о е ф іц іє н т а  к о р е л я ц і ї :
І н т е р в а л  д о в ір и  д л я  м а т е м а т и ч н о г о  с п о д ів а н н я  з н а ч е н н я
І н т е р в а л  д о в ір и  д л я  о к р е м о г о  з н а ч е н н я  у :
В п р а в а  2 . 1 . П р я м а  л ін ій н а  р е г р е с ія
П рипустим о, що ви збираєте дані про спож ивання домашніх господарств 
в Україні та їх доход і оціню єте таке рівняння:
де С — спож ивання; у  — доход.
а) яка змінна є залежною , і яка змінна є незалежною?
б) поясніть взаєм озв’язок  між спож иванням  і доходом. На скільки зросте 
спож ивання, якщ о доход зросте на 1 одиницю ?
Р озв я зо к
1. Оскільки спож ивання залежить від доходу, то спож ивання є залежною 
зм інною , а доход — незалежною зм інною .
2. Дане рівняння свідчить про те, що споживання складається з двох частин. 
Перша частина представлена перетином 120, що означає, розмір споживання 
120 при відсутності доходу. Друга частина складається з 0 .75у, тобто зростання 
доходу на одну одиницю  зумовить зростання споживання на 0.75.
В п р а в а  2 .2 . О  ц ін к а  н е в ід о м и х  п а р а м е т р ів  р е г р е с і ї .
1. П рипустим о, що ви збираєте дані про річний продаж фірмою "Україна" 
продукції (у ) і суми, як і використано на наукові дослідження (X). Ви маєте 
таку статистику:
Середній річний продаж (у) = 1200.
Середня сума на наукові дослідж ення ( х )  =895 .
2. Підрахуйте коеф іцієнт кореляції між продажем і сумою , використаною  
на наукові дослідження.
3. Визначте коеф іцієнт детермінації для регресії.
4. Знайдіть параметри регресії Ь0 І Ьх,
Розв Язок
ч „ COv(x,y) 300 ЛООЛ
o x ° i  ,V 125V 880
6) R 2 = r 2 =  0 .2862 =  0.081 ;
C) covfeiO = 300 = 0.34 ;
var(*) 880
b0 = ÿ - b q x  = 1200 -  0.34 • 895 = 895.7 .
В п р а ва  2 .3 . К о еф іц ієн т  д е т е р м ін а ц ії
Проведіть оцінку регресії і підрахуйте SSE, SSR.
S S E  =  53.27;
S S R  =  202.91. 2
Розрахуйте SST , R  і r, використовую чи дану інф орм ацію . 
Розв язок:
SS7’=S S E + S S R + 5 3 .2 7 + 2 0 2 .9 1 = 2 5 6 .1 8 ;
ß 2= S S R /S S r= 2 0 2 .9 1 /2 5 6 .1 8 = 0 .7 9 2 ;
r  =  -ч/0.792 =  0 .8 8 9 .
В п р а в а  2 .4 .  О  ц ін к а  н е в ід о м и х  п а р а м е т р ів  р е г р е с і ї
Є такі дані (табл. 2.9):
Таблиця 2 .9
Заповніть пропуски і знайдіть параметри регресії bQ і fe/ .
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Р озв 'язок  (т абл. 2 .10 )
Т аблиця 2 .1 0
г>! = І  (х, -  х)(у, -  у)  /  І  (ж| -  х )1 2 3= 224.17 /  544.83 = 0.04436 ; 
Ь0 = у -  Ь^ х = 85.16 -  0.04436(22.83) = 84.15 .
В п р а в а  2 .5 .  t - m e c m  д л я  о ц ін к и  з н а ч и м о с т і  п а р а м е т р ів  р е г р е с і ї
О ціню ю чи взаєм о зв’я зо к  м іж  ціною  на товар та обсягами продажу (крива 
попиту) економ істи  іноді трансформую ть дані за цінами та обсягами продажу, 
беручи натуральні логарифм и обох показників . У такому разі коеф іцієнт 
нахилу Ьх м ож на інтерпретувати як  еластичність попиту за ціною  (чутливість 
попиту до змін у ц ін і).
Інформацію  за цінами і обсяги продажу наведено у табл. 2.11.
Таблиця 2 .11
Ціна,
Р
Кількість,
Я
2.20 1020
1.85 1521
1.50 1755
1.21 2130
0.99 3200
0.79 4105
1. Оцініть еластичність попиту за цим и даними.
2. Використайте £-тест для перевірки значимості Ьг.
3. Побудуйте 90% -ий інтервал довіри еластичності попиту за ціною .
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Р озв 'язок  (т абл. 2 .12)
Таблиця 2 .12
я=1п(Р) у~ 1п(<3) (х - х )2 (* -* ) ( х - х ) 2 ( у - у ) 2 У Є е2
0.788 6.928 0.246 0.492 -0 .348 6.986 -0 .058 0.003
0.615 7.327 0.104 0.092 -0 .098 7.211 0.116 0.014
0.406 7.470 0.113 0.026 -0 .018 7.483 -0 .013 0.000
0.191 7.664 0.010 0.001 -0 .003 7.762 -0 .098 0.010
-0 .010 8.071 0.019 0.194 -0 .133 8.022 0.048 0.002
-0 .236 8.320 0.2779 0.476 -0 .364 8.315 0.005 0.000
Середнє 0.292 7.640 0.124
І  0.744 45.780 0.029
6, = Х ( * - * Х У - У )  = ~ ° - 965 = _ і .298;
Х ( х - х ) 2 0.744
Ь0 = у - Ь у Х  = 7.630 -  (-1 .298X 0.292) = 8.009;
о* = = М 2 9 1  = 0 .0073;
е (п - 2 ) (п -  2) ( 6 - 2 )
а с = л/0.0073 = 0.853;
Л2 _
^*1 V ТГ\2
0 .0073
Х ( х - х Г  0.744 
о ,  = л/0.0098 = 0.0989;
= 0 .0098;
1^ — їа/2,п-г&ьі ’
- 1 .2 9 8  + 2 .776(0.0989); 
-1 .5 7 2  <Ь < -1 .0 2 3 .
В п р а в а  2 .6 .  І н т е р в а л  д о в ір и  д л я  п р о г н о з у
Вивчаючи зміну попиту на йогурт залежно від його ціни, отримано такі 
результати:
у.=  5149.268 -  2009 .90  ж,; 
СТ£ = 4 68 .943 , В 2 =  0 .867;
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і [*і -  х]  = 1.426; 
х  = 1.423 , п  =  4.
Ф ірма встановлює на йогурт ціну: 1.75 грн. Спрогнозуйте попит і побудуйте 
90% -ний інтервал довіри для математичного сподівання прогнозу.
Р озв Язок
у п+1 = 5149.268 -  2009.90(1.75) = 1631.9;
.  ^ /1 (х п,! -  х ) 2
Уп+і±іа,2<ге - + « ------
,Л І ( х - Х ) 2
1631.9 ± 2.132(468.943)./- + (- - 75 - 1,4-23)2-
V 4 1.426
Отже, 1061.05 < Е (у  +1) < 2201.85.
В п р а в а  2 . 7. І н т е р в а л  д о в ір и  д л я  п а р а м е т р ів
1. Ви оціню єте регресію у  за л: і маєте такі результати:
6 = 2.8 ,
<7Ьі =  0.6 — стандартна помилка параметра регресії (припускаєм о, що вона 
відома). ^
2. Побудуйте 95% -ний інтервал довіри для Ьх.
3. П рипустим о, щ о <7Ьі невідома. Ч и зміниться спосіб побудови інтервалу 
довіри для Ьх? П рипустим о, що для оцінки регресії було використано 25 
спостереж ень.
Р озв 'язок 
1.
^ — 2 а / 2 ( Т Ь1 У
2.8 ± 1.96(0.6).
Отже, інтервал становить: від 1.624 до 3.976.
2. Я кщ о &ьх невідоме, то використовую ться оцінки для . У цьому разі 
слід використовувати ^-розподіл С тю дента, щоб побудувати інтервал довіри. 
Нехай (Т6і=0.6.
^ — ^а/2,п-2^Ьі ’
2.8 ± 2.069(0.6).
Отже, інтервал становить від 1.559 до 4.041.
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В п р а в а  2 .8 .  Т е с т  п е р е в ір к и  н а х и л у  н а  з н а ч и м іс т ь
1. Ви оціню єте таку регресію:
у  = 2300 + 10.12*;
SSE = 28225; 
п  = 28.
£ ( х - * ) 2 = 3 3 0 0 .
2. Перевірте значимість нахилу при 95% -ном у рівні довіри.
3. Побудуйте 90% -ний  інтервал довіри для нахилу.
Р озв 'язок
1.
è \  = S S E  /  (п  -  2) = 28225 /  (28 -  2) = 1085.58 ;
<7. = л/Ю85.58 = 32.95 ;
аь, =
32.95
1 д/і (*-*>2 ^300
Ґ  = А .  = 1012 = 17.64 . 
<т. 0.5736
= 0.5736 ;
Оскільки критичне значення величини £ =  2.056, ми відкидаємо нульову 
гіпотезу про те, що ^ = 0 , і робимо висновок, що Ьх значимо відрізняється від нуля.
2 .
10.12 ±1.706(0.5736).
Отже, інтервал становить від 9.14 Ьг <і 11.10.
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ВИКОНАЙТЕ САМОСТІЙНО
В п р а в и . П р о с т а  л ін ій н а  р е г р е с ія
В п р а в а  2 .9
Маємо статистику витрат родини залежно від кількості її членів (табл. 2.13):
Т а б л и ц я  2 .1 3
Кількість членів родини,
X_____________
Витрати на відпустку,
V
1 17
2 11
2 23
4 19
6 30
1. Побудувати лінійну регресію і розрахувати параметри.
2. Розрахувати коеф іц ієнт кореляції і детермінації.
Я кі висновки  мож на зробити щодо якості регресійної моделі?
3. Побудувати АКОУА-таблицю.
4. Розрахувати і^-критерій Ф іш ера, знайти за таблицею і^-розподілу кри­
тичне значення. Я кий висновок щодо адекватності регресійної моделі можна 
зробити?
В п р а в а  2 .1 0
Є 4 динамічні ряди. Я кщ о ці дані апроксимувати простою  лінійною  регре­
сією , то вони дадуть однакові результати. Побудувати графіки і проаналізувати 
їх зображ ення. Побудувати лінійну модель, оцінивш и параметри за методом 
найменш их квадратів. П ояснити  результати.
Т а б л и ц я  2 .1 4
*1 Уі *2 У2 Xз Уз *4 У4
10 8.04 10 9.14 10 7.46 8 6.58
14 9.96 14 8.1 14 8.86 8 5.76
5 5.68 5 4.74 5 5.73 8 7.71
8 6.95 8 8.14 8 6.77 8 8.84
9 8.81 9 8.77 9 7.11 8 8.47
12 10.84 12 9.13 12 8.15 8 7.04
4 4.26 4 3.1 4 5.39 8 5.25
7 4.82 7 4.26 7 6.42 19 12.5
11 8.33 11 9.26 11 7.81 8 5.56
13 7.58 13 8.74 13 12.74 8 7.91
6 7.24 6 6.13 6 6.08 8 6.89
В п р а в а  2 .1 1
У табл. 2.15 подано дані про рівень звільнень на 100 робітників та рівень 
безробіття у виробничій сфері східного регіону України (дані умовні) протягом 
1980 -  1992 pp.
П рим іт ка . Дані про звільнення  стосую ться людей, щ о покинули роботу 
за власним бажанням.
Т аблиця  2 .1 5
Рівень звільнень та безробіття у виробничій сфері 
східного регіону України, 1980 — 1992 pp.
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Рік Рівень звільнень на 100 
робітників, y
Рівень безробіття (% ), x
1980 1.3 6.2
1981 1.2 7.8
1982 1.4 5.8
1983 1.4 5.7
1984 1.5 5.0
1985 1.9 4.0
1986 2.6 3.2
1987 2.3 3.6
1988 2.5 3.3
1989 2.7 3.3
1990 2.1 5.6
1991 1.8 6.8
1992 2.2 5.6
1. Нанесіть дані на координатну площ ину;
2. П рипустимо, що рівень звільнень у  лінійно пов’язаний  з рівнем безро­
біття х  і цей зв ’я зо к  вираж ається моделлю уь = Ь0 + Ь1х і + еі . Обчисліть 
параметри Ь09Ьг та їх середні квадратичні відхилення;
3. Обчисліть коеф іцієнт детермінації та кореляції;
4. П оясніть ваші результати;
5. Нанесіть на площ ину залиш ки еі . Я к і висновки ви можете зробити?
6. За щ орічними даними за період з 1986 по 1996 рік і такою  самою 
моделлю, як  у пункті 2, отримано такі результати:
г/;= 3 .1237 -  0.1714*.; 
о Ьі = 0 .0210  та Д2 = 0 .8575.
Я кщ о ці результати відрізняю ться від отриманих у (2),  то як  ви поясните 
цю різницю ?
В п р а ва  2 .1 2
У таблиці 2.16 подано дані про кількість телефонів на 1000 осіб (у) та 
валовий внутрішній продукт (ВВП) на душу населення (х ) у західному регіоні 
України (дані ум овні) за 1976—1997 рр. Ч и  є зв ’я зо к  м іж  цим и двома 
змінними?
Таблиця  2 .1 6
Кількість телефонів та В Н П  на душу населення 
в західному регіоні України, 1 9 7 6 — 1997  pp.
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Рік У X Рік У X
1976 36 1299 1988 90 2723
1978 37 1365 1989 102 3033
1979 38 1409 1990 114 3317
1980 41 1549 1991 126 3487
1981 42 1416 1992 141 3575
1982 45 1473 1993 163 3784
1983 48 1589 1994 196 4025
1984 54 1757 1995 223 4286
1985 59 1974 1996 269 4628
1986 67 2204 1997 291 5038
1987 78 2462
В п р а ва  2 .1 3
У таблиці 2.17 подано дані про ціни на золото, індекс споживчих цін (СРІ) 
та індекс Н ью -Й оркської ф ондової біржі (NYSE) у Сполучених Штатах за 
1977 — 1991 pp. Індекс NY SE включає більшість акцій, зареєстрованих на 
NYSE, приблизно понад 1500.
Таблиця 2 .1 7
Рік Ціна на золото в 
Нью-Йорку, дол. 
за тройську унцію
Індекс споживчих 
Цін (СРІ), 
1982-84 =  100
Індекс Нью-Йоркської 
фондової біржі (NYSE), 
31.12.1965 =  100
1977 147.98 60.6 53.69
1978 193.44 65.2 53.70
1979 307.62 72.6 58.32
1980 612.51 82.4 68.10
1981 459.61 90.9 74.02
1982 376.01 96.5 68.93
1983 423.83 99.6 92.63
1984 360.29 103.9 92.46
1985 317.30 107.6 108.90
1986 367.87 109.6 136.00
1987 446.50 113.6 161.70
1988 436.93 118.3 149.91
1989 381.28 124.0 180.02
1990 384.08 130.7 183.46
1991 362.04 136.2 206.33
Д ж ерело: дані про С Р І  і N Y S E  взят о з ”Econom ic R eport o f  the P resid en t” 
(1993 . January . — T. B -59 , B -91). Д а н і  про ц іни  на золот о взят о  з ”U.S. 
D epartm ent o f  Com m erce, B ureau o f  Econom ic A nalysis, Business Statistics, 1963— 
199 Г. — P. 68.
1. Нанесіть на одну і ту саму діаграму ціни на золото, індекс споживчих 
цін та NYSE Index.
2. Інвестування вважається страховкою від інфляції, якщ о ставка процента 
вища за рівень інфляції або перебуває на тому самому рівні. Щ об перевірити 
цю гіпотезу, використайте, якщ о вони підходять, такі моделі:
Gold price, = b0 + £?і CPI,+ et ;
NYSE Index, = b0 + bx CPI,+ et .
Я кщ о гіпотеза правильна, яке значення параметрів ви б очікували?
3. Я кий вид страхування від інф ляції кращ ий: золото чи фондова біржа?
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Т ест  1
Вибрати правильну відповідь на зап и тан н я
1. Д іаграм а розподілу  — це:
а) л ін ія , що відображ ає зв'язок між  незалеж ною і залеж ною  зм інними;
б) інша назва прост ої регресії;
в) інша назва м нож инної регресії;
г) графік значень незалеж ної і залеж ної зм інних;
д) лін ія з нахилом а і перетином Ь.
2. Л інійна регресія:
а) л ін ія , що відображ ає зв 'язок між  незалеж ною і залеж ною зм інними;
б) інша назва прост ої регресії;
в) л ін ія , яка  завж ди м ає нахил, що дорівнює 1;
г) графік значень незалеж ної і залеж ної зм інних;
д) л ін ія , яка  завж ди м ає нахил, що дорівнює 0.
3. Н ахил:
а) т очка, де лін ія регресії перет инає вісь у;
б) вимірює придатність л ін ії регресії;
в) вимірює зв 'язок між  залеж ною  і незалеж ною зм інними;
г) завж ди дорівнює 1;
д) інша назва коеф іцієнт а детермінації.
4. П ерет ин:
а) т очка , де лінія регресії перет инає вісь ЦІ
б) вимірює придат ніст ь л ін ії регресії;
в) вимірює зв'язок між  залеж ною  і незалеж ною зм інними;
г) завж ди дорівнює 1;
д) завж ди дорівнює 0.
5. Що з наведеного не є припущенням моделі лінійної регресії:
а) або х. є сталими числами, або вони є статистично незалежними від 
ви падкови х  величин Є..
б) дисперсія випадкової величини Є. є сталою;
в) математ ичне сподівання випадкової величини Є. дорівнює нулеві;
г) дисперсія випадкової величини дорівнює 0;
д) випадкові величини є статистично незалеж ними одна від одної.
6. К оеф іцієнт  дет ерм інації:
а) точка, де лінія регресії перет инає вісь у;
б) вим ірю є придат ніст ь л ін ії регресії;
в) вимірює зв'язок між  незалеж ною і залеж ною змінними;
г) завж ди дорівнює 1;
д) завж ди дорівнює 0.
7. С т андарт на помилка оцінювання (корінь з середнього квадрат а залиш ­
ків ):
а) точка, де лінія регресії перет инає вісь у;
б) вим ірю є придат ніст ь л ін ії регресії;
в) вимірює зв'язок між  незалеж ною і залеж ною змінними;
г) завж ди дорівнює 1;
д) інша назва коефіцієнт а детермінації.
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8. Коеф іцієнт  дет ерм інації вимірю є:
а) варіацію  незалеж ної змінної;
б) нахил л ін ії регрес ії;
в) перет ин л ін ії регресії;
г) загальну варіацію  залеж ної змінної, що пояснюєт ься регресією ;
д) завж ди дорівнює 1.
9. ЯЗТ є:
а )  Х(У і - Ю 2;
б) Ш - У ) 2;
в)  І  ІУі-Уі)2;
г) ЗДЯ-ДЯГ;
д) ЯЯЕ -  ДЯД.
10. ЗЯЯ є:
а)  І  (Уі ~ У)2: *) ДДД + ДДТ;
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б) Ш- У)  ;
в )  і (Уі - У і)2 ;
11. вЯ Е  є:
а )  Х( У і - у )2 ;
б)  Х (у. - у? ;
в )  Х (У і ~Уі)2 '•
д)  Я З Е - Я в Т .
г)  в в Е - З в Т ;
д)  З З Я  + З в Т .
12. К оваріація між х  і у  є:
а )  І  (* і -  х ) г ; г)  гхуа ха у ;
^ і (Уі - У ) 2; д ) в і г .  
в )  (1 /  п)Х (х, ~ х)(Уі ~ У) '•
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13. Я к щ о  м и  хочем о , в и ко р и ст о вую ч и р егр ес ій н и й  аналіз , ви м ір ят и  зв 'я зо к  
між досвідом робот и і заробіт ною  плат ою , то:
а) незалеж ною  зм інною  м а є  бут и зароб іт на  п ла т а ;
б) незалеж ною  зм інною  м ає  бут и досвід робот и;
в) залеж ною  зм інною  м а є  бут и зароб іт на  п ла т а ;
г) залеж ною  зм інною  м ає  бут и досвід робот и;
д) б  і в.
14. У  регресії: у  = 0 .34 + 1.2л: н а хи л  дорівню є:
а) х ; г) 1.2;
б) у; д) 1 .2 /0 .34 .
в) 0 .34 ;
15. Урегресії: у  =  0 .34 + 1 .2 х  перет ин дорівнює:
а) х; г) 1.2;
б) у; д) 1 .2 /0 .34 .
в) 0 .34 ;
16.3 урахуванням  співвіднош ення між  заробіт ною плат ою  (в гривнях) — 
у і освітою ( вр о к а х )  — х 9 у  =  12.201 + Ь2Ьхособа, яка  навчалася додатково 
один р ік , м ож е о ч ікуват и  на т а к у  д одат кову  оплат у:
а) 12 .201; г) 1.050;
б; 525; д) 12.201 +  525.
в) 24.402;
17.3 урахуванням  співвіднош ення між  заробіт ною плат ою  (в гривнях) — 
у і освіт ою  (в р о к а х )  — х, у= 12.201 + 525X, особа, що навчалася додатково 
нуль р о к ів , м ож е о ч ікува т и  на т а к у  додат кову  оплат у:
а) 12 .201; г) 1.050;
б) 525; д) 12.201 + 525.
в)  24 .4 0 2 ;
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18. Я кщ о  регресія  м а є  Я2= 0.80, т о регресійна  лін ія:
а) поясню є 80%  в а р іа ц ії зм ін н о ї х;
б) поясню є 80%  вар іац ії зм інн о ї у;
в) м а т и м е  нахил  0.80;
г) м а т и м е  перет ин 0.80;
д) не поясню є зв 'я зк у  м іж  х і у.
Т е с т  2
1. П ри  перевірц і значим ост і коеф іц ієнт а  р егр ес ії (Ьг) нульова  гіпот еза  
предст авлена:
а)  Я 0: £  = 1; б)  Н0: £  -  -1; в)  Я „: £  -  0; г)  Я 0: р1 = 6.5; д)  Я 0: £  = -0.5.
2. Д л я  двост ороннього т ест у значим осіЬ 1 альт ернат ивною  гіпот езою  є:
а)  Я , : Д *  1; б)  Н 1: Д >  1; Я х: 0; Я , : Д >  0; Я х: £<0.
5. Щ об  пер евір и т и , чи є на хи л  п о зи т и вн и м  і т а к и м , що значим о  в ід р ізн я ­
єт ься від н у л я , нульова  гіпот еза  м а є  бут и т акою :
а) Н0: 0; б) Н0: р,> 0; в; Я 0: Д - 0 ;  г) Н0: Д = 1; Я 0: Д > 1.
4. Щ об в с т а н о ви т и , чи є н а хи л  нега т и вн и м  і т а к и м , що значим о  в ід р із­
няєт ься  від н у ля , нульова  гіпот еза  м а є  бут и т акою :
а) Н0 : Д < 0; б)  Н0 : Д > 0; Я 0 : Д -  0; *2 Я 0: Д -  1; 5; Я 0: Д = -1.
5. 77/2 і/ перевірц і зна ч и м о ст і парам ет ра  р егр е с ії використ овуєм о:  
а) Г -т ест ; б) у?-т ест ; в) ї - т е с т ;  г) б іном інальнийрозпод іл; д) будь-щ о  
із згаданого  т ут .
6. П ри  перевірц і значим ост і р егр ес ії м и:
а) перевіряєм о значим іст ь перет ину Ь0;
б) перевіряєм о значим іст ь н а хи лу  &2;
в) однаково перевіряємо Ь0 і Ь
г) більше цікавим ось дисперсією  у;
д) більше цікавим ось дисперсією х.
7. Я кщ о  нахил значим о  відр ізняєт ься від н у ля , т о це о значає , що:
а) незалеж на зм інна  від іграє важ ливу  роль  у  поясненні за леж н о ї зм інної;
б) незалеж на зм інна  не від іграє ва ж ли во ї р о л і у  поясненні за леж но ї зм інної;
в) залеж на  зм інна  від іграє ва ж ли ву  роль  у  поясненні незалеж но ї зм інної;
г) залеж на змінна не від іграє важ ливої рол і у  поясненні незалеж ної змінної;
д) ус і відповіді неправильні.
8. Якщ о нахил р егрес ії ст ановить 2.4 і дисперсія нахилу 0.8, то величина 
ї, що її використ овую т ь для перевірки Н 0: рг = 0, ст ановитиме:
а) 0.8 /  2.4; б)  2.4 /  -ЇОЯ; в) (2.4 -1 )  /  л /^8; г) 2.4 /  0.8; д) (2.4 -  1) / 1 6.8.
9. Якщ о нахил для р егр ес ії ст ановить 2.4 і дисперсія нахилу 0.8, то 
величина ї, я к у  використ овую т ь для перевірки Н0 : /  ^ = 1, становитиме:
а) 0.8 /  2.4; б) 2.4 /  : в) (2.4 -1 )  /  л /08 ; г) 2.4 /  0.8; (2.4 -1 )  / 1 0.8.
10. За  інших однакових ум ов, чим більша оцінка середнього квадрат ичного  
відхилення нахилу, тим:
а ) більша t-величина нахилу;
б) менш а t-величина нахилу;
в) більша величина перет ину;
г) менш а t-величина перет ину;
д) більший коефіцієнт  нахилу.
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11. Я ке з поданих твердж ень є правильним:
а } £ § Е  + Я вЕ > БЕТ; б) Ц2 = -0.5 І в ) Д2 = 1.83; г) 6 Е =  -0 .35 ;д )  і -  -2.3 ?
12. У  р егр ес ії завж ди м ає бити:
а) г > 0; б) г < 0; в) і > 0; г) і < 0; д) <Уе > 0 .
а) а е -  -0.35 в)  <7*Дх(и “ У)2) 
а) <Т£2ДХ(Х, -  х )2|  ; г) 6Е(Ь0 / Ь х);
б) с і ;  д) а 2е
в > ^ / ( К У і - у )2)*'
(і Ж|2)Дяі(*і -*
16. Д л я  регресії з п спостережень інт ервал довіри 1 -  а%  для перетину буде:
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А 2
а )  Ь0 ± *(а>л_2) • <Уь0 9
А 2
г )  Ь0 ±  £(а/2,п-2)' ^ь,
б )  Ь0 ± (^а,п-2)' ^6, д ) Ь0± £(а/2,п_2) • &є •
в )  Ь0 ± ї(а/2,п-2) ’ <  >'
17. Д л я  регресії з п спост ереж ень інт ервал довіри  1 - а%  для на хи лу  буде:
Л)  ±  І(а,п~2) ' •’ г )  Ьу ± І(а2) ' &Ьу >
б ) Ь1 ± £(а>„_2) • <£(,,; д) Ьу ± і(а/2 п_2) ■ 6 Е.
в )  Ь0 ± £(0!/2,л-2) ' <
ВІДПОВІСТИ НА ЗАПИТАННЯ: ТАК/НІ; ЯКЩО НІ, ПОЯСНІТЬ ЧОМУ
Ч а с т и н а  1
1. Діаграма розподілу показує взаєм озв’язо к  між  залежною і незалежною 
зм інним и.
2. У регресійному аналізі залежна змінна завжди знаходиться на осі х , а 
незалежна зм інна — на осі у.
3. П ридатність регресійної моделі може вимірюватись як  коефіцієнтом 
детермінації, так і стандартною пом илкою  оціню вання (корінь з середнього 
квадрату залиш ків).
4. М нож инну регресію використовуєм о, коли на незалежну змінну впливає 
дві або більше залежних зм інних.
5. Нахил регресії вимірю є зв ’я зо к  м іж  залежною і незалежною змінними.
6. Перетин у регресії — це значення залежної зм інної, коли незалежна 
змінна дорівню є 0.
7. Я кщ о ми хочемо, за допомогою  регресійного аналізу виміряти зв ’язо к  
між оцінками у вузі і оцінками у ш колі, то залежною зм інною  повинні бути 
оцінки у вузі, а незалежною зм інною  — оцінки у ш колі.
8. У кореляційном у аналізі важливо знати, яка саме змінна є незалежною, 
а яка  залежною .
9. Метод найменш их квадратів визначає лінію регресії через мінімізацію  
суми квадратів відхилень.
10. К оеф іцієнт детермінації вимірю є частку дисперсії незалежної зм інної, 
що поясню є регресію.
11. Я кщ о дві зм інні мають коеф іц ієнт кореляції - 1, то зв ’я зо к  між  ними 
зворотний.
12. Я кщ о економ іст пом іняє м ісцями залежну і незалежну змінні (при­
пускаєм о, щ о це можливо в економ ічному контексті), то і?2 зменш иться.
13. Я2 у простій регресії дорівнює квадрату коефіцієнта кореляції між X  і у .
14. Я кщ о Ьх< 0, то це означає, що X  має дуже малий вплив на у ,
15. Якщ о коеф іцієнт кореляції дорівню є 1, то точки даних знаходяться на 
прямій лінії.
18. Коваріація завжди лежить між -1 та + 1 .
Ч астина 2
1. При перевірці значимості нахилу в регресії нульова гіпотеза завжди: 1.
2. Від’ємний і значимий нахил означає, що є непрямий зв ’язо к  між неза­
лежною і залежною змінними.
3. Якщ о рівень значимості (Х= 0.05 , двосторонній тест значим остіЬ1 матиме 
менше абсолютне критичне значення, ніж односторонній тест.
4. П рогнози є одним із найважливіш их застосувань регресійного аналізу.
5. Прогнозне значення у  завжди дорівню ватиме дійсному значенню У-
6. Значення ^-статистики не може бути в ід ’ємним .
7. У простій лінійній регресії великий Я 2 означає значимий нахил.
8. Проблема помилок у змінних виникає через неточності незалежної змін­
ної.
9. Від’ємна ^-статистика для нахилу означає, що незалежна змінна не є 
значимою.
10. ^-статистику можна використати, щоб перевірити значимість коефіці­
єнта кореляції між двома випадковими зм інними.
ЗАПИТАННЯ І ЗАДАЧІ
1. Дано таку інформацію  про просту лінійну регресію:
SSE  = 28.6; SSR  - 30.1; П = 50.
а) Обчисліть коеф іцієнт детермінації.
б) Обчисліть оцінку середньоквадратичного відхилення випадкової вели­
чини (стандартну помилку оціню вання).
2. Дано таку інформацію про дві змінні — X та у\
х  =  3 2 ,  у  =  6 ; cov(;c,z/) =  81; var(x) =  21.
Розрахуйте нахил і перетин регресії у  за X.
3. Встановіть взаєм озв’язок  між доходом ( У )  і кількістю  років навчання 
оцінюючи таку регресію:
у  = 12 +125х.
(доход вимірю ємо в гривнях, навчання — в роках). П оясніть результати 
регресії.
4. Підрахуйте коеф іцієнт кореляції між X та і/, на основі такої інформації 
(табл. 2.18):
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Т аблиця  2 .1 8
X у
1 10 22
2 9 31
3 11 19
4 6 25
5. За даними пункту 4 побудуйте діаграму.
6. Використайте інформацію  пункту 4 для оцінки регресії у за х ,
7. Зробіть оцінку ф ункції спож ивання:
у  =  12.25 + 0.82 х.
Н а скільки зросте спож ивання, якщ о доход (х) збільш иться на 1 гривню? 
Я ким  буде спож ивання, якщ о  доход буде нульовим?
2
8. П рипустим о, щ о Я з регресії у завданні 7 становить 0.75. П оясніть, що 
це означає.
9. Є така інформ ація:
£ * ?  = 92 , І ( х - х ) 2 =  3 .7, а\ = 1.25, п =  40.
І=1
а) знайдіть &Ьо ;
б) знайдіть <Jbt.
10. П рипустимо, що ви оціню єте залежність доходу відповідно до кількості 
років  навчання, використовую чи  30 спостереж ень. Середньоквадратичні 
відхилення параметрів подано в дужках.
у =  11.929 + 421*
(4.825) (127).
а) перевірте значимість нахилу при 5% -ному рівні значимості.
б) побудуйте 95%-ний інтервал довіри для нахилу.
11. П рипустим о, щ о в регресії з питання 10 S S E  =  75 і SSR  =  81. Викори­
стайте / - т е с т  для перевірки значимості регресії. Використайте 5% -ний рівень 
значим ості.
12. П рипустим о, що ви підрахували кореляцію  між двома випадковими 
зм інним и, яка  дорівню є 0.62. Я кщ о для оцінки коеф іцієнта кореляції було 
використано 25 спостереж ень, використайте 5% -ний рівень значимості, щоб 
перевірити значимість коеф іцієнта кореляції.
Тести
Тест 1
1)г; 5 )г ; 9 )а ; 13)д; 17 )а
2 )а ; 6 )б ; 10 )б ; 14)г; 18 )б
3 )в ; 7 )б ; 11 )в ; 15 )в ;
4 )а ; 8 )г ; 1 2 )в ; 16 )б ;
Тест 2
1 )в ; 5 )в ; 9 )в ; 13 )в ; 17 )б
2 )в ; 6 )б ; 10 )б ; 14)д;
3 )а ; 7 )а ; 1 1)д; 15 )а ;
4 )б ; 8 )б ; 12)д; 16 )в ;
Т ак/Н і
Частина 1
1. Ні. Діаграма розподілу — це нанесені на графік незалежна і залежна змінні.
2. Н і. х  — незалежна зм інна та у  — залежна зм інна.
3. Так.
4. Ні. М ножинну регресію використовуємо, коли є дві чи більше незалежних 
змінних.
5. Так.
6. Так.
7. Так.
8. Н і. В кореляц ійном у аналізі немає значення, як а  зм інна є залеж ною , а 
яка незалеж ною .
9. Так.
10. Ні. Він вимірює долю дисперсії залежної зм інної, яка поясню є регресію.
11. Так.
12. Н і. Я 2 залиш ається такою  сам ою .
13. Так.
14. Н і. Воно може мати значний від’єм н и й  вплив.
15. Так.
16. Ні. К ореляція знаходитиметься м іж - 1 і +  1; коваріація ж  може набути 
будь-якого значення.
Частина 2
1. Ні. /^= 0.
2. Так.
3. Ні. А бсолю тне критичне значення буде більш им.
4. Так.
5. Ні. П рогнозне значення — це тільки можливе значення, і тому воно не
об о в’язково  дорівню є ф актичній величині.
6. Ні. Коли параметр від ’єм ний , ^-статистика теж буде в ід ’ємною .
7. Так.
8. Ні. М оже бути значущ им і негативним.
у а г ( х )
3. Значення перетину показує, що людина без освіти отримуватиме 12 
гривень. З коеф іц ієнта кута нахилу видно, що за кожен додатковий рік на­
вчання доход підвищ уватиметься на 125 гривень.
4.
Т аблиця 2 .19
X У ( * і -  х ) ( у  -  у )( х і -  х ) 2 (у1 - у ) 2
1 10 22 -2 .25 1 5.06
2 9 31 0 0 45.56
3 11 19 -10 .5 4 27.56
4 6 25 -2 .25 9 0.56
Середнє
Сума
9 24.2
-15 14 78.75
г =Х,у
15
їїА І78Л 5
= -0 .4 5 2
35 т 
ЗО 
25 + 
20 
15 
10 
5 
0 —і 
120 10
Малюнок 2.18. Графічне зображення даних
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6. = - 1 5
14
-1.07;
Ь0 = 24.2 -  (-1.07X9) = 33.83 .
7. Зростання доходу на 1 гривню приведе до збільш ення спож ивання на 
0.82 гривні. Я кщ о доход становить 0, то спож ивання буде 12.25 гривні.
8. Те, щ о В? становить 0.75, означає, щ о 75% спож ивання залежить від 
доходу.
9. а) о , X * 2
п ^ ( х і - х ) 2
= 1.25- 92
(40X3.7)
= л/0.777 = 0.881 ;
бК = _  \2
1.25
! ( * / - * )  3 -7
= 0.338.
10. а) Г6і = 4 2 1 /1 2 7  = 3.31;
^0 .05/ 2,30-2  = 2.048,
тобто ми відкидаємо: Н 0: ^  = 0.
б) 160.90 <681.10.
И - К п -2 =
S S R / 1 8 1 /1 = 30.24 ;
SSE  /  (п -  2) 75 /  (ЗО -  2)
^ 0 .05,1,28 = 4.20,
тобто регресія значима і ми відкидаємо: = 0
12.*п1 = ^ = ° ^ ®  = 4.83 ;
л/ЇТТ* л/і  -  0.622
0^.025;24 = 2.064, ^п-1 ^  0^.025; 24’
тобто ми відкидаємо Н 0: р -  0 . К оеф іцієнт кореляції значимий.
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М о д е л ь  о ц ін к и  к а п іт а л ь н и х  ак ти в ів  (М О К А -м о д е л ь )
Модель оцінки капітальних активів (у англомовному варіанті CAMP — 
Capital Asset P ricing M odel) дає змогу аналізувати надійність вкладів і 
оцінювати співвіднош ення ризику та доходів від різних інвестицій. Вона 
встановлю є зв ’я зо к  м іж  доходами окрем их власників ц інних паперів і 
загальними доходами ринку цінних паперів.
М інливість ринку цінних паперів є загальним визначником оцінки ризику 
індивідуальних активів і цінних паперів. Я кщ о доходи від певних акцій 
зростають або спадають у процентному віднош енні більше, ніж у цілому на 
ринку, то їх називають ризикованіш им и за сам ринок.
М ОКА-модель у формі "премія за р и зи к ” можна вважати прикладом ре­
гресії, що проходить через початок координат. Вона має такий вигляд:
(Rl - r f) = fil(Rm- r f), ( 2 . 126)
де К  — очікувана норма прибутку з безпечної ставки і;
— очікувана норма прибутку ринкового "портф еля”, представленого, 
наприклад, складним біржовим індексом Б&Р500;
— позаризикова (вільна від ризику) норма прибутку, наприклад, прибутокЧ
з 90-денних державних облігацій;
— коеф іц ієнт, що вимірю є систематичний ризик, тобто ризик, який не 
можна усунути за допомогою  диверсифікації. Цей коеф іцієнт також вимірює 
рівень, до якого і-та безпечна норма прибутку рухається разом з ринком. 
Я кщ о Д >1, то вважається, що безпека нестійка і загрозлива, тоді як  при Д <1 
безпека більш стійка або, як  кажуть, захисна. (Зауваж ення . Не треба змішувати 
параметр Д з коеф іцієнтом  нахилу b j .
Я кщ о р и н о к  капіталу працю є 
ефективно, тоді МОКА-модель ствер­
джує, що безпека і -ої премії за ризик 
д ор івн ю є Д -ко еф іц ієн ту  
цієї безпеки, пом нож еному на очі­
кувану ри н кову  премію  за ризик  
(Rm- r f) , і ми маємо ситуацію, зобра­
жену на мал. 2.19. Пряма, яку зобра­
жено на графіку, відома під назвою 
л ін і ї  б езп ек и  р и н к у  (security  m a r ­
k e t  line , S L M ).
Для ем піричного  застосування 
модель (2.126) часто записують як: М алюнок 2.19. Модель систематичного
ризику
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або
Пі ~П= РіФт-Г/У + Ь 
Я і - г г = а і + А ( і ї т - г / ) + еі
(2.127)
(2.128)
Остання з двох моделей відо­
ма як модель ринку. МОКА-мо- 
дель, передбачає, що СХІ повинне 
дорівнювати нулю (мал.2.20).
З викладеного раніше заува­
жимо, що у (2.128) залежна змін­
на У є не що інше, як ( Д - / » , а  
незалежна змінна X — це Д , 
тобто нестійкий коеф іцієнт, а не 
( К ~ г г) .  Тому для того, щоб 
використати  регресію  (2 .1 2 8 ), 
спочатку треба знати А -
Цей приклад показує, що є 
випадки, які можуть бути описані 
моделлю з нульовим перетином, 
наприклад, гіпотеза неперервного 
(постійного) прибутку М ілтона 
Ф рідм ана, за як о ю  п о с т ій н е  
споживання пропорційне постійному прибутку; теорія аналізу витрат, яка 
стверджує, що змінні витрати виробництва пропорційні випуску продукції; у 
деяких випадках монетаристська теорія стверджує, що рівень зміни цін (тобто 
рівень інфляції) пропорційний рівневі зміни пропозиції грош ей.
Як оцінювати моделі, у яких перетин дорівню є нулеві; як і явищ а вони 
відображають? Для того, щоб відповісти на ці запитання, запишемо їх у формі 
вибіркової простої лінійної регресії, тобто:
Застосувавши метод найменш их квадратів до (2.129), отримаємо такі фор­
мули для Ьх і його модифікацій:
Д.2де <7 оціню ється як:
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-  ї е ї (2 .132)
N - 1
Ц ікаво порівняти ці формули з тим и, що ми отримали, коли величина 
перетину була наявна у моделі:
Відмінність м іж  цим и двома наборами формул є очевидною : в моделі, де 
величина перетину відсутня, ми використовуєм о просту суму квадратів і суму 
добутків, а в моделі з наявною  величиною  перетину використовуєм о зважену 
(за середнім) суму квадратів і суму добутків. По-друге, ступені вільності для 
обчислення о\ У перш ому випадку ( N - 1 )  , а в другому випадку -  (АГ -  2).
М одель з відсутнім або нульовим перетином також  м ож на застосувати у 
деяких випадках, проте тут потрібно пам ’ятати декілька специфічних рис. 
П о-перш е, X е/ 5 яка  завжди дорівню є нулю в моделі з наявною  величиною 
перетину (загальноприйнята модель), не завжди повинна дорівнювати нулю 
для регресії, що проходить через початок координат. По-друге, і?2 — коефіцієнт 
детермінації, щ о є завжди додатним у загальноприйнятій моделі, у деяких 
випадках мож е перетворю ватись на від’єм н и й  для регресії, щ о проходить 
через початок координат. Цей аномальний результат ми отримуємо тому, що 
і?2 недвозначно передбачає, що перетин вклю чається в модель. Тому і?2, який  
обчислено за правилами, може не відповідати регресійній моделі, що проходить 
через початок координат.
Саме через ці специфічні риси моделі регресії, що проходить через початок 
координат, кож ен, хто її використовує, має бути дуже обережним. Я кщ о немає 
достатньої попередньої упевненості в її використанні, краще використати 
загальноприйняту модель із наявним перетином. Це має подвійну перевагу. 
П о-перш е, якщ о  ми вклю чаємо в модель величину перетину, але вона статис­
тично незначима (тобто статистично дорівню є нулю ), для усіх практичних 
цілей ми м аємо регресію , що проходить через початок координат. По-друге, і 
це найважливіш е, якщ о фактично перетин існує, але ми наполягаємо на тому, 
щ об застосувати регресію , щ о проходить через початок координат, то ми 
припускаєм ося пом илки специф ікації, тим самим поруш ую чи припущ ення 
5 класичної моделі л ін ійної регресії.
(2 .133)
(2 .134)
де х і = (*г -  X ); у1 = (у, -  у ) .
(2 .135)
М о д е л ь  з а л е ж н о с т і зм ін и  ч а с т к и  з а р о б іт н о ї п л а т и  н а с е л е н н я  
У к р а їн и  у  за га л ь н о м у  д о х о д і
Розглянемо "грош ові доходи населення У країни з вересня 1993 по серпень 
1994 року"1 (табл. 2.21).
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Таблиця 2 .21
Грош ові доходи  населення У країни  у  1 9 9 3 — 1 9 9 4  pp. (м лрд. крб.)
Місяць Зарплата у 
державному 
секторі
Пенсії, допомоги, 
стипендії та інші 
трансферні доходи
Всього
грошових
доходів
Частка зарплати 
у загальному 
доході, %
Вересень — 93 3040 3551 7768 39.1
Жовтень — 93 4349 3253 9101 47.8
Листопад — 93 5382 5932 12997 41.4
Грудень — 93 11493 6601 20369 56.4
Січень — 94 10994 6978 19330 56.9
Лютий — 94 13896 7224 22746 61.1
Березень — 94 17513 7595 27100 64.6
Квітень — 94 20497 8528 31644 64.8
Травень — 94 17646 8061 28578 61.7
Червень — 94 22599 8913 34657 65.2
Липень — 94 24064 10377 38969 61.8
Серпень — 94 23703 11590 41696 56.8
Побудуємо лінійну регресійну модель у  =  а + Ьх, 
де у  — частка зарплати у загальному доході населення, х  — м ісяць. 
За даними таблиці, розрахована лінійна модель має вигляд:
у  = 44 .17+ 1 .89* .
Я к бачимо, з кож ним  м ісяцем  частка зарплати населення в загальному 
доході збільшувалася на 1.89 млн. крб. (грош ових одиницях 1994 року — 
карбованцях).
Розрахований коефіцієнт кореляції (г) = 0.756882, а коеф іцієнт детермінації 
(Д2) =  57.29% . Оскільки значення коеф іц ієнта детермінації невелике, для 
впевненості перевіримо адекватність лін ійної моделі за ^Р-критерієм Ф іш ера. 
Для цього за статистичними таблицями Р -розподілу Ф іш ера для 5% -ного 
рівня значимості (задаємо довільно) та при ступенях вільності відповідно 1 і 
10 знайдемо критичне значення Р кр = 4 .96 . Розраховане значення F-кpитepiю 
Ф ішера відповідно дорівню є: Е  =  13.4121. Я к м ож на пом ітити , розраховане 
значення Р  більше, ніж  критичне: Р  = 13.4121 > 2*7 = 4 .96 . Отже, мож на 
зробити висновок про адекватність моделі за ^ -критерієм  Ф іш ера.
1 Тенденції української економіки//Місячний бюлетень. — 1994. — Вересень
П о б у д о в а  ін т е р в а л ів  д о в ір и  д л я  п а р а м е т р ів
Інтервали довіри для параметрів розраховую ться за формулами: 
для перетину: Ь0 ± і а/2п_26 ь 
для нахилу: Ьг ± і а/2<п_26 Ьі.
Розраховуємо середнє квадратичне відхилення для перетину і параметра, 
як і відповідно дорівню ватимуть: СЬо = 3.8 та а Ьі = 0.52 .
Значення £-статистики знаходимо за статистичними таблицями £-розподілу 
С тю дента при рівні значим ості а== 0.05 та ступенях вільності (п  -  2 ),тобто 
(12 -  2 -  10) :
^(0 ,025;10) 2 . 2 2 .
Таким чи н ом , м ож на визначити інтервали довіри: 
для перетину 44.17 ± 2.22 х 3.8; 
для нахилу 1.8 ± 2.22 х 0.52.
Я к м и бачим о, інтервал довіри для нахилу нестійкий , тому такі моделі 
потрібно дуже обережно використовувати для прогнозу.
Для ілю страції все ж  таки побудуємо прогноз на вересень 1994 р ., тобто 
на 13-й м ісяць (х  =  13). Звідси м аєм о:
Отже, остаточно інтервали довіри для окрем ого значення у  в (п  4- 1) період 
мають вигляд:
Розглянутий приклад дає основну ідею проведення розрахунків за моделями 
простої лін ійної регресії. Нагадаємо, щ о це лиш е інструмент для прогнозів, 
бо побудова моделі, інтерпретація даних у перш у чергу залежить від еконо­
м ічної кваліфікації дослідника.
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Р О З Д ІЛ  3 . КРИВІ ЗРОСТАННЯ
3 .1 . П О Н Я Т Т Я  П Р О  К Р И В І ЗРО С Т А Н Н Я
К риві зростання описую ть р ізн і тенденції економ ічних  процесів , напри­
клад, ж и ттєви й  цикл  товару, процес нагромадж ення капіталу, м аркетингові 
зусилля ф ірм  то щ о . Е коном ічна п ракти ка  вже накопичила певний досвід і 
певні типи  кри ви х , я к і найчастіш е використовую ться  в м акро- та м ікроеко- 
ном ічних  дослідж еннях . Д о таких  кривих  відносяться:
е к с п о н е н ц ій н а :  у  = сх(іх ;
с т е п е н е в а  ( м у л ь т и п л и к а т и в н а ) : у  -  а х ^  ;
з в о р о т н а :  
к в а д р а т и ч н а :  
м о д и ф ік о в а н а  е к с п о н е н т а :
у =  А) + А -;X
у = Ь0 + Ьгх + Ь2х2 ; 
у  = ар* + у  ;
к р и в а  Г о м п е р ц я :  
л о г і с т и ч н а  к р и в а :
У  з а г а л ь н о м у  в и п а д к у  о д н о ф а к т о р н у  е к о н о м е т р и ч н у  м о д е л ь  м о ж н а  
п о д а т и  у  в и г л я д і :
У = /(* ) + е,
де /(* ) — одна з ф у н кц ій  зр остан н я ; £ — випадкова величина.
Я к  і у випадку з п ростою  лін ійною  регресією , основне завдання полягає 
в розрахунку невідом их параметрів кривих  зростання і подальш ому аналізі 
обраної моделі. О цінку невідом их параметрів проводять по-різном у: експо- 
ненц ійн і ф ун кц ії ш ляхом  логариф м ічних перетворень зводять до л ін ійної 
регресії, квадратичні ф ункції зводять до багатофакторної регресії, для інш их 
ви кори стовую ть ітеративні м етоди , метод трьох точ ок , метод Тейла тощ о . В 
цьом у розділі м и особливу увагу звернем о на ф ункц ії зростання, я к і шля­
хом  перетворень зводяться до л ін ій н о ї регресії. Для таких ф ункц ій  збері­
гається вся  м етодологія  дослідж ень, яку  м и детально розглядали у випадку 
просто ї л ін ій н о ї регресії. К рім  того , м и розглянем о най п ош и рен іш і в су­
часном у екон ом іч н ом у  аналізі крив і, я к і не зводяться ш ляхом  елементар­
них перетворень до л ін ій н о ї регресії, але параметри я к и х  м ож на легко роз-
рахувати спеціальними спрощ еним и методами. Слід зазначити , щ о всі криві 
зростання, я к і розглядаю ться, представлені в пакеті ST A T G R A PH , том у їх 
практичне застосування не складне.
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3.2- н а й п р о с т і ш і  п е р е т в о р е н н я  н е л і н і й н и х  м о д е л е й  у
Л ІН ІЙ Н І. ЕКСПО НЕН ЦІЙН А Ф У Н К Ц ІЯ . ПРИКЛАДИ ЗАСТОСУВАННЯ 
ЕКСП О Н ЕН Ц ІЙ Н И Х  Ф У Н К Ц ІЙ  У БІЗН ЕСІ ТА ФІНАНСАХ. ЗВЕДЕННЯ 
Д О  Л ІН ІЙ Н О Ї РЕГРЕС ІЇ
3 . 2 . 1 .  Е к с п о н е н ц ій н а  ф у н к ц ія . П р и к л а д и  з а с т о с у в а н н я  
е к с п о н е н ц ій н и х  ф у н к ц ій  у  б із н е с і т а  ф ін а н с а х
Е ксп он ен ц ій н а  ф ун кц ія  м ож е набирати  р ізн и х  чи сел ьн и х  еквівалент­
них ф орм :
у  -  арх , основна форма р > 0 ; (3.1)
у  = аеЬуХ, Р замінюємо на еЬі, де Ьг = 1 п(Р) ; (3.2)
у = а( 1 — г)х > Р замінюємо на 1 -г, де г  = /3-1; (3.3)
у = еЬо+ЬіХ , ос замінюємо на еь° та Р на еЬі, де Ь0= 1п(а) і Ьг = 1п(/3); (3.4)
у  = 10а+ь* , а  замінюємо на 10а і р  на 10ь, де а = к^(а), Ь = \ogip). (3.5)
Усі ці ф орм и ви кори стовую ться  на п ракти ц і для опису  р ізних  економіч­
них процесів , наприклад, ф орм у (3 .3) найчастіш е ви к ори стовую ть  у фінан­
сах. У цьом у разі г інтерпретується  я к  н орм а р ічн ого  в ід сотка . Розгляне­
мо декілька прикладів застосування е к с п о н е н ц ій н о ї ф у н кц ії у б ізнесі та 
ф інансах .
Приклад 1. П р и п у сти м о , щ о капітал С0 знаходиться  у банку п ротягом  
ї  рок ів  із р ічним  в ід сотком  г. Він зм ін ю ється  відповідно до ф у н кц ії (3 .3 ), 
тобто через і  рок ів  капітал дор івню ватим е:
З  експоненц ійно ї ф орм и (3.2) легко отрим ати т а к  зване п р а в и л о  70, 
пош ирене в ф інансових розрахунках. П равило 70 дає значення часу £, через 
яке зм інна подвоїть своє значення відносно часу 0. П ри п усти м о , щ о у почат­
ковій  період часу м и м аєм о капітал С0, а в період часу і  — капітал С%* Тоді
Сг -  2С0 = С0еЬі1, звідки => і = 1п2
Ьг
0.6931
Ьг
0.70
Ьг '
О тж е, капітал под во їться  через
0.70
Ьг
р о к ів . П равило м ає назву 70, тому
щ о 1п 2 п ри б ли зн о  д ор івн ю є 0.70.
П риклад 2 . П р и в е д е н н я  в и т р а т  до п о т о ч н о го  ч а с у
П орівн ю ю ч и  р ізн і ін вести ц ій н і п р о ек ти , м и п ови н н і п ор івн яти  в пер­
ш у чергу к о ш т и , я к і н а  них  витрачаю ться, та м айбутні п рибутки , я к і вони 
п р и н о си ти м у ть . Н ай п ростіш е це зроб и ти , оц ін ю ю ч и  м айбутні витрати та 
при бутки  у вартості п о то ч н о го  року . Д ля ілю страц ії розглянем о приклад. 
Заощ адж ую чи в банку  А  гривень у п оточ н ом у  роц і при  ставці процента г, 
через * р о к ів  м и  отр и м аєм о :
В ідповідно ІЗ гривень, отрим аних  у * роц і при  ставці в ідсотка г, у поточ­
ном у р о ц і кош тувати м уть:
В еличина н ази вається  приведеним и  витратам и В  гривень через * років  
до п о то ч н о го  часу (при  н орм і в ідсотка  г).
Д и скр етн о ю  верс ією  виразу (3 .6 ) є відом а ф ормула
як у  м и розглядали у перш ом у прикладі, а зворотною  до неї відповідно:
А = В  /  (1 + г)* =В (1  + гГ * .
З д и скретн ою  версією  легш е працю вати , коли*  — є цілим  числом . Я кщ о 
* набуває неперервних значень, перевагу слід віддати виразу (3 .6) або (3 .7 ).
П риведен і витрати  м ож уть тако ж  визн ачатись для п о то к у  платеж ів. 
П ри  н о р м і в ід со тка  Т  приведен і витрати  платеж у В г, я к и й  м и мали б через 
р о к ів , платеж у В 2 через *2 р о к і в ,  п л а т е ж у  В п в ідповідно через *п рок ів  
м аю ть вигляд:
. А  = В}€ Пі + В 2€ ***+...+Впе Пп. (3 .8 )
П риклад 3 . Д о в іч н а  р е н т а
Д овічна рента — це п осл ід овн ість  однакових  платеж ів у рівновідда- 
лені інтервали  для певного  п р о м іж к у  часу. П риведені витрати  ренти А, 
як а  виплачується н ап ри к ін ц і ко ж н о го  з к р о к і в  при постійн ій  норм і відсот­
ка  г, щ о нараховується  неперервно , дор івн ю є:
де РУ  — приведені витрати.
Враховую чи, що вираз (а+.. .+ап)(1 - а )  = а -  а"+1 , його легко переписати 
у ви гл яд і:
Я кщ о у виразі (3.9) припустити , що а=Є'г, а тоді приведені витрати
довічної ренти м ож на записати у вигляді:
За припущ ення, що ми будемо отримувати ренту дов ічн о , тобто не­
скінченну к ількість років  ( N - > 00) ,  вираз (3.11) набуде вигляду:
(3.12)
за припущ ення, що е~гМ —> оо та Лі—>
Я кщ о ж відсоток нараховується щ ор ічн о , приведену довічну ренту до 
-поточного часу кращ е подавати у відомом у вигляді:
Я кщ о ми скори стаєм ось  формулою  (3.10) та покладем о а = 1 / ( і  + г), 
п  =  N ,  то отрим аєм о:
^ ^ і / а + г )
г /  (1 + г)
и  1 •Г 1 _  А
(
‘ - 1
і
г 1 ]
І 1  +  Г.> у г І І  + Г) У
(3.14)
Я кщ о N —>00, то вираз (3.14) остаточно набере вигляду: Р У  = — .
г
Взагалі експ оненц ійн і криві ви кори стовую ться  для опису  ш видко зро­
стаючих або спадаю чих економ ічних  процесів . П ри цьом у, 
якщ о  р  >  0 (Ьх >  0) -  ф ункція зростає до н еск ін ч ен н ості,
я к щ о  Р <  0 (Ьх < 0) — ф ун кц ія  спадає до 0.
П арам етр Ь  м ож н а інтерпретувати  я к  к о еф іц ієн т  зростання у часі.
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3 . 2 . 2 .  З в е д е н н я  е к с п о н е н ц ій н о ї к р и в о ї д о  п р о с т о ї л ін ій н о ї  
ф у н к ц ії
Звичайно, перед нами постає запитання: я к  м ож на розрахувати невідомі 
парам етри е к с п о н е н ц ій н о ї кри во ї?  П о к аж ем о , щ о ш ляхом  логарифмічно­
го перетворення м ож н а легко  звести експ о н ен ц ій н у  криву у будь-якій 
ф орм і до л ін ій н о ї ф ун кц ії, щ о дає зм огу розраховувати  параметри мето­
дом  н ай м ен ш и х  квадратів та ви кори стовувати  подальш ий аналіз моделі, 
я к  і в разі п р о сто ї л ін ій н о ї регресії. Отже, м аєм о :
П ровод ячи  необхідну зам іну зм ін н и х , переходим о до моделі л ін ійно ї 
регресії, р о зрахун ок  парам етрів та всі необхідні дослідж ення я к о ї м и роз­
глядали детально у попередньом у розділі.
3.3. СТЕПЕНЕВА (МУЛЬТИПЛІКАТИВНА) ФУНКЦІЯ. ЗВЕДЕННЯ ДО 
Л ІН ІЙ Н О Ї РЕГРЕСІЇ. ПРИКЛАДИ ЗАСТОСУВАННЯ СТЕПЕНЕВИХ  
ФУНКЦІЙ У БІЗНЕСІ ТА ФІНАНСАХ
С тепенева ф ун кц ія  є одн ією  з н ай п ош и рен іш и х  у практиц і кривих  зро­
стання і о п и сує  дуже ш и р о к и й  спектр  еко н о м іч н и х  п роц ес ів . Вона має 
такий  вигляд:
у = ахр . (3.15)
М и розглядатим ем о ви п адок , коли  параметр а >  0 , щ о є типовим  для 
еко н о м іч н и х  п р о ц ес ів . Я к щ о  значення параметра /З — не ціле чи сло , то 
розглядаю ть лиш е випадок, коли  х > 0. П ри цьом у залеж но від знака 
параметра /З степенева ф ун кц ія  описуватим е р ізн і екон ом ічн і процеси : 
п ри скорен е  зр о стан н я , уповільнене зростання та спад. Слід зазначити , щ о 
я к щ о  / 9 - 1 .  степенева ф ун кц ія  п еретворю ється  на л ін ійну. Ц і р ізн і ситу­
ації зображ ен і на мал. 3.1 (а, б, в, г).
Я к щ о  парам етр /3 степеневої ф ун кц ії — ціле чи сло , то залеж но від того, 
парне чи непарне його  значення, граф ік  ф ун кц ії м ає р ізний  вигляд. Я к щ о  
/З — парне, тобто його  м ож н а записати  у вигляді: /3 =  2к, к є ZAг (розгляне­
мо тільки  ви п адок , коли  к > 0), тоді у  є [0 ,+  °о), а граф ік ф ункц ії симетрич­
ний  в ідн осн о  осі ординат (мал. 3.2, а ).
Криві зростання 143
а )  Р  >  1 (П р и с к о р е н е  з р о с т а н н я )  б ) 0 <  Р  <  1 (У п о в іл ь н е н е  з р о с т а н н я )
М а л ю н о к  3 .1 . Вигляд степеневої функції, коли/} — не ціле число, х  £ 0
Я к щ о  параметр Р — непарне чи сло , тобто його  м ож на подати у вигля­
ді: /З = 2к — 1, к  є £ + (розглянем о тільки  випадок, кол и  к  >  0), тоді у  є і?, а 
графік ф ункц ії сим етричний  відносно початку координат (0 ,0) (мал. 3.2, б).
Звичайно , основне п и тан н я полягає в том у, щ об  розрахувати  невідом і 
параметри м ультиплікативної (степенево ї) к р и в о ї. П о к аж ем о , щ о шля­
хом логарифм ічного перетворення м и м ож ем о легко звести степеневу криву,
а )  Р  —  п а р н е  в )  р  — н е п а р н е
М а л ю н о к  3 .2 . Графік степеневої функції, колиЬ — ціле число
так сам о, я к  і експ он ен ц ій н у , до л ін ій н о ї ф ун кц ії, щ о дає нам  зм огу розра­
ховувати парам етри м етодом  н ай м ен ш и х  квадратів. С правді, логарифму­
ю чи праву та ліву ч астини  (3 .1 5 ), о три м аєм о :
1щ/ =  Ina +ß  hue,
lny =  г ,  Ina =  ß0, lnx =  xx => z = ß0 + ßxx.
Н а практиц і степеневі ф ункц ії використовую ться  для опису  різних еко­
ном ічних  проц есів . Н айвідом іш ою  з них є виробнича ф ункц ія  Кобба — 
Дугласа. Крім  того , вони  застосовую ться для опису кривих  байдуж ості, а 
також  попиту  на товари р ізних категорій , так звана крива Т орнквіста та ін.
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3.4 . ЗВОРОТНІ ПЕРЕТВОРЕННЯ. ПРИКЛАДИ ЇХ ЗАСТОСУВАННЯ НА  
П РАКТИЦІ
У загальнена зворотн а м одель м ає вигляд:
В она нел ін ій н а  за зм ін н ою  X, але л ін ій н а  за парам етрам и (50 і р і9 і тому 
є л ін ій н о ю  регресій н ою  м оделлю .
Справді, позн ачи вш и  —  = 2*, отрим аєм о:
В иб іркова зворотн а м одель, враховую чи позн ачен н я попереднього роз­
ділу, м ож е бути записана у вигляді:
де Ь0 та Ьг — невідом і парам етри , я к і необхідно знайти; е — пом илка.
М одель (3 .18) м ає сво ї о соб ли вості, на в і д м і н у  в і л  п г ю с т о ї  л і н і й н о ї  ре­
... . . . { \  гресп: коли  X п рям ує до н еск ін ч ен н ості, в е л и ч і ^  — я м у є д о  нуля, а
\ х і )у прям ує до граничного  зн ачен н я. 4 у
Вигляд моделі (3 .18) значною  м ірою  залеж ить від знака параметрів Ь0 
і Ьх (мал. 3 .3).
Н ахил моделі (3 .18) ви зн ачаєм о  за  такою  ф о р м  і н
є д одатним , кол и  Ьх < 0 , і в ід ’єм н и м , коли  Ьг > 0. 1
Я скрави м  прикладом  в и к о р и стан н я  зворотних  м оделей в екон ом іц і 
(зокрем а в м ак р о ек о н о м іц і)  є відом а крива Ф іліпса (мал. 3 .2).
Базую чись на даних норм и процента зм іни заробітної плати і процента 
безробіття для А нглії за період з 1861 по 1975 pp ., Ф Іліпс побудував криву,
/
М алю нок 3.3. Зворотна функція: у  = Ь0 +
V
М алюнок 3.4. Крива Філіпса
яку в сучасній інтерпретації 
подано на мал. 3.4.
Я к  показано  на мал. 3.4, 
аси м п тота  (гран и ц я зм іни  
зароб ітної плати) п о в 'язан а  
з парам етром  &0. Т очка IIм є 
зн ачен н ям  п р и р о д н о ї нор­
ми безробіття; коли  х  < IIм, 
то н орм а зм іни  зароб ітно ї 
плати додатна, а коли  зна­
чення X стає б ільш им , ніж  
природна норм а безробіття, 
у  (н орм а зм іни  зароб ітн о ї
платні) буде в ід ’єм н о ю .
К рива Ф іліпса дає зм огу розра­
хувати м інімальну заробітну плату, 
ком п ен сац ію  за безробіття тощ о .
Ін ш и й , не м енш  важ ливий випа­
д о к  в и к о р и стан н я  зворотн о ї кри во ї 
(мал. 3.5) — кри ва  витрат Енгеля, 
я к а  п о в ’я зу є  сп о ж и вч і витрати на  
товари  із загальним и витратам и або 
доходом.
Я к щ о  ми позн ачи м о  через у  ви­
трати н а  сп о ж и ван н я , а через х  — 
доход, то крива Енгеля для певного 
товару виявить такі особливості:
а) кри ти чн и й  рівень доходу, ниж­
че від я к о го  товар не буде куплено  (це значення н а  мал. 3.5 дор івню є
-Ф ,/Ь 0у,
б) ”с т е л ю ” (меж у) н аси ч ен н я , яку  не м ож на зб ільш ити , я к  би не зростав 
доход (на мал. 3.5 це значення д о р івн ю є &0).
3.5. КВАДРАТИЧНІ ФУНКЦІЇ
К вадратичні ф ун кц ії в и к ори стовую ться  для опису  дуже ш и рокого  спек­
тру ек о н о м іч н и х  п р о ц ес ів , завдяки  їхн ім  ун іверсальним  властивостям . 
Справді, у загальном у випадку квадратична ф ун кц ія  м ає вигляд:
М алю нок  3.5. Крива Енгеля
Я к щ о  ф ак тор  х  інтерпретувати  я к  зм інну  часу то (3 .19) м ож но  пере­
п и сати  у вигляді:
*2 (3.20)у  = Ь0 + b j  + b2t
В иходячи  із значень &0, Ьг, Ь2, кри ва м ож е відображ ати  еволю цію  — 
дуже р ізну  н а  інтервалах часу від 1 до Т .
Я к щ о  Ь2 > 0 , м аєм о  параболу на  m in , при Ь2 < 0 — параболу н а  ш ах. 
Е к с т р е м у м  ф у н к ц ії  д о с я га є т ь с я  у  т о ч ц і t  =  — b J 2 b r
П р о іл ю стр у єм о  р ізн і м ож л и вості квадрати чн о ї ф ун кц ії. Взагалі мож­
ливі ш ість  р ізн и х  вип ад к ів .
1. К оли  параметри Ь2> 0 , &х> 0, квадратична ф ункц ія описує поліпш ене 
зростання. У цьом у разі верш ина розташ ован а  перед часом  0 (мал. 3.6, а).
2. К оли  параметри Ь2 >  0; Ьх< - 2 ГЬ2, квадратична ф ункція описує уповіль­
н ен и й  спад (верш и н а п ісл я  часу Т) (мал. 3.6, б).
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3. К оли  парам етри  Ь2> 0 ; —2Tb2 < Ьг < 0 , м аєм о  класичний  випадок — 
параболу з m in  (мал. 3.6, в).
4. К оли  парам етри  Ь2 <  0; Ьх <  0 , квадратична ф ункц ія  описує прискоре­
н и й  спад (верш ина перед 0, мал. 3.6, г).
5. К оли  п арам етри Ь2< 0; Ьх> -2!ГЬ2, квадратична ф ункція описує уповіль­
нене зростан н я  (верш ина п ісля часу Г , мал. 3.6, д).
6. К оли  парам етри  Ь2 <  0; 0 < Ь1 < —2ТЬ2 м и також  м аєм о класичний  
випадок — параболу на ш ах (мал. 3.6, е).
Ш л яхом  елем ентарної зам іни  зм ін н и х , а саме: х х — t ; х 2=  t 2 квадратич­
ну ф ункц ію  зводять до багатоф акторно ї регресії, том у невідом і параметри 
розраховую ться  я к  для випадку б агатоф акторної регр ес ії (див. розділ 4).
3.6. ЕКСПОНЕНЦІИНА М ОДИФІКОВАНА КРИВА
Е к сп о н ен ц ій н а  м оди ф ікован а  кри ва, або, я к  її частіш е називаю ть, мо­
диф ікована експонента, ви кори стовується  для опису економ ічних  процесів , 
я к і обм еж ен і зцизу  (мал. 3 .7). її ш и р о к о  ви кори стовую ть  у дослідж енні 
ри н ку . М од и ф ікован а  експ он ен та  м ає вигляд:
П ри  (3>1 м оди ф ікован а  експ он ен та  спочатку  пов ільн о , а потім  ш видко 
зростає і обм еж ена знизу  п рям ою  х=у. П ри  /З <  1 м одиф ікована експонента 
спадає, та її значення тако ж  обм еж ене знизу  значенням  у.
Н аявн ість  парам етра у  зм ін ю є проблем у о ц ін к и  параметрів і заважає 
використовувати  л ін ійну  регресію  ш ляхом  логариф м ування правої та лівої
1 ІП (у)  =  1п ( а Р х +  у ) .  (3 .22)
Логарифм у правій частин і (3 .22) ми далі розбити  не м ож ем о , отж е, не 
можемо зробити н іяк о ї заміни зм інних , я к  у випадку п р о сто ї експоненти . 
Я кщ о /в ід о м е , то р івняння (3.21) набуває вигляду: 
у  - у  =  сс/5х, тобто є випадком експ он ен ц ій н о ї кри во ї, яку  ми легко отри­
маємо, замінивш и у —/ н а  2. У цьому разі ми знаходимо невідомі парамет­
ри ш ляхом логарифмування і зведення до просто ї л ін ій н о ї регресії.
Я кщ о у не відомо, то не м ож на обчислити  1п(і/ -  у), або розбити  вираз 
1п(у) = \п(а/Зх + У). Для обчислення невідом их параметрів необхідно засто­
сувати методи нелін ійного оц ін ю ван н я , я к і в даном у п ідручнику ми не 
розглядаєм о.
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3.7. КРИВА ГОМ ПЕРЦЯ
Крива Гом перця ви кори стовується  в осн овн ом у  для опису  процесів  з 
насиченням  і дуже пош ирена в дем ограф ії, м аркетингу , дослідж енні рин­
ку, збуту продукції. Вона має такий  вигляд:
у = еарХ+г, деО </?< 1. (3.23)
Зазначимо спочатку, щ о ш ляхом  логариф м ування і подальш ої зам іни 
зм інних криву  Г ом перця легко  звести  до м о д и ф ік о в ан о ї ек сп о н ен ти : 
1п (у )=арх + у.
Д ослідим о властивості кри во ї Г ом перця.
1. Граничні точ ки , коли  х =>±©°, будуть таким и:
+ а  > 0 
0, а  < 0 *
2. П ерш а похідна ф ункц ії має вигляд:
у' = (арх + у)'еарх+г = а Іпф)рху -
її знак збігається із знаком  параметра а , коли  0 <  (3 < 1 (1п(/3) < 0). 
Звідси ми м ож ем о зробити в и сн о в о к , щ о ф ункц ія  спадає, коли  а  > 0 , і 
зростає, коли  а  < 0.
3. Друга похідна дор івню є:
Знак ц ієї похідної зб ігається із знаком  виразу — а ( 1 + а р х).
Я к щ о  (X > 0, то ф ункц ія  опукла, в протилеж ном у випадку, коли  а < 0 ,
кпива Гомпепття є 8-кривою  та має точку перегину, коли  1 + а р х= 0 ,  тобто 
х = 1п(-1/а)/1п(/3).
У цій точці у = е 1+ 7. Точка перегину входить до інтервалу спостере­
ж ень [1 , х ], я к щ о  а р  < —1.
Я к щ о  а  > 0, крива спадає асим птотично до ег(мал. 3.8).
Я к щ о  а  < 0, вона має форму 5-кривої, тобто спочатку зростає ш видко, а 
потім  повільно. Такою  ф ункц ією  м ож на описати типову еволю цію  прода­
жу товару.
М а л ю н о к  3.8. Крива Гомперця 
3.8. Л О Г ІС Т И Ч Н А  К РИ В А
Л огістична крива є зворотною  ф ункц ією  до м одиф ікованої експоненти, 
вона має такий  вигляд:
у ------ 1---- , де 0 < ß  < 1, а  > 0, у > 0.
арх + у
(3 .24)
Л огістична крива є типовою  ^-подібною  кривою , у я к о ї точка перетину 
припадає на середину стелі (мал. 3.9).
Д ослідим о властивості ц ієї кривої.
1. А сим птоти  ф ункц ії до­
рівню ю ть:
lim у = — ; lim у = 0 .
де—>оо у  де—»-ОО
2. П ерш а похідна функції:
{aß +  у)
коли а  > 0 , 0  < ß <  1 => ln(ß) < 
< 0 функція зростає.
3. Друга похідна має вигляд:
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У" = -а \ п ф )[\ п ф )р ху2 +  2 р хуу'] =
=  - а  1п2(р )р ху3[$ -  2а р х] =  - а  1п2(Р)Рху3(у -  а рх).
Знак другої пох ідної зб ігається із знаком  виразу: -сс ( у - а/3 х). Логіс- 
тична крива м ає точку  перегину, кол и  у — а/Зх=  0 , в ідповідно  х  =  1п(у/а) х 
Х іп(р ). У ц ій  точц і у  =  1 / (2 у), тобто ордината точ ки  перегину  є серединою  
"стел і”.
Т аким  ч и н о м , логістична кри ва — це в-подібна кри ва з "п ід л о го ю ” 0 
на  початку і "стел ею ”, щ о д ор івн ю є 1/у.
3.9. Д ЕК ІЛ ЬК А  П РО С Т И Х  М ЕТО ДІВ О Б Ч И С Л Е Н Н Я  Н Е В ІД О М И Х  
ПАРАМЕТРІВ Н Е Л ІН ІЙ Н И Х  М ОДЕЛЕЙ. МЕТОД ТРЬОХ ТОЧОК
О цінку параметрів кри ви х  зростан н я з трьом а парам етрам и (модифі­
кована експ он ен та , кри ва Г ом перця і л огістична крива) м о ж н а  провести  
на основі нелін ійної регресії, як а  вимагає ітеративної процедури м інім ізації 
ф ункц ії (сума квадратів п о м и л о к ) багатьох зм ін н и х  (парам етрів ОС, /3, у).
В особливих  випадках невідом і парам етри  цих ф ун кц ій  м ож н а розра­
хувати досить п ростим и  м етодам и, не використовую чи  нел ін ійних  методів. 
До числа спрощ ених методів належ ить, наприклад, метод трьох точ ок , як и й  
м и і розглян ем о . М етод трьох то ч о к  є зручн іш ою  процедурою  і часто вза­
галі д о с т а т н ь о ю .
П ри п усти м о , щ о дані є д оступ н и м и  у період £ =  1, Т  і щ о ф ун кц ія  м ає 
вигляд м оди ф ікован о ї експ он ен ти :
У випадку кри во ї Г ом перця і л о гісти ч н о ї кр и в о ї ф орм ули адаптуємо 
через заміну у( н а 1п(і/() і ( 1 / у ) .
А л г о р и т м  м е т о д у  т р ь о х  т о ч о к
А лгоритм  складається з певних  етапів.
Ет ап 1. Н а перш ом у етапі необхідно розд ілити  дані н а  3 п ідм н ож и н и  
I, II, III , однакові за к ільк істю  елементів. Т очн іш е:
а) якщ о  вся к ількість елементів без залиш ку д ілиться на 3, тобто Т  — Зт, 
м аєм о три п ідм н ож и н и  з к іл ьк істю  елементів у к о ж н ій : Т / 3 =  т;
б) я к щ о  Т  =  Зт+ 1 => к іл ьк ість  елементів (т+ 1) входить до II, а м нож и­
ни  І і III складатим уться з т елементів ;
в) як щ о  Т  =  Зт + 2, тоді Т входить до II м н о ж и н и , а (т +  1) до І, і до III 
м нож ин.
Ет ап 2 . Н а другому етапі необхідно обчислити  значення медіан у трьох 
п ідм нож инах. П означим о  ці значення відповідно: уі9 уп, уш.
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Етап 3. Передбачає розв’язання системи 3-х нерівностей (нелінійних) 
з трьома невідомими:
у{ = а р ІІ+ у  (3.25)
Уи = <*РІп + У (3.26)
Ут =  аРЧп + У (3.27)
Виходячи з того, що рівняння є нелінійними, систему можна розв’язати 
таким чином :
а) спочатку визначити різницю  між рівняннями (3.27)  і (3.26) і між  
рівняннями (3.26)  і (3.25):
Ут -Уи -/3*“); (3.28)
Уп ~ Уі =<*№**-Р )  (3-29)
б) поділити почленно рівняння (3.28) на рівняння (3.29) ,  записавши
А = = Їц -  іг :
Ут ~~ Уи _  Р  ш Р  ц _  Р п ( Р  1) _  « а 
У п - У і  Р ^ - Р 4 Р Ч Р А - 1)
звідки Ы Р ) -  ііп ГУ т - У і іЛ т 
к Уи -  У і У
в) визначивш и /З, повертаємось до (3.28):
а  =  Уиі ~  Уи
/3*пі _  ріп 9
і, виходячи з (3 .25)
У = Уі +  .
Таким чином , ми оцінили всі невідомі параметри. Інколи для прак­
тичних розрахунків мож на замінити медіани середніми величинами на 
етапі 2.
3.10. ЗВ ’Я З О К  М ІЖ  К О Е Ф ІЦ ІЄ Н Т А М И  ЕЛ А С ТИ ЧН О С ТІ І 
П А РА М Е ТРА М И  К РИ В И Х  ЗРО С ТА Н Н Я
В економетриці значну роль відіграють коефіцієнти еластичності, які 
можна отримати через оцінені параметри кривих зростання. Нагадаємо 
загальну формулу для розрахунку коефіцієнтів еластичності:
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{йу/у)/{(1х/х) = (ау/йх)(х/у).
У випадку лінійної моделі коефіцієнт еластичності дорівнюватиме Ьг
Зазначимо, що він залежить не тільки від параметра Ь±9 а й від значень х і 
у (на практиці, коли х і у  не специфіковано, еластичність розраховуємо  
для середніх значень х і у ).
Для кривої, яка шляхом логарифмування зводиться до вигляду:
коефіцієнт еластичності є сталою величиною і дорівню є Ьх.
Справді, ми маємо <і(1п х)/(1х = 1 / х , або <і(1п х) = йх/х.
Якщо брати до уваги дуже малі зміни, то можна записати приблизно: 
( І п ^ -  Іше^) =  (зс—х ^ / х ^ — відносна зміна х. Звідси можна отримати:
1) абсолютну зміну:
(*, -  *,_і);
2) відносну зміну:
3) відносну зміну у процентах, або процент зростання:
х 100%
Модель типу (3.30) називається ^-їіпваг-моделлю.
Для кривої зростання, яка шляхом перетворення зводиться до вигляду:
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ко еф іц ієн ти  еластичності маю ть відповідно вигляд: &і(*) і Ьх ' Г |
у )
М одель типу (3 .31) відом а під назвою  ^ - Н п - м о д е л і ,  а (3 .32) — lin -log-  
м о д е л і .
Д л я  зворот но ї м о д ел і  к о е ф іц іє н т  е л а с т и ч н о с т і д о р ів н ю є
Г і Л
А
\* У )
З в ’я зо к  м іж  нахилом  і ко еф іц ієн то м  еластичності для основних  типів 
моделей наведено в табл. 3.1.
Таблиця 3.1
Модель Загальний вигляд Нахил 
(= d y /d x)
Коефіцієнт еластичності 
(= d y /d x x /y )
Лінійна
log-linear
log-lin
lin-log
Зворотня
У = Ь^+Ьхх  
1 пу  = &0+61 Іпгс 
1щ/ = Ьц+Ь^х 
у  = Ь0Н-&1 Ішс 
У = Ь0+Ьг(1 /х )
h
Ьх(у /х )  
h  (у) 
b i( i /x )
-  M i/* 2)*
h iy j x )
bl
M*>*
h d / y ) *
-Ъ х{1/ху)*
Зазначим о, щ о коеф іц ієн т еластичності є зм інною , тобто залежить від у, 
або х , або від обох цих значень одразу. Н а практи ц і, коли  ці значення не 
сп ец и ф ікован о , їх дуже часто зам іню ю ть на середні значення (х  і у ).
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П ісл я  вивчення цього розділу ви зможете
1. Використовувати криві зростання для опису нелінійного зв ’язку  між 
двома змінними.
2. Зводити шляхом перетворень криві зростання до простої лінійної рег­
ресії.
3. Розраховувати невідомі параметри кривих зростання.
4. Прогнозувати за кривими зростання.
5. Мати уявлення про криві зростання, як і шляхом перетворень неважко 
звести до простої регресії.
6. Вміти обчислювати невідомі параметри для кривих методом трьох то­
чок (особливий випадок).
7. Визначити коеф іцієнти еластичності через оцінені параметри кривих 
зростання.
Короткий огляд розділу
1. Криві зростання використовую ть для опису нелінійного зв ’язку  між 
двома змінними.
2. Певний клас кривих зростання шляхом перетворень можна звести до 
простої лінійної регресії. Для таких кривих залишаю ться правильними всі 
дії, які були правильними для простої лінійної регресії, а саме:
обчислю вання невідомих параметрів проводиться методом найменш их 
квадратів;
параметри тестуються на значимість за ^-критерієм С т’юдента;
будуються інтервали довіри для параметрів і для прогнозного значення;
модель тестується на адекватність за 2^-критерієм Ф ішера.
3. Певний клас кривих зростання (модифікована експонента, крива Гом- 
перця, логістична крива) є нелінійними за своїми параметрами. Для розра­
хунку невідомих параметрів у таких випадках використовую ться методи 
нелінійної регресії. У особливих випадках можливе також  застосування спро­
щених методів оціню вання, наприклад методу трьох точок.
4. В економетриці значну роль відіграють коеф іцієнти еластичності, які 
можна отримати через оцінені параметри кривих зростання. Загальна фор­
мула для розрахунку коеф іцієнтів еластичності має вигляд:
{Л у /у )/((1 х /у )  =  ( й у /й х ) ( х /у ) .
156 Розділ З
О с н о в н і  ф о р м у л и
У з а г а л ь н е н а р е г р е с ій н а  м о д е л ь  з а  к р и в о ю  з р о с т а н н я :
У =  / ( * )  +  Є.
В и б ір к о в а  р е г р е с ій н а  м о д е л ь  з а  к р и в о ю  з р о с т а н н я :
у  = /(* )  + е.
О с н о в н і  т и п и  к р и в и х  з р о с т а н н я :
експоненційна: у  = а р х ;
степенева: У = а х ^ »
. . 1
зворотна: у  = 0О + о1 —;
х
квадратична: У о + ^іх  + ^2Х >
модифікована експонента: У ~ 
крива Гомперця: У = ^  +Г5
1
логістична крива: у
a ß x + у
Ф о р м и  е к с п о н е н ц ій н о ї  к р и в о ї:  
у  -  а(Зх , основна форма Р > 0 • 
у  = ае 1 , Заміню ємо на е 1 » Де ^  = 1п (Р )• 
у  = а ( і  -  г )* , Р замінюємо на (1 -г ), де г =  )8—*1 .
У , «зам іню єм о на еь° , (5 на е&1, деЬ0= 1п(а), 1п(/ї).
і/ = ю ь°+ді*, а  замінюємо на Юд° і ß  на ЮЬі , дefr0 = log(a), Ьг= log(ß).
П е р е т в о р е н н я  д л я  е к с п о н е н ц ій н о ї  к р и в о ї :  
у  = a ß x , ln(i/) = ln(a) + xln(/J).
ln(z/) = ln(a) + xbv
ln (y) — ln(a) + x ln (l-r ) .
\n(y) = &o + 
log(y) = b0 +
У = oceblX,
У = а(1  -  г)* 
у = eb°+blX, 
y  = W b«+b'x ,
П е р е т в о р е н н я  д л я  с т е п е н е в о ї  ф у н к ц і ї :  
у  = a x ß , lnjr - Ina + ß  lnx.
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П е р е т в о р е н н я  д л я  з в о р о т н о ї  ф у н к ц і ї :
П е р е т в о р е н н я  д л я  к в а д р а т и ч н о ї  ф у н к ц і ї :
К оеф іц ієнт  еласт ичност і:
№ у/у )/{ (іх /х )  =  (,ау /йх )(х /у ).
З в е д е н а  т а б л и ц я  к о е ф іц іє н т ів  е л а с т и ч н о с т і  ( т а б л . 3 .1 ) .
ВПРАВИ І КОМЕНТАРІ
В п р а в а  3 .1 .  К р и в а  Ф іл іп с а  д л я  А н г л і ї  1 9 5 0 — 1 9 6 6 р р .
Побудувати залежність між річною зміною заробітної плати у відсотках (у) і 
нормою безробіття (х) для Англії 1950—1966 pp. (табл 3.2).
Т аб лиця  3 .2
Рік Норма зміни заробітної плати, %
X
Безробіття, %
у
1950 1.8 1.4
1951 8.5 1.1
1952 8.4 1.5
1953 4.5 1.5
1954 4.3 1.2
1955 6.9 1.0
1956 8.0 1.1
1957 5.0 1.3
1958 3.6 1.8
1959 2.6 1.9
1960 2.6 1.5
1961 4.2 1.4
1962 3.6 1.8
1963 3.7 2.1
1964 4.8 1.5
1965 4.3 1.3
1966 4.6 1.4
Джерело: C liff Pratten. A pplied M acroeconomics. — Oxford: O xford University Press, 1985. — 
P. 85
Р озв я зо к
Залежність між зм іною  норм и заробітної плати та нормою  безробіття в 
м акроеконом іц і описується кривою  Ф іліпса. Проведені за даними (таблиці) 
розрахунки дали змогу побудувати таку модель:
у, = -1 .4 2 8 4  + 8.7243 —
x t
(2 .0675) (2 .8478) , R 2= 0 .38  , F x 15= 9.39 ,
де в дужках наведено стандартне квадратичне відхилення для параметрів.
Оцінена крива дає нам граничне значення у  (-1 .4 3 % ), тобто, коли хне- 
скінченно зростає, відсоток заробітної плати зниж ується, але не може перехо­
дити межу 1.43% на рік.
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ВИКОНАЙТЕ САМОСТІЙНО
В п р а в и .  К р и в і  з р о с т а н н я
Вправа 3.2. У табл. 3.3 наведено умовні дані за дефлятором ВВП (вало­
вий внутріш ній продукт) для вітчизняних товарів і дефлятор для імпорто­
ваних товарів за 1978— 1992 рр. Дефлятор часто використовується як  по­
казник інф ляц ії спож ивчих цін (індекс спож ивчих ц ін ).
Т аб лиця  3 .3
Рік ВВП дефлятор для вітчизняних продуктів ВВП дефлятор для імпорту
у_ X
1978 1000 100.0
1979 1023 104.2
1980 1040 109.2
1981 1087 110.5
1982 1146 111.0
1983 1285 125.7
1984 1485 174.9
1985 1521 177.0
1986 1543 188.9
1987 1567 197.4
1988 1592 201.5
1989 1714 226.0
1990 1841 262.1
1991 1959 277.7
1992 2033 273.5
Щ об дослідити віднош ення між  внутріш німи та світовими цінам и, мож­
на використати  такі моделі:
1. Уі — 0^ 0 + сх^хі +
2. У і = + £ ,,
де у = В В П  — дефлятор для вітчизняної продукції і х  = В В П  — дефлятор 
для ім портованої продукції.
1. Я ку з моделей ви виберете як  найкращ у?
2. Застосуйте кож ну з моделей до даних та визначте, яка  з них кращ е 
підходить для опису даних.
3. Я ка інш а модель може бути прийнятною  для наведених даних?
В п р а в а  3 .3 . Р е г р е с ія  із с т а н д а р т и з о в а н и м и  з м ін н и м и  
Нехай х \  = (х і = х ) / 8 х у* =  (уі - у ) / З у,
де і Я — середньоквадратичні відхилення х  та у  у вибірці. П окаж іть,X у
щ о для моделі
оцінка параметра р0 дорівню є нулю (&0=0), а оц інка параметра Рх дорівню є
коеф іцієнту кореляції м іж х  та у  (&1=г). П оясн іть причину використання
регресійної моделі із стандартизованими зм інним и.
* *
П риміт ка. у ь та х і , визначені вищ е, є стандартизованими зм інним и. 
Змінна є стандартизованою , або заданою в одиницях стандартного відхилення, 
якщ о вона виражена в формі відхилення від її середнього значення (зміна 
від початкового значення) і поділена на її середньоквадратичне відхилення 
(зміна масш табу). Таким чи н ом , стандартизація вклю чає як  зміну від почат­
кового значення, так і зм іну масш табу.
С т а н д а р т и з о в а н і  з м ін н і  м а ю т ь  н у л ь о в е  с е р е д н є  з н а ч е н н я  і д и с п е р ­
сію 1. Я к  результат, зміна на одиницю , скаж ім о х* , означає зміну одного 
середньоквадратичного відхилення. Тоді нахил в моделі, поданій вищ е, може 
інтерпретуватися як  такий, щ о показує кількість середньоквадратичних відхи­
лень, на яку в середньому зм іню ється залежна змінна, коли поясню вана змінна 
зм іню ється на одне стандартне відхилення. К оеф іц ієнт нахилу у вищ енаве- 
деній моделі називається бета-коеф іцієнтом  (не зміш увати з бета-коеф іцієн- 
том у портфельній теорії).
Вправа 3 .4
Дано такі моделі:
модель 1: Уі = 130 + /51х і + єі.
модель 2: у і = а 0 + а хх і + єі9
де у* і х* — стандартизовані зм інні, я к  було визначено у вправі 3.2. Я к  і 
раніш е, вважатимемо, щ о оцінка параметра а х = а 19 а оц інка параметра Рг= Ьу  
П окаж іть, щ о = &і(5х /  &  у )  •
Доведіть, щ о , хоча параметри регресії не залежать від зм іни початкового 
значення, вони є залеж ними від зм іни масш табу .
Вправа 3 .5
Розглянемо такі моделі:
д е  уі = ю1уі т а  хь = и>2хі , ю є  к о н с т а н т о ю .
1. Встановіть віднош ення м іж  двома наборами параметрів регресії та 
їхнім и середньоквадратичними відхиленням и.
2. Ч и  є д 2 різним  в обох моделях?
Вправа 3 .6
П рипустим о, ви застосовуєте таку версію кривої Ф іліпса до даних із таб­
лиці 3.1:
Уі =  Р о  +  Р і х г +  є*,
де у  — річна зміна рівня заробітної плати (% ) та  л: — рівень безробіття (%).
1. Я ким  попередньо є очікуваний знак /} ?
2. Оцініть невідомі параметри регресії, використовую чи дані вправи 3.1.
3. Я к  м ож на отримані результати порівняти з таким и ж  у моделі з впра­
ви 3.1? Ч и  є м іж  ним и якась суперечність?
4. Ч и  можете ви порівняти два значення і?2 ?
5. Я к ій  з моделей ви надаєте перевагу? Чому?
6. Ч и  м ож на оцінити природний рівень безробіття з оціненої кривої Фі­
ліпса у вправі 3.1? Я кщ о м ож на, то як?
Вправа 3 .7
Дано таку модель:
де у г — значення зм інної у  в період часу £; у 0 — початкове значення у; у  — 
річний темп зростання; £ — випадкова величина; £ — час.
Я кщ о не брати до уваги випадкову величину, то наведена модель є про­
стою формулою складного процента у фінансах.
Логарифмую чи модель, отримаємо:
їй У* -  І*1 У о + * 1п(1 + #) + £* = А  + А* + £*> (3.23)
де Ро = ІП у0 І p 1 =  ln(l  +  g ) .
1. Я ка відмінність м іж  рівнянням  (3.23) та log-lin-моделлю
ІП у і =  Р о  +  Р і х , +  £(, (3.24)
хоч стосовно регресії (після т о г о  я к  допускається х  = £) обидва рівняння 
виглядають однаково?
2. Я кщ о ви використовуєте модель (3 .23), я к  би ви оцінили параметр g, 
темп зростання?
3. Я к  цей темп зростання відрізняється від отриманого у (3.24)? Ч и  є між
ним и якась відмінність, якщ о  так, то чи вона суттєва??
В п рава  3 .8
Як ви обчислите еластичність за доходом (бу/(1х)(х /у)  для log-lin-мoдeлi 
(3.24), якщ о у  є величиною спож итих товарів і х  доходом споживачів?
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В п р а ва  3 .9
Логарифмічна зворотна модель має вигляд:
1. Які властивості ц ієї моделі? Підказка: використайте нахил, асимптоти 
і т.д.
2. Нехай X — час. Я кий вигляд має крива, що описується цією  моделлю?
3. У яком у випадку використовується ця модель?
В п р а ва  3 .1 0
У табл. 3.4 подаються такі дані:
Таблиця 3 .4
Уі Уі
86 3 62 35
79 7 52 45
76 12 51 55
69 17 51 70
65 25 48 120
Побудуйте за наведеними даними модель вигляду:
Оцініть невідомі параметри, проінтерпретуйте результати.
В п р а ва  3 .1 1
Щ об виміряти еластичність між капіталом та витратами праці Ероу, Че- 
нері, М інас та Солоу, автори відомої тепер виробничої ф ункції ПЕЗ (функція 
з постійною  еластичністю заміни — GES, constant elasticity of substitution), 
використовували таку модель:
де (У /Ь ) — вартість, що додається кож ною  додатковою  одиницею  праці; 
Ь — кількість праці; ^  — реальна заробітна плата. К оеф іц ієнт показує 
еластичність заміни між працею та капіталом. За даними табл. 3.5, яка пода­
на нижче, пересвідчіться, що еластичність дорівню є 1.3338 і що її значення не 
відрізняється статистично значимо від 1.
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Т аблиця  3 .5
Промисловість ЬйУ/Ц logW
Борошняна 3.6973 2.9617
Цукрова 3.4795 2.8532
Фарби 4.0004 3.1158
Цементна 3.6609 3.0371
Скляних виробів 3.2321 2.8727
Керамічна 3.3418 2.9745
Лісова 3.4308 2.8287
Бавовняна 3.3158 3.0888
Вовняна 3.5062 3.0086
Л ьняна 3.2352 2.9680
Хімічна 3.8823 3.0909
Алюмінієва 3.7309 3.0881
Металургійна 3.7716 3.2256
Велосипедів 3.6601 3.1025
Ткацьких верстатів 3.7554 3.1354
В п р а ва  3 .1 2
У табл. 3.6 наведені дані про норми інфляції в умовних країнах (% ).
Т аблиця  3 .6
Рік Країна 1 Країна 2 Країна 3
1982 5.9 6.5 7.6
1983 4.3 9.5 6.3
1984 3.6 6.8 4.9
1985 6.2 8.4 12.0
1986 10.9 16.0 24.6
1987 9.2 24.2 11.7
1988 5.8 16.5 9.3
1989 6.4 15.9 8.1
1990 7.6 8.3 3.8
1991 11.4 13.4 3.6
1992 13.6 18.0 8.0
Для кож ної країни оцініть темп зростання інфляції, за такою моделлю:
де у — норма інфляції.
В п р а ва  3 .1 3
Будівельна ком панія спеціалізується на будівництві нерухомості. У табл. 
3.7 наведено дані за 8 років щодо о б ’єктів , будівництво яких розпочато.
1. Для кож ної зм інної визначити регресію за часом.
2. Визначити загальну площ у (кількість будинків та їх загальну площ у). 
Ч и мож на використати лінійну регресію?
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Таблиця 3. 7
Рік 1 2 3 4 5 6 7 8 9
Число 2 3 4 3 6 5 6 3 ?
Середня площа 3 4 7 10 11 12 15 18
3. В изначити  п рогн оз загальної п л о щ і на  9-ий р ік .
В п р а в а  3 .1 4
У табл. 3.8 наведено дан і про населення С Ш А  п р о тяго м  1850 — 1990 рр . 
Використати різні криві зростання для прогнозу, оц інити  одержані результа­
ти, використовую чи критерії МББ і М АРЕ.
Т аблиця 3 .8
1850 1860 1870 1880 1890 1900 1910 1920 1930 1940 1950
23.2 31.4 39.8 50.2 62.9 76.0 92.0 105.7 122.8 131.7 151.1
П ор івн яй те  результати п р о гн о зу  і реальні дан і за 1960— 1990 р о к и  (табл. 
3.9).
Т аблиця  3 .9
1960 1970 1980 1990
179 203 226 246
В п р а в а  3 .1 5
П роанал ізуєм о  г іп отети ч н и й  ви п у ск  п р о д у кц ії двох країн  — У країни  та 
Л итви за 1986— 1993 р. (табл. 3.10). Е ко н о м іч н е  зр о стан н я  У країн и  здається 
скромніш им порівняно з експоненціальним економ ічним  зростанням  Ли­
тви.
Т аблиця 3 .1 0
В ипуск продукц ії У країни та Л итви  (млрд. екю )
1986
1987
1988
1989
1990
1991
1992
1993
31.3
36.7
44.4
49.8 
59.6 
68.0
74.4 
79.0
0.0319
0.0272
0.0225
0.0200
0.01678
3.4434
3.6028
3.7932
3.9080
4.0877
230.9
280.4
320.1
0.00433
0.00357
0.00312
339.1 0.00295
398.8 0.00251
0.0147
0.0134
0.01266
4.2195
4.3095
4.3694
453.3
504.4 
557.6
0.00221
0.00198
0.00179
5.442
5.6362
5.7686
5.8263
5.9885
6.1166
6.2234
6.3236
Я кщ о побудувати графіки за звичайною і логарифмічною шкалами, то 
мож на пом ітити, що ефект зростання виробництва У країни, замаскований 
ефектом масштабу, зникне.
1. Побудувати графіки за звичайною і логарифмічною шкалами. Порівняти 
результати.
2. Знайти параметри за методом трьох точок для модифікованої експо­
ненти, логістичної кривої і кривої Гомперця (використати медіани і середні).
3. Знайти параметри за методом М Н К  для експоненти.
4. Зробити прогноз на 1994 р. та дати оцінку якості моделі за критерієм 
М АРЕ. П орівняти результати.
В п р а в а  3 .1 6
У табл. 3.11 та 3.12 наведено дані щ одо випуску промислової продукції 
та поквартальної заробітної плати в Україні.
Підібрати криві, як і найповніш е описую ть тенденцію.
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Таблиця 3.11
Випуск промислової продукції (помісячно) в У країн і в 1994 р.
Дата Випуск продукції, млрд.крб
Січень 1994 46516
Лютий 1994 52928
Березень 1994 57928
Квітень 1994 58827
Травень 1994 59978
Червень 1994 65169
Липень 1994 64513
Т аблиця  3 .12
Поквартальна заробітна плата у держсекторі України (1992 — 1994 pp.)
Квартал Заробітна плата без премій, 
млрд.крб.
1992 (1) 115
1992 (2) 238
1992 (3) 362
1992 (4) 761
1993 (1) 1223
1993 (2) 2220
1993 (3) 6366
1993 (4) 21224
1994 (1) 42043
1994 (2) 54313
Вибрати правильну відповідь на запитання
1. Р егресійна  м одель вваж аєт ься  л ін ій н о ю , ко ли  вона:
а ) л ін ій н а  за  зм ін н и м и ;
б) л ін ій н а  за  п а р а м ет рам и;
в ) л ін ій н а  за  зм ін н и м и  т а  пара м ет р а м и .
2. П р и п уст и м о , що для опису одного економ ічного  процесу придат ні 
дві м оделі. О бидві а д еква т н і за  ¥ -крит ер ієм  Ф іш ера. Я к ій  надат и  
перевагу , т ій  у  якої:
а) б ільш ий коеф іц ієнт  дет ерм інації;
б) м ен ш ий  коеф іц ієнт  дет ерм інації;
в) більш е значення  ¥ -кр и т ер іяФ іш ер а ;
г) м енш е значення  ¥-крит ерія  Ф іш ера ?
3. П р и пуст им о , що для опису одного економ ічного процесу прийнят н і 
дві м оделі. О б идві а д еква т н і за  ¥ -крит ер ієм  Ф іш ера. Я к ій  надат и  
перевагу , т ій  у  якої:
а) м енш е значен ня  М  А Р Е ;
б) більш е значен ня  Ш АРЕ;
в) більш е значення  ¥ -крит ер ія  Ф іш ера;
г) м енш е значення  ¥ -крит ерія  Ф іш ера?
4. З начен ня  М Е  для л ін ій н о ї р егр ес ії повинно  прям уват и:
а) до 1;
б) до нескінченност і;
в) до 0.
5. К рива  вит рат  Е нгеля  п о к а зує  віднош ення вит рат  спож ивача  до 
його загального  доходу. П озн ачаю чи  через у  вит рат и  спож ивача  на  
т овари , чере х  доход спож ивача , от рим уєм о т а к і м оделі:
а ) у  = Ро + к х  + £;
б) у = Ро + А Ух + є;
в) У = Ро + Р і іп х  + є;
г) 1пу = 1п Д) + Д  Іпх + є.
Я к у  з ц и х  м оделей  ви б вибрали  для к р и в о ї Е нгеля  ?
6. К рива  Ф іл іпса  кращ е за  все описуєт ься  м оделлю :
а)  1пг/= Іпр0 + р1 Ух + є;
б) 1п у = 1п Р0 + р11п х + є;
в )  У = Ро + Ріх  + £>
г)  У = Ро + А  Ух  + є-
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7. П р и п уст и м о , що залеж ніст ь вит рат  від доходу описуєт ься ф у н к ­
цією:
Середнє значення у  = 2, середнє значення х  = 6> а Ьг = 3. Тодіко- 
еф іцієнт  еласт ичност і вит рат  від доходу дорівню є:
а) 8;
б) 1;
в) 9;
г) 4.
8. П ри п уст и м о , що залеж ніст ь вит рат  від доходу описуєт ься ф у н к ­
цією:
1п у  = Ь0 + Ь11п х.
Середнє значення у = 15, середнє значення х  = 7, а Ь1 =  4. Тоді к о ­
еф іцієнт  еласт ичност і вит рат  від доходу дорівню є:
а) 38;
б) 1/7;
в) 9;
г) 4.
ВІДПОВІСТИ НА ЗАПИТАННЯ: ТАК/НІ; ЯКЩО НІ, ПОЯСНІТЬ ЧОМУ
1. Крива Гомперця є нелінійною  за параметрами ф ункцією .
2. Л огістична крива ш ляхом перетворень зводиться до л ін ійної регресії.
3. Регресійна модель є нелінійною, якщ о вона нелінійна за своїми змінними.
4. Крива Ф іліпса має вигляд:
У -  Ро + А. / х  + е-
5. Ж иттєвий  цикл товару частіш е за все описую ть 8-подібними кривими.
6. Ч и  м ож на ш ляхом перетворень звести експоненту до вигляду:
7. Ч и  м ож на параметри м одиф ікованої експоненти розрахувати за мето­
дом найменш их квадратів?
8. Ч и  м ож на параметри експоненти розрахувати за методом найменш их 
квадратів?
9. У ^ -И п еаг-м о д ел і коеф іц ієнт еластичності дорівню є нахилу.
10. У И п -^ -м о д ел і коеф іцієнт еластичності дорівню є нахилу.
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ВІДПОВІДІ
Т е с т
1) б; 5) б ;
2) а; 6) г;
3) а; 7) в;
4) в; 8) г.
Т а к /н і
1. Так.
2. Ні. Логістична крива є нелінійною  за параметрами моделлю.
3. Ні. Регресійна модель є нелінійною , якщ о вона нелінійна за своїми 
параметрами.
4. Так.
5. Так.
6. Так.
7. Ні. М одифікована експонента є нелінійною  за своїми параметрами, і 
шляхом перетворень її не м ож на звести до лін ійної регресії.
8. Так.
9. Так.
10. Ні. В 1іп-к^-моделі, яка має вигляд: у  = Ь0 + Ь1\п х 9 коеф іцієнт еластич­
ності дорівнює: Ь ^ І /у ) .
ЗАСТОСУВАННЯ ЕКОНОМІЧНИХ ЗНАНЬ
З р о с т а н н я  м а л и х  п р и в а т и зо в а н и х  п ід п р и єм с т в  в У к р а їн і
Розглянемо модель динаміки приватизації підприємств в Україні, зупи­
нивш ись лише на найпростіш ій моделі зростання кількості приватизованих 
підприємств за часом. У реальному випадку при моделюванні процесу малої 
приватизації в Україні перш за все необхідно дослідити вплив багатьох фак­
торів на процес малої приватизації, тобто побудувати та дослідити модель бага- 
тофакторної регресії (до неї ми повернемося в наступному розділі).
У табл. 3.16 наведено дані про щ ом ісячну кількість приватизованих під­
приємств в Україні з січня 1994 по червень 1995 року.
Дані взято із збірників "Тенденції української е к о н о м ік и ” Європейського 
Центру макроекономічного аналізу України та економ ічного бюлетеня "Украї­
на в цифрах".
Якщ о відобразити ці дані на числовій осі, то отримаємо приблизний графік, 
характерний для квадратичної функції (мал. 3.15).
Отже, для нашого прикладу можна припустити, що залежність між кіль­
кістю приватизованих малих підприємств та часом може бути описана квад­
ратичною функцією .
За наведеними даним и, з ви ­
к о р и с т а н н я м  п ак ета  STAT- 
GRAPH було отримано таку квад­
ратичну модель:
у  = 3262.05  + 913 .819г- 
-1 7 .5 8 1 3 г2.
M E  = 00.00,
М АРЕ = 2.58.
Зробимо прогноз зростання кіль­
кості приватизованих підприємств 
за наведеною моделлю, починаючи 
з жовтня 1995 року, та порівняємо 
його з уже відомими фактичними 
значеннями (табл. 3.17).
Як бачимо з таблиці, прогнозні 
дані виявилися значно занижени­
ми порівняно з фактичними дани­
ми. Це м ож на легко пояснити  
тим, що у другій половині 1995 року уряд намагався адміністративними дія­
ми штурмувати процес приватизації, тому, звичайно, інерційність процесу була 
порушена.
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Таблиця 3.16
Місяць, рік Кількість приватизованих 
підприємств
15.01.94 4300
15.02.94 4967
15.03.94 5442
15.04.94 6438
15.05.94 7557
15.06.94 8402
15.07.94 8910
15.08.94 9450
15.09.94 10214
15.10.94 10910
15.11.94 11100
15.12.94 11552
15.01.95 12375
15.02.95 12450
15.03.95 12802
15.04.95 12975
15.05.95 13100
15.06.95 14957
Таблиця 3 .1 7
Період 15.10.95 15.11.95 15.12.95
Результати, 
отримані за 
квадратичною 
моделлю
15138 15291 15406
Ф актичні дані 18344 19026 19714
М алю нок 3 .10
П рогнозування середнього темпу зростання обсягів продажу 
товару
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На цьому прикладі ми покаж емо, як  на практиці можна ув’язати викори­
стання простої лінійної моделі та експоненційної. П рипустимо, що відоме в 
Україні підприємство "Вимпел", що випускає автомобілі, хоче спрогнозувати 
обсяги реалізації продукції в майбутньому, а також знайти середній темп 
зростання обсягів продажу своєї продукції. П ідприємство має статистику об­
сягу реалізації продукції з 1974 по 1996 рр. (умовні дані у табл. 3.18). Вихо­
дячи з цих даних, відділ маркетингу проводить відповідні дослідження.
Якщ о відобразити ц і дані н а  ч и с  
ловій осі, то отримаємо графік, харак­
терний для лінійної функції. Отже, 
прогнозувати обсяги продажу про­
дукції м ож на за моделлю просто ї 
лінійної регресії:
х( = Ь0 + Ьхі +  . (3 .2 5 )
Для того, щоб знайти середній темп 
зростання, згадаємо, що між обсягами 
продажу продукції у £-році та базо­
вому є така залежність:
х 4 = х 0е * ,  (3 .2 6 )
де Х 0 — продаж продукції у базовому 
році; Хг — продаж продукції в £-році; 
§  — темп зростання продажу продук­
ції.
В и кори стовую чи  логариф м ічне 
трансф орм ування формули (3 .2 6 ), 
отримаємо:
Т а б л и ц я  3 .1 8
Щорічні обсяги продажу автомобілів
Рік г Обсяги продажу, млн.грн. 
Хі
1973 і 14755.6
1974 2 14979.9
1975 3 16433.0
1976 4 20194.4
1978 5 23015.1
1979 6 23620.6
1980 7 24009.1
1981 8 28839.6
1982 9 37841.5
1983 10 42784.1
1984 11 43513.7
1985 12 37085.5
1986 13 38247.1
1987 14 37067.2
1988 15 44454.6
1989 16 52366.4
1990 17 52774.4
1991 18 62868.3
1992 19 72797.2
1993 20 82193.0
1994 21 82879.4
1995 22 81844.0
Рівняння (3.27) відоме як  лог-лінійна (І0£-Ііп) регресійна модель. Справді, 
вводячи  таку  зам ін у  зм ін н и х : а0 = І0§е Х 0 , аг = g  = норма зрост ання прода­
жу, отримаємо:
Використовуючи моделі (3.25) та (3.28), відділ маркетингу розраховує про­
гноз майбутніх обсягів продажу, а також оціню є середній темп зростання об­
сягу продажу. Невідомі параметри моделі (3.25) обчислю ю ться методом най­
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менш их квадратів. П ісля розрахунків за допомогою  пакета прикладних про­
грам STATGRAPH отримаємо (див. табл. 3.19):
Оцінені параметри
Таблиця 3 .1 9
Змінна Оцінені
параметри
Стандартна
помилка
t для Н 0 Prob>|f|
Перетин 3239.94 2948.62 1.099 0.2843
Нахил 3167.10 215.05 14.727 0.0001
Таблиця 3 .2 0
Аналіз дисперсій
Джерело DF Сума квадратів Середній
квадрат
F-значення Prob>|f|
Модель 1 101150900144 101150900144 216.892 0.001
Помилка 20 982834678 46801651
Загальна 21 11133734822
Root M SE  = 6841.17;
Д 2 = 0 .9075 .
Оцінений коеф іцієнт детермінації (Д 2) = 0 .9075 .
Отже, модель для прогнозування обсягів продажу продукції з оціненими 
параметрами має вигляд:
І х ( = Ь 0 + V  = 3239.94  + 3167.101* (3.29)
з Д 2 = 0 .9075 .
Підставляючи замість £ необхідний період, наприклад (23,24, ....), отримає­
мо відповідно прогнози обсягів продажу на 1996, 1997 рік і т.д.
Для того, щоб оцінити середній темп зростання обсягів продажу підприєм­
ства за 1973 — 1995 рр., використаєм о log-li.Il-модель (3.28) та дані таблиці. 
Після розрахунку невідомих параметрів за методом найменш их квадратів 
отримаємо:
\оше = а0 + агг = 9 .4834  + 0 .0827  г (3.30)
(0.516) (0 .0038)
Д 2 = 0 .9 5 8 .
Зазначимо, що величини в дужках — це стандартні помилки параметрів, 
тобто середнє квадратичне відхилення параметрів.
Результат показує, що середній темп зростання обсягів продажу для дослі­
джуваного підприємства дорівню є аЛ = £  = 8.27% . Інакше кажучи, середній 
темп зростання обсягу продажу автомобілів підприємства "Вимпел" за 1973 
— 1995 pp. становив 8.27%.
Р О ЗД ІЛ  4. БАГАТОФАКТОРНА РЕГРЕСІЯ
4.1 . ВСТУП. ПРИКЛАДИ ВИКОРИСТАННЯ БАГАТОФАКТОРНОГО  
РЕГРЕСІЙНОГО АН АЛІЗУ НА П РАКТИ Ц І
Н а п ракти ц і ек о н о м іч н и й  п роц ес зм ін ю єтьс я  під вп ли вом  багатьох 
р ізном ан ітних  ф актор ів , я к і треба вм іти  ви яви ти  та о ц ін и ти . Я к щ о  м и 
повернемося до наш ого прикладу аналізу обсягу продаж  на ф ірм і, то справді, 
було б великим  сп р о щ ен н ям  д о п у скати , щ о зм іни  їх залеж ать тільки  від 
витрат на  реклам у. Н а об сяги  продаж у впливає ч асти н а  р и н к у , як у  утри­
мує ф ірма; як іст ь  п род укц ії; ім ідж  м арки  п р о д у кц ії серед н аселен н я; се­
редня зароб ітна плата населення у регіонах  продаж у та ін ш і ф актори .
Д о складу доходу к о н со л ід о в ан о го  бю дж ету У кра їн и , входять п рям і 
податки (на доходи) п ід п ри єм ств  та д ом аш н іх  госп од арств  і н еп р ям і по­
датки (ПДВ — п од аток  н а  додану вартість , ак ц и зн і зб о р и ). Д оход також  
мож е залучати стягн ен н я  із зарплати (Ч о р н о б и л ьськ и й  п о д ато к , пенсій­
ний ф онд) та н еф іскальн і стягн ен н я  (наприклад , доходи  від п ри вати зац ії) 
і т .ін . Отже, при  аналізі та п рогн озуван н і доходу к о н со л ід о в ан о го  бюдже­
ту У країни  необхідно дослідити  вплив на й ого  величину  п одатк ів  на  дода­
ну вартість, податків  на  доходи п ід п р и єм ств , податк ів  з н асел ен н я , акциз­
ного збору, Ч о р н о б и л ьськ о го , п ен с ій н о го  ф онду та ін ш і, тобто  зд ійснити  
багатоф акторний  аналіз.
П ри досл ід ж ен н і п роц есу  м алої п р и вати зац ії вел и ки м  с п р о щ ен н ям  
було б припускати (див. розділ 3), щ о к ількість  приватизованих п ідприєм ств 
зм ін ю ється  тільки  з ч асом . Звичайно  вона зм ін ю єтьс я  під впливом  бага­
тьох ф актор ів , а сам е: обсягів  кред и тів , ін дексу  реальної п р о д у к ц ії, р івн я  
інф ляц ії оптових ц ін , к іл ьк о ст і гром адян , я к і ско р и стал и ся  приватизацій­
ним и  сертиф ікатам и , та ін .
П роблем а лібералізац ії ц ін  зал и ш ається  д оси ть  актуальною  для Украї­
ни . Н а відм іну від стабіл ізац ії валю ти та п ри вати зац ії, необ х ід н ість  я к и х  
була загальновизнаною , л ібералізац ія  ц ін  довго  залиш алася неузгодж е- 
ним  пи тан н ям  для п р и хи л ьн и к ів  р ізн и х  погляд ів  на р о зв и т о к  ек о н о м ік и  
У країни . Д ля д осл ід ж ен н я п роц есу  л ібералізац ії ц ін  на  р и н ках  У країни  
також  важ ливо ви яви ти  та дослідити  вплив р ізн о м ан ітн и х  ф ак тор ів , та­
ки х , наприклад, я к  в ідхилення у в ідсотках  р и н к о в о го  о б м ін н ого  курсу 
валю т від встановленого  держ авою  (м ож н а вваж ати  ц и ф ру  відхилення 
аналогією  до відповідного  ’’п о д а тк у ” на  оп ерац ії з обм іну  валю т), від обме­
ж ен н я  експ орту  (цей п о к а зн и к  ро зр ах о ву ється  я к  ч астка  експ орту , щ о 
зд ійсню ється за л іцензіям и  та встановленим и держ авою  кв о там и ), від адмі­
н істрати вн ого  кон тролю  за внутр іш ньою  торгівлею  (частка загального ви­
пуску продукц ії, щ о зд ійсню ється  за держ авним и зам овленням и і контрак­
там и , а не за р іш ен н ям  п ід п р и єм ств ), від кон тролю  за ц інам и роздрібної 
торгівлі (частка загального ви п уску  п род укц ії, щ о підлягає держ авном у 
уп равл ін н ю ), від кон тролю  за оптови м и  ц інам и , від частки  валю тних опе­
рац ій , щ о зд ійсню ю ться через н ери н кові, адміністративні м еханізм и, та ін.
За д о п о м о го ю  багатоф акторно ї регресії м ож н а аналізувати численні 
соц іальн і проблем и . Н априклад, дослідж увати , я к  впливаю ть р ізн і соці­
альні ф актори  на к іл ьк ість  зареєстрованих  в У країн і злочинів протягом  
останнього  десятил іття . Для аналізу та побудови багатоф акторної регресій- 
но ї моделі м о ж н а  обрати такі ф актори , я к  загальна к іл ьк ість  населення в 
У країн і, забезпечен ість населення ж и тлом , продаж  алкогольних напоїв у 
розрахунку  на душ у населення, к ільк ість  лю дей, щ о м аю ть вищ у та серед­
ню  освіту  в розрахун ку  на 1000 ос іб , реальну середню  заробітну плату 
р о б ітн и к ів  та служ бовц ів , р івень безробіття , р івень культурного розвитку  
нац ії та ін ш і.
Д осить  актуальною  в У країн і залиш ається проблем а аналізу народжу­
ваності, а саме впливу р ізн ом ан ітн и х  ф акторів  на к іл ьк ість  народж ених. 
Серед таки х  ф акторів  виділим о к іл ьк ість  ж ін очого  населення віком  від 
16 до 47 р о к ів , ч астку  п енсіонер ів  у загальній к іл ькості населення Украї­
ни , реальні грош ові доходи населення, к іл ьк ість  п остій н и х  дош кільних  
закладів, к іл ьк ість  зареєстрованих  ш лю бів , к іл ьк ість  зареєстрованих роз­
лучень, к іл ьк ість  абортів , к ільк ість  хворих  з д іагнозом  на алкоголізм  та 
н арком ан ію  то щ о .
П ідсум овую чи  розглянуті вищ е приклади , зазначим о, щ о саме багато- 
ф акторн и й  регресій н и й  аналіз допом агає знайти  явн и й  вигляд залеж ності 
дослідж уваного  п о к азн и к а  від чи слен н и х  ф актор ів , щ о впливаю ть на його 
зм іну, а так о ж  к іл ьк існ о  оц ін и ти  їхн ій  вплив.
Але треба п ідкресли ти , щ о складність розрахунків  та узагальнення 
ін ф орм ац ії призводять  до н еобхідності ш и р о к о го  ви к о р и стан н я  обчислю­
вальної тех н іки . Т ом у побудова та аналіз багатоф акторних  регресійних 
м оделей базую ться на сучасних пакетах прикладних програм . Е коном іст- 
стати сти к  пови н ен  ум іти аналізувати отрим ан і результати та робити за 
ним и  ви с н о в к и , вм іти  оц інити  найкращ у модель для в за єм о зв ’язк у  вихід­
них стати сти чн и х  даних.
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4 .2 . К Л А С И Ч Н А  Л ІН ІЙ Н А  БА ГА ТО Ф А К ТО РН А  М О Д Е Л Ь.
ОСНОВНІ П РИ П У Щ Е Н Н Я  У БАГАТОФАКТОРНОМ У РЕГРЕСІЙНОМ У 
А Н А Л ІЗІ
У загальнена багатоф акторна л ін ій н а  регресійна м одель м ож е бути за­
писана у таком у вигляді:
У -  А) +  Р і Х 1 +  р2Х2 +---+РрХр + є 9 (4.1)
де г/ — залеж на зм інна;
х 1, х 2^ . . 9х р — незалеж ні зм ін н і (або ф ак то р и );
Р0ур1,. . , ,ІЗ п — парам етри моделі (к о н с та н ти ), я к і п отр іб н о  оц ін и ти ;
Є — неспостереж увана випадкова величина.
Н агадаєм о, щ о узагальнена регресійна м одель — це м одель, як а  д ійсна 
для вс іє ї генеральної сукуп н ості. Н евідом і парам етри  узагальненої мо­
делі є кон стан там и , а випадкова величина — неспостереж увана, і м и може­
мо зробити  тільки  п ри п у щ ен н я  відповідно до зако н у  її розпод ілу . Н а 
відміну від узагальненої регресій н о ї м оделі, ви б іркова  м одель будується 
для певної ви б ірки ; невідом і парам етри  в и б ір к о во ї м оделі є ви п ад кови м и  
величинам и, м атем атичне спод івання як и х  дор івн ю є парам етрам  узагаль­
неної моделі (випадок кл аси чн о ї л ін ій н о ї регр есії) , ви п ад ков і величини  
(пом илки) м ож н а о ц ін и ти , виходячи  з ви б іркови х  даних.
В ідповідно до позначень, введених у  розділі 2, в и б ір к о в а  л і н і й н а  б а г а ­
т о ф а к т о р н а  м о д е л ь  м а є  т а к и й  в и г л я д :
де у  — залеж на зм інна;
х 1>х29" ч Х р — незалеж ні зм інн і (або ф ак то р и );
Ь0,ЬІУ...',Ь р — о ц ін к и  невідом их парам етрів узагальненої м оделі;
е — випадкова величина (п о м и л к а).
Л ін ій н о ю  р е г р е с ій н о ю  м о д е л л ю  н а з и в а є т ь с я  м о д е л ь ,  л і н і й н а  з а  
с в о їм и  п а р а м е т р а м и .
За введеним и нам и п о зн ач ен н ям и , багатоф акторна л ін ій н а  регресійна 
модель м ає р незалеж них зм ін н и х , або ф актор ів , я к і впливаю ть на  залеж­
ну зм інну  у, та (р +  1) невідом их парам етрів , я к і потр іб н о  о ц ін и ти .
О сн о в н і п р и п у щ ен н я  у  б а г а т о ф а к т о р н о м у  р е г р е с ій н о м у  а н а л із і
Я к було вж е сказан о , у разі узагальненої регресій н о ї м оделі, тобто  мо­
делі, д ій сн о ї для вс іє ї генеральної сукуп н ості, ви п адкова величина £ є не- 
спостереж уваною  вели ч и н ою , і м и м ож ем о  зробити  лиш е д еяк і припущ ен­
н я  щ одо її п овед ін ки  та закон у  розподілу . Д ля к л аси ч н о ї багатофактор- 
ної регресійної м оделі, я к а  є узагальненням  п р о сто ї л ін ій н о ї регресій н о ї
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м оделі, всі осн о вн і класи чн і п ри п ущ ен н я  збер ігаю ться, але дещ о модифі­
к у ю ться . Р озглян ем о  ц і п р и п у щ ен н я .
П рипущ ення  1
М атем атичне сп од іван н я ви п ад ково ї величини  Є дор івн ю є 0. 
Е(єі\ х1і, х 2і, . . . , Хр і ) = Одля кож ного і.
П р и п у щ е н н я  2
В ипадкові величини  незалеж ні м іж  со б о ю .
СОУ (£р£у) = 0;
і 4  і-
П р и п у щ е н н я  З
М одель гом оскед асти ч н а, тобто м ає однакову  дисперсію  для будь-якого 
спостереж енн я:
у а г (^ )  = сг2 .
П р и п у щ е н н я  4
К о в ар іац ія  м іж  в и п ад ко в о ю  вел и ч и н ою  Є. та к о ж н о ю  незалеж ною  
зм ін н о ю  х  д ор івн ю є 0.
Зазначим о, щ о властивість 4 ви к о н у ється  автом атично, я к щ о  х ь(і = 1 ,р) 
не стохасти ч н і та п ри п ущ ен н я  1 м ає силу.
П р и п у щ е н н я  5
М одель п о ви н н а  бути правильно сп ец и ф іко ван о ю .
П р и п у щ е н н я  6
В ипадкова величина Є відповідає н орм альном у закон у  розподілу  з ну­
льовим  м атем атичним  спод іванням  і п о стій н о ю  д и сп ер с ією .
П р и п ущ ен н я  7
В ідсутність м ульти кол ін еарн ості м іж  ф акторам и  х ,  тобто ф актори  по­
ви н н і бути н езалеж ним и  м іж  со б о ю . Ін ш и м и  словам и , не п овин но  бути 
точного  л ін ій н ого  з в ’я зк у  м іж  двом а або більш е ф акторам и .
Слід зазначити , щ о п ри п ущ ен н я  7 не п ри й н ятн е  для п росто ї л ін ій н о ї 
регресії, але воно надзвичайно важ ливе для багатоф акторної регресії. Зва­
ж аю чи  н а  це , розглян ем о  його  детальніш е.
П ри п у сти м о , щ о є л ін ійна залеж ність м іж  ф акторам и х г т ах2. В таком у 
випадку нем ож ли во  точно  визн ачити  окрем и й  вплив к о ж н о го  з цих фак­
торів на  залеж ну зм ін н у  у . Граф ічно це м ож н о  подати , виходячи  з круго­
во ї д іа гр ам и  (м ал . 4 .1 ) .
М а лю н о к  4.1. Зв’язок між факторами: а — відсутність залеж ності м іж  факторами 
х 1 та х 2; б — наявність такої залежності.
Н а м алю нку 4.1 зображ ено два випадки . У випадку а  відсутня залеж­
ність або кол інеарн ість  м іж  х х т а  х 2 ; у випадку  б — вона наявна. У випад­
ку а п ідм н ож и н а 1 оп и сує окр ем и й  вплив ф актора х г н а залеж ну зм інну  у, 
а п ідм нож ина 2 — окрем и й  вплив ф актора х 2. П ри  н аявн о сті кол інеар- 
ності (випадок б) підм нож ина 3 описує окрем ий  вплив ф актора х г, а підмно­
ж ина 5 — окрем ий  вплив ф актора х 2. П ідм нож ина 4 характеризує спільний 
вплив обох ф акторів на зм інну у, я к и й  не м ож на відокрем ити . Саме підмно­
ж ина 4 граф ічно оп и сує ситуацію  кол ін еарн ості. К оли  ц я  п ід м н о ж и н а  до­
рівню є 0, то кол ін еарн ості н ем ає , щ о м и і бачим о на  мал. 4.1 у випадку а .
М атематично відсутність к ол ін еарн ості м іж  двом а ф акторам и , наприк­
лад ф акторам и  х х та х 2, ви зн ач ається  таки м  ч и н о м , щ о не існ ує  чисел  ух та 
У2, я к і одночасно не д ор івн ю ю ть 0, для я к и х  би виконувалась тотож н ість
Уі^ и ~ 0, і — 1, ті, (4.2)
Ін ш и м и  словам и, я к щ о  тотож н ість  (4 .2) в и к о н у ється  тільки  тоді, коли  
ї ї  ~ У2 *  т о х 1 т а х 2 л ін ійно  незалеж ні, або н екол інеарн і. У протилеж но­
му разі м ає м ісце кол ін еарн ість .
Інтуїтивно встан овл ю єм о , щ о кол и  м іж  двом а зм ін н и м и , наприклад х х 
та х 2, є л ін ійний  зв ’я зо к , то йдеться не про дві, а одну незалеж ну зм інну, бо 
нем ож ливо знайти  окрем и й  вплив к о ж н о ї з цих  зм ін н и х  н а  у .
П окаж ем о  це. Н ехай залеж ність м іж  х х т а х 2м ає вигляд: х2 =  З х х. Тоді 
вираз (4 .1) м ож н а переписати  у вигляді:
Я к бачимо з (4 .3), кількість зм інних зменш илась на 1, а параметр ф г + 3/?2) 
є оц інкою  спільного впливу та х 2 на у,  я к и й  не м ож н а розділити .
4.3. ЕТАПИ ПОБУДОВИ БАГАТОФАКТОРНОЇ РЕГРЕСІЙНОЇ МОДЕЛІ
П роц ес побудови  б агатоф акторн о ї регресій н о ї м оделі більш  складний, 
н іж  п роц ес побудови  п р о сто ї л ін ій н о ї регресії. Він складається з багатьох 
етапів. Серед них  м ож н а виділити  такі.
1. Вибір та аналіз усіх м ож ли ви х  ф актор ів , я к і впливаю ть на  процес 
(або п о к а зн и к ) , щ о ви вчається .
2. Вимір та аналіз знайдених ф актор ів .
3. М атем ати ко -стати сти чн и й  аналіз ф акторів .
4. Вибір м етоду та побудова регресій н о ї багатоф акторної моделі.
5. О ц інка невідом их парам етрів регресій н о ї моделі.
6. П ерев ірка  м оделі на  адекватність.
7. Р о зрахун ок  осн о вн и х  характери сти к  та побудова інтервалів довіри.
8. А наліз отрим аних  результатів, ви сн о в к и .
Р озгл ян ем о  детально к о ж н и й  з етапів побудови та аналізу багатофак­
то р н о ї р егр ес ій н о ї м оделі.
Перший етап  складається з вибору всіх м ож ливих  ф акторів , як і впли­
ваю ть на  процес або п о к а зн и к , щ о ви вчається . Н а цьом у етапі дослідник 
п ови н ен  гл и б око  зрозум іти  сам еко н о м іч н и й  п р о ц ес , розглянути  його з 
м ак р о ек о н о м іч н и х  та м ік р о ек о н о м іч н и х  п о зи ц ій ; виявити  яко м о га  більше 
ф актор ів , я к і в к о н к р е тн о м у  випадку м ож уть справити  суттєвий  або не­
суттєвий  вплив на  й ого  зм іну. Н а ц ьом у етапі м ож уть знадобитися пора­
ди п р а к ти к ів , я к і працю ю ть у галузі або н а  ф ірм і, щ о ви вчається , і т .ін . 
П ісля то го , я к  м н о ж и н а  всіх ф акторів  окреслена, переходять до другого 
етапу  — к іл ьк існ о го  аналізу від ібраних ф акторів .
Н а етапі к іл ьк іс н о го  аналізу дослідник пови н ен  о ц ін и ти  м ож ливість 
к іл ьк існ о го  ви раж ен н я  від ібраних ф актор ів , провести  ви м ірю ван н я або 
зібрати стати сти ку  для к іл ьк існ и х  ф акторів ; п ідібрати або розробити  ба­
лову ш калу  о ц ін о к  для я к іс н и х  даних. Я к щ о  д еяк і ф актори  нем ож ливо 
к іл ьк існ о  ви рази ти , наприклад ім ідж  п род укц ії у населення, їх треба ви­
лучити з подальш ого  розгляду. З подальш ого розгляду вилучаю ться та­
к о ж  ф ак то р и , за я к и м и  нем ає або недоступна статистика.
П ісля то го , я к  усі ф актори  п роаналізовано , подано у к іл ьк існ ом у  ви­
гляді, тобто  у вигляді ди н ам ічн и х  або вар іац ійних  рядів , переходять до 
т рет ього  ет а п у  — е та п у  м а т е м а т и к о -с т а т и с т и ч н о г о  ан ал ізу .
Етап м атем ати ко -стати сти чн ого  аналізу є найваж ливіш им  п ідготовчим  
етапом  для побудови  регресій н о ї б агатоф акторної моделі. Це заклю чний  
етап ф орм ування необх ідно ї ін ф о р м ац ій н о ї бази.
П ри  н аявн ості у динам ічних рядах недостатньо ї ін ф орм ац ії саме на 
цьом у етапі за д о п ом огою  спец іальних м етодів п ровод и ться  її відтворен­
н я . Н а ц ьом у етапі п ровод и ться  перевірка о сн овн и х  п рипущ ень класич­
ного  регресій н ого  аналізу, кр ім  того , зд ій сн ю ється  найваж ливіш а проце­
дура багатоф акторн ого  аналізу — перевірка ф акторів  на м ультиколіне-
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арність. Д ля цього спочатку  будується м атриця ко еф іц ієн т ів  парної коре­
ляції, як а  є сим етричною  і м ає такий  вигляд:
Я =
У *1 х2 ... д-Л
У V ГУ * \ VУ Х 2 ’' • Г У Х „
*1 Г У * \ ГХ2*1
г
* 1*2 • • • Г*Л
*2 тУ  * 2 г* 1*2 Т х 2* 2
гухк г* 1* А ... . . .  Г 2** У
де Я  — м атриця корел яц ії;
- ^ г г  і і = / = 1, к — к о е ф іц іє н т  п ар н о ї к о р е л я ц ії м іж  і - м та 7-м 
ф акторам и;
гух; — ко ф іц ієн т  ко р ел яц ії м іж  залеж ною  зм ін н ою  у  та у-м ф актором .
П отім  аналізую ться к о е ф іц ієн ти  п арн о ї к о р е л я ц ії м іж  ф ак торам и . 
Я к щ о  значення д еяки х  з них близьке до 1, це вказує на щ ільний  з в ’я зо к  
м іж  н и м и , або на м ультиколінеарн ість . Тоді один з ф акторів  необхідно 
залиш ити, а ін ш и й  вилучити із подальш ого розгляду. П остає  питання: 
як и й  саме? Це залеж ить від к о н к р етн о ї ситуац ії. Н айчастіш е залиш аю ть 
той ф актор , я к и й  з ек о н о м іч н о ї точ ки  зору більш  вагом ий  для аналізу 
впливу на залеж ну зм інну. М ож на також  залиш ити ф актор , я к и й  м ає біль­
ш ий коеф іц ієн т  ко р ел яц ії із залеж ною  зм інною  у. Т акий  аналіз прово­
диться для к о ж н о ї пари залеж них м іж  собою  ф актор ів . Результатом  ета­
пу м атем ати ко-стати сти чн ого  аналізу є знаходж ення м н о ж и н и  осн овн и х  
незалеж них м іж  собою  ф ак тор ів , я к і є базою  для побудови  регресій н о ї 
моделі.
М етод побудови регресій н о ї б агатоф акторн о ї моделі н ем ож ливо  відок­
рем ити від сам ої м оделі, вони  н ай тісн іш и м  ч и н ом  п о в ’я за н і м іж  со б о ю . 
Інш им и  словам и, саме обраний метод впливає на остаточний  вигляд регре­
с ій н о ї м оделі. Це м и розглядатим ем о дещ о п ізн іш е.
О цінка невідом их параметрів А ) Рр зд ій сн ю ється  у л ін ій н и х  ре- 
гресійних м оделях за м етодом  н ай м ен ш и х  квадратів, уже відом им  із роз­
ділу просто ї л ін ій н о ї регресії.
П ісля то го , я к  параметри знайдено , п ровод и ться  перевірка  моделей на 
адекватність за д оп ом огою  Я -критерію  Ф іш ера, а так о ж  п еревірка значи­
м ості знайдених параметрів за ^-критерієм  С т’ю дента. Я к щ о  модель не­
адекватна, то необхідно повернутися до етапу побудови моделі і, м ож ливо, 
від л ін ійної моделі перейти до нел ін ійної, або ввести додаткові ф актори .
Я к щ о  модель адекватна, то м ож ем о  працю вати  далі: робити  прогнозу­
вання, вивчати вплив окрем и х  ф акторів  на залеж ний п о к а зн и к , будувати
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інтервали д ов іри , аналізувати та інтерпретувати отрим ан і результати. Для 
то го , щ об  розгл ян ути , я к  м ож н а проінтерпретувати  парам етри регресійної 
м оделі, п о верн ем ось  до загальної моделі б агатоф акторного  регресійного  
аналізу (4 .1 ) та знайдем о м атем атичне оч ікуван н я обох ч асти н . Виходячи 
з о сн о вн и х  п р и п у щ ен ь , о тр и м аєм о :
Е (у 1\х 1і, х 21, . . . , х р1) = А, + & *„+...+0р* „ . (4.4)
Р івн ян н я  (4 .4 ) дає ум овне м атем атичне сп од іван н я у  при  ф іксованих  
зн ач ен н ях  х .
П арам етри  ще називаю ть ч астко ви м и  ко еф іц ієн там и  ре­
гресії. К о ж н и й  з ни х  ви м ір ю є вплив відповідної зм ін н о ї за ум ови , щ о всі 
ін ш і зали ш аю ться  без зм ін , тобто  є кон стан там и .
4.4. РО ЗРА Х У Н О К Н ЕВІДОМ И Х ПАРАМ ЕТРІВ БАГАТОФАКТОРНОЇ 
РЕГРЕСІЇ ЗА М ЕТОДОМ  Н А Й М ЕН Ш И Х  КВАДРАТІВ (М Н К)
Н ехай м аєм о  ряд спостереж ень за залеж ною  зм інною  у  = {Уі,У2> "чУ п} 
та за н езалеж н и м и  зм ін н и м и , або ф акторам и :
Н а п ідставі цих  сп остереж ен ь  побудуєм о л ін ій н у  ви б іркову  багатофак- 
торну  м одель, а саме:
у = Ь0 + Ьгхг + Ь2х2 +...+ Ьрхр + е, (4.5)
де у  — залеж на зм інна; х 19. . . , х р — незалеж ні зм ін н і, або ф актори ;
Ь0,Ьг, . . . ,Ь р — невідомі параметри; б — випадкова величина, або пом илка. 
Я к  і у випадку  п р о с то ї л ін ій н о ї регресії, знайдем о невідом і параметри 
за м етодом  н ай м ен ш и х  квадратів, тобто м ін ім ізую чи  суму квадратів відхи­
лень ф ак ти ч н и х  даних від теорети чн и х  (даних, я к і м и отри м уєм о  з регре- 
с ій н о ї м одел і):
&!,...,&„) = шіп £ е г2 =ІЛУі Ьрхр)2 . (4.6)
Д ля то го , щ об  знайти  м ін ім ум  виразу (4 .6 ), необхідно п ри р івн яти  до 
нуля ч астк о в і п ох ідн і ф у н кц ії Р  за аргументам и Ь0, ЬІ9. . . ,  Ьп . О трим аєм о 
систем у  норм ал ьн и х  р івн ян ь . Зваж аю чи н а  досить  гр о м ізд ки й  вигляд си­
стем и н орм альн и х  р івн ян ь  у загальном у випадку, м и не будемо її наво­
дити . Загальний вираз для розрахун ку  невідом их парам етрів моделі роз-
глянем о п ізн іш е, кол и  п оверн ем ося  до м атричного  підходу в багатофак- 
торном у аналізі. Зазначимо тільки , щ о перетин (параметр Ь0) розраховується 
аналогічно до п росто ї регресії за д оп ом огою  середніх значень:
4 .5 . ВЛАСТИВОСТІ М ЕТО Д У  Н А Й М Е Н Ш И Х  КВАДРАТІВ
Властивості методу найм енш их квадратів у випадку багатоф акторної ре­
гресії збігаю ться з його властивостям и у випадку просто ї л ін ійної регресії: 
Властивість 1. Б а га т о ф а к т о р н а  р е гр е с ій н а  м од ел ь  п р а в и л ь н а  д л я  се­
редніх ТО Ч О К  У\ Х1\Х2\.**\Хр .
Т обто, для моделі
у і = Ь0 + + Ь2х2і +...+ Ьрхрі + еі
маємо: Ь0 = у — Ь]ХХ Ьрхр. (4.8)
Властивість 2. Середнє значення о ц ін к и  дор івн ю є середньом у значен­
ню  ф актичних  даних, тобто  у = у .
Це легко  показати :
П росум уєм о  обидві части н и  (4 .9) за і (і  = 1,п)  і, ви ход ячи  з то го , щ о 
- ч )  = 0 ;  для у = 1, р  , отримаємо у  = у  .
і—1
Д ля п о ясн ен н я  реш ти  властивостей  введемо п озн ач ен н я .
П озн ач и м о  (х п — х = Хи , тоді р івн ість (4 .9) м ож н а  переписати :
Н а осн ові (4 .10) багатоф акторну  ви б іркову  м одель (4 .5) м ож н а  записа­
ти у формі:
Уі = Уі + еі • (4 -П )
п __
Властивість 3 . Сума п о м и л о к  дор івн ю є нулю , = ^ = 0. (Це в и ­
пливає з (4 .1 1 )). 1=1
В ла ст и віст ь  4 . П о м и л к и  е і н екорельован і з  Х І І 9 Х 219* " 9Х рі9  тобто 
І  е А і  = І  еіх2 і = • • • = £  е(*рі = о.
і=1 І=1 і=1
В ла ст и віст ь  5. П о м и л к и  ^  н екорельован і з  у і 9 тобто X єіУі = ®*
і=1
Власт ивіст ь 6. Я к щ о  правильн і п ри п ущ ен н я  кл аси чн о ї л ін ій н о ї ре- 
гресійної м оделі, то М Н К -о ц ін к и  є не тільки л ін ій н и м и , без відхилень оцін­
кам и , а й м аю ть н ай м ен ш у д и сп ер с ію , тобто є B L U -оц інкам и .
4.6- К О ЕФ ІЦ ІЄ Н Т М Н О Ж И Н Н О Ї КО РЕЛ ЯЦ ІЇ ТА ДЕТЕРМ ІН А Ц ІЇ
К о р и сн о ю  м ірою  ступеня відповідності даних і = 1» я |  ? отрим аних з
регресій н о ї м оделі, ф акти ч н и м  даним  = є ко еф іц ієн т  множ ин­
н о ї к о р е л яц ії, я к и й  ви зн ач ається  я к  ко еф іц ієн т  к о р ел яц ії м іж  у  та у  і має 
ви гл яд :
Квадрат к о е ф іц ієн та  м н о ж и н н о ї к о р ел яц ії, я к  і у випадку п р о сто ї ре­
гресії, називаю ть к о е ф іц ієн то м  детерм інац ії і позначаю ть через і ї 2. Мож­
на показати , щ о вигляд коеф іц ієнта  детермінації у випадку багатофакторної 
регресії іден ти чн и й  к о еф іц ієн ту  детерм інац ії п р о сто ї л ін ій н о ї регресії:
Р озглян ем о  ви б ір ко ву  багатоф акторну  модель
Уі = ь  о + Ьгхи + Ь2х2і +.. .+ьрхрі + еі = у і + е і, (4.14)
де Уі — о ц ін к а  ф акти ч н ого  зн ачен н я , або п рогнозне чи теоретичне значен­
н я .
Зам ін ю ю чи  Ь0 на  й ого  вираз через середні значення
К = У і -  *>А -  Ь2х2- .. .~ ьрх р
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і п ідставляю чи даний вираз у (4 .1 4 )9 отри м аєм о :
(Уі - у )  = Ь1 (*1г -  х )  + Ь2(х2і -  х )+ .. л Ь р(х рі — х )  + еі . (4 .15)
Зам іним о - у )  на у1, а (Хц — х )  на х н , тоді (4.15) м ож н а переписати  
у вигляді:
Уі = М и  + Ь2х 2і + .. .+Ьрх рі + еі = . (4.16)
П іднесем о обидві ч астини  (4 .16) до квадрата і п р о су м у єм о  за всім а 
значенням и. О трим аєм о:
В иходячи з позначень, я к і м и ран іш е вводили для п р о сто ї л ін ій н о ї 
регресії, отрим аєм о:
S S T  =  S S R  +  S S E ,  (4.18)
де S S T  = І (У і -  V Ÿ  ; S S R  = І  (Уі -  у )2 ; S S E  = І (У і -  Уі)2 •
і=1 і=1 і=1
Тепер легко  м ож н а п об ачи ти , щ о , я к  і у випадку п р о сто ї л ін ій н о ї ре­
гресії, к оеф іц ієн т  детерм інац ії д о р івн ю є:
4.7. КОЕФІЦІЄНТ^ДЕТЕРМІНАЦІЇ R2 ТА ОЦІНЕНИЙ КОЕФІЦІЄНТ 
ДЕТЕРМ ІНАЦІЇ Я 2
Важливою властивістю  к о еф іц ієн та  детерм інац ії Я 2 є те, щ о він — не-
спадна ф ун кц ія  від к іл ько ст і ф актор ів , я к і входять до м оделі. Я к щ о  
кількість ф акторів  зр о стає , то Я 2 тако ж  зростає і н ікол и  не зм ен ш ується . 
Тобто, як щ о  м и додаєм о н ови й  ф актор  у регресій н у  м одель, це тільки  
збільшує значення ко еф іц ієн та  детерм інац ії Д 2, щ о л егко  побачити  з його
У виразі (4 .20) зн ам ен н и к  не залеж ить від к іл ьк о ст і ф актор ів  X, тоді 
я к  чисельник, н авпаки , залеж ить. Інту їтивн о  м ож н а  зрозум іти , щ о як щ о
* 2
кількість ф акторів X зростає , величина спадає (або хоча б не зростає).
і=і
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Я к щ о  м и пор івн ю вати м ем о  дві регресійн і моделі з однаковою  залеж ною  
зм ін н о ю , але р ізн ою  к іл ьк істю  ф актор ів  х, то , звичайно , віддамо перевагу 
тій , я к а  м ає більш е значення Я .
Зразу ж  п остає  зап и тан н я, щ о ро б и ти , я к щ о  м и хочем о порівняти  зна­
чення ко еф іц ієн т ів  детерм інац ії в р ізних  м оделях. У таких  випадках по­
трібно коригувати  к о еф іц ієн т  к о р ел яц ії з урахуванням  к іл ькості фак­
тор ів  х, я к і входять у р ізн і м оделі, тобто  зм енш ити  вплив залеж ності зна­
чення к о еф іц ієн та  детерм інац ії від к іл ькості ф акторів . Для цього вво­
диться спец іальний  оц ін ен и й  к о еф іц ієн т  детерм інації, я к и й  м ає вигляд:
де к — к іл ьк ість  парам етрів регресій н о ї м оделі, вклю чаю чи перетин.
Н а відм іну від п ростого  ко еф іц ієн та  детерм інац ії, оц інений  коеф іц ієн т 
детерм інац ії к о р и гу ється  з урахуванням  ступенів в ільності суми квадра­
тів залиш ків  та загальної суми квадратів. Я к  бачим о у виразі (4 .2 1 ), суми 
квадратів у ч и сел ьн и ку  та зн ам ен н и ку  д іляться  на відповідні ступені 
в ільності, в як и х  ураховується  к іл ьк ість  ф актор ів , щ о входять до моделі.
Вираз (4 .21) м ож н а записати  щ е таким  ч ином :
де Ое2 — оц інена д и сп ерсія  залиш ків ; 5 2 — ви б іркова  д исперсія  неза­
леж н ої зм ін н о ї у .
Л егко п ом іти ти , щ о оц інений  к оеф іц ієн т  детерм інації Д2 та коеф іц ієнт 
детерм інац ії Д 2 п о в ’я за н і м іж  собою  такою  залеж ністю :
■К2 = 1 -  (1 -  Я 2) —— ^ . (4 .23)
7 1  — К
З виразу (4 ,23) видно , щ о я к щ о  й > 1, то Д 2 < Д2 . Крім  того , як щ о  
к ільк ість  ф акторів  х  зростає , оц ін ен и й  ко еф іц ієн т  детерм інації зростає 
повільніш е, н іж  просто  коеф іц ієнт детермінації. Таким чином , зм енш ується 
вплив к іл ьк о ст і ф акторів  на величину коеф іц ієн та  детерм інац ії, том у на 
п ракти ц і більш е ви к о ри стовую ть  оц ін ен и й  ко еф іц ієн т  детерм інації, особ­
ливо при  п о р івн ян н і р ізних  регресійнйх  моделей. Слід зазначити , щ о оці­
нений  к о е ф іц ієн т  детерм інац ії м ож е бути і негативн им , на відм іну від Д2, 
я к и й  м ає завж ди позити вне значення. Крім  того , коли  Д2 =  1, оц інений
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коеф іц ієн т  к орел яц ії також  д ор івн ю є о д и н и ц і. К оли  Н 2 прям ує до нега­
тивної величини , В? прям ує до нуля.
Для того , щ об розібратись , я к  на п ракти ц і п ор івн ю ю ть значення кое­
ф іц ієнтів  детерм інації в р ізних  м оделях, розглян ем о  приклад. Щ е раз на­
гадаєм о, щ о порівняти  значення двох або більш е ко еф іц ієн т ів  детермі­
нації (оц інених  або ні) м ож н а лиш е за однакових  залеж них зм ін н и х , як і 
м ож уть набирати р ізних  ф ун кц іон альн и х  ф орм .
Н априклад, нехай м и м аєм о такі дві моделі:
1пУі = Ь0 + Ьгхи + Ь2х2і+...+ Ьрхрі + еі , (4.24)
Уі=а0 + агхи + а2х2і +...+ архрі + еі . (4.25)
Розраховані коеф іц ієн ти  детерм інац ії В,2 в цих м оделях не м ож н а по­
рівняти  м іж  со б о ю . П о ясн и м о  чом у. За о зн ачен н ям , ко еф іц ієн т  детермі­
нації є частиною  д и сп ерсії, щ о п о ясн ю є регресію  в загальній д и сп ерсії 
(дисперсії залеж ної зм ін н о ї). Т аким  ч и н о м , ко еф іц ієн т  детерм інац ії мо­
делі (4 .24) вим ірю є частку  д и сп ерсії Іп у , яку  м ож н а п о ясн и ти  ф акторам и 
х іі9х 2 іу * 9 х рі , тоді я к  у м оделі (4 .25) він ви м ірю є частку  д и сп ерс ії у . Але 
це не одне й те саме. Зм іна в 1п у  забезпечує відносну зм іну  у , тоді я к  зм іна 
в сам ом у у  є абсолю тною  зм ін ою . Т аким  ч и н о м , величина у а г (уь) /  уаг(ї^) 
не буде дорівню вати величині у а і^ іп ^ )  /  уаг(1пу ь) . С правді, відповідні 
коеф іц ієн ти  детерм інації дорівню ватим уть для м оделі (4 .25 ):
(4.26)
(4.27)
Знам енники у  (4 .26) та (4 .27) р ізн і, отж е, к о еф іц ієн ти  детерм інац ії 
порівняти не м ож на. Я к  бути у таком у  разі? Для то го , щ об п ор івн яти  ко­
еф іцієнти детерм інац ії регресійних  м оделей (4 .24) та (4 .2 5 ), необхідно , 
по-перш е, знайти І п ^  за м оделлю  (4 .2 4 ), обчислити  антилогариф м ; п о ­
друге, розрахувати ко еф іц ієн т  детерм інац ії м іж  антилогариф м ом  та зна­
ченням  у ..
Знайдений таким  чи н ом  к о еф іц ієн т  детерм інац ії м ож н а  порівню вати  
з коеф іц ієнтом  детерм інації Я 2 р егресій н о ї м оделі (4 .2 5 ).
М ож н а п іти  і зворотн и м  ш ляхом : обчислити  за моделлю  (4.24) 
розрахувати  , обчислити  Я 2 за ф орм улою  (4 .1 3 ), а його  в свою  чергу мож­
на п ор івн ю вати  з Я2 , знайденим  для моделі (4 .2 5 ).
4 .8 . А Ш У А -Д И С ІІЕРСІЙ11И Й А Н А Л ІЗ
Елем ентарна А М О УА -таблиця у випадку багатоф акторно ї регресії м ає 
такий  вигляд (табл. 4 .1 ).
Т а б л и ц я  4 .1
Джерело
варіації
Суми квадратів Ступені вільності Середні квадрати
Модель
5Я Д = Ї іУі -У )2
і—1
k - 1 MSR = S S R /  M ött  / ( k  - 1)
Помилка
= Ї ( У і -  Уі)2
І = 1
ТІ -  k MSE  = SSE/A n  -  k)
Загальне
ї і У і - у ) 2І — 1
п -  1
де к  — к іл ьк ість  парам етрів регресій н о ї м оделі, вклю чаю чи  перетин .
З А ї40У А -табли ц і м ож н а  легко  отрим ати  вираз я к  для простого  коефі­
ц ієн та  д етерм ін ац ії (і?2), так  і для о ц ін ен о го .
Д ля ц ього  сп очатку  щ е раз пригадаєм о ф ормулу розподілу  сум квад­
ратів та вираз для к о еф іц ієн та  детерм інації:
1 =
SST = SSR  + S S E ; (4.28)
SSR SSE  _o SSE  + = R + ; 
SST SST SST (4.29)
я*.  1 - SSE.
SST
(4.30)
З А Г40У А -таблиці д и сп ер с ій н о го  аналізу (табл. 4.1) ви д н о , щ о у випад­
ку б агатоф акторн о ї регресії сума квадратів залиш ків  м ає (п  — к) ступенів 
в ільності, а загальна сума квадратів (п  -  1) ступінь вільності.
О ц інений , я к  м и  вж е показували  ран іш е, ко еф іц ієн т  детерм інації — це 
к о е ф іц ієн т , у я к о го  відповідн і суми квадратів скори гован і н а  їхн і ступені 
вільності, тобто:
4.9. ПЕРЕВІРКА МОДЕЛІ НА АДЕКВАТНІСТЬ ЗА Е -К Р И Т Е Р ІЄ М  ФІШЕРА
Для перевірки  адекватності б агатоф акторн о ї р егр ес ій н о ї м оделі, я к  і у 
випадку п росто ї л ін ій н о ї м оделі, в и к о р и сто в у ється  Е -критер ій  Ф іш ера. 
П ри цьом у нуль-гіпотеза узагальню ється і м ає вигляд:
проти альтернативної гіпотези  Н у  хоча б одне значення Д  відм інне від 
нуля.
Я к щ о  нуль-гіпотеза Н 0 не правильна, то тоді правильна гіпотеза и *  
тобто не всі параметри незначною  м ірою  в ід р ізн яю ться  від нуля, щ о дає 
підставу вваж ати, щ о відібрані ф актори  п о ясн ю ю ть  зм іну  залеж ної вели­
чини  У• Д ля п еревірки  Н 0 -гіпотези  р о зр ах о ву ється  Е -стати сти к а  Ф іш ера з 
р  та ( п - р -  1) ступеням и  вільності:
де р  — кіл ьк ість  ф актор ів , я к і увійш ли  в м одель; п — загальна к іл ьк ість  
спостереж ень.
За Е -таблицям и  Ф іш ера, я к  і у випадку  п р о сто ї регресії, знаходим о 
критичне значення Якр з р та (я — р — 1) ступ ен ям и  в іл ьн ості, задавш и 
попередньо рівень п о м и л к и  а* 100%  (або р івень довіри  (1—а )1 0 0 % ) .
Я к щ о  Е  >  Якр9 тоді нуль-гіпотеза в ід ки д ається , щ о свідчить про  адек­
ватність побудованої м оделі. У п роти л еж н ом у  випадку  вон а п р и й м ається  
і модель вваж ається неадекватною .
4 . 9 . 1 .  З в ’я з о к  між: к о е ф іц іє н т о м  д е т е р м ін а ц ії  (Д 2) т а  
Е -в ід н о ш е н н я м  Ф іш е р а
П окаж ем о , щ о м іж  ко еф іц ієн то м  детерм інац ії Я2 та Е -в ід н ош ен н ям  
Ф іш ера є з в ’я зо к . Розпиш ем о вираз (4 .32), попередньо за м ін и в ш и р н а  (к -  1), 
а ( п - р -  1) н а  (п  -  к )у де Л — к іл ьк ість  парам етрів , вклю чаю чи  перетин .
Зазначим о, щ о ступені в ільності м и  виразили  через к іл ьк ість  пара­
метрів моделі, щ о п ідлягаю ть о ц ін ц і. В иходячи  з (4 .3 2 ), о тр и м аєм о :
Р івн ян н я  (4 ,33) п о к азу є , щ о значення І^-віднош ення та к оеф іц ієн т  де­
терм інац ії т  п о в ’я за н і м іж  со б о ю . К оли  я 2=  о , тоді Я  також  дорівню є 0. 
Т аким  ч и н о м , ./Р-тест, я к и й  є м ірою  адекватності регресій н о ї м оделі, є та­
к о ж  м ірою  стати сти чн о ї зн ачи м ості ко еф іц ієн та  детерм інац ії і?2.
В икористовую чи  (4 .3 3 ), м ож ем о тестувати адекватність моделі, виходя­
чи лиш е з одного  відом ого  значення і?2, щ о значно полегш ує розрахунки . 
Р озглян ем о  таки й  випадок  детальніш е.
4 . 9 . 2 .  Т е с т у в а н н я  а д е к в а т н о с т і б а г а т о ф а к т о р н о ї р е г р е с ій н о ї  
м о д е л і, в и х о д я ч и  із  зн а ч е н н я  Д 2
М аєм о регресій н у  багатоф акторну  модель
У і =  А) +  Р і Х 1і +  @2Х 2і +• • •+ Р р Х рі +  £і •
2
Н ехай нам  відоме значення к о еф іц ієн та  детерм інац ії Я . Д ля того , щ об 
перевірити  м одель на адекватність, п ротестуєм о  нуль-гіпотезу
проти  альтернативної гіпотези  Н х\ не всі парам етри одноразово дорівню­
ю ть 0 .
Н асам перед п отр ібно  розрахувати ^ -в ід н о ш ен н я  Ф іш ера. Розрахуєм о 
його  тільки  на  п ідставі відом ого значення ко еф іц ієн та  детерм інації за 
ф орм улою  (4 .33 ):
За .Р -таблицями Ф іш ера знаходим о Я  (й — 1; п — й; (X), яке  є критичнимкр
значенням  Я  при  заданом у р івн і п о м и лк и  а  та в ідповідно (й -  1) і (п -  й) 
ступенях  в ільності,
Я к щ о  2? >  Ркр{И — 1; п -  к; а), тоді в ідкидаєм о гіпотезу  Н 0, у протилеж­
ном у випадку м и п рийм аєм о  її. Отже, тестуєм о адекватність м оделі, вико­
ристовую чи  тільки  коеф іц ієн т детерм інац ії.
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4.10. МАТРИЧНИЙ ПІДХІД ДО ЛІНІЙНОЇ БАГАТОФАКТОРНОЇ 
РЕГРЕСІЇ
4 . 1 0 . 1 .  З а п и с  л ін ій н о ї б а г а т о ф а к т о р н о ї р е г р е с ії  у  м а т р и ч н о м у  
ви гл я д і
Л інійну багатоф акторну м одель, я к  і о сн овн і проблем и  регресійного  
аналізу, зручно розглядати за д оп ом огою  теорії м атриць.
Запиш емо модель (4.1) для кож н ого  окрем ого спостереж ення:
У і -  Ао + АЛі + &2хі2 +• • •+Ррхір + є.> (4.34)
де у. — г-е значення залежної змінної; і = І, п
Р0, . . . ,Р р — невідомі параметри; _ _  __
Хц — і-е значення у-го фактора; і = 1, п; у = 1, р 
— і-е значення випадкової величини.
Рівняння (4.34) є скороченим записом такої системи:
Ух — Ао ■*" А Л і + Аг-^ 12 Ар^ -ір + £і»
У2 = Ао РіХ 2 1  Р2 Х2 2 +"-+РрХ2 р £2 ’
Уп = Ао + А А і + р2 Хп2 +---+РрХпр + £п-
(4.35)
— вектор-стовпець розм ірн ості (п  х 1) сп остереж ен ь за не­
залеж ною  зм інною  у;
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я^хСр+І)
Ґ 1 хи *12 X '1 . . .  л.1р
1
• • •
х21 *22 •• • %2р — м атриця розм ірн ості л х ( р  + 1) п
Iі Хп1 Х х2 • * * ХПР ;
сп остереж ен ь  за Р З М І Н Н И М И  Х І 9 Х 2 , . , . , Х р 5 де п ерш ий  стовпець вм іщ ує зна­
чення 1 для отри м ан н я  перетину. М атрицю  X  ще називаю ть м атрицею  
спостереж ень.
А
ґРоЛ
А
л(Р+1)ХІ)
А
— вектор розміру ((р +1) х 1) невідомих параметрів«
Ь<ЛХІ)
ґ ЄіЛ
п
V )
— вектор розміру (п X 1) п випадкових величин Єі .
В иходячи  з введених позначень для (4 .3 5 ), о три м аєм о :
Гй ] 1 *п *21 . . .  *р1Л(Ро) М
Уг = 1 Х12 Х22 • • • ЗСр2 
• • • .••• ••• ••• •••
А + ч
у У п ; ^  Х Ш *2 „ ••• Х р п ) и ,
Вираз (4 .36 ) зручно переписати  у вигляді:
у = х р  + є.
(4.36)
(4.37)
В ираз (4 .37 ) є записом  п р о сто ї л ін ій н о ї б агатоф акторн о ї регресії у 
м атри чн ом у  вигляді.
4 . 1 0 . 2 .  П р и п у щ е н н я  к л а с и ч н о ї л ін ій н о ї б а г а т о ф а к т о р н о ї  
р е г р е с ії у  м а тр и ч н о м у  в и гл я д і
Запиш ем о  о сн овн і п р и п ущ ен н я  у м атри чн ом у  вигляд і 
П р и п у щ е н н я  1
М атематичне спод івання і-ГО значення (і = 1, п) ви п ад к о в о ї величини  
дорівню є нулеві, або вектор випадкових величин дорівню є нулеві Е(є) = 0:
П р и п у щ е н н я  2
В ипадкові величини  незалеж ні м іж  с о б о ю . У м атри чн ом у  вигляд і це 
м ож на записати  таки м  ч и н о м :
де Є — транспланований  вектор -стовп ец ь  ви п ад кови х  вели чи н , тобто  век ­
тор-рядок.
Розписавш и (4 .39), отрим аєм о:
Застосовую чи  оператор  м атем атичного  сп од іван н я  до к о ж н о го  елемен­
та м атриці, з огляду н а  властивості гом оскед асти чн ості та в ідсутність зв’я з ­
ку м іж  ви п ад кови м и  величинам и  о тр и м аєм о :
Е(єє-) =
а 2 0 . . .  о ' Ґ 1 0 . . . 0"
0 а 2 . . .  0 = <х2
0 1 . . . 0
• • • . . . ............. . . . ............ . . .
І о 0 . . .  er2 J ІО 0 . . . и
а21, (4.41)
де І  — од и н и чн а м атри ц я ро зм ір н о ст і (п X п ) .
М атриця (4 .40) або ін ш и й  її вигляд (4 .41) нази вається  дисперсійно  - 
ко вар іац ій н о ю  м атрицею  випадкових  величин еі . Д іагональні елементи 
ц іє ї м атриці — дисперсії, а всі інш і — коваріац ії. Зазначим о, щ о дисперсій- 
н о -ко вар іац ій н а  м атри ц я сим етрична відносно  сво є ї головн о ї діагоналі.
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П р и п у щ е н н я  З
М а т р и ц я Х  р о зм ір у  (п х (р + 1)) не стохастична, тобто вона утворю ється 
з ф іксован и х  елем ентів х^; і = 1 ,п; } -  1 ,р .
П р и п ущ ен н я  4
В ідсутність м ульти кол ін еарн ості о зн ачає , щ о ранг м атриц і X дорівню є 
(д + і)  , тобто  к іл ьк о ст і стовпц ів  м атриц і. А це означає, щ о стовпц і м атриці 
л ін ійно  незалеж ні, тобто нем ає л ін ійного  зв ’я зк у  м іж  х зм ін н и м и , отж е, не 
знайдеться таки х  чисел  А^, А ^ , . А р , серед я к и х  не всі дор івню ю ть нулеві, 
аби виконувалась то тож н ість
ЯоД:ог + Х1х и +.. .+Хрх рі = 0 ,
або в м атри чн ом у  відображ енні X X  = 0
П рипущ ення  5
Вектор випадкових величин має нормальний закон розподілу Є ~ АДО, О21) , 
П р и п у щ ен н я  щ одо о д н аково ї ди сп ерсії випадкових  величин уже знай­
ш ло своє  м атричне в ідображ ення у п ри п ущ ен н і 2.
4 . 1 0 . 3 .  О ц ін ю в а н н я  н е в ід о м и х  п а р а м е т р ів  у  б а г а т о ф а к т о р н ій  
р е г р е с і ї
Для того , щ об знайти оц ін ки  параметрів /3,, запиш ем о вибіркову регресій- 
ну багатоф акторну  модель
У і = К  + ьгх и + Ь2х 2і+ .. .+ Ьрх рі + е , ,
я к а  м ає таки й  м атри чн и й  вигляд :
у = ХЬ + е ,
(4 .42)
(4 .43)
де Ь — вектор -стовп ец ь  парам етрів, оц ін ен и х  за м етодом  найм енш их квад-
V 2ратів; Є — вектор -стовп ец ь  п о м и л о к  розм іру  2*еі (п X 1) .
В ектор невідом их парам етрів м и знаходим о м етодом  н ай м ен ш и х  квад­
ратів , м ін ім ізую ч и  суму квадратів залиш ків:
І  Є? =  І  (уі - Ь 0 -  Ь ^ и -  Ь2х 2і - . . . -  Ьрх рі )2 , (4.44)
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де £ е ,‘ = 5&Е,
»=і
щ о у м атри чн ом у  вигляді зап и ш еться  так:
/ „  \
е'е = (е1е2.. .еп)
\ ЄпУ
=  е і +  ^2 + - « -+ вп =  Х бі •
і=1
З (4 .43) отри м аєм о : 
Звідси
е = у - Х Ь .
е'е = ( у -  ХЬ)' (у -ХЬ) = у у -  2 Ъ' X'  у + 6' X ’ ХЬ , (4.45)
де, враховую чи властивості тран сп лан ован и х  м атри ц ь ,
(ХЬ)'=Ь'Х' ;Ь'Х'у = уХЬ.
Вираз (4 .45) є м атри чн и м  в ід об раж ен н ям  (4 .4 4 ).
Т аким  ч и н о м , у м атри чн ій  ф орм і м етол н ай м ен ш и х  квадратів п олягає  
у визначенні такого  вектора, для як о го  Х ^  буде м ін ім альн ою . Т об то , при­
рівнявш и ч асткові похідні, м и отри м аєм о  норм альну систем у (р + в  р івн ян ь 
З(р+ 1)  невідом им и:
+Ь2І х 2і+...+Ьр± х рі = £ % ;
І=1 І=1 І=1 І=1
л
Ь01  Хц +&х X +62І  х1£*2£+ .. .+Ьр І  *1£хрг = 1  Хцуи ;
І=1 І=1 І=1
п 2 П П
і=1 І=1
60 X  ^2і "^І X  ^2і^1і "^”62 X  %2і X  %2і%рі “ X  %2іУі’
і=1 і=1 і=1 і=1 і=1
ь0 І * *  +б2Х ^ ^ +---+бР Х ^  = 1 * РіУі -
і=1 І=1 І=1 1=1 І=1
(4.46)
Р озп и ш ем о  (4 .46) у м атри чн ом у  вигляді:
п 1 * и
1=1
л
X %2і
і=1
•• X * *
\
І=1
Х *и  Х ^ іі Х з д »  •••
І=1 1=1 І=1 І=1
рі
1 х рі 1 х ріхи 1 х ріх2і ... X *
Чі=1 і=1 і=1
«'О
Ьі
ч6РУ
і=1 У
* 1 1  х 12
*21  *22
V**! **2 ••
X1 п Уз 
Уз*2п
р п ;\ур у
,(4.47)
щ о с к о р о ч ен о  м ож н а  записати :
Х'ХЬ = Х'у. (4.48)
Я к щ о  зворотна м атриця (X* X )”1 Д О  (X* X ) існує, то, пом нож ивш и обидві 
части н и  (4 .48 ) н а  цю  м атри ц ю , отри м аєм о :
(X е Х)-\Х' Х)Ь = (X і Х ^ Х ’ і/, (4.49)
де (X  X ) (X  X ) =  І  — одинична м атриця розм іру  (р  + 1) х (р  + 1 ), щ о дає:
Р ів н ян н я  (4 .50 ) є ф ундам ентальним  результатом  для визначення не­
відом их парам етрів  у м атри чн ом у  вигляді.
В ектор невідом их параметрів м ож е бути отрим аний  з (4 .50) або з (4.44) 
ш ляхом  д и ф ерен ц ію ван н я  за к о ж н и м  парам етром  (Ь09*..9Ьр) та прирівню ­
ванням  ч астк о ви х  п ох ідних  до нуля.
4 . 1 0 . 4 .  Д исперсійно-коваріаційна матриця параметрів регресії
Застосуван н я теор ії м атриць допом агає не тільки  знайти дисперсії па­
рам етрів  Ь, а й  встановити  ковар іац ії м іж  двом а попарним и  їхн ім и  значен­
н ям и , тобто  м іж  Ь. та Ь і  Ф у.
За о зн ачен н ям  д и сп ер с ій н о -к о вар іац ій н а  м атриця для Ь є:
уаг-соу(Ь) = -В{[(Ь -  Е(&)|Ь -  -Е(Ь)]*},
щ о м ож н а  записати :
М ож н а показати  (доведення м и не н авод и м о), щ о
уаг-соу(б) =  <т2(Х , Х ) '1,
2
де СТ — д и сп ерс ія  ви п ад ково ї величини Є;
(Х ’Х)-1 — зворотна м атриця до, м атриц і (Х'Х).
(4.52)
4 . 1 0 . 5 .  О цінка дисперсії ви п адкової величини Є
М ож на п оказати , що оцінена дисперсія  у випадку багатоф акторної ре­
гресії дор івн ю є:
або у м атричному вигляді
де к — кількість параметрів, вклю чаю чи перетин; (п  — к) — ступені вільності
П
для = Б Б Е .
]у(и м ож ем о обчислити  е'е-і У випадку п росто ї регресії, тобто для однієї 
незалежної зм інної, м аєм о:
І е , 2 = в Б Т  - Б в В  =
І=1 і=1 7=1
(4 .5 4 )
Вираз (4.54) для двох незалеж них зм інних  м ож на записати  таким  
чином:
Х * і  =  ^ У Ї  - М ^ і і “ &2 Х й * 2 і -
І = 1 І=1 І - 1 7 = 1
(4 .5 5 )
У загальню ю чи (4.54) та (4.55) на випадок/? незалеж них зм інних , отри­
маємо:
У м атричном у вигляді загальну суму квадратів та суму квадратів, що 
поясню ю ть регресію , м ож на записати:
-2де п у  відоме під назвою  к о р ек ц ія  на середні зн ачен н я 
З (4 .57), (4.58) отрим аєм о:
Я к  тільки  м и встановили  значення е 'е , легко  обчислити  оц інку  дис­
п ерсії ви п ад ково ї величини , а ви кори стовую чи  (4 .5 3 ), легко  знайти оці­
нені значення д и сп ер с ій н о -к о р ел яц ій н о ї м атриц і (4 .51 ).
4 . 1 0 . 6 .  П ер евір ка гіпотез щодо параметрів багатоф акторної 
регресії у матричному ви гляді
О дним із важ ливих  п р и п у щ ен ь  у б агато ф акто р н о м у  регресійном у 
аналізі є п р и п ущ ен н я  про норм альний  закон  розподілу випадкової вели­
ч и н и  з нульовим  м атем атичним  спод іванням  та п остій н ою  дисперсією
0й , яке  в м атри чн ом у  вигляді зап и сується :
.2є ~  Щ О, с Ч ) ,  де Є та 0 є векторам и -стовп ч и кам и  розм ірн ості (п  X 1), 
а І  — о д и н и чн ою  м атрицею  ро зм ір н о сті (п х її).
М ож н а п о казати , щ о у випадку багатоф акторної регресії к ож н и й  пара­
метр тако ж  відповідає норм альном у закон ові розподілу:
з м атем атичним  сп од іван н ям , яке  д ор івн ю є значенню  параметра узагаль­
н ен о ї регресії /З, та д и сп ер с ією , як а  д ор івн ю є д и сп ерсії випадкової величи­
ни  0й, п ом н о ж ен о ї на в ідповідний діагональний елемент зворотної матриці. 
Я к  м и вже не раз п ідкреслю вали , справж нє значення дисперсії випадкової 
величини  невідом е, том у м и зам ін ю єм о  його на оц ін ку  дисперсії. Така 
зам іна приводить до то го , щ о к о ж н и й  елемент вектора (4.60) відповідати­
ме вже ^-розподілу С т’ю дента з (п  -  й) ступеням и  в ільності, щ о дає нам 
зм огу об чи сли ти  ^-статистику для к о ж н о го  параметра:
де й — кіл ьк ість  парам етрів , вклю чаю чи  перетин .
Т-розподіл  С т’ю дента дає зм огу протестувати  гіпотезу щ одо значення 
к о ж н о го  парам етра та побудувати їхні інтервали довіри , я к  і у випадку 
п р о сто ї л ін ій н о ї регресії. Н агадаєм о, я к  це роб и ться .
Д ля перевірки  парам етрів б агатоф акторної регресії необхідно задати 
а  100% рівень зн ачи м ості, а потім  побудувати ^-статистику для кож ного 
парам етра о крем о :
де Д — о ц ін ка  парам етра Д , отрим ана за м етодом  н ай м ен ш и х  квадратів;
Д* — гіпотетичне зн ачен н я, яке  м ає п р и й н яти  парам етр Д ; <Т^  — оцін­
ка дисперсії параметра (з регресії); п — к іл ьк ість  сп остереж ен ь; к — за­
гальна к іл ьк ість  оц інених  парам етрів.
В екон ом етри ц і пош и рен ою  ф орм ою  нуль-гіпотези  є така:
проти альтернативної:
Ну-.р; *  о .
У цьом у випадку /-статистика для парам етрів м ає вигляд:
її значення п о р івн ю єм о  з табличним  зн ачен н ям , яке  дає зм огу  знайти  
критичну зону з (п  — к) ступеням и  вільності.
Я кщ о  значення £* потрапляє не у критичну  зону, м ож ем о зробити  висно­
вок, щ о з ім овірн істю  (1 -  а )’ 100% о ц ін ка  є статистично  незначим ою  (тобто 
м и п ри й м аєм о  нуль-гіпотезу).
Д вови м ірн и й  тест 
для нуль-гіпотези по­
к а за н о  н а  м ал . 4.2 
(а= 0.05).
З м алю нка видно , 
якщ о значення і  по­
трапляє в к р и т и ч н у  
(заш триховану) зону, 
то м и  н у л ь -г іп о теза  
в ідкидається.
^ ‘статистика (4.63) М алю нок 4.2. Двовимірний тест для нуль-гіпотези з 
є н іщ о ін ш е, як  відно- 5% -ним рівнем значимості 
ш ення Ь. до о ц ін к и
свого стандартного в ідхилення або до свого  середньоквадратичного  відхи­
лення.
У багатьох програм ах поряд  із значенням  Ь. видаю ть значення о ц ін к и  
стандартного відхилення та в ід н ош ен н я  м іж  Ь. і ц ією  о ц ін к о ю . Це відно­
ш ення називаю ть ^-значенням для в ідповідного  парам етра. Я к щ о  воно 
перевищує критичне значення, яке  м и знаходим о за таблицею , то приймає­
мо гіпотезу і вваж аєм о, щ о відповідний параметр стати сти чн о  значим ий .
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4 . 1 0 . 7 .  З н а х о д ж е н н я  ін т ер в а л ів  д о в ір и  д л я  п а р ам ет р ів
Д ля того , щ об визн ачити , я к  же знайдені о ц ін ки  параметрів багатофак- 
то р н о ї регресії п о в ’я за н і з парам етрам и узагальненої регресії, потрібно 
побудувати інтервали довіри  для парам етрів.
П роцедура побудови  інтервалів довіри  є аналогічною  процедурі тесту­
вання нуль-гіпотези  для парам етрів за і -тестом  С т’ю дента, я к и й  ми роз­
глянули ви щ е.
С початку необхідно розрахувати і-ст ат ист ику  для к о ж н о го  з пара­
метрів багатоф акторн о ї регресії:
г - ’К А
П отім  м и об и раєм о  рівень значим ості (сс або си-100%), відповідно рівень 
довіри  д ор івн ю вати м е: ( (1 -а )  або (1 -а )-1 0 0 % ). За Ртаблицею Ст 'ю ден та 
знаходим о і  з (п — 1г) ступеням и вільності. Тоді м ож ем о записати:
ї(х/2 <  ^ < ^а/2) “
П ровод ячи  зам іну £ = (&*— Д ) /  ( 7 $ ., о три м аєм о:
Р І їа/2 < 1 - ^  < ^а/2 і “  (1 а )
<Уи
або
Р{Ьі -  і а/26 Ьі <  Д < Ь, + іа/26 Ьі}
з (п -  к) ступ ен я м и  в іл ьн ості, 
або
Р і ~ Ьі ± ^а/2^Ьі
з (п -  к) ступ ен я м и  в ільн ості.
(4.64)
(4.65)
4 . 1 0 . 8 .  П р о г н о зу в а н н я  з а  б а г а т о ф а к т о р н о ю  р егр ес ій н ою  
м о д е л л ю
Я к щ о  побудована регресійна м одель адекватна за і^ -критер ієм  Ф іш ера, 
її м ож н а  ви кори стовувати  для прогн озу  залеж ної зм ін н о ї. П рипустим о, 
щ о нам  відом і значення ф акторів  в (д-Ьй)-період, тоді м и м ож ем о отрима­
ти п рогн озн е  значення у п+к за моделлю
Уп+к =Ь0+ Ь1х1_п+к+.. .+ЬрхРіП+к (4 .64)
або в м атри чн ій  ф орм і:
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Уп+k ~ x n+kх (4 .65)
Х п+И “  Х 1,п+к * •••> Х р,п+И }  > & — |& о > > • • • > Ьр |  .
Я к уже відомо з розділу 2, теорія прогнозування дає змогу отримати точ­
ков і та інтервальні п рогн озн і значення. Т очкові п рогн озн і значення зна­
ходимо за (4 .64), щ о аналогічно запису в м атричн ій  ф орм і (4 .65 ). Інтерваль- 
ний  прогноз, я к  і у випадку п росто ї л ін ій н о ї регресії, отрим аєм о для мате­
м атичного сподівання залеж ної зм інної у та для індивідуального значення у. 
В ідмітимо, щ о дисперсії величини у будуть у цих випадках р ізним и .
П о б у д о в а  ін т е р в а л ів  д о в ір и  д л я  м а т е м а т и ч н о г о  с п о д ів а н н я  з а ­
леж ної з м ін н о ї  у
Д ля того , щ об отрим ати  інтервальний  п рогн оз м атем атичного  споді­
вання залеж ної зм інної, р о згл ян ем о , чом у д ор івню є д и сп ерсія  ц іє ї величи­
ни. М ож на п о казати 1, щ о
у а г И  У і/Хі)) = у&г(У і/х і)  = о І х ,І ( Х ,Х )~ хх п (4 .65 )
де с г — д и с п ер с ія  в и п а д к о в о ї вел и ч и н и  є; — в е к т о р  зн ачен ь  з 
р  ф акторів у період /. В иходячи з ц ього , інтервали довіри  для ІО О (І-а ) 
рівня довіри  м атем атичного  спод івання у д орівню ватим уть:
І, -  Х ' х у ' х ,  <. Е{у/х,)  £ V, + („вДстЧДХ'Х)"1* ,. (4.66)
П о б у д о в а  ін т е р в а л ів  д о в ір и  д л я  ін д и в ід у а л ь н о г о  з н а ч е н н я  з а л е ж ­
ної з м ін н о ї  у
Ф орм ула для дисп ерсії індивідуального значення залеж ної зм ін н о ї у 
буде такою :
v & r ÿ j/X j)  = <т|(1 + х ]{Х 'Х )~  Xj). (4 .67)
Звідси дещ о зм ін ю ється  ф ормула для обчислений  інтервалу довіри , а 
саме:
У і -  ta/ 2д/<72(1 + х^Х'Ху'х;) < Уі < уі +  taJ â 2( l  + х.(Х 'Ху1Х!). (4.68)
1 Johnston J. Econometric Methods. — 3rd ed. — New York: McGraw-Hill Book Company,
1984. — P. 195—196.
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4 .11 . МЕТОДИ ПОБУДОВИ БАГАТОФАКТОРНОЇ РЕГРЕСІЙНОЇ 
МОДЕЛІ
4 . 1 1 . 1 .  В и б ір  " н а й к р а щ о г о ” р ів н я н н я  р е г р е с ії
Н ехай відібрано м н о ж и н у  ф акторів  х 1, х 2у ч Х р 5 щ о впливаю ть на по­
казн и к  у» я к и й  д осл ід ж ується . Є два проти леж н и х  критер ії для вибору 
к ін ц ево ї м оделі регресій н ого  аналізу.
1. Я к щ о  ми хочем о зробити модель кори сн ою  для прогнозу, м аєм о вклю­
чити  як о м о га  більш е ф акторів  для того , щ об визначення величин, як і про­
гн озую ться , було над ійн іш им .
2. О скільки  отри м ан н я  ін ф орм ац ії з посл ідовним  контролем  при ве­
ли к ій  к іл ьк о ст і зм ін н и х  х  потребує великих  витрат, слід прагнути, щ об 
модель вклю чала я к о м о га  м енш е ф акторів  х .
К о м п р о м ісо м  м іж  ц и м и  край н ощ ам и  і є те, щ о називаю ть вибором  
"н ай к р ащ о го "  р ів н ян н я  регресії. Д ля реалізац ії такого  вибору нем ає єди­
н о ї стати сти ч н о ї процедури . Взагалі ж  існує досить велика к ільк ість  ме­
тодів побудови  р егресій н о ї м оделі, н ай від ом іш и м и  з як и х  є:
1) м етод усіх  м ож ли ви х  регресій ;
2) м етод виклю чень;
3) к р о к о в и й  регресій н и й  аналіз;
4) д еяк і м о д и ф ікац ії попередн іх  м етодів;
5) гребенева регресія ;
6) П Р Е С -регресія ;
7) регресія  на головн і к о м п о н ен ти ;
8) ступеневий  регресій н и й  аналіз та інш і.
М и розгл ян ем о  лиш е найбільш  п ош и рен і на п ракти ц і м етоди побудо­
ви л ін ій н и х  регресій н и х  м оделей.
4 . 1 1 . 2 .  М е т о д  у с іх  м о ж л и в и х  регресій
М етод усіх м ож ли ви х  регресій  був істори чн о  перш им  м етодом побу­
дови регресій н о ї м оделі. Він дуже гром ізд ки й  і м ож е бути реалізований 
лиш е на ЕО М .
М етод потребує побудови кож н ого  з усіх м ож ливих регресійних р івнянь, 
я к і о б о в ’я зк о в о  вклю чаю ть член Ь0 . О скільки  для к о ж н о го  ф актора х ( є 
дві м ож л и вості — входити  або не входити в регресію , то всього  буде 2Р 
р івнянь (де р  — к ільк ість  ф акторів  х .у і = 1 ,р ) .  К ож не з р івн ян ь потім  
о ц ін ю ється  за д о п ом огою  3 критер іїв : Я 2, М Б Е  та  Ср — стати сти ки  (кри­
терій М алоуза).
Р озглян ем о  ідею цього  м етоду на прикладі л ін ій н о ї регресій н о ї моделі 
з 4 ф акторам и : х х, х 2, х г, х 4. П ри  цьом у м атим ем о 24= 16  усіх м ож ливих 
р івн ян ь , я к і р о з іб ’єм о  на  5 серій:
I серія м оделей вклю чає тільки  один випадок:
у =  Ь0+
II серія — всі м ож ливі од н оф акторн і р ів н я н н я , в н аш ом у  випадку їх 
чотири:
У =  Ьо+ Ь іХ і+ е > і =  м  •
III серія — всі м ож ливі д воф акторн і моделі.
IV серія — всі три ф акторн і моделі.
V серія — всі ч о ти р и ф ак то р н і. Це буде, я к  і в І сер ії, одна модель:
У = ь0 + Ьіх1 +  Ь2х2 +  Ь3х3 + Ьі хі + е.
П ісля того , я к  м и розбили всі моделі за сер іям и , п роран ж уєм о  їх всере­
дині к о ж н о ї серії за значенням  і?2 (о б м еж и м о ся  розглядом  тільки  крите­
рію д 2 та критерію  М Б Е ;  кри тер ій  М алоуза розглядати  не будем о). Ви­
явим о м оделі, я к і м аю ть найбільш е значення к о еф іц ієн та  детерм інац ії і?2 
у кож н ій  з серій, та проаналізуєм о, чи є якась законом ірн ість  у зм інних, як і 
входять у кож н е з "най кращ и х" р івн ян ь. Вибір остаточ н ого  р івн ян н я  — 
це деякою  м ірою  суб ’є к ти в н а  о ц ін ка  д ослідника. У випадку, кол и  важ ко  
зробити такий  ви б ір , м ож н а розглянути  додатковий  кри тер ій  — середній 
квадрат залиш ків: М & Е.
Я кщ о для певної задачі побудовано всі регресійні р івняння, то , розглядаю­
чи залежність величини середнього квадрата залишків (М ЯЕ) від числа змінних 
(р)> іноді м ож на найкращ им  способом  обрати кількість зм інних, як і необхідно 
зберегти в регресійній моделі. Я кщ о м и до такої моделі додаватимемо все нові 
й нові фактори, середній квадрат залиш ків буде стабілізуватися та наближатися
о
до дисперсії залиш ків (Те (за умови, щ о найважливіш і зм інні увійш ли у мо­
дель, а кількість факторів у 5 
(мал. 4.3).
А наліз усіх мож­
ливих р івнянь регре­
сії — дуже гром іздка 
і ненадійна процеду­
ра. З одного боку, ме­
тод дає можливість роз­
глянути і дослідити усі 
можливі рівняння, але, 
з інш ого боку, при ве­
ликій к ількості фак­
торів це призводить 
до великих  витрат ма­
ш инного  часу, зб іль- М алю нок 4.3. Залежність між значенням Ш 8Е
ш е н н я  т р и в а л о с т і  та кількістю факторів
6 разів перевищ ує кількість спостережень
аналізу, м ож ливих пом илок  і т.д. В иходячи з ц ього , метод усіх м ож ливих 
р івн ян ь  кращ е ви кори стовувати  при  невеликій  к іл ько ст і ф акторів , як і 
входять до м оделі.
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4 .1 1 .3 .  М е т о д  в и к л ю ч е н ь
Ц ей метод ек о н о м іч н іш и й , н іж  метод усіх регресій . Загальний алго­
ритм  м етоду складається з 5 етапів.
1. Н а п ерш ом у  етапі розраховується  регресійне р івн ян н я , яке  вклю чає 
всі ф актори , щ о входять до моделі. Я к щ о  було відібрано р ф акторів , то 
базове регресійне р івн ян н я  м ає вигляд:
2. Н а другом у етапі об ч и сл ю ється  величина ч асткового  / ’-критерію  для 
к о ж н о го  ф актора (часткови й  / -к р и т е р ій  п о ясн и м о  дещ о п ізн іш е).
3. Н айм енш е значення ч асткового  / ’-критерію , яке  п ор івн ю ється  із заз­
далегідь обраним  кри ти ч н и м  значенням  Р кр9 позн ачається  / г
4. Я к щ о  / г <  Р кр9 то в ідповідний ф актор ви клю чається  з р івн ян н я . Про­
водиться н ови й  розрахун ок  регресійного  р івн ян н я  вже без цього виклю­
ченого  ф актора і знову переходять до етапу 2.
5. Я к щ о  >  Р кр9 то регресійне р івн ян н я  залиш аю ть без зм ін .
У статистиц і метод виклю чень є досить п ош и рен и м , бо дозволяє відразу 
побачити  всі ф актор і в моделі.
У д еяк и х  к о м п ’ю т ер н и х  програм ах  зам ість ч астко во го  / ’-критерію  
ви к о р и сто ву ється  /к р и т е р ій , як и й  є корен ем  квадратним  від значення 
ч а с т к о в о г о /’-кри тер ію . К рім  того , в них ін кол и  ви к о р и сто ву ється  термін 
’’/-к р и т е р ій  для в и к л ю ч ен н я”, ідентичний терміну ’’ч а с т к о в и й /’-кр и тер ій ”.
4 .1 1 .4 .  К р о к о в и й  р е гр е с ій н и й  м е т о д
К р о к о ви й  регресій н и й  метод діє в зворотн ом у  п оряд ку  п ор івняно  з ме­
тодом  ви клю чен ь . Ф актори  по черзі вклю чаю ться  в модель доти , п оки  
вона не стане задовільною . П о р яд о к  вклю чен н я ви би рається  за допомо­
гою  к о е ф іц іє н та  к о р е л я ц ії я к  м іри  важ ли вості ф актор ів  (незалеж них 
зм ін н и х ), я к і щ е не вклю чен і в м одель. К р о к о ви й  регресійний  метод та­
к о ж  зручно подати в вигляді узагальненого алгоритм у, я к и й  ум овно розі­
б ’єм о  н а  три етапи.
А л г о р и т м  м е т о д у  ___
1. С початку  о б и рається  ф актор  х ь (і = 1, р)  , як и й  м ає найбільш ий  кое­
ф іц ієнт ко р ел яц ії з у  (нехай це буде зм інна д^). Будується регресійне 
р івн ян н я  з одн ією  незалеж ною  зм інною  у  = Ь0 + Ьхх г . П ісля цього  пере­
в ір яєм о , чи  значим а ц я  зм інна за ч асткови м  / ’-кри тер ієм . Я к щ о  н і, то 
п ри й м аєм о  у  = у  і п ри п и н яєм о  процес. Я кщ о  так, то ш укаєм о другу змінну,
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щ о м ає н айм енш ий  ко еф іц ієн т  ко р ел яц ії з у , як у  варто вклю чити  в мо­
дель. Н ехай це буде зм інна х 2 .
2. Будується нове р івн ян н я  регресії:
А нал ізується зм іна ко еф іц ієн та  ко р ел яц ії Я 2 та розраховую ться  част­
кові і^-критерії для ко ж н о го  ф актора. Серед них  о б и рається  найм енш е 
його  значення і п о р івн ю ється  із заздалегідь обраним  к р и ти ч н и м  значен­
ням  і^-розподілу. В ідповідно до результатів перевірки  зм інна або зали­
ш ається  в м оделі, або в ідки дається .
М ож е так статися , щ о ф актор , я к и й  н а  як о м у сь  з етапів був найкра­
щ им  для вклю чен н я, потім  з м оделі вилучається.
3. П ісля цього  модель перерозраховується  залеж но від ф актор ів , я к і 
залиш илися.
Варто зазначити, щ о на  перш ом у етапі, кр ім  перевірки  за коеф іц ієн том  
кореляції, фактор — претендент на вклю чення, м ож е перевірятись також  за 
частковим  ^ -к р и тер ієм . Я к щ о  він відповідає йом у, то ф актор вклю чаю ть у 
модель, як щ о  ні, то переходять до аналізу наступного  ф актора.
П роцес побудови моделі п ри п и н яється , я к щ о  ж одн и й  ф актор , щ о знахо­
диться в п о то ч н о м у  р івн ян н і, не вдається ви к лю ч и ти , а н о ви й  претендент 
на  вклю чення не відповідає ч астко во м у  і^-критерію .
К рокови й  метод є н ай п ош и рен іш и м  н а практиц і.
У розглянутих вищ е методах м и  викори стовувал и  п о н яття  ч асткового  
і^-критерію  Ф іш ера. Для того , щ об п о я с н и ти , щ о таке ч астк о ви й  -Р-кри- 
терій Ф іш ера, розглянем о д еяк і додаткові п о н я ття , а саме: п р и н ц и п  "до­
даткової суми квадратів".
4 . 1 1 . 5 .  П р и н ц и п  " д о д а т к о в о ї сум и  к в а д р а т ів " .
О б ч и сл ен н я  д о д а т к о в о ї  сум и  к в а д р а т ів
Ц ей п ри н ц и п  п о в ’я за н и й  з п и тан н ям , чи  слід вклю чати  в м одель певні 
ф актори , чи ні. В ідповісти н а  ці запитання м ож л и во , дослідж ую чи  додат­
кову частину суми квадратів, щ о п о ясн ю є регресію , п о в ’я зан у  саме з додат­
ковим  вклю ченням  у модель ф актор ів , я к і розгляд аю ться .
Середній квадрат ц іє ї д од атково ї суми м ож н а п о р івн яти  з оц ін ен ою
дисперсією  ви п ад ково ї величини  (СГ£ ). Я к щ о  розрахован и й  нам и  середній
л 2 . . .  .квадрат значно перевищ ує Ое , то відповідні члени  слід вклю чати  в мо­
дель. У проти леж н ом у  випадку їх м ож н а розглядати  я к  зайві та вилучати 
з моделі.
О б ч и с л е н н я  д о д а т к о в о ї  с у м и  к в а д р а т ів
Розглянем о загальну процедуру обчислення д од атково ї сум и квадратів. 
Нехай м и м аєм о х 19х 29»»»9х р ф актор ів . Д осл ідим о дві м оделі: перш а 
м істить всі р  ф актор ів , а друга — тільки  д ф ак то р ів , де д < р  .
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П е р ш а  м о д е л ь  м а є  в и г л я д :
1. У = Ьо + Ь±хх + Ь2х2+...+Ьрхр + е .
Знайдем о параметри Ь0 (1); (1); Ь2(1 ),...,Ь р (1) м етодом  найм енш их квад­
ратів і п р и п у сти м о , щ о модель є адекватною .
Введемо п о зн ач ен н я : З в Д ф о Г О Л а ) , ....& ,(!))  = «1; нехай а\ (1) — оці­
нена д и сп ер с ія  ви п ад ково ї величини  п ерш ої моделі.
Д р у га  м о д е ль  в ід п о в ід н о  м а є  в и гл я д :
Значення ф актор ів  з о д н акови м и  індексам и  зб ігаю ться для перш ої та 
другої м оделі. Р озрахуєм о  невідом і парам етри  за м етодом  найм енш их 
квадратів і о тр и м аєм о :
П означим о 55Д(&0( 2 ) Л ( 2 ) , . . .Л ( 2 ) )  = 52-
Тоді р ізн и ц я  -  5 2 дор івню ватим е додатковій  сумі квдратів , щ о пояс­
ню ю ть р егр ес ію , я к а  п о в ’я за н а  з вклю чен н ям  у перш у модель членів 
^д+і^д+і +»"+ЬрХр . Сума квадратів м ає р ступенів своб од и , а в 2 — Я сту­
пенів своб од и , відповідно величина (5 Х -  5 2) м ає (р -  д) ступенів свободи.
З м атем ати ч н о ї стати сти ки  в ід ом о , я к щ о
А?+і ~ Ря+2 ~ Рр -
то
Е { ( ^ - 5 2) / ( р - ( 7 ) }  = сте2 .
К рім  того  в ід ом о , щ о кол и  п о м и л к и  розподілен і н орм ально , то величи­
на розп од іл и ться  я к  <7єХ І-я і буде незалеж ною  від с \  . Це озна­
ч ає , щ о м и  м о ж ем о  п о р івн яти  величину  (5Х -  52) /  (р -  я) з за допомо­
гою  -критерію  Ф іш ера, де V — к іл ьк ість  ступенів свободи , яка
, • ... ••пов я за н а  з о ц ін к о ю  д и сп ерсії ви п ад ково ї величини  <Уе , та ви кори стати
цю  властивість  для п ерев ірки  гіпотези .
Но-^г+1 -  Р я+2 —• • •  — Р р  ~  0 .
Д ля зручності м ож н а записати , я к  55(&д+1,...,& /?|Ь0,Ь1,Ь9) —
сума квадратів, п о в ’я зан а  з Ьд+19. . . ,  Ьр , за ум ови , щ о коеф іц ієн ти  Ь09Ь19. . . 9ЬЯ 
входять у м одель.
В и к ори стовую чи  таки й  запис, м ож н а п осл ідовно  отрим ати:
55(Ь0) ,55(&1&0),55(Ь2&0,Ь1),...,5 5 (Ь р|&0, Ьр + 1 ) .
А 2
У сі ц і сум и квадратів статистично  незалеж ні від <Уе та дорівню ю ть 
сво їм  середнім  квадратам , том у щ о м аю ть по одном у ступеню  вільності. 
Зазначим о, щ о к іл ьк ість  ступенів вільності для под ібних  сум квадратів 
дор івню ватим е к іл ьк о ст і парам етрів , вказаних у дуж ках до вертикальної
л 2
лінії. Ц і додаткові суми розподілен і незалеж но від Ое . Т ом у відповідні 
середні квадрати (як і дор івн ю ю ть в іднош енню  сум и квадратів до числа 
ступенів свободи) м ож на поділити н а  Ое та отрим ати г  -віднош ення для 
перевірки гіпотези  про те, щ о правильні значення параметрів узагальненої 
моделі, оц інки  яки х  створю ю ть додаткову суму квадратів, дорівню ю ть нулю.
П р и н ц и п  додаткової суми квадратів ф акти чн о  зводиться  до особливо­
го випадку перевірки  адекватності л ін ій н о ї м оделі.
П ри  більш  загальному п ідході додаткова сума квадратів о б ч и сл ю ється , 
виходячи  із сум квадратів зал и ш ків , а не з сум и квадратів , обум овлених 
регресією .
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4 . 1 1 . 6 .  Ч а с т к о в і і п о сл ід о в н і Г  -к ри тер ії
Я к щ о  в регресійн ій  м оделі м істи ться  к іл ька  ф ак то р ів , то м ож ем о  вва­
ж ати , щ о вони  вводяться в р ів н ян н я  у будь-якій  баж ан ій  п осл ід овн ост і. 
Знайдем о
(4 .58 )
М атим ем о один ступінь вільності для суми квадратів, я к а  ви м ірю є вне­
сок  ко ж н о го  ко еф іц ієн та  &. в суму квадратів, обум овлену регресією  за 
ум ови , щ о всі ф актори , кр ім  і-то , вж е входять у м одель.
Ін ш и м и  словам и , м атим ем о м іру для о ц ін к и  вклю чен н я  bt в м одель, 
яка  спочатку  не м істила такого  члена. Тобто  м и знатим ем о м іру важли­
вості параметра, як б и  він був доданий  у модель о стан н ім .
Відповідний середній квадрат, я к и й  дорівню є сумі квадратів (4 .58 ), поді­
леній н а  к ількість ступенів вільності (нагадаємо, щ о (4.58) м ає один ступінь 
в ільності), м ож е п ор івн ю вати ся  з величиною  = S 2 за д о п о м о го ю  jF -кри- 
тер ію . Т а к и й  ва р іа н т  F -к р и т е р ію  н а з и в а ю т ь  ч а с т к о в и м  F -к р и т ер ієм  
д л я  Ь..
П ри побудові в ідповідної м оделі ч астк о ви й  F -критерій  — це к о р и с н и й  
критерій  для ви р іш ен н я  п и тан н я про додавання чи вилучення ф акторів  з 
моделі.
Я к щ о  ф актори  додаю ться до регресій н о ї м оделі п осл ід овн о  один за 
одним, то м и  говорим о про посл ідовний  F -критерій . Це якр аз і є часткови й  
F -критерій щ одо ф актора, я к и й  вводиться на  даном у етапі.
У деяки х  статистичних  пакетах  ST A T G R A PH , BM D P, S PS S , SAS част­
ковим Р -кр и тер ієм  називаю ть ’’^ -к р и те р ій  для ви л у ч е н н я ”; а послідов­
ний F -критерій  — ’’^ -к р и те р ієм  для в к л ю ч е н н я ”.
М ож на також  п оказати , щ о ( t  = F 1/2 ). Т ом у ч асткови й  F -критер ій  з 
к ількістю  ступенів в ільності 1 та ї; для перевірки  гіпотез іТ0:Д =  0 , Н г:Р0ФО 
дорівню є квадрату ^-статистики з и ступеням и  вільності, як а  підраховуєть­
ся за ф орм улою : t = Ьг /  â b . О тже, перевірка  гіпотези  про  значим ість і-го
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парам етра м ож е ви к он увати сь  або з ви к о р и стан н ям  ч асткового  ^-крите- 
р ію , або ^-статистики .
А н ал ізую чи  в ідп овід н і стати сти ч н і таблиц і .Р-розподілу Ф іш ера та 
розп од ілу  С т 'ю ден та, м ож н а  п ер еко н ати ся , щ о ІР(1,р,а )  = {£(р,а  /2 )}2 за 
будь-яких значеннь и та а .
У багатьох програм ах  в и к о р и сто ву ю ться  обидві стати сти ки , тому щ о 
через п о м и л к и  округлення м іж  н и м и  нем ає р івн ості.
ПІДСУМУЄМО ВИВЧЕНЕ
П і с л я  в и в ч е н н я  ц ь о г о  р о з д іл у  в и  з м о ж е т е
1. Будувати регресійні моделі з більш ніж  однією  незалежною змінною .
2. Оцінювати невідомі параметри багатофакторної регресії.
3. П роводити АЖ УУА-дисперсійний аналіз.
4. П еревіряти модель на адекватність за ^ -критер ієм  Ф іш ера.
5. Розраховувати м нож инний  коеф іц ієнт кореляції, простий та оцінений 
коеф іц ієнти  детермінації.
5. П еревіряти незалежні зм інні на наявність мультиколінеарності.
6. П еревіряти гіпотези про значимість параметрів багатофакторної регре­
сії.
7. Будувати інтервали довіри для параметрів.
8. Будувати інтервали довіри для прогнозних величин.
К о р о т к и й  о г л я д  р о з д іл у
1. Б а га т о ф а к т о р н а  л ін ій н а  регресія  е зви ч а й н и м  продовж енням  прост о ї 
лінійної регресії, яка  розглядалась у попередніх розділах. У багатофакторній 
регресії м и припускаєм о, щ о на залежну зм інну у  може впливати більше, ніж 
один ф актор. Наприклад, обсяг продажу ком панії може залежати як  від ціни 
товару, так і від к ількості грош ей, затрачених на рекламу і т.ін .
2. О сновні припущ ення у випадку багатофакторної л ін ійної регресії:
а) випадкова величина є є нормально розподіленою  з математичним спо­
діванням нуль та постійною  дисперсією ;
б) значення випадкової величини не залежать від значень р  незалежних 
зм інних, як і входять у модель;
в) випадкові величини є є незалежними одна від одної;
г) фактори мають бути лінійно незалежними м іж  собою . Я кщ о вони лінійно 
залеж н і, ми м аєм о м ульт и ко лін еа р н іст ь .
3. У багатофакторній регресії, я к  і в простій  лінійній регресії, невідомі 
параметри розраховую ться за методом найменш их квадратів, як и й  полягає в 
м інім ізації суми квадратів пом илок .
4. Ефект кож ного  фактора або кож н ої незалежної зм інної на залежну 
зм інну обчислю ється ч а с т к о в и м и р е г р е с ій н и м и  к о е ф іц іє н т а м и  ( п а р а м е -
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трами). Ч астковий регресійний коеф іц ієнт показує, наскільки  зм іниться 
значення залеж ної зм інної при зм іні на одиницю  значення відповідного фак­
тора за ум ови, щ о значення інш их факторів залиш аю ться постійним и .
6. За допомогою  .Р-тесту м ож на перевірити значим ість усіх параметрів 
одночасно, а за допомогою*-тесту — кож ного  параметра окрем о. Пригадайте, 
щ о та *-тести були еквівалентними в моделі просто ї л ін ійної регресії, але
якщ о є більш ніж  одна незалежна зм інна, ці тести не е еквівалентними.
О с н о в н і  ф о р м у л и
У з а г а л ь н е н а  б а г а т о ф а к т о р н а  р е г р е с ій н а м о д е л ь :
О ц ін к и  п а р а м е т р ів  у  б а г а т о ф а к т о р н ій  р е г р е с і ї  т іл ь к и  з  д в о м а  ф а к т о ­
р а м и  в и з н а ч а ю т ь с я  з а  ф о р м у л о ю
Уі = А) + Ріх іі +  Ргх 2і+'"+Ррхрі +  єі •
В и б ір к о в а  б а г а т о ф а к т о р н а  р е г р е с ій н а  м о д е л ь :
Уі = Ь0 + Ьхх и + Ь2х 2і+— +Ьрх рі + ег
У .
(  п п \
( 1 х а х і2 ~  - П Х & )
Ь0 = у - Ъ хх \  - Ъ 2Х2 •
К о е ф іц іє н т  д е т е р м ін а ц і ї :
Д 2 = 1 -
О ц ін е н и й  к о е ф іц іє н т  д е т е р м ін а ц ії:
д 2 _ 1 в в Е / О і - р -  1 ) _ 1 (1 ^ 2) (П -1 )
/ ( п - 1 ) ( П - Р - 1 )
F -в ід н о ш е н н я :
В п р а в а  4 .1 . Б а г а т о ф а к т о р н а р е г р е с ія
Є такі дані (табл. 4.2):
925 210
Таблиця 4 .2
4.8
850 185 4.7
1622 225 4.7
1121 215 4.6
658 180 4.9
977 212 4.6
574 195 5.0
Оцініть параметри регресійної моделі.
Розв Язок
у  = 961 і х г = 203.14 ; х 2 = 4.66 ;
І ( х п - Х , ) 2 ^ ( х п - х 2 ) 2 =  0.4 1 7 1 .
1 ( У - У ) ( х п - х х) = 2 8 4 1 7 ! К у - У ) ( х і2 - х 2) = -4 9 5 .9 ;  
Х(*д -  * і) (* і2 ~ х 2) =  -2 0 .4 6  .
Ь -  (28417)(0 .4171) -  (-4 9 5 .9 )(-2 0 .4 6 )
1 (1674 .86)(0 .4171) -  ( -2 0 .4 6 )2
.  (-4 9 5 .9 X 1 6 4 7 .8 6 )- (2 8 4 1 7 К -2 0 .4 6 )  _  _88д 6 0 2 . 
(1674.86)(0.4171) -  ( -2 0 .4 6 )2
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Ь0 = у -  -  Ь2х2 = 961 -  6.101(203.143) -  (-889.602)(4.66) = 3864.63.
у = 3864.63 + 6.101*! -  889.602*2.
В п р а в а  4 .2 .  З н а ч и м іс т ь  п а р а м е т р ів  р е г р е с і ї
Використайте дані та ваш і результати з вправи 4.1 для перевірки значи­
мості оцінених параметрів Ьх та Ь2 з рівнем значимості 5%.
Р о зв я зо к
SSE  = 1(1/; -  у і)2 = 103446.497 ;
а \  = SSE / ( п - р - 1) = 103446.37 /  (7 -  2 -1 )  = 25861.59 ;
à 2bi =
^ 1 ^ ( х 2 - х 2) 2
L ( * l i  -  * і )2Х (* 2 і -  Х 2 ) 2 -  [X (* 1 і -  * і)(* 2 і -  *2 )]
25861.59(0.4171)
-  Ч12
= 38.51 ;
1647.86(0.4171)-4 1 8 .9 4 2
à ï ï i x  і - * ! ) 2Л2 -  °Ь2 ~
І  (* 1 І -  * 1  )  X  (* 2 І  -  * 2  > -  Œ  ( * 1 і  — JCi)(jC2i — Х 2 ) ] 2 
25861(1674.86)
1647.86(0.4171) -  418.942
= 154606.24,
Критичне значення для £0 025 4=2.77б, отж е, ж одна із зм інних не є статис­
тично значимою . Але параметр Ь2 є майже значимим, і був би значимим, якщ о 
б ми вибрали рівень значимості 10%, а не 5% . '
В п р а в а  4 .3 .  С п іл ь н и й  т е с т  з н а ч и м о с т і ,  а б о  п е р е в ір к а  м о д е л і  н а  а д е ­
к в а т н іс т ь
Використайте дані результатів із вправ 4.1 та 4.2 для перевірки значи­
мості Ьг та Ь2 при 5%-йому рівні значимості.
Розв'язок. Спільний тест означає, щ о м и перевіряєм о H 0:j31=j82=0 з викори­
станням F-тесту. ,
Fp,n-P-i = (SSR  /  р) /  (SSE / ( п - р -  1)) ;
SST=SSE+SSR;
SST = Jl (yi - y ) 2 = 717972;
SSE = К У і - у ) 2 = 103446.497;
S S i î^ l  7972-103446.497=614525.503;
^ = [6 1 4 5 2 5 .5 0 3 /2 ]/[1 0 3 4 4 6 .4 9 7 /4 ]= 1 1 .8 8 .
Критичне значення для 2^ 4 5%= 19.2 , отже, ми не можемо відкинути нульо­
ву гіпотезу СР < 2 ^ ) .
В п р а в а  4 .4 .  І н т е р п р е т а ц ія  о ц ін о к  п а р а м е т р ів
П рипустим о, щ о цікавить зв ’я зо к  м іж  досвідом, навчанням і доходом. Н а 
підставі певної статистики ви одержали таку модель:
у  = 180 + 12х + 32 .9^ ,
де і/ — доход лю дини в гривнях; х  — досвід, років; Z  — роки  навчання. 
Проінтерпретуйте коеф іц ієнти  регресії для х  та Z.
Р озв Язок
Регресія показує, щ о лю дина отримуватиме 180 гривень незалежно від 
наявності досвіду чи освіти. За кож ен додатковий рік досвіду очікується, щ о 
й о го /її доход зросте на 12 гривень. За кож ен додатковий рік  навчання доход 
зросте н а  3 2 .9  гривні.
В п р а в а  4 .5 . К о е ф іц іє н т  д е т е р м ін а ц і ї
Ви оціню єте таку модель:
У і  ~ А) + РіХ1 і + @ 2 Х 2 і +  Є Р
щ о базується н а  20 спостереж еннях, і отримали
Х(!/< ~У і )2 = 285  , Х ( ї/і -  у ) 2 = 425  .
Підрахуйте коеф іц ієнт детермінації (і?2). Ч и  ’’д о б р е” модель поясню є ш-  
явлену законом ірність?
Р озв 'язок
Я =0.3294 означає, щ о незалежні зм інні х 1 та х 2 поясню ю ть 32.94% варі­
ації залеж ної зм інної у . Ч и  цього досить для пояснення законом ірності зале­
ж ить від того, яку залежну змінну м и м аєм о. Наприклад, пояснити 3 2 % змін 
бірж ових цін було б дуже непогано, але пояснення лиш е 3 2 % змін, щ о відбу­
ваю ться в реалізації товарів ф ірми на ринку, недостатньо.
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В п р а в и . Б а г а т о ф а к т о р н а  л ін ій н а  р егр ес ія
В п р а в а  4 .6 . У  табл. 4.3 наведено дані п р о  реальний валовий продукт, 
к ількість робочої сили та кількість витрат на капітал в українськом у про­
мисловому секторі (дані ум овні).
Т аблиця 4.3
РІК
Р еал ьн и й  валовий  
п родукт, м лн . грн .
К іл ь к іст ь  робочої К іл ь к іст ь  ви тр ат  на 
си л и , на  1000 осіб, к а п іт а л , м лн . гр н .,
1977
1978
1979
1980 
1981 
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
8911.4
10873.2
11132.5
12086.5
12767.5
16347.1
19542.7 
21075.9
23052.0
26128.2
29563.7
33376.6
38354.3
46868 .3
54308.0
281.5
284.4
289.0 
375.8
375.2
402.5
478.0 
553.4
616.7
695.7
790.3
816.0
848.4
873.1
999.2
120753
122242
125263
128539
131427
134267
139038
146450
153714
164783
176864
188146
205841
221748
239715
1. Підставте наведені дані у такі дві моделі:
у і — Д) + Рі Хц + *
1п У( = а 0 + а11пх1( + а21пх2( + £,
2. Яка модель більш прийнятна і чому ?
3. Для log-лiнiйнoï моделі 0С1 та 0С2 показую ть еластичність пропозиц ії 
для праці та капіталу відповідно. Як би ви обчислили ту саму еластичність 
для лінійної моделі?
4. Я к би ви порівняли коеф іц ієнти  И2 обох моделей? (Зробіть розрахун ки ).
В п р а в а  4 .7 . У  таблиці 4 .4 . подано щ оквартальні дані про:
-  кількість проданих гербер у м. К иєві; Х1 — середню роздрібну ціну 
гербер на ринку (грн .); Х2— середню роздрібну ціну троянд на ринку (грн .); 
Х3 — середній м ісячний сімейний доступний доход у м. К иєві; Х4— змінну, 
що нумерує періоди з III кв. 1993 р. по II кв. 1997 р. (дані ум овні).
210 Розділ 4
Таблиця 4.4
Рік та 
квартал
У *1 х 2 * 3 х 4
1993-ІІІ 6482 1.26 2.08 121.11 1
-IV 5348 1.44 2.05 123.36 2
1994-1 5429 1.57 2.06 125.26 3
-II 6079 1.51 2.24 132.92 4
-III 4924 1.53 2.21 138.46 5
-IV 5862 1.47 2.06 148.62 6
1995-1 4216 1.59 2.16 156.28 7
-II 4253 1.23 2.02 158.98 8
-III 4038 1.60 2.00 150.49 9
-IV 3476 1.49 2.10 153.33 10
1996-1 2911 1.77 2.25 151.87 11
-II 3950 1.44 2.06 155.00 12
-III 4134 1.62 2.34 154.00 13
-IV 2868 1.46 2.00 158.20 14
1997-1 1160 1.24 2.28 155.67 15
-II 3872 1.09 2.13 158.00 16
У запропонованих ф ункціях попиту
JJt = А) P l ^ l t  P z ^ 2 1  P z ^ Z t  Р а ^ 4t ^ t  »
У, = « l  +  « 2 * 2 t+ « 3 * 3 t + a 4 * 4 t+ « 5 * 5 (+
lni/f = рг+/52 lnx2(+ /y  nx3(+/34 lnx4(+/35lnx6(+ и, 12345
1. Підрахуйте параметри л ін ійної моделі та проінтерпретуйте результати.
2. Визначте параметри log -лінійної моделі та проінтерпретуйте резуль­
тати.
3. 0а, Д ,та/?4 показую ть особисту ціну, перехресну ціну та коеф іц ієнт елас­
тичності попиту за доходом. Ч и  збігаю ться результати з попередніми споді­
ванням и?
4. Я к  би ви обчислили особисту ціну, перехресну ціну та коеф іцієнт елас­
тичності попиту за доходом для л ін ійної моделі?
5. Грунтую чись на ваш ому аналізі, яку  модель ви б вибрали (якщ о б ви­
брали) і чому?
В п р а в а  4.8. Нехай відома статистика витрат оборонного бюджету умов­
ної країни за 1972 — 1991 pp. П оясніть оборонний бюджет даної країни, 
розглянувш и таку модель:
де у г — щ орічн і витрати оборонного бюджету £ (млрд. умови, од .); 
за р ік  і (млрд. умови, од .);*2( -  ВНП
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x3t — щ орічні надходження кош тів від військових продаж ц ієї країни t 
(млрд. умови, од .);
x At — продажі аерокосм ічної пром исловості (млрд. умови, од .); 
x 5t — військові конф лікти із залученням більше ніж  100 військових час­
тин. Ц я зм інна приймає значення 1, коли залучено 100 чи більше військових 
частин, та рівна нулю, коли це число ■ менш е за 100.
Для тестування ц ієї моделі ви маєте дані табл. 4 .5 .
Таблиця 4 .5
Рік
Витрати
оборонного
бюджету
У
ВНП
* 2
Надходження
від
військових
продаж
* 3
Продажі
аерокосмічної
промисловості
X4
Конфлікти
100 + Х$
1972 51.100 560.300 0.600 16.000 0.0
1973 52.300 590.500 0.900 16.400 0.0
1974 53.600 632.400 1.100 16.700 0.0
1975 49.600 684.900 1.400 17.000 1.0
1976 56.800 749.900 1.600 20.200 1.0
1977 70.100 793.900 1.000 23.400 1.0
1978 80.500 865.000 0.800 25.600 1.0
1979 81.200 931.400 1.500 24.600 1.0
1980 80.300 992.700 1.000 24.800 1.0
1981 77.700 1077.600 1.500 21.700 1.0
1982 78.300 1185.900 2.950 21.500 1.0
1983 74.500 1326.400 4.800 24.300 0.0
1984 77.800 1434.200 10.300 26.800 0.0
1985 85.600 1549.200 16.000 29.500 0.0
1986 89.400 1718.000 14.700 30.400 0.0
1987 97.500 1918.300 8.300 33.300 0.0
1988 105.200 2163.900 11.000 38.000 0.0
1989 117.700 2417.800 13.000 46.200 0.0
1990 135.900 2633.100 15.300 57.600 0.0
1991 162.100 2937.700 18.000 68.900 0.0
1. Обчисліть параметри ц ієї моделі та їхні стандартні пом илки; розрахуй­
те Д 2 та і? 2 .
2. П оясніть результати, беручи до уваги будь-які попередні сподівання 
щодо взаєм озв 'язку м іж  у та різними зм інним и х.
3. Я кі інш і зм інні ви, м ож ливо, хочете вклю чити в модель і чому?
Вибрати правильну відповідь на запитання
1. У  багат оф акт орній регресії:
а) більш ніж одна залеж на зм інна і т ільки одна незалеж на змінна:
б) більш ніж  одна незалеж на зм інна і т ільки одна залеж на змінна:
в) більш ніж  одна залеж на зм інна і більш ніж  одна незалеж на змінна,
г) т ільки одна залеж на зм інна і т ільки одна незалеж на змінна:
д) більш ніж  дві залеж ні зм інні і більш ніж  одна незалеж на змінна.
2. П ри геомет ричній інт ерпрет ації регресійної моделі з двома незале%  
ними зм інними м и будуємо:
а) прям у лінію , щоб показат и зв'язок між  залеж ною  змінною т а незс 
леж ним и змінними:
б) т рикут ник, щоб показат и зв 'язок між  залеж ною  змінною т а незс 
леж ним и змінними:
в) площ ину, щоб показат и зв 'язок між  залеж ною  змінною  т а незале%  
ним и  зм ін н и м и ;
г) коло, щоб показат и зв 'язок між  залеж ною  змінною т а незалеж ним  
зм ін н и м и ;
д) еліпс, щоб показат и зв 'язок між  залеж ною  змінною т а незалеж ним  
зм інн и м и .
3. У  множ инній регресії кож ен парамет р показує:
а) загальний вплив ус іх  незалеж них зм інних на залеж ну змінну;
б) вплив незалеж ної зм інної на залеж ну за ум ови, що всі інші незалеж ь  
зм інні залиш аю т ься незмінними;
в) де площ ина регресії перет инає вісь у;
г) я к  част ковий, т ак  і загальний вплив незалеж них зм інних;
д) т очку, що дорівнює значенню  перет ину.
4. М ульт иколінеарніст ь виникає тоді, коли:
а) пом илка не м ає нульового середнього значення;
б) пом илка  залеж ит ь від незалеж ної змінної;
в) дві пом илки корелю ю т ь між  собою;
г) незалеж ні зм інні корелю ю т ь між  собою;
д) дисперсія пом илок не є пост ійною.
5. Щ об перевірит и значиміст ь окремого парамет ра, використ овую т ь:
а) ¥ -т ест ;
б) і -тест;
в) х2-тест;
г) біномінальнийрозподіл;
д) експоненційний розподіл.
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6. Д ля перевірки значимост і одночасно всіх парам ет рів використ овуєт ься:
а) ¥-тест;
б) іт ест ;
в) х2т ест ;
г) біномінальний розподіл;
д) експоненційний розподіл.
7. За  інш ихрівних ум ов, якщ о ми збільш уєм о кількіст ь незалеж них зм інних  
у  регресії:
а) Я2 збільш ується;
б) Я2 зменш уєт ься;
в) Я2мож е або збільшитись, або зменшитись;
г) немає ніякого еф ект у на R ;
д) імовірність мульт иколінеарност і зменш ується.
8. Зв'язок між  Я2 та оціненим Я2 є:
а) оцінене Я2— Я2;
б) оцінене Я2= Я2( п - 1 ) / ( п - р - 1 );
в) оцінене Я 2= [  1 - (  1 -Я 2) ] ( п - 1 ) / ( п - р - 1 );
г) оцінене Я2= 1 -Я 2;
д) оцінене Я2= 1+Я2.
9. Для р егрес ії з п спостереж ень тс р  незалеж них змінних зв'язок між  R  
та F є:
а ) F p п_р_1- [ ( п - р - 1 ) / р ] [ Я 2/ ( 1 - Я 2)] ;
б )  Fpn^ = R 2/ ( l - R 2);
в )  F P п-р-і “  [ п / р ] [ Я 2/ ( 1 - Я 2) ] ;
г)  Р рп_г_і = [ ( п - р - 1 ) /р ] Я 2; 
d ) F pn_p_1- R 2/ ( l + R 2).
2
10. Якщо ви оцінюєт е рівняння доходів для 100 працівників, приймаючи  
кількіст ь рок ів  навчання як одну незалеж ну змінну і кількіст ь місяців  
навчання як іншу незалеж ну змінну, то ви мож ете:
а) отримати оцінки, я к і не будут ь BLU E;
б) мат и неоднакові дисперсії помилок;
в) м ат им ульт иколінеарніст ь;
г) б та в .
11. С т упені вільност і для t-ст ат ист ики для перевірки значим ост і п а р а ­
мет рів регресії, що складаєт ься з 3 5  спостереж ень т а 3 незалеж них  
зм інних, т ак і:
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а) 35;
б) 3;
в) 32;
12 .С т уп ен і вільност і чисельника Р  -ст ат ист ики в регресії, що складаєт ься  
з 50 спостереж ень т а  4 незалеж них зм інних, т акі:
а) 50; г) 46;
б) 4; д) 45.
в; 3;
13. С т упені вільност і знам енника ¥ -ст ат ист ики, що складаєт ься з 50 
спостереж ень т а  4 незалеж них зм інних, т акі:
а) 50; 46;
б; 4; д) 45.
в ; 3;
14. Однією з проблем, що мож е виникнут и у  багатоф акторній регресії і 
ніколи не буває в прост ій регресії, є:
а) кореляц ія  м іж  величинам и пом илок:
б) нерівна дисперсія пом илок;
в) кореляц ія  м іж  п о м и лка м и  т а незалеж ним и зм інним и;
г) кореляц ія  м іж  незалеж ним и зм інним и;
д) пом илка без нульової середньої.
г) 33;
д) 31.
ВІДПОВІСТИ НА ЗАПИТАННЯ: ТАК/НІ; ЯКЩО НІ, ПОЯСНІТЬ ЧОМУ
1. Чи можливо мати незначимі ї -величини для параметрів та значиму 
-величину для регресії?
2. У багатофакторній регресії і?2 є кращ им показником  для виміру якості 
побудованої регресії, ніж оцінений И2.
3. Чи може бути ^-статистика в ід ’ємною ?
4. Негативна ^-статистика одного з параметрів свідчить, що він для рег­
ресії не є важливим.
5. П роста регресія — це особливий випадок багатофакторної регресії.
6. Геометрична інтерпретація регресії, що складається з двох незалежних 
змінних, є прямою  лінією .
7. М ультиколінеарність виникає, коли незалежна змінна надто корельо- 
вана із залежною зм інною .
8. Оцінений R 2 завжди більший за R 2.
9. T -тест використовується для перевірки спільної значимості параметрів 
у багатофакторній регресії.
10. jF-тєст використовується для перевірки значимості одного окремого 
параметра.
11. S S T  - SSR + SSE.
12. S S T  не може бути від’ємним.
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ЗАПИТАННЯ І ЗАДАЧІ
1. Уявіть собі, що ви економіст з м іністерства праці і цікавитесь оцінкою  
зв’язку між доходами та інш ими факторами, такими як  вік, освіта та досвід 
роботи:
а) яка з цих змінних повинна бути залежною змінною ? Які змінні можуть 
бути незалежними змінними?
б) чи можете ви зіткнутись з яким ись проблемами в оцінці вашої рег­
ресії?
2. Ви оцінюєте регресію, використовую чи три незалежні змінні, як і мають 
такий зв ’язок:
*ЗІ= 2 х и + Х2Ґ
а) які проблеми можуть виникнути при оцінці регресії з використанням  
усіх трьох змінних?
б) які є шляхи розв’язання цих проблем?
3. Ви оціню єте регресію , використовую чи 50 спостережень та 4 незалежні 
змінні. R 2 для регресії становить 0.64. Визначте оцінений коеф іцієнт детер­
мінації і?2 для регресії.
4. Ви оцінюєте таку регресію , використовую чи 30 спостережень:
у. = 122 4- 32.4д:1 -  0 .78 jc2 ;4 ,2= 0.59;
Х,(*Ц - * і ) 2 = 23.6; 
ї ( х 2 і - х 2)2 = 1 2 .3 ;
41.7.
Перевірте значимість параметрів при рівні значимості 5%.
1)б; 6) а; 11) д;
2) в; 7) а; 12) б;
3) б; 8) в; 13) д;
4) г; 9) а; 1 4) г.
5) б; 10) в;
Так /Н і
1. Так.
2. Ні. Оцінений коеф іцієнт детермінації і?2 придатніш ий для багатофак- 
торної регресії, оскільки він скоригований щодо кількості незалежних змін­
них.
3. Так, ^-значення буде від’єм ним , якщ о знак параметра буде від’ємним.
4. Ні. Це свідчить про те, що знак параметра є негативним.
5. Так.
6. Ні. Геометричною інтерпретацією є площина.
7. Ні. М ультиколінеарність виникає, коли незалежні змінні надто корельо- 
вані між собою .
8. Ні. Оцінений і?2 завжди менш ий чи дорівню є і?2.
9. Ні. 2^-тест використовується для перевірки спільної значимості параметрів.
10. Ні, £-тест використовується для перевірки значимості окремих пара­
метрів.
11. Так.
12. Так.
З а п и т а н н я  т а  п р о б л ем и
1. А. Доходи будуть залежною зм інною , вік, трудовий досвід та освіта бу­
дуть незалежними зм інними.
Б. Тому що вік та трудовий досвід є дуже корельованими, можлива про­
блема мультиколінеарності.
2. А. Оскільки Х3 є лінійною  комбінацією  Х1 та Х2, то виникне проблема 
мультиколінеарності.
Б. Одним з методів виріш ення цієї проблеми є вилучення залежних 
змінних з регресії.
3. Оцінений коеф іцієнт детермінації:
ЇЇ2 = 1—(1—7?2)[(/г—1 )/(/г—р—1)] = 1—(1—0.64)[(50—1)/(50—4—1)]=0.608
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4- =
1.2 41.7
(1 -  4 . 2 ) 1  ( % - * 0 2 (1-0.59X23.6)
= 4.31;
<тм = -У4.31 = 2.08;
Л2 _  
^ 2  “
41.7
а - г х\ х2) І ( х 2 і- х 2)2 (1-0.59X12.3)
= 8.27;
с7Ь2 = л/8.27 = 2 .88 ;
*и = 3 2 .4 /2 .0 8  = 15.58;
*62= -0 .7 8 /2 .8 8  = -2 .7 1 .
^ , ^  = ^ 2 .0 5 2 , отже, ми відкидаємо нульову гіпотезу, що /3 ,-0 , але прий­
маємо нульову гіпотезу, що р2 = 0.
ЗАСТОСУВАННЯ ЕКОНОМІЧНИХ ЗНАНЬ
П р и к л а д и  п р а к т и ч н о г о  з а с т о с у в а н н я  б а г а т о ф а к т о р н о ї  р е г р е с і ї
Е к о н о м е т р и ч н а м о д е л ь  в и т р а т  в и р о б н и ц т ц в а
Поліномінальні регресійні моделі досить пош ирені на практиці, особливо 
для встановлення зв ’язку  між обсягами продукції, що випускається, та типа­
ми витрат на її виробництво.
У загальному випадку поліномінальна модель має такий вигляд:
Уі = А> + Ах, + А л 2+ .. .+РрХір +  . (4.59)
Як бачимо, модель ( 1 ) має тільки одну незалежну змінну (х ) та одну за­
лежну змінну (у).  Але те, що незалежна змінна входить у різних степенях, 
переводить модель ( 1 ) у клас багатофакторних регресійних моделей, а саме, 
вводячи заміну зм інних Х р = Z p , отрим аємо:
Отже, /?-ступенева поліномінальна модель лінійна за своїми параметрами, 
які можуть бути знайдені методом найменш их квадратів.
У м ікроеконом іц і найпош иреніш им  є застосування поліномінальних мо­
делей для оцінки загальних, середніх та граничних витрат у виробництві 
продукції.
Е к о н о м е т р и ч н а  м о д е л ь  з а г а л ь н и х  в и т р а т
Як приклад поліномінальної регресійної моделі розглянемо зв ’язо к  між 
випуском продукції та загальними витратами на її виробництво (табл. 4.6).
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Я кою  буде форма такого зв ’язку? Щ об відпові­
сти на це запитання, вдамося до графічного 
зображ ення даних (мал. 4.4.)
Я к бачимо з малю нка, залежність м іж  за­
гальними витратами та обсягами виробництва 
нагадує Я-криву. Така 5 -крива загальних ви­
трат може відповідати такій узагальненій ре- 
гресійній моделі:
Таблиця 4.6
Уі = Р о + Ріхі + Рі хі + Рзхі3 + є*, (4.61)
Загальні Обсяг
витрати,
млн.крб.
виробництва
У X
193 1
226 2
240 3
244 4
257 5
260 6
274 7
297 8
350 9
420 10
де у — загальні витрати; х — обсяг виробницт­
ва. Невідомі параметри моделі (4.61) можуть 
бути знайдені методом найменш их квадратів.
Але економ ічна теорія накладає деякі умови на 
параметри кубічної ф ункції загальних витрат.
Я кі саме?
Щ об відповісти на це запитання, необхідно згадати залежність між  загаль­
ними витратами, середніми та граничними витратами. М ікроекономічна тео­
рія показує, щ о крива середніх та граничних витрат має II-подібну форму. 
Коли випуск зростає, то обидві криві спочатку спадають, а потім зростають. 
Крім того, ці криві об ов’язково  перетинаю ться, причому до точки перетину 
значення середніх витрат вищ е, ніж  граничних; а післяграничні витрати вищі 
за середні.
Справді, це м ож на побачити з виразу середніх та граничних витрат через 
загальні витрати  (ТС): ТС = у = Р0 + РіХ + (32х 2 + Р3х 3 + е :
ТС всередні витрати (АС): АС = —  = у = ^  + ф1 +р2х + ргх2) + є;
X X
граничні витрати (МС):МС =
Л(ГГП\
(ЦТС)
(їх
— + 2/32* *+* 3(3гх2 + є.
Я к бачимо, середні та граничні витрати справді мають и-подібну форму.
Крім того, щоб були правильними класичні м ікроеконом ічі співвідношення 
між  усіма типами витрат, необхідно, щоб оц інки  параметрів моделі (4.61) 
відповідали таким співвіднош енням .
1 .  Р г Р ^ Р ' Х ) .
2. р2< 0.
3. р 2 < щ р 3.
Ці співвіднош ення можуть бути корисним и , коли ми досліджуємо вибір­
кову модель.
Проведемо розрахунки за моделлю (4.61) за табл.4.3. Отримаємо:
ді = 141,776 + 63,48*, -  12,96л:,2 + 0,94л:,3; (4.62)
і?2 =0,9983-
П р и к лад  2. В и р о б н и ч а  ф у н к ц ія  К обб а  — Д у г л а с а
Відома виробнича ф ункція Кобба — Дугласа має такий  вигляд:
у  = Р3х 1Ріх 2Р2е е , (4.63)
де у  — випуск продукції; 
х х — витрати праці; 
х 2 — витрати капіталу; 
є — випадкова величина; 
е — основа натурального логарифма.
Модель (4.63) є нелін ійною , але, як  уже розглядалося раніш е, ш ляхом  ло­
гарифмування її легко звести до л ін ійної регресійної моделі:
М одель (4.64) лінійна за своїми параметрами і має дві незалежні змінні, 
отж е, вона відноситься до класу багатофакторних регресійних моделей.
Властивості ф ункції Кобба — Дугласа ш ироко відомі.
1. Параметр /5г є еластичністю  випуску від затрат праці. Він показує, на 
скільки  відсотків зм іняться витрати, коли затрати праці зм іню ю ться на один 
відсоток за припущ ення, щ о витрати капіталу залиш аю ться незмінними.
2. Параметр р2 є коеф іц ієнтом  еластичності випуску від витрат капіталу 
за припущ ення, щ о витрати праці залиш аю ться незм інним и.
3. Сума параметрів (А + А) описує масштаб виробництва.
Я кщ о ця сума дорівню є 1, то маємо постійний масштаб виробництва; коли 
він менш е 1, то маєм о спадний масш таб виробництва, за якого  зростання 
значень ф акторів у певну кількість разів призводить до спаду випуску вироб­
ництва. К оли (А + А)>Т навпаки, спостерігається зростаю чий масштаб ви­
робництва; збільш ення значень ф акторів, наприклад у а  разів, спричиняє 
збільш ення випуску виробництва більше ніж  у а  разів.
Розглянемо конкретний  приклад.
Є дані про деревообробний сектор У країни (табл.4.7).
Т аблиця  4. 7
Рік Обсяг продукції, 
млн. ум. грош. од. 
У
Витрати праці, 
млн. днів
Ч
Витрати капіталу, 
млн.ум. грош. од. 
*2
1972 12767.5 375.2 131427
1973 16347.1 402.5 134267
1974 19542.7 478 139038
1975 21075.9 553.4 146450
1976 23052.0 ' 616.7 153714
1977 26128.2 695.7 164783
1978 29563.7 790.3 176864
1979 33376.6 816.0 188146
1980 38354.3 848.8 205841
1981 46868.3 873.1 221748
1982 54308.0 999.2 239715
Побудуємо ф ункцію  Кобба — Дугласа, яка  описує залежність між  випус­
ком  продукції деревообробної галузі (млн. ум. грош . о д .) , затратами праці 
(млн. днів) та витратами капіталу (млн. ум . грош . о д .). Розрахувавши її 
параметри методом найменш их квадратів, отримаємо:
З моделі (4.65) бачимо, щ о у деревообробному секторі коеф іц ієнти  елас­
тичності випуску продукції від праці та капіталу відповідно дорівнювали
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1.498 та 0.489. Тобто, коли витрати праці за незм інного значення капіталу 
збільш увались н а  1 %, випуск продукції збільш увався н а  1.498 %. Збіль­
ш ення на 1 % витрат капіталу, коли  витрати праці залиш аю ться незм інним и, 
спричиняє збільш ення на 0.5 % випуску. Сума параметрів (Д  + /32) =  1.987 
свідчить про розш ирення масш табів деревообробного виробництва.
М о д е л ю в а н н я  п р оц есу  м а л о ї п р и в а т и за ц ії в У к р а їн і
Приватизація в Україні викликає велику зацікавленість економ істів, прак­
тик ів , фахівців різних напрям ків , інозем них інвесторів та всього населення 
У країни. Це те питання, яке завжди є індикатором  змін у суспільстві, а для 
таких постсоціалістичних країн , я к  У країна, ще й питанням  ж иттєздатності 
реформ та процесів ф ормування ри н ково ї екон ом іки . С пробуємо розглянути 
питання приватизації лиш е під вузьким кутом , а саме: дослідити вплив пев­
них факторів на процес малої приватизації в У країні за допом огою  багато- 
факторної економ етричної моделі. П ідкреслимо, щ о наведений матеріал не є 
науковим дослідженням. Він розроблений у процесі написання творчих робіт 
студентами НаУКМ А і має сприйматись як  ілю страція до практичного застосу­
вання економетричних моделей у різноманітних економ ічних дослідженнях.
Процес приватизації в Україні навіть сьогодні має певні особливості, на його 
успішність впливає велика кількість факторів, деякі з них носять суто суб’єктив­
ний характер і тому не можуть бути виміряні кількісно. П ро деякі з них важко 
знайти інформацію , тому відберемо невелику кількість факторів, як і, на нашу 
думку, мали б впливати на процес малої приватизації в Україні.
П о-перш е, це к ількість громадян, щ о скористалися приватизаційним и сер­
тифікатами (л^). Вважаємо, щ о доречно брати саме к ількість тих громадян, 
як і скористалися своїм  правом на частку держ авного майна, бо кількість 
отриманих сертифікатів не повністю  відображає попит на державне м айно, 
яке приватизується. Таким чином , відпадає потреба враховувати відсоток і 
середню ш видкість використання приватизаційних сертиф ікатів, щ о взагалі 
полегш ує дослідження впливу цього фактора.
По-друге, це зважена середня позичкова ставка комерційних банків (л;2). При­
ватизовані підприємства дуже часто потребують нових капіталовкладень, тому 
доступність кредитів має суттєво впливати на попит о б ’єктів приватизації.
П о-третє, кредити в валюті (д;3). Слід визначити, щ о сьогодні нем ає, як  не 
дивно, залежності м іж  процентною  ставкою  в У країні і закордонним и креди­
тами.
Четвертим фактором, яки й , на наш  погляд, впливає на процес малої прива­
тизації, є індекс реальної продукції (за 100 взятий рівень 1990 року) (х 4). П ри 
цьому ми виходимо з того, щ о спад виробництва має наводити людей на думку, 
щ о негайно треба щ ось зм інити, і, таким  чином , прискорю вати  процес прива­
тизації.
П ’ятим  відібраним фактором є інф ляція оптових цін (#5). М и вибрали саме 
інфляцію оптових цін, бо вважаємо, щ о вона має впливати на вартість вироб­
ництва, і, тим самим, на привабливість придбання того чи інш ого підприєм-
ства.
Тепер ми маєм о дослідити вплив відібраних ф акторів на залежну змінну 
у  — кількість приватизованих підприєм ств.
П ідкреслим о, щ о при побудові багатофакторної регресійної моделі ми об­
м еж им ось лиш е дослідж енням  малої приватизації, бо, якщ о не брати до уваги 
приватизацію  ж итла, саме у ц ій  галузі відбувається найбільш е подій, і вони 
піддаю ться певном у аналізу.
Дані, як і використовувались для розрахунку моделі, наведені в табл. 4.8. 
Вони були зібрані за період 1993 (за винятком  кв ітня), 1994 та 6 місяців 1995
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Т аб лиця  4 .8
Кількість Кількість Позичкова Кредити Індекс ЮЦ
Дата приватизов. громадян, ставка у валюті, реальної
підприємств тис. чол. тис. дол. продукції
У *2 *3 х4 *5
01/93 зо 5 6.59 74.7 118.2
02/93 140 65 7.35 75.0 20.8
03/93 430 115 7.26 65.4 11.6
05/93 570 176 11.88 62.1 52.2
06/93 830 275 19.25 59.3 90.1
07/93 1165 335 18.50 56.3 31.0
08/93 1530 370 16.88 54.0 33.0
09/93 1685 395 18.79 980 53.6 76.5
10/93 1728 425 20.49 1065 51.8 34.2
11/93 2825 455 23.27 1200 52.0 33.1
12/93 3585 728 24.59 1315 47.8 76.9
01/94 4300 1326 25.85 1447 40.9 23.8
02/94 4967 1340 32.06 1755 37.8 16.0
03/94 5442 1503 32.48 2124 39.1 6.9
04/94 6438 1980 27.33 2513 37.6 6.0
05/94 7557 2200 25.26 2827 38.2 2.3
06/94 8402 2873 21.23 3387 39.1 2.7
07/94 8910 3100 16.04 3920 38.1 4.1
07/94 9450 3900 12.61 4842 38.0 6.5
08/94 10214 4883 11.80 5717 41.5 10.8
09/94 10910 4902 11.78 6802 43.7 17.2
10/94 11100 5804 16.78 8210 39.8 101.0
11/94 11552 7106 17.06 8176 36.3 32.7
12/94 12375 8100 18.39 9043 33.0 29.2
01/95 12450 11186 17.74 10232 32.0 11.4
02/95 12802 12616 15.80 10556 35.3 9.3
03/95 12975 13180 12.73 11738 32.2 5.1
04/95 13100 14800 10.18 12739 31.6 7.1
05/95 14957 15600 7.66 14272 31.5 8.6
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Т а б ли ц я  4 .9
Незалежна
змінна
Коефіцієнт Стандартна
помилка
^-статистика Рівень
значимості
Сопе!. 15744.242360 3837.223341 4.1030 0.0008
*1 -  0.883249 0.200383 -  4.4078 0.0004
х 2 -  97.491417 49.980252 -  1.9506 0.0688
X3 1.515461 0.297273 5.0979 0.0001
*4 -  223.031321 63.132450 -  3.5328 0.0028
х 5 -  15.444591 9.177465 -  1.6829 0.1118
року. Зібрати повну інформацію за пізніш ий період, на жаль, не вдалося.
Статистичні дані взято із "Звіту Ф онду державного майна за 1994 р ік ”, 
"Тенденції української економ іки" — бюлетеня Є вропейського Центру макро- 
економічного аналізу У країни та економ ічного бюлетеня "Україна в числах".
У випадках, коли певні дані не збігалися, брались не оф іційні дані, а дані 
Євроцентру як  більш коректні. Д еякі дані взято з графіків (приватизація за 
1993 рік; кількість громадян, щ о використали приватизаційні сертиф ікати), а 
оскільки індекс реальної продукції та дані про використання сертифікатів за 
1994/95 роки були надані поквартально, то повна точність даних не збереглася, 
хоча загальні тенденції відображені повністю .
Було разраховано багатофакторну регресійну модель малої приватизації 
з використанням  пакету БТАТЄЯАРН та отримано результати, я к і наведено 
в табл. 4.9.
Модель має вигляд:
у = 15744.2 -  0 .883^ -  97.49х2 4-1.52*3 -  223.03*4 -  15.44*5 .
Оцінений коеф іц ієнт детермінації дорівню є 96,76% . D W = 1.73234 .
Перевіримо статистичну значимість параметрів регресії. П ри заданому 
рівні значимості 5% (табл. 4.9) м ож на побачити, щ о параметри при факторах 
х 2 та х 5 є статистично незначим ими, тому ці ф актори м ож на з моделі виклю­
чити. Перевірка за тестом Дарбіна — У отсона свідчить про відсутність коре­
ляції м іж  залиш ками.
Розглянемо АКОУА-таблицю (табл. 4.10).
Т аблиця  4 .10
Т а б л и ц я  А ІЧ О У А -ан ал ізу
Джерело варіації Сума квадратів БЕ Мв Е-Каїло
Модель 342441148 5 68488230
Помилка 8657129 16 541071 126579
Загальне 351098277 21
За і**-критерієм Ф іш ера визначаєм о, що модель адекватна.
Вилучимо з моделі фактори х 2 та * 5, коеф іц ієнти  при яки х  були статис-
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тично незначим ими, та знову проведемо розрахунки.
Н ова модель має вигляд:
у  =  -  0.082426*, + 1.59262*з -  215.471*4.
Слід зазначити, що такі ж  результати ми б отримали, якби відразу викорис­
тали метод покроково ї регресії. П ри покроковом у виборі факторів, фактори 
* ,, * 3 та *4 входять у модель (її-част кові > Ркр9 = 2 .68 ).
Спробуємо проінтерпретувати за остаточною  моделлю вплив факторів на 
приватизацію малих підприєм ств. Дуже цікавий зв ’я зо к  спостерігається щодо 
приватизаційних паперів. Незвичайну зворотну залежність м ож на пояснити 
загальним зм енш енням  о б ’єктів  приватизації та ш тучними урядовими об­
меж еннями. Адміністративні заходи для виправлення ц ієї ситуації було вжито 
з прийняттям  Указу Президента У країни ”П ро заходи щ одо прискорення 
процесу малої приватизації в У країн і” від 30 грудня 1994 року, нової ре­
дакції Закону про оренду (особливо у ст. 25) та інш их документів, але, нажаль, 
це не дає бажаних результатів. У січні 1996 року розрив м іж  обсягом ’’папе­
р о во го ” попиту та ’м ай н о в о ї” пропозиції становив 1061 трлн. крб. Таким 
чином , при збільш енні ціни о б ’єктів  приватизації на кож ен такий о б ’єкт 
витрачається більша кількість приватизаційних паперів.
Зрозумілим є прям ий зв ’я зо к  м іж  кредитами та приватизацією : більше
кредитів — більше інвестицій , у тому числі в о б ’єкти  приватизації.
При загальному спаді виробництва та зменш енні індексу загального ви­
робництва зростає зацікавленість у приватизації. Налагоджене ефективне 
виробництво на приватизованих підприємствах на фоні загального спаду буде 
конкурентоздатним і приноситим е значний прибуток.
Звичайно, розроблена модель не є досить вдалою, тому що не відображає 
впливу суб’єкти вн и х  факторів, як і в процесі приватизації відіграють визна­
чальну роль, наприклад, настроїв та політики уряду (простим прикладом 
цього може слугувати адміністративне регулювання попиту та пропозиції на 
при вати зац ію .)
Але навіть на основі такої спрощ еної моделі мож на аргументувати деякі 
пропозиції щ одо поліпш ення процесу приватизації в Україні (звичайно, це 
стосується ситуації 1996 року):
1. Треба зняти мораторій на приватизацію  тих підприєм ств, на як і Вер­
ховною  Радою було накладено вето. Це прискорить ’паперову” приватизацію , 
а разом із застосуванням приватизаційних аукціонів ціна об ’єкта  визнача­
тиметься у більш ій відповідності до ринкових законів, щ о не раз намагалися 
зробити у Ф онді державного майна У країни.
2. Необхідно визначити роль іноземних партнерів і залучати іноземних 
інвесторів, хоча, як  показую ть деякі дослідження (зокрема проведені у видан­
нях ’Ф інансова У країна”, ’Ф інансовий К и їв ”, ’Економ іка У країни”), вже з’яв­
ляю ться внутріш ні інвестори, як і здатні на масш табні капіталовкладення. 
Разом з тим не треба нехтувати й інституційними інвесторами (інвестами, 
трастами та ін .) , як і накопичили гігантську кількість приватизаційних па-
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перів, але по-справж ньом у ще не почали їх вкладати.
3. Н еобхідно чіткіш е визначати власника, яки й  буде управляти підприєм­
ством.
4. Ч исто  адміністративними заходами м ож на дом огтися лиш е кількісних 
результітів у приватизації, а не як існ и х . П риватизація не мож е іти окремо 
або у відповідності з кардинальними реф орм ами екон ом іки  в цілому. Тому 
важливим залиш ається загальний процес реф орм ування в У країні.
А н а л із  в п л и в у  с о ц іа л ь н и х  ф а к т о р ів  н а  р ів ен ь  зл о ч и н н о с т і  
в У к р а їн і
П роаналізуємо, я к  впливали різні соціальні ф актори, а саме: забезпеченість 
житлом, рівень освіти, продаж акогольних напоїв та інш і — на кількість зареє­
строваних в У країні злочинів протягом  останнього десятиріччя. Для цього 
побудуємо багатофакторну регресійну модель, використовую чи  дані, наведені 
в табл. 4.11. Залежною зм інною  є к ількість зареєстрованих злочинів (у). Для 
остаточного аналізу обрано такі фактори: загальна кількість населення України, 
кількість м іського населення У країни, забезпеченість населення ж итлом , про­
даж алкогольних напоїв у розрахунку на душ у населення та к ількість лю дей, 
щ о мають вищ у та середню освіту, в розрахунку н а  1000 осіб .
Таблиця 4.11
Кількість Кількість Забезпе- Рівень Кількість Продаж
зареєстро­ населення, ченість освіти міського алкогольних
Рік ваних млн. осіб житлом, населення, напоїв,
злочинів, м2 на млн. осіб л на особу
тис. особу
У *і * 2 * 3 Х А х 6
1984 250.0 50.7 16.0 877 33.2 5.3
1985 249.6 50.8 16.3 884 31.4 5.2
1986 248.7 51.0 16.8 894 33.7 3.4
1987 237.8 51.2 17.1 903 34.2 2.9
1988 243.0 51.4 17.3 912 34.7 3.2
1989 322.3 51.7 17.6 928 34.6 3.8
1990 369.8 51.8 17.8 939 34.8 4.1
1991 405.5 51.9 18.0 951 35.1 4.1
1992 480.5 52.1 18.2 962 35.3 3.6
1993 539.3 52.2 18.5 974 35.4 3.3
Дж ерело: "С т ат ист ичний щорічник України "(1994)
У формалізованому записі модель має такий  вигляд:
Розрахунки невідомих параметрів моделі здійсню вались за допомогою  
пакета БТА ТО ЯА РН . Для побудови моделі (без константи) використовувався 
метод п окроково ї регресії.
К інцева модель м істить тільки три з відібраних п ’яти  факторів: кількість 
населення У країни, забезпеченість ж итлом та освіченість:
у  = -  91.89^ -  189.38я2 + 9.06*3.
Відповідно до моделі коеф іц ієнт детермінації та оцінений коеф іцієнт де­
термінації дорівню ю ть: Д2= 0.9984, Я 2= 0.9980. Це свідчить про те, щ о 
зміни значення залежної зм інної великою  мірою  поясню ю ться саме змінами 
у відібраних факторах.
Перевіримо розроблену модель на адекватність за ^-критерієм  Фішера. 
Розрахункове і'1 -відношення для даної регресії становить 1480.97. Задамо рі­
вень значимості 5% та за таблицею ^-розподілу Ф ішера при заданому рівні 
значимості і ступенях вільності відповідно 3 (нагадаємо, щ о перш ий ступінь 
вільності дорівню є кількості факторів у моделі) та 7 (другий ступінь вільності 
дорівню є кількості спостережень мінус кількість оцінених параметрів: 10-3=7) 
знайдемо критичне значення, яке дорівню є: 7 95% = 4.35. Я к бачимо, розрахо­
ване У-віднотттення значно перевищ ує Ркр, тобто модель є адекватною.
П еревіримо розраховані параметри на значимість. Отримані за допомогою  
пакета розрахункові значення /-статистики для кож ного параметра відповід­
но дорівню ю ть ^  = -15.77; £2 = -5.59; £3= 10.09. Тепер за таблицею ^-озподі- 
лу С т’ю дента, задавши рівень значимості 5%, знайдемо відповідні критичні 
значення при ступенях вільності 7 (нагадаємо, щ о в даному випадку ступені 
вільності дорівню ю ть кількості спостереж ень мінус кількість оцінених пара­
метрів). За таблицею і кр =  2.365. Отже, всі параметри статистично значимі.
Для розробленої моделі справджується припущення про відсутність ліній­
ного зв’язку  між  факторами, тобто відібрані фактори не є мультиколінеарними.
П еревіримо припущ ення про відсутність залеж ності м іж  випадковими 
величинами за критерієм  Д арбіна—Уотсона. Розрахована статистика Дарбі- 
н а —У отсона дорівню є: В Ж  =  1.801. За таблицею Д арбіна—Уотсона при рівні 
значим ості 5% та відповідно к ількості факторів р = 3 і к ількості спостережень 
п = 10 знаходимо два критичних значення: (Іь = 0.34, = 1.73.
Будуємо відповідні зони; зона значень від 0 до 0.34 є зоною  позитивної 
кореляції, зони від 0.34 до 1.73 та від 2.17 та 3.66 є зонами невизначеності; 
зона від 1.73 до 2.17 є зоною  відсутності кореляції м іж  випадковими вели­
чинам и, зона від 3.66 до 4 є зоною  негативної кореляції (див. мал. 4 .5).
М алю нок 4.5. Перевірка залежності між випадковими величинами за критерієм 
Д арбіна—Уотсона
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Я к бачимо з мал.4.5, розраховане значення статистики  DW  потрапляє в 
зону відсутності кореляції між залиш ками, щ о свідчить про виконання при­
пущ ення незалеж ності випадкових величин.
В икористовую чи побудовану модель, спробуєм о спрогнозувати кількість 
злочинів у 1994 році. Розглядаю чи кож ен з ф акторів я к  л ін ійно залежний 
від часу (х  = а0 + аг*), розрахуємо прогнозне значення кож ного  фактора на 
1994 р. Отримаємо відповідно:
хх = 50.51 + 0.18*; Прогноз: х1 = 52.45;
*2 = 15.89 +0.27*; х2 = 18.83;
х3 = 861.48 + 11.08*; *3 = 983.33.
Задавши прогнозні значення факторів у моделі за 1994 p ., отрим уємо про­
гнозне значення для у, а саме: за даною  моделлю кількість зареєстрованих в 
Україні злочинів за 1994 р. мала становити 518 т и с ,  причом у
Р  ( 470.38 < у п+1 < 565.57 ) = 0.95.
Зауважимо, щ о створена модель є лиш е ілю стративною . її основне призна­
чення полягало у відображенні принципу побудови багатофакторних регре- 
сійних моделей на практиці та аналізі отриманих результатів. Звичайно, мо­
дель повністю  не відображає реальної ситуації в країн і. Н а злочинність в 
Україні впливає значно більше факторів, ніж  зазначено у даній моделі, усі їх 
врахувати немож ливо через ряд причин. Д еякі з них взагалі не вим ірю ю ться 
статистично, а частина не вимірю валась на початку досліджуваного періоду.
Я к  відомо, як ість  багатофакторної регресійної моделі залежить також  і 
від різниці між кількістю  спостереж ень та кількістю  врахованих факторів. 
У наш ому випадку збільш ити кількість спостереж ень немож ливо через від­
сутність статистичних даних про деякі ф актори в У країні за роки , щ о пере­
дували 1984 р.
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Р О З Д ІЛ  5 . ОСОБЛИВІ ВИПАДКИ У  БАГАТОФАКТОРНОМУ 
РЕГРЕСІЙНОМ У АНАЛІЗІ
5.1 . МУЛЬТИКОЛІНЕАРНІСТЬ ТА ЇЇ НАСЛІДКИ. ЗНАХО ДЖ ЕН НЯ  
МУЛЬТИКОЛІНЕАРНОСТІ ТА ЇЇ ВИЛУЧЕННЯ
5 . 1 . 1 .  В и зн а ч е н н я  м у л ь т и к о л ін е а р н о с т і т а  ї ї  п р и р од а
У розділі 4 ми вже стикалися  з проблем ою  мультиколінеарності. Те­
пер розглянем о її детальніше. Перш за все потрібно зрозуміти природу 
м ультиколінеарності та з ’ясувати, чи справді наявність мультиколінеар­
ності є проблем ою  при розробці моделей. І я к щ о  це так, то в чому саме 
вона полягає і як  її подалати? Насамперед згадаємо, що таке мультиколіне- 
арність.
Термін ”мультиколінеарність” означає, що в багатофакторній регресійній 
моделі дві або більше незалежних зм інних (факторів) п о в ’язан і між со­
бою л ін ійною  залежністю або, інш им и  словами, мають високий  ступінь 
кореляції  ( гХіх} і ^  / ) .
Н априклад, м ультиколінеарність  може бути проблем ою , коли ми ви­
вчаємо залежність між ціною  акції, дивідендами на акцію та заробленим 
прибутком  на акцію , оск ільки  дивіденди та зароблений прибуток на одну 
акцію мають ви соки й  ступінь кореляції.
Крім того, у розділі 4 ми вже показували, що я к щ о  два колінеарні 
фактори зм ін ю ю ться  в одному напрямі, то майже немож ливо оцінити 
окрем ий вплив к о ж н о го  з них на досліджуваний п о казн и к  у.
М ультиколінеарність  може виникати  за р ізних умов.
По-перше, є глобальна тенденція одночасної зміни економ ічних  показ­
ників . На м ак р о еко н о м іч н і  п оказн и ки  впливають однакові фактори. Це 
приводить до того, що вони відображаю ть ш и р о ки й  спектр моделей одна­
ково ї екон ом іч н о ї  ситуації. Н априклад, у період бумів або ш видкого  еко­
ном ічного  зростання базові економ ічн і п оказн и ки  також  зростають, зви­
чайно, з деяким  лагом. Такі показники , як  доход, спож ивання, накопичен­
ня, інвестиції, ціни, зайнятість мають тенденцію до зростання в період еко­
ном ічно ї експансії  і до спаду в період рецесії. Сама наявність трендів у 
динам ічних  рядах є причиною  м ультиколінеарності.
По-друге, ш и роке  викори стан н я  в економ етричних  моделях лагових 
значень однієї зм інної також  призводить до вини кнен ня  мультиколінеар- 
ності. Наприклад, добре відомі інвестиційні функції, в яких  лагові значен­
ня минулого рівня екон ом іч н о ї  активності вводяться як  окремі змінні. У
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функціях спож ивання витрати на спож ивання у попередньому періоді вво­
дяться в модель поряд з величиною  поточного  рівня доходу.
Таким чином , зрозуміло, що в економ іц і взагалі важко уникнути  пев­
ного рівня залежності між п оказн и кам и , тобто певного рівня колінеар- 
ності.
До яки х  же наслідків може привести м ультиколінеарність? Це одне з 
найважливіш их питань, яке потрібно зрозуміти при розробц і економе- 
тричних моделей. Перш за все потрібно відрізняти д осконалу  кореляц ію  
від недосконалої.
Спочатку м ультиколінеарність  розглядали як  наявність  досконало ї 
кореляції ( Г = 1). Сам термін "мультиколінеарність" вперше було впро­
ваджено Р .Ф ріш ем .
Я к щ о  ми розглянемо багатофакторну модель з р  ф акторам и , то доско­
налий л ін ійний з в ’я зо к  між х і9 Хр має м ісце, коли ви к он ується  така
умова:
Ь + Ь2х2+...+Ьрхр = 0, (5.1)
де не всі ЬДі = 1, р )  одночасно дор івню ю ть нулю.
Проте сьогодні "мультиколінеарність" має ш ирш е значення і вклю чає 
випадок не тільки д о скон ал о ї  корел яц ії ,  а й випадок , коли  ф актори  
ХІУІ = 19р  корелю ю ть між собою  (проте н ед оскон ало) .  Тобто є залежність:
де Є — випадкова величина (пом илка).
Р ізницю  між досконалою  і недосконалою  м ультиколінеарн істю  роз­
глянемо для випадку, коли, наприклад, Ь2 Ф 0 .
Вираз (5.1) м ож на тоді переписати таким чином :
bxx2i = - - ± x u -  
°2
b. b,  
h  Sl i>2
II 3
(5.3)
Ф актор Х2 є л ін ійною  ком бін ац ією  інш их факторів . 
Аналогічно, вираз (5.2) м ож на записати:
(5.4)
1 Frisch R. Statistical Confluence Analysis by Means of Economics. — Oslo University, 
1934.
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Із (5 .4) зрозум іло , щ о зм ін н а х 2 не є точною  лінійною  комбінацією  інших 
ф актор ів , бо залеж ить також  від ви п адково ї величини е..
Ч ом у для кл аси ч н о ї л ін ій н о ї м оделі вим огою  одного з припущ ень є 
відсутність м ульти кол ін еарн ості м іж  її ф акторам и? Том у, щ о у випадку 
д о ско н ал о ї м ультикол інеарності парам етри регресії стаю ть невизначени- 
м и , а їхн і середні квадратичн і відхилення прям ую ть до н еск ін чен н ості.
П ок аж ем о  це для д воф акторн о ї регресійної моделі.
Власт ивіст ь 1. П ри п у сти м о , щ о м и розглядаєм о залеж ність націо­
нального доходу (у ) від випуску  пром и сл ови х  товарів (х 1) і товарів трива­
лого ко р и сту в ан н я  (х 2) за період часу і.
Н ехай еко н ом етри чн а  модель м ає такий  вигляд:
у =  А) + Ріх і + А>*2 + е > (5.5)
де х х і Х2 п о в ’я за н і м іж  собою  залеж ністю  х і = а х 1.
Ф орм ули для о ц ін о к  парам етрів м аю ть такий  вигляд (див. додаток 5.1): 
£ ( ( * и  -  хі Ш  - у ) )£ ( * 2  - х2)2 - £ ( ( * 2 і -  Хг)(Уі - У))ї(хи - Х1і)(Х2і - х2і)
Ь _  ІНІ-------------------- • • • ■ '
п
і=1 і—1 і=1
£ ( * 1 і  -  *1 )2 £  (Х2і - *2>2 -  (ї(Хи -  Хі)(Х2і -  Х2 ))2
І =  1 і=1 І = 1
(5.6)
Ь — І=1 -
£ ( ( х2і -  х2)(уі -  у ))£ (* „  - хг)2 -  £ ((ж и -  х^іу, - у ) )£ (* и  -  х^іх^ -  х2)
І = 1 і=1 і=1
І  (*ц  ~ Хі)21 (Х2і - * 2)2 -  ( І  (*1і -  * і)(*2 і -  ^ 2))2
І—1 /=1 І=1
(5.7)
Замінивши х2 на ахх, отримаємо:
а'Чі (хи ~ хі)(Уі ~ У ) ) ( І ( х и - ^і))2 -  а2(Х (жи -  х1)(уі -  і/))(Х (х1; -  х^)2
і=1_________________________ і ^ І _______________________і^І_________________________ і=1_______________ ___
" о ’
(5.8)
аЧ ї (хи -  х ,)2)2 -  а 2( І  (хи -  х ,)Г
І =1 І=1
ь, =
а £  (хи -  х1)(у1 -  г / ) І ( х 1[ -  хх) -  а ( £  (х 1г -  х х)(у, -  у)1(хи -  хх)
-  і = 1__________________________ і=1________________________ І= 1 __________________________ 1=1________________  _  и  .
а  ( І ( * і ;  -  * і) ) - а  ( ^ ( Х ц  ~ Х\)У
г=і г=і
0
(5.9)
Я к бачимо з виразів ( 5 .8 )  і ( 5 .9 ) ,  п а р а м е т р и  Ьх і Ь2 у разі мультиколіне- 
арності стаю ть невизначеним и, тобто нем ож ливо знайти окрем е значення 
кож н ого  з них.
В ласт ивіст ь 2 . Я к щ о  г„ г = 1 , то сер ед н і к в ад р а ти ч н і в ід х и л ен н я  па­
раметрів прям ую ть до неск ін чен н ості.
Розглянем о цю властивість на прикладі д воф акторн о ї регресійно ї мо­
делі
М ож на показати , щ о дисперсії о ц ін о к  параметрів д ор івню ю ть (див. 
додаток 5.1):
К оли г =  1, тоді уаг(Ь х) =  ©о; уаг(Ь2) =  <*>.
Відповідно дорівню ю ть нескінченності і середні квадратичні відхилення. 
Звичайно, досконала м ультиколінеарність є дуже р ідк існ и м  явищ ем ; 
частіш е в екон ом іч н и х  дослідж еннях  нем ає точ н о ї л ін ій н о ї залеж ності 
між параметрам и. Я к  же оц іню вати  параметри б агатоф акторної регресії 
за умови ви соко ї, але не д осконалої м ультиколінеарності? Розглянем о при­
клад. Н ехай для двоф акторн о ї регресійної моделі м аєм о таку залеж ність 
між ф акторам и:
Х 2 =  ахи +  е., ( 5 .1 2 )
П _
де а  ^  0; е. — випадкова величина; ~ х і )^і = 0 .
і=1 .
У цьом у випадку м ож на оц інити  параметри &х і &2. П ідставивш и (5.12) 
у (5.6), отримаємо:
виходячи з того, що Е (*ц  -  *і)Єі = о .
і= 1
А налогічно м ож н а отрим ати вираз для парам етраЬ2. Тепер немає підста­
ви  вваж ати , щ о парам етри  н ем ож ливо  оц ін и ти . Звичайно , я к щ о  е. незнач­
но в ід р ізн яється  від нуля, тоді м и повертаєм ось  до випадку ’д о с к о н а л о ї” 
к о л ін еарн ості.
5 . 1 . 2 .  Т е о р е т и ч н і н а с л ід к и  м у л ь т и к о л ін е а р н о с т і в за га л ь н о м у
в и п а д к у
Згадаєм о, щ о я к щ о  ум ови класи чн о ї моделі задовольняю ться, то М Н К - 
о ц ін к и  (о ц ін к и , обчислен і за м етодом  най м ен ш и х  квадратів) параметрів 
регресії є Б Б И Е -оц ін кам и . Навіть при дуже ви сок ій , але недосконалій  муль­
ти к о л ін еар н о ст і М Н К -о ц ін к и  все щ е зберігаю ть властивість Б Ь и Б -о ц ін о к .
Тоді чом у  ви н и к ає  п и тан н я про м ультиколінеарн ість? Звичайно, при 
побудові м оделі навіть в ум овах м ультиколінеарності м ож н а отрим ати 
незм іщ ені та стій к і оц ін ки . Ефект м ультиколінеарності виявляється у тому, 
щ о складно отрим ати  значення парам етрів з м алою  стандартною  помил­
к о ю . Т аки й  сам ий  еф ект сп остер ігається  при  невеликій  к іл ькості спосте­
реж ень або при  н евеликій  зм ін і значень. З точ ки  зору теорії, мультиколі­
неарн ість та невелика к іл ьк ість  зм ін н и х  — це одна і та сама проблема. 
Том у теоретично  п и тан н я  ”Щ о  робити  з м ульти ко л ін еар н істю ?” збігаєть­
ся з п и тан н ям  ” Щ  о роб и ти , я к щ о  в мене мало сп о с те р е ж ен ь ? ” Але фак­
тично  проблем а м ульти кол ін еарн ості так часто ви н и кає  в ем піричних до­
сл ідж еннях та створю є такі серйозн і проблем и оц ін ю ван н я , щ о розглядати 
її т ільки  я к  п оруш ен н я  п ри п ущ ен н я  м оделі класи чн о ї л ін ій н о ї регресії 
н ем ож ли во .
П о-перш е, справедливе твердж ення, щ о навіть у разі ви со к о ї мультико­
л інеарності М Н К -о ц ін к и  є н езм іщ ен и м и . Але н езм іщ ен ість  — це влас­
тивість часто  п о вто р ю в ан о ї ви б ір ки . Вона означає, щ о при  п остій н и х  зна­
ченнях  зм ін н и х  величин х , я к щ о  дослідж увати п овторю ван і виб ірки  та 
п ідраховувати М Н К -о ц ін к и  для к о ж н о ї з них , середнє значення зм інних у 
цих виб ірках  п рям ує до правильних  значень парам етрів у будь-якій з 
наведених ви б ір о к .
П о-друге, справедливим  є також  те, щ о кол інеарн ість  не поруш ує влас­
тивостей  м ін ім ум у д и сп ерсії: в класі л ін ій н и х  н езм іщ ених  о ц ін о к  М Н К - 
о ц ін к и  м аю ть м ін ім альну д и сп ер с ію , і том у вони  еф ективн і. Однак це не 
значить, щ о д и сп ер с ія  М Н К -о ц ін к и  буде неминуче малою  (відносно зна­
ч ен н я  парам етра) в будь-якій  з наведених ви б ірок . Цю властивість м и 
п р о ілю стр у єм о  дещ о п ізн іш е.
П о-т рет є, м ультиколінеарн ість  — явищ е виклю чно регресійного  ана­
лізу ви б ір ки  в том у розум ін н і, щ о навіть я к щ о  зм інн і х  п о в ’я за н і в гене­
ральні су куп н ості н ел ін ій н о , вони  м ож уть мати л ін ій н и й  з в ’я зо к  у кож но­
му окр ем о м у  випадку: кол и  м и п остулю єм о  ви б іркову  або узагальнену 
ф ун кц ію  регресії, то впевнен і, щ о всі зм інн і величини х , я к і утворю ю ть
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модель, м аю ть окрем ий  або незалеж ний вплив на залеж ну зм інну  величи­
ну у . Однак м ож е так трап и ти ся , щ о в будь-якій  з в и б ір о к , я к а  використо­
вується для перевірки  узагальненої м оделі, д еяк і або всі зм ін н і величини 
х  настільки  ви со ко к о л ін еар н і, щ о м и не м ож ем о  ви яви ти  їн ього  індивіду­
ального впливу на  у. Н аш а ви б ірка , так би м о ви ти , нас п ідводить, хоча за 
теорією  всі х  важ ливі. Ін ш и м и  словам и , вже нем ож ливо  застосувати  всі 
зм інн і величини х  в аналізі.
П ро ілю струєм о  це прикладом  "сп о ж и ван н я  — п р и б у т о к ”. Е кон ом істи  
вваж аю ть, щ о важ ливим  ф актором  у сп о ж и ван н і, окр ім  прибутку , є та­
ко ж  зам ож ність спож ивача. Т аким  ч и н о м , м и  м ож ем о  записати :
У і ~  А )  ^  Р і х і  @2Х 2 ^і  »
де у. — сп о ж и ван н я , х г — доход , х 2 — багатство.
М ож е так трап и ти ся , щ о коли  м и отри м уєм о  дані про  п ри б уток  та ба­
гатство, дві зм інн і величини х х та х 2 будуть ви с о к о  або навіть п овн істю  
корельовані м іж  со б о ю . Б ільш  зам ож ні лю ди здебільш ого прагнуть отри­
мувати ви щ и й  п ри б уток . Т аким  ч и н о м , хоча теоретично  п ри б уток  і багат­
ство є логічним и  кандидатам и для з ’ясу ван н я  п овед ін ки  сп ож и вача , на 
практиц і (тобто у виб ірц і) важ ко  розібрати ся  в окрем и х  випадках  впливу 
прибутку і багатства н а  сп ож и ван н я . В ідеальном у випадку, щ об визна­
ч и л и  індивідуальний вплив багатства і п рибутку  на  сп о ж и ван н я , нам 
потрібна д остатн я  к іл ьк ість  ви б ірок  зі сп остер еж ен н ям и  щ одо  зам ож н и х  
індивідів з н и зьки м  при б утком  та не дуже зам ож н и х  лю дей з в и со ки м  
прибутком . Х оча це м ож ливо  теорети ч н о , п ракти ч н о  цього  дуже важ ко  
добитися при проведенні загальних дослідж ень.
У зв ’я зк у  з цим  той ф акт, щ о М Н К -о ц ін к и  є B L U E -оц інкам и , незважа­
ю чи на м ультиколінеарн ість, є м аловтіш ним . М и п о ви н н і знати , щ о відбу­
вається або щ о м ож е відбутися в к о ж н ій  окрем ій  ви б ірц і.
5 .1 .3 .  П р а к т и ч н і  н а с л ід к и  м у л ь т и к о л ін е а р н о с т і
П е р ш и м  п р а к т и ч н и м  н а с л ід к о м  м у л ь т и к о л ін е а р н о с т і  є  в е л и к а  
д и с п е р с ія  і к о в а р іа ц ія  о ц ін о к  п а р а м е т р ів ,  о б ч и с л е н и х  з а  м е т о д о м  
н а й м е н ш и х  к в а д р а т і в .
Знову для ілю страц ії п оверн ем ося  до д во ф акто р н о ї р егр ес ій н о ї м оделі
У  =  Ро +  А * 1  +  Р 2Х 2 +  £
та її ви б іркового  аналога
у = b0 + fejXj + b2x 2 + е .
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Д и сп ерс ія  о ц ін о к  парам етрів Ьг і Ь2 м ає вигляд (додаток 5 .1.1): 
у а г ^ )  = ----------- ^ ------------- ;
( 1 - г 2) £ ( * н  - Х і ) 2
1=1
(5 .12)
уаг(&2)
( 1 - г2) І ( х2і - х2)2
і=1
(5 .13)
соу(&1?&2) = - г а :
(1 - г ’ Ш і Х и - х ^ - Ї І Х п - х , ) 1
\ і=1 і=1
(5 .14)
де г — к о е ф іц ієн т  ко р ел яц ії М І Ж  Х х І Х г
З (5 .12) і (5 .13) м и  бачим о, щ о я к щ о  ко еф іц ієн т  м іж  ф акторам и х х і х 2 
зб іл ьш ується , то д и сп ерс ії о ц ін о к  параметрів теж  зб ільш ую ться.
З (5 .14) так о ж  зрозум іло , щ о при зб ільш енні ко еф іц ієн та  кореляц ії 
м іж  ф акторам и  х 1 і х 2 ко еф іц ієн т  ковар іац ії параметрів зб ільш ується за 
абсолю тною  вел и ч и н ою . П ричом у  при наближ енні до граничного  значен­
ня це зб ільш ення зростає е к сп о н ен ц ій н о . П ро іл ю струєм о  це на прикладі 
п арам етра  Ьг.
У ф орм улі (5 .12) п озн ачи м о:
а 1
Т -------5--------= Р>
Х (* и  - * і )
1=1 *
у формулі (5 .1 4 ):
- 0 7 = Д .
Х ( * ц - * і )  І ( х 2, - х 2)
І=1 І=1
П ослідовно збільш ую чи значення коеф іц ієнта кореляції, отримаємо дані, 
наведені в табл. 5.1.
Я к  бачим о з табл. 5.1, при наближ енн і ко еф іц ієн та  корел яц ії до свого 
граничного  значення д и сп ерс ії параметрів і ко еф іц ієн т  ковар іац ії пара­
метрів зростаю ть із значною  ш ви д к істю . Так, при т =  0,999 уаг(&1) у 50 
разів перевищ ую ть своє значення за ум ови , щ о немає м ультиколінеарності
( Г*Л = 0).
Залеж ність д и сп ерсії і ковар іац ії оц ін ен и х  параметрів від значень кое­
ф іц ієн та  к о р ел яц ії граф ічно зображ ено на  м алю нках  5.1. і 5.2.
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Т а б л и ц я  5.1
Вплив зростання гХЛ на уаг(Ь1) і соу(Ь1Ь2)
Д р у г и м  п р а к т и ч н и м  у аг  ( ^ )  
н а с л і д к о м  м у л  ь т  и к о л  і  - 
н е а р н о с т і є  з б іл ь ш е н н я  
ін т е р в а л у  д о в ір и . О скіль­
ки  зб ільш ення коеф іц іє­
нта корел яц ії призводить 
до збільш ення значень се- 
р е д н ь о к в а д р а т и ч н и х  
відхилень параметрів, то , 
звичайно, зб ільш ується й 
інтервал довіри  для них, 
щ о м о ж н а  п о б а ч и т и  з 
табл. 5.2.
Я к  б ачи м о , інтервал  
довіри за н аявн ості висо­
ко ї м ульти кол ін еарн ості М алю нок 5.1. Залежність у а г ^ )  від зростання 
значення коефіцієнта кореляції(г= 0 .9 9 9 ) в ^/500 р а з ів  
б ільш ий, н іж  коли  її не­
має (Г=0).
Т р е т ім  п р а к т и ч н и м  н а с л ід к о м  м у л ь т и к о л ін е а р н о с т і  є  н е з н а  
ч и м іс т ь іг т а т и с т и к и .
Н агадаєм о: для того , щ об о ц ін и ти , чи  значим о парам етри  багатофак-
торної регресії в ідр ізняю ться  від нуля, м и ви к о р и сто в у єм о  /^-статистику
С т'ю дента. Для ц ього , наприклад, для парам етра розраховуєм о  відно- 
Ьл
ш ення: £ = —— і п о р івн ю єм о  його  з табличним  зн ачен н ям  У випадку
. ^  ,
м ультиколінеарності <7&і неск ін чен н о  зростає , аг-значення прям ує до нуля.
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К о ли  м у л ь т и к о л ін е -  
арніст ь не є проблем ою ?
Я к щ о  єд и н ою  м етою  
р е г р е с ій н о г о  ан ал ізу  є 
п рогноз, тоді мультиколі- 
н е а р н іс ть  не в и к л и к а є  
п р о б л ем , о с к іл ь к и  чи м  
вищ е значення і?2 , тйм  
т о ч н іш и й  п р о г н о з .  Ц е 
справедливо лиш е доти , 
” ... доки  значення залеж­
них зм інних , для як и х  і 
здійсню ється прогноз, ма­
ю ть  о д н а к о в у  м а й ж е  
лін ійну  залеж ність з по­
чатковою  м атрицею  X ” . 
Т а к и м  ч и н о м , я к щ о  у 
п о б у д о в а н ій  р е г р е с і ї  
встановлено, щ о приблиз­
но хг = 2х 2 , то в наступ­
них прикладах прогнозу­
вання74 Хх п о в и н н о  при­
близно дор івню вати  2х 2. 
Ц я  у м о в а  м а й ж е  не­
зд ійсненна н а  п ракти ц і. 
Більш е того , я к щ о  м етою  
аналізу є не п р о гн о з , а 
д ій с н і зн а ч е н н я  пара­
м е т р ів , м у л ь ти к о л ін е -  
арн ість  п е р е тв о р ю є ть с я  
н а  п р о б л ем у , о с к іл ь к и  
вона призводить до вели­
к и х  стан д артн и х  пом и­
л о к  в о ц ін ц і парам етрів.
Є випадок, коли  муль-
соу(Ь1,Ь2)
М алю нок 5.2. Залежність соу(Ьі,Ь2) від  
зростання значення коефіцієнта кореляції.
Таблиця 5.2
Ефект впливу збільшення коефіцієнта коре­
ляції на інтервал довіри для параметра
Значення гг
0
0.5
0.95
0.99
0.999
95% ітервал довіри для (і\
Ьх ± 1,96-/р 
\  ± 1,96л/і,33 р  
Ьх ± 1,96^/10,26 р  
Ьх ± 1,96-^/500 р
Р =
1 ( х и - х ) 2
і =1
ти колін еарн ість  не переростає в проблем у: я к щ о  і?2 велике і параметри 
регресії є зн ач и м и м и , о ск іл ь к и  ^-статистика ви со к а . К оли м ож е виникну­
ти  така ситуац ія?  Д ж о н сто н  зазначає: ”В она м ож е ви н и кн ути , я к щ о  оцін­
ки  парам етрів м аю ть такі ч и слов і зн ачен н я, я к і ”к р а щ і” за правильні 
значення, так щ о еф ект залиш ається , незваж аю чи на п ідвищ ення стандар­
тн о ї п о м и л к и , і/а б о  том у щ о правильн і значення сам і по соб і настільки  
великі, щ о навіть заниж ена о ц ін ка  залиш ається  зн а ч и м о ю ”.
5 . 1 . 4 .  Т е с т у в а н н я  н а я в н о с т і м у л ь т и к о л ін е а р н о с т і т а  з а с о б и  ї ї  
в и л у ч ен н я
5 . 1 . 4 . 1 .  Тестування наявності мультиколінеарності
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Н а ж аль, нем ає єдиного  м етоду для ви зн ачен н я м ульти кол ін еарн ості. 
Том у наведемо к ілька  м етодів тестування н аявн ості м ульти кол ін еарн ості.
1. В и с о к е  з н а ч е н н я  R  і н е  з н а ч и м іс т ь  t - с т а т и с т и к и  
О дночасна наявн ість  цих двох ф акторів  є ’’к л а с и ч н о ю ” озн ако ю  муль­
тиколінеарності .
Р озглянем о /^-ф акторну регресійну  модель
у і -  А) + Ріх і + А * 2 +- • •+ Ррхр + єі
У випадку м ультиколінеарності м ож н а визн ачити  за £-статистикою  
С т’ю дента, щ о один або більш е оц ін ен и х  парам етрів стати сти чн о  незначи­
мо в ідр ізняю ться  від нуля. П ри  ви со к о м у  значенн і Я 2 м и  п р и й м аєм о  з 
великим  ступенем  ім о в ір н о ст і ^ -к р и те р ій  Ф іш ера, бо він  в ідкидає нульо­
ву гіпотезу , К О Л И  Р1 = /32=  ... =  (Зр = 0.
Том у ви соке значення і?2 і статистична незначущ ість д еяки х  параметрів 
м ож е свідчити про н аявн ість  м ульти кол ін еарн ості.
2. В и с о к е  з н а ч е н н я  п а р н и х  к о е ф іц іє н т ів  к о р е л я ц і ї
Д ругим  п ош и рен и м  тестом  на н аявн ість  м ульти кол ін еарн ості є пере­
вірка значень парних к о еф іц ієн т ів  к о р ел яц ії. Я к щ о  зн ачен н я хоча б одно­
го ко еф іц ієн та  к о р ел яц ії більш е 0.8, то м ульти кол ін еарн ість  є серй озн ою  
проблемою .
Однак проблем ним  у цьом у тесті є те, щ о в и со к е  зн ачен н я парних  кое­
ф іц ієнтів  ко р ел яц ії — д остатн я , але не необхідна ум ова н аявн ості мульти­
кол інеарності.
М ультиколінеарність м ож е бути навіть при відносно невеликих зна­
ченнях парних коеф іцієнтів кореляції ^ б іл ь ш е, ніягдвоф акторній  регре- 
сійній моделі.
3 . Я -т е с т  д л я  в и з н а ч е н н я  м у л ь т и к о л ін е а р н о с т і
Ц ей тест було зап роп он ован о  Глаубером і Ф арром . Н аявн ість  мульти- 
кол ін еарн ості свідчить про те, щ о один або більш е ф актор ів  п о в ’я за н і м іж  
собою  л ін ій н ою  або приблизно  л ін ій н ою  залеж н істю . Одним із сп особ ів  
визначення щ ільн ості регресійного  з в ’я зк у  є побудова р егресій н о ї залеж­
ності к о ж н о го  ф актора х. з усім а ін ш и м и  ф акторам и  і обчи сл ен н я  відпо­
відного ко еф іц ієн та  детерм інац ії і?2 для цього  д о п о м іж н о го  регресійного  
р ів н я н н я . Т о м у  і^-тест м ає  й  ін ш у  н азву : побудова д опом іж ної р егр ес ії.
К оеф іц ієн т детерм інації Я х х,хо х є к о е ф іц ієн то м  детерм інац ії в ре­
гресії, як а  п о в ’язує  ф актор х. з ін ш и м и  ф акторам и . Н априклад, ї ї Х2ХіХз,...,Хр є 
ко еф іц ієн то м  детерм інац ії тако ї регресії: х 2 = Ь0 + Ь1х 1 + Ьгх%+. ..+Ьрх р + е .
Розраховані значення У. п ор івню єм о  з критичним и  з н а ч е н н я м и .з н а й ­
деним и за таб л и ц ям и  .Р-розподілу Ф іш ера з (р— 1) і (п —р)  ступеням и  віль­
н ості і заданим  р івнем  зн ачи м ості. Я кщ о.У . > 2 ^ ,  тоді м и відкидаєм о нуль- 
гіпотезу і вваж аєм о , щ о ф актор X. є м ультиколінеарним ; я к щ о  ж 2? < і ^ ,  то 
п ри й м аєм о  ^ - г іп о т е з у  і в п ев н ю єм о сь , щ о ф актор х. не є м ультиколінеар­
ним.
4 . Х а р а к т е р и с т и ч н і  з н а ч е н н я  т а  у м о в н и й  ін д е к с
У д еяки х  сучасних статистичних пакетах для перевірки наявності муль- 
ти к ол ін еарн ост і ви к ори стовую ть  характеристичн і значення та ум овний 
індекс. М и не будемо детально розглядати, я к  обчислю вати характеристичні 
значення, бо це потребує ви кори стан н я  апарату теорії м атриць. Відмітимо 
лиш е, щ о за цим  тестом  м и розраховуєм о ум овне число к:
і ум овний  ін декс (СІ):
Я к щ о  100 < к < 1000 , то це свідчить про пом ірн у  м ультиколінеарність, 
при  к > 1000 м аєм о  ви со ку  м ультикол інеарн ість . А налогічно , я к щ о  10 < 
< С І  < ЗО, це свідчить про пом ірну  м ультиколінеарн ість , а С І  >30 — про 
високу.
Зви чай н о , м и розглянули лиш е осн овн і м етоди тестування мультиколі- 
неарності. І, я к  бачим о, ж оден з них не є універсальним . К ож ен з розгляну­
тих м етодів м ає свої переваги і нед ол іки , застосування того чи ін ш ого  ме­
тоду залеж ить від вибору  досл ідн и ка.
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5 .1 .4 .2 .  В и зн а ч е н н я  р ів н я  м у л ь ти к о л ін еа р н о с т і
В изначення р івн я  м ульти кол ін еарн ості за сво їм  зм істом  близьке до 
тестування її н аявн ості. М и вж е зн аєм о , щ о к ол и  йдеться  про  д воф актор- 
ну м одель, то для ви зн ач ен н я  м ульти кол ін еарн ості м о ж н а  о б м еж и ти сь  
аналізом  парних к о еф іц ієн т ів  к о р ел яц ії. О днак, я к щ о  ф актор ів  б ільш е, 
н іж  два, то аналізу парних  к о е ф іц ієн т ів  к о р ел яц ії уже н ед остатн ьо .
Н ехай м и м аєм о р -ф ак то р н у  регресійну  м одель
У і = А) + Ріх і і + Р2х 2і+---+Ррх рі (5 .15)
Тепер м и зм ож ем о  побудувати р  б агатоф акторн и х  регресій  відповідно 
для ф а к т о р ів ^ ,  х 2,
Хц = а0 + a xx2]+...+ap_xxpj\
Х 2 ; =  C 0 + C 1X l j + . . . + C p _ 1X p J ;
Xpj = d0 + d lx2j+...+dp_lx(p„1)r
(5 .16 ).
R f (і = 1, р)  є к о е ф іц ієн то м  д етерм інац ії для к о ж н о го  і -то ф актора. Він
якраз і ви к о р и сто в у ється  для то го , щ об  ви зн ач и ти  ступ інь м ультиколіне­
арності.
Д ля цього  розраховуєм о  величину  д и сп ер с ій н о -ін ф л я ц ій н о го  ф актора 
VIF  (varience in fla tionary  fac to r) для к о ж н о ї зм ін н о ї:
Д осл ідн и ки  ви к о р и сто ву ю ть  зн ачен н я VIF. =  10 я к  к р и ти ч н е . Я к щ о  
VIF. < 10, то м ож н а ствердж увати про н ед остатн ість  з в ’я зк у  м іж  і-м  фак­
тором  і всім а ін ш и м и . Я к щ о  VIF. > 10, то це свідчить про  н аявн ість  муль­
тиколінеарності.
5 .1 .4 .3 .  З асо б и  вилучення м ульти кол ін еарн ості
Щ о роб и ти , кол и  м ульти кол ін еарн ість  ви явл ен о?  Б езп о м и л к о в и х  і аб­
солю тно правильних порад нема, о ск ільки  м ультиколінеарн ість  є приклад­
ною  проблем ою . Звичайно , все залеж ить від ступеня м ультикол інеарності, 
але у будь-яком у випадку  м ож н а зап роп он увати  д ек іл ька  п р о сти х  м етодів 
вилучення м ультикол інеарності.
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1. В и к о р и с т а н н я  п е р в и н н о ї  і н ф о р м а ц і ї
А наліз і ви к о р и стан н я  п ервинно ї інф орм ац ії інколи  дозволяє зняти 
проблем у м ультиколінеарності. П о ясн и м о  це на прикладі, розглянувш и 
залеж ність м іж  сп ож и ван н ям , доходом  та багатством. Цю залеж ність мож­
на описати  такою  моделлю :
Уі = Д> + Ріхи + А>*2і + е ,, (5.18)
де у  — с п о ж и в а н н я ,,х 1 — доход , х 2 — багатство. В ідомо, щ о доход та багат­
ство є ви со ко к о л ін еар н и м и  ф акторам и . П ри п усти м о , попередньо визначе­
н о , щ о з в ’я зо к  м іж  доходом  та багатством  є таким :
Тоді м одель (5 .18) м ож на переписати  у вигляді:
Уі= Ро + Ріх и + 0-2РіХ2і + £, = р0 + р1х 1 + єі , (5.19)
де х і = х и + 0.2х 2і . Звідси ми м ож ем о знайти оц інку  параметра /З а 
потім  і &2, виходячи  із постульованої залеж ності м іж  Д  і Д .
Я к  ми отри м уєм о  апріорну інф орм ац ію ? Звичайно, багато в чом у спи­
р аєм ося  на екон ом іч н у  теор ію . Н априклад, для ви робн и чо ї ф ункц ії Кобба 
— Дугласа у  = /30х ^ х 22еє при постій н ом у  м асш табі виробництва м аєм о: 
)31+)32=1 • Я к щ о  при цьом у сп остер ігається  колінеарн ість м іж  ф акторами 
х г (праця) і х 2 (кап італ), тоді заміна зм інних м ож е зм енш ити або й усунути 
кол інеарн ість . П роте до м етоду ви кори стан н я  п ервинної інф орм ац ії слід 
підходити з великою  обереж н істю .
2 . О б 'є д н а н н я  м іж г а л у з е в о ї  т а  д и н а м іч н о ї  ін ф о р м а ц і ї  
О кремим випадком  методу ви к ори стан н я  п ервинно ї інф орм ац ії, яки й  
ми розглядали ви щ е, є о б ’єд н ан н я  м іж галузевої інф орм ац ії та інф орм ації 
за часовим и  рядам и. Ц ей метод відом ий як  метод зведення інф орм ації. 
П ри п усти м о , ми хочем о вивчити  попит на автомобілі в У країн і і маєм о 
дані про продаж  м аш ин за певний час, середню  ціну м аш ини та доход 
спож ивача. П рипустим о  також , щ о
де у  — к іл ьк ість  проданих м аш и н , Р  — середня ц іна, І — доход, £ — час. 
Н аш ою  метою  є визн ачення еластичності ц іни  Д і еластичність доходу Д.
У ч асо в о -к іл ьк існ и х  даних ц інова зм інна та зм інна доходу схильні до 
ви со к о ї кол ін еарн ості. Т ом у, я к щ о  застосовувати  попередню  регресію , то 
перед нам и постане звичайна проблем а м ультиколінеарності. М етод її
ви р іш ен н я був запроп он ован и й  Т об ін и м . Я к щ о  м и п р ац ю єм о  з міжгалу­
зевою  ін ф о р м ац ією  (такою  я к  бю дж етні д осл ід ж ен н я , щ о п ровод яться  ба­
гатьма при ватн и м и  та урядовим и агентам и), то м ож ем о  отрим ати  більш - 
м енш  над ійн і о ц ін к и  еластичності, наприклад, доходу /32, том у щ о в таких  
даних ц ін а  зм ін ю ється  н е істотн о . В и кори стовую чи  цю  оц ін ку , попередню  
регресію  м ож на записати у вигляд і:
де у* = 1п у  -  Р2 1п і" і відповідає значенню  у  п ісля  усунення еф екту доходу. 
Тепер м и м ож ем о отрим ати  парам етри  еластичності ц ін и  з попередньої 
регресії.
Н езваж аю чи , н а  те, щ о цей  метод п ривабливий , при  його  ви к о р и стан н і 
м ож уть ви н и кн ути  проблем и з аналізом  отрим аних  результатів, бо м и 
припустили, щ о отрим ана еластичність доходу дор івн ю є тій , яку  б м и  отри­
мали за ч и стого  аналізу часових  ряд ів . Все ж  таки , цей  м етод м ож е засто­
совуватися в багатьох ситуаціях  за ум ови , щ о м іж галузеві о ц ін к и  відрізня­
ються неістотно.
3. В и л у ч е н н я  з м ін н о ї  ( з м ін н и х )  т а  п о м и л к и  с п е ц и ф ік а ц і ї
Я к щ о  м и м аєм о в и со ку  м ультиколінеарн ість , тоді н айкращ е та найлег­
ш е просто  відкинути  одну із'^Йалежних зм ін н и х . Т аким  ч и н о м , у прикладі 
із сп ож и ван н ям , доходом  та багатством , я к щ о  опустити  зм інну , щ о відпо­
відає багатству, м и  отри м аєм о  регресійну модель з од н ією  незалеж ною  
зм інною  — доходом .
Але вилучення зм ін н о ї з м оделі м ож е призвести  до помилки специфі­
кації. П ом и л ка  сп ец и ф ікац ії ви н и кає  через н еко р ектн е  ви зн ач ен н я мо­
делі, щ о в и к о р и сто ву ється  в аналізі. Т ак , я к щ о  за еко н о м іч н о ю  теор ією  
для п о ясн ен н я  ро зш и р ен н я  сп о ж и ван н я  м одель п о ви н н а  вклю чати  і до­
ход, і багатство, тоді вилучення зм ін н о ї багатства створю ватим е п ом и лку  
специф ікац ії.
Детально проблем и сп ец и ф ік ац ії м и розглядати  не будем о, в ідм ітим о 
тільки, щ о , я к щ о  правильною  моделлю  є
але м и п ом и лк ово  звели її до вигляду
де Ь21— нахил у регресії ДС2відносно  Хх. Я к  зрозум іло з (5 .2 1 ), Ь12 є зм іщ еною  
оц ін ко ю /^ , коли  Ьп  відмінне від нуля (тоді існує залеж ність м іж  Х2 та х г). 
Звичайно, як щ о  Ь21 дорівню є нулю , то з самого початку проблем и мультико- 
лінеарності нем ає.
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О тж е, вилучення зм ін н о ї з м оделі з м етою  зн и ж ен н я  мультиколінеар- 
н о сті, м ож е призвести  до зм іщ ен и х  о ц ін о к . Н аслідки  від цього  м ож уть 
бути гір ш и м и , н іж  сам а проблем а кол ін еарн ості. Адже при  мультиколіне- 
арності о ц ін к и  парам етрів залиш аю ться B L U E -оц інкам и , тоді я к  вилучен­
н я  зм ін н о ї м ож е п ривести  до зм іщ ен и х  о ц ін о к , я к і не є B L U E -оцінкам и.
4 .  П е р е т в о р е н н я  з м ін н и х
П р и п у сти м о , дані за певний  період часу щ одо сп о ж и ван н я , доходу та 
багатства. Одна з п ричин  м ультиколінеарності цих даних є їхня схильність 
зм іню ватись в одном у н ап рям к у , а один із ш ляхів  зм ен ш ен н я тако ї за­
л е ж н о с т і— ви к о р и ста н н я  перш и х  р ізн и ц ь  у м оделі.
Н априклад , я к щ о  залеж ність
Уі = Ро + Ріхи + P2x2t + et (5 .22)
д ій сн а в час вон а д ій сн а  і для часу t—1. Том у отри м уєм о:
Vt-1 = А) + fkx i,t-1 + p2x2j-i + £t-1 • (5.23)
Я к щ о  п ідставим о (5 .23) в (5 .2 2 ), то м атим ем о:
Уі -  Уі-1 = Рі(хи -  * м -і)  + Рг(х 2і -  *2.<-і) + v , , ( 5 .24)
де vt = £t -  £t_x . Р ів н ян н я  (5 .24) відоме я к  р і в н я н н я  п е р ш и х  р і з н и ц ь ,  бо
м и отрим али  регресію  не з п о ч аткови х  зм ін н и х , а з р ізн и ц ь  послідовних 
значень зм ін н и х .
Ц ей п р и й о м  часто зм енш ує м ультиколінеарність, бо , хоча значення Хх і 
х 2 м ож уть м ати ви соку  ко р ел яц ію , їхн і р ізниц і не завжди висококорельо- 
вані.
Т акі п еретворен н я породж ую ть певн і додаткові проблем и . Випадкова 
величина vt в (5 .24) м ож е не задовольняти  п ри п ущ ен н ям  м оделі класич­
н о ї л ін ій н о ї регресії про незалеж н ість. Я к  м и побачим о в параграф і про 
авто ко р ел яц ію , кол и  п очаткове значення et є посл ідовно  незалеж ним  або 
некорельован и м , тоді випадкова величина ut буде в багатьох випадках 
п осл ідовно  к о р ел ьо ван о ю . Знову ж  таки  нам агання п ол іп ш и ти  ситуацію  
призводять  до гірш ого  стану, н іж  був спочатку . Б ільш е то го , використан­
н я  п ерш их р ізн и ц ь  п ризводить до зм ен ш ен н я  ступенів в ільності н а  оди­
н и ц ю . У роб оті з м алим и ви б іркам и  цей  ф актор також  треба брати до 
уваги.
5 . З б іл ь ш е н н я  с п о с т е р е ж е н ь
О скільки  м ультикол інеарн ість  зм ін ю ється  у к о ж н ій  виб ірц і, то мож­
л и во , щ о в ін ш ій  м оделі з таки м и  ж  зм ін н и м и  м ультиколінеарн ість  буде 
ін ш о ю . Іноді п росте  зб ільш ення спостереж ень у моделі (як щ о  це можли­
во) п о м ’я к ш у є  проблем у м ультикол інеарності. Н априклад, у м оделі з дво­
м а зм ін н и м и  м и бачим о, щ о
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уаг(Ь2) =  ---------------,
Х ^ і ( 1 - гі22)
І=1
де х \і = ( х 2і - х 2)2 . _
Я к щ о  збільш увати к ільк ість  сп остереж ен ь , то і завжди збільшува­
ти м еться . Том у для к о ж н о го  даного  г12 д и сп ерсія  Ь2 буде зм ен ш увати ся , 
зм енш ую чи таким  ч и н ом  стандартну п ом и лку , щ о д опом агає оц інити  /?2 
точніш е.
О тримати додаткові дані не завж ди легко , о ск іл ь к и  на  п ракти ц і це 
часто вимагає значних витрат. Крім  того, потрібно впевнитись, щ о економіч­
на структура, п о в ’язан а  з н ови м и  сп остереж ен н ям и , буде подібна до почат­
ко в о ї структури .
6 . І н ш і  м е т о д и  в и п р а в л е н н я  м у л ь т и к о л ін е а р н о с т і
С татистичні м етоди , та к і я к  ф а к т о р н и й  а н а л із , м е т о д  го л о в н и х  к о м ­
п о н ен т , гребенева  р е гр е с ія , ч а с т о  в и к о р и с т о в у ю т ь с я  д л я  в и п р а в л е н н я  
м ультиколінеарності. Н а ж аль, м и їх не розгл яд аєм о , бо вони  потребую ть 
спеціальних м атем атичних знань. Але всі ц і м етоди є в сучасних к о м п ’ю ­
терних програм ах і м ож уть застосовуватись н а  п ракти ц і.
5 . 1 . 5 .  О сн о в н і в и сн ов к и  щ о д о  н а я в н о ст і м у л ь т и к о л ін еа р н о ст і
в р ег р ес ій н ій  м о д е л і
О днією  з умов класично ї л ін ій н о ї регресії є п ри п ущ ен н я про відсутність 
м ультиколінеарності м іж  ф акторам и  х . Ін ш и м и  словам и , мультиколіне- 
арність наявна тоді, кол и  м іж  ф акторам и  х  є л ін ій н а  або м айж е л ін ійна 
залеж ність.
Н аслідки  м ультиколінеарності: за д о ск о н ал о ї ко л ін еар н о сті м іж  фак­
торам и х  парам етри регресії та їхн і середньоквадратичн і відхилення не­
м ож ливо визн ачити . Я к щ о  м ультиколінеарн ість  велика, але не доскона­
ла, визначити параметри регресії м ож на, але їхні середньоквадратичні відхи­
лення будуть дуже вел и ки м и . Я к  н асл ід ок , значення парам етрів для су­
купності не м ож н а визначити  точ н о .
Х оча надійних м етодів тестування ко л інеарності не існ у є , є дек ілька  її 
індикаторів .
1. Н айкращ ою  озн акою  м ульти кол ін еарн ості є в и со ке  значення коефі­
ц ієнта детерм інац ії при  н езн ачи м ості парам етрів за /-тестом .
2. У моделі з двом а зм ін н и м и  н ай кращ ою  о зн ако ю  м ультиколінеар­
ності є значення простого  к о еф іц ієн та  ко р ел яц ії.
3. У моделі з більш  я к  двом а зм ін н и м и , п р о сти й  к о е ф іц ієн т  ко р ел яц ії 
може бути н и зьки й  за н аявн ості м ульти кол ін еарн ості. За таки х  ум ов по­
трібно брати до уваги ч астков і к о еф іц ієн ти  ко р ел яц ії.
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4. Я к щ о  ко еф іц ієн т  детерм інації великий , а часткові коеф іц ієнти  коре­
л яц ії н и зьк і, то м ультиколінеарн ість м ож лива. Т акож  м ож ливо , щ о у мо­
делі є надлиш кові зм інн і. Але я к щ о  к о еф іц ієн т  детерм інації високий  і 
часткові ко еф іц ієн ти  к орел яц ії в и со к і, то м ультиколінеарність не завжди 
м ож н а виявити .
5. Щ е один спосіб  виявленн я м ультиколінеарності — побудова регресії 
для к о ж н о ї зм ін н о ї х . від ін ш и х  х  та знаходж ення відповідного коефіці­
єнта  детерм інац ії * ? •  Б ільш е значення відповідає вищ ій  к о р е л я ц ії^ , з
І Н Ш И М И  З М І Н Н И М И  X .
В иявлення м ультиколінеарності є лиш е частиною  справи . Інш а части­
на — я к  її п озб ути ся . Н ем ає як и х о с ь  певних м етодів, м ож на дати лиш е 
окрем і поради: (1) ви к о р и стан н я  додатково ї або первинної інф орм ації; 
(2) о б ’єд н ан н я  інф ом ац ії; (3) в ідкидання зм ін н о ї з ви сокою  кореляц ією ; 
(4) перетворення даних (ви кори стан н я  перш их р ізн и ц ь); (5) збільш ення 
спостереж ень. Я к і поради спрацю ю ть на практиц і, залеж ить від істотності 
проблем и та її характеру.
Д о д а т о к  5 .1
1. Д в о ф а к т о р н а р е г р е с ій н а  м о д е л ь
Р озглянем о двоф акторну  регресійну модель
у = ь0 + Ьгхг + Ь2х2 + е .
Знайдемо оц ін ки  невідом их параметрів м етодом найм енш их квадратів:
£*? = £  ІУі -Ь 0 -  М іі -  Ь2х2,)2 . (5.0)
і -1  і=1
Для цього  розрахуєм о  часткові похідні і п ри р івн яєм о  їх до нуля; отри­
м аєм о систем у норм альних р івнянь:
п п п
П&о + М х ц  + ь21 *2« = Іг /і ;
і=1 і=1 і=1
Ь0 £  хи + І  X* + Ь2 £  хих2і = І  Х и Уі ; (5.1)
і=1 і=1 І—1 І=1
ь0 £  х2і + 6і £  хих2і+ ь2 £  4  = £  х2іуі .
1=1 І=1 І=1 і=1
Я к щ о  ввести зам іну зм інних:
(хи -  хг) = хи;(х21 -  х2) = х2і;(у1 - у )  = у ,.
то (5 .1) м ож н а переписати  у вигляді:
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М * і і  + & 2 І *  А  = ї * и У і ;і=1 і=1 і=1
& 1 1  *11*21 +  Ь 2  І  * 2І =  X  * 2 і&  .І=1 1=1 і=1
З (5 .2) отрим аєм о:
(5 .2 )
І  З Д  І  * |  -  X *2«Уі І  *1«*2і£ _ (=1 І=1_____і=1 і—1_____
І * и £ * м  " І  Х * іі*:
/=1 І=1
2і
<і=1 
п п
І  *1і І  *2іУі -  І  *1і*2і I  їиУі
(5 .3 )
и _ І=1 І=1 — І=1 І=1 ./ \ 2 , • (5 .4 )
1 ^ 1 4 - І З Д *
і=1 І=1 \і=1 )
Ь0 = у -  ЬгХг -  Ь2х2 . (5 .5 )
2. Р о зр а х у н о к  д и с п е р с ії п а р а м е т р ів  д в о ф а к т о р н о ї■ м о д е л і
К оеф іц ієн т к о р ел яц ії м іж  ф акторам и  х г і х 2:
(хи -Х^ІХу - х 2)
А  А  ’
де = а Х (*іі - * і )  ;
•4-2 — -^  Х(*2г *г) •
Вводячи (5 .6) — (5 .8 ) у р ів н ян н я  (5 .3 ) , о тр и м аєм о :
(5 .6 )
(5 .7 )
(5 .8 )
^22[ £ ( * і г  “  Ш  -  ^2^ і А 2[ І ( * 2 і “  * г Ш
^ ------------------А*АІ-г2А*А*
= 1
1=1
(*іі ~ * і)Уі ~ (гА  ^ /  А 2)(х2і -  х2)уі 
( 1 - г 2)А 12
= 1
І=1
( * 1 і  ~  * і )  ~  ( ^ 1  /  ^ 2 ) ( * 2 і  ~  * 2 )
( 1 - г2)А2 . Уі . (5 .9 )
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П роведемо заміну у (5 .9):
п _ п _
І ( %  -* 1  )Уі = К х ц - х ^ У і  ;
І=1 і=1
1 ( Х 2І -  Х 2)Уі = 1 ( Х 21 -  х 2) у і .
І=1 І=1
П означивш и у (5.9) коеф іц ієнт при у. через Д і ’ отрим аєм о:
А налогічно:
^2 ”  X
і=1
*>і = І  ВиУі .
і= і
гА(х2і -  х2) - (хи -  хг)
____________А __________
( 1  -  г2) А 2
Уі = % В2іУі .
і=1
П ідставивш и у (5.0) р івняння (5.10) і (5 .11 ), отрим аєм о:
^1 — ^0 X  Д /  +  ^1 X  Д Л  +  &2 X  В ц х 2і +  X  Д і ^ і  >
І = 1 І = 1 І = 1 І=1
п п п п
^2 =  Ь о Х Д , +  Ь і Х Д Л і  +  ^ гХ  &2іХ2і +  X  Д і^і*
І=1 і=1 і=1 і—1
Легко показати, щ о:
X Д і — Ф X Д / = Ф Х Д і^ іі = Х Д і*2і = і» Х Д л * = Ф Х Д а
І=1 І=1 І = 1 І — 1 1 = 1 І = 1
Тоді (5.12) і (5.13) м ож на переписати у вигляді:
Ь1 - £ ( Ь 1) = Ь1 - )8 1 = І в 1іЄі;
І = 1
^2 — В Фг) = ~ @2 — Х-®2іЄ( .
і=1
Виходячи з (5 .14 ), отрим аєм о:
У «  у -
І  В и є , -
М = 1  • ) -
Е\ І  В1іЄі
і=і
п2
(5 .1 0 )
(5 .1 1 )
(5 .1 2 )
ї = о.
(5 .1 4 )
(5 .1 4 ')
уаг(&г) = Е
-  і  і а д , * * « , « , ) - ( і д ) ! [Е <е‘>2Ґ =
= <> ,*1*4.
І = 1
Нагадаємо: Е(1.) = 0 і Е(1.1.) = 0, коли і Ф у.
За означенням маємо:
В 2 (*и ~ ^і)2 + г2 А і / а Ї(х2і ~ х2)2 -  2г(А1/ А 2)(х1і -  хг\ х 2і -  х2) 
11 Ц - г 2)А4
Виходячи з (5.16), (5.6), (5.7) і (5.8):
у  «2 _  А 2 +  г2 (А 2 / А 2)(А2) -  2г (Аг / А2 )(гА1А 2) _
Я  “ (1 -  г2)2 А 4
_  А 2( 1 - 2 г  +  г2) _  1
~  (1 - г 2)2/ А 4 _  (1 -  г 2)2 А 2 "
Підставимо (5.17) у (5.15):
~2
уаг(&х) = ------------- --------------- .
( 1 - г 2) х І ( * 1і -  Xі ) 2
1=1
А налогічно, для параметра &2:
гт2
уаг(&2) = -------------- ------------------ .
( 1 - Г 2)Х Х(^2і - ^ 2)2
і=1
3 . К о е ф іц іє н т  к о в а р іа ц і ї  д л я  д в о ф а к т о р н о ї  р е г р е с і ї
Запиш ем о прогнозне значення для двоф акторн о ї регресій н о ї
Уп+1 =*>0+ М і ,П+1 +  &2*2,П+2 =  У +  М *1,«+1 -  * і )  +  М*2.і,+1 ~ Х2, 
Тоді дисперсія уп+1 матиме вигляд:
(Уп+і) = ™г[у + -  хг) + Ь2(х2 п+1 -  х2)\ =
= уаг(у) + Уаг[&1(дс1п+1 -  ^ )] + таг[М *2,п+і ~ *г)] +
+ 2 соу[М *и+1 “ *і)>М*2,п+і -  *2)] =
Особливі випадки у багатофакторному регресійному аналізі 247
(5 .15)
. ( 5 .1 6 )
(5 .18 )
(5 .19)
моделі: 
і . (5 .20 )
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+ (*і,п+і -  * і)2 Уаг(&!> + (х2іП+1 -  х2У уаг(Ь2) +
ті
+ 2(*1>л+1 -  * і)(* 2,л+і -  д^ соу^ Л )  .
З (5.14) і (5.14') м ож ем о показати , що
соу(&і , &2) = Ефу -  Д )(62 -  р2) = £  І  в иВ 2і е (єієі ) .
і=1;=1
(5.21)
(5.22)
О скільки Е(1.1^ — 0 , к о л и  і *  у, то р івняння (5.22) м ож на скоротити:
(5.23)соу(бр&г) = ст£ X  Ъ в ив 21 
і=4=і
Легко показати , що
Х ^ А  = --------=---------
і=і ( І - г 2) ^  •
Я кщ о (5.24) підставити у (5 .23 ), то
соу (Ь19Ь2) = -гс т .
(5.24)
(5.25)
(1 -  О ,  X  (*и -  хг) X (* 2І " *г)
V і=1 І=1
П ідставляю чи (5 .17 ), (5.24) у (5 .25), отрим аєм о:
ґ
у&г (Уп+і)  =
1 (*і,п+і х і)  ( -^г.п+і х 2)----1------------------------------- ч--------------------------
п ( 1 - г 2)Х(дс1іг- х г)2 ( 1 - г2) Х ( х2>і - х2)2
І=1
2(*1,„+1 -  * і)(* 2>п+і "  *г)г
1=1
л
( і  -  г * ) Ж ( х и  -  * і)2Х  (*2.І -
V  і=1 і=1
г
(Т2.
(5.26)
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5.2. ГЕТЕРОСКЕДАСТИЧНІСТЬ ТА ЇЇ НАСЛІДКИ. ЗН А Х О Д Ж ЕН Н Я  
ГЕТЕРОСКЕДАСТИЧНОСТІ ТА ЇЇ ВИ ЛУЧЕН НЯ
5 . 2 . 1 .  В и зн а ч е н н я  г е т е р о с к е д а с т и ч н о с т і т а  ї ї  п р и р од а
Одним з основних  припущ ень моделі класично ї л ін ій н о ї регресії є при­
пущ ення про сталість д и сп ерсії к о ж н о ї випадкової величини ££(гом оске- 
дастичн ість).
Ф орм алізовано це п рипущ ення записується у вигляді:
уаг(в^) = E{(et -  ЕІЄі)}2 = сг£2 = c o n st
Я к щ о  це припущ ення не задовольняється у як о м у сь  окрем ом у  випад­
ку, то має м ісце гетероскедастичність:
2
var(£j) = <т£ Ф c o n s t .
Звичайно, нас буде ц ікавити  питання про доц ільн ість цього  припущ ен­
ня і про те, щ о відбувається, коли  припущ ення про сталість дисп ерсії ви­
падкової величини £ не задовольняється. Отже, сп роб уєм о  розглянути:
1) природу, або суть гетероскедастичності;
2) наслідки гетероскедастичності;
3) м ож ливості тестування гетероскедастичності;
4) як і коректи вн і заходи потр ібно  вж ити в разі п оруш ен н я гетероске- 
дастичності?
Суть припущ ення гом оскедастичності полягає в том у, щ о варіація кож­
ної £. навколо її м атем атичного сподівання не залеж ить від значення х .  
Д исперсія  к о ж н о ї £. зберігається сталою  незалеж но від малих чи вели­
ких значень ф акторів: а 2 не є ф ун кц ією  х.., тобто  <Т£2 Ф f ( x litx 2i,...,xpi) .
Граф ічно випадок гом оскед асти ч н ост і для п р о сто ї л ін ій н о ї регресії 
показано випадковою  д и сп ерсією  £ у меж ах сталої відстані навколо  л ін ії
регресії (див. мал. 5.3 а).
2
Я к щ о СТ£ не є сталою , а її значення залеж ать від значень х ,  м ож ем о 
записати сг£ = f ( x liyx 2iy. . . , x pi) . У цьом у разі м аєм о справу з гетероске- 
дастичністю . Графічна ф орм а розкиду  спостереж ень залеж ить від ф орм и 
гетероскедастичності, тобто ф орм и зв ’я зк у  м іж  ст£ т а # .. Н а мал. 5.3 (б, в, 
г) показано три різн і ф орм и гетероскедастичності. Зокрем а на мал, 5,36 
показано випадок (м он отон н о) зростаю чої дисп ерсії £( (із зростанням  X 
зростає і дисперсія  £).
Це загальноприйнята ф орм а гетероскедастичності, щ о доп ускається  в 
економ етричних дослідж еннях. Н а мал. 5.3в п оказано  випадок спадної
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М а л ю н о к  5 .3а .  Гомоскедастичшсть М а л ю н о к  5.36.  Зростання дисперсії є
М а л ю н о к  5 .3в .  Спадання дисперсіє М а л ю н о к  5 .3г.  Складний випадок
гетероскедастичності: коли  х  набуває більш их значень, відхилення спосте­
реж ень від л ін ії регресії зм ен ш ується , таким  чином  дисперсія  випадко­
вої зм ін н о ї зм ен ш ується  із зростанням  х. Н а мал. 5.3г зображ ено більш 
складну ф орм у гетероскедастичності: спочатку дисперсія  є зм енш ується 
із зростанням  х, але п ісля певного р івня х* починає зростати із зростан­
ням  х . Зрозум іло , щ о ф орм а гетероскедастичності залеж ить від знаків та 
значень коеф іц ієн тів  у залеж ності Ое = , дс2і»• • •»хрі) . О скільки є. —
неспостереж увана випадкова величина, ми не знаєм о справж ньої форми 
гетероскедастичності .
У прикладних дослідж еннях, як  правило, використовується зручне при­
п ущ ен н я, щ о гетероскедастичн ість  (у разі просто ї л ін ій н о ї регресії) має 
ф орм у  <Т£_2 = Іг2х? , де к — кон стан та , яку  потрібно оц інити .
5 . 2 . 2 .  П р а в д о п о д іб н іс т ь  п р и п ущ ен н я  п ро г о м о с к е д а с т и ч н іс т ь
У багатьох економ етричних дослідж еннях м ож е очікуватись, щ о припу­
щ ення про сталу дисперсію  випадкової зм інної не зберігатиметься. Це м ож на 
легко зрозум іти , якщ о  врахувати ф актори , вплив яки х  абсорбується значен­
ням  пом и лки . Згадаємо, щ о випадкова величина £ вираж ає вплив на за­
леж ну зм інну пом илок  в її вим ірю ванні та неврахованих ф акторів . У обох 
випадках є підстави для зм іни з часом  дисперсії £ . П ом и л ки  вим ірю вання 
м аю ть тенденцію  до н ак о п и ч ен н я  з плином  часу, том у їхн я  величина 
зб ільш ується. У таком у разі дисперсія  єі зб ільш ується із зростанням  зна­
чень х . З інш ого боку, техніка виб ірки  та інш і методи збору даних постійно  
вдосконалю ю ться і том у похибки  вим ірю вання м ож уть зм енш уватися. У 
таком у разі Ое 2 також  зм енш уватм еться. Але важ ливіш е те, щ о багато із 
неврахованих зм інних м ож уть зм іню ватись в однаковом у з х  напрям ку, 
викликаю чи , таким  чи н ом , зб ільш ення відхилення спостереж ень від лінії 
регресії. Розглянем о, наприклад, просту лін ійну регресійну модель
де уь — заощ адж ення 1-го д ом огосподарства;
х % — доход і-то д ом огосп од арства  (мал. 5.4 та 5.5).
З мал. 5.4 та 5.5 видно, щ о із зростанням  доходу заощ адж ення також  
зростаю ть. Але на мал. 5.4 дисперсія  заощ адж ень залиш ається однаковою  
за усіх р івнів доходу, тоді я к  на мал. 5.5 вона зростає разом  з доходом .
Я к а  ж  ситуац ія  ти п ов іш а? Звичайно , си туац ія , зображ ен а на мал. 5.5. 
С ім ’ї з б ільш им  доходом , я к  правило, показую ть б ільш у варіацію  у своїй  
поведінці заощ адж ень, н іж  с ім ’ї з н и зьки м  доход ом . С ім ’ї з ви соки м  
доходом схильні дотрим уватись певного  стандарту ж и ття , і коли  їхн ій  
доход падає, вони  ш видш е ско р о тять  сво ї заощ адж ен н я, н іж  сп о ж и ван н я . 
З інш ого боку, с ім ’ї з н и зьки м  доходом  заощ адж ую ть із певною  м етою  
(наприклад, щ об сплатити  р о зстр о ч ку  чи б о р г), і том у їхн і заощ адж ення 
більш регулярні. Це означає, щ о при ви соки х  доходах вони  будуть високи­
ми, тоді я к  при н и зьки х  доходах — м алим и. Том у п ри п ущ ен н я  про сталу 
дисперсію  не ви три м ується  при оц ін ю ван н і ф ун кц ії заощ адж ень з сімей­
ного бю дж ету1.
Я кщ о розглянути модель, котра п о в ’язує кількість  п ом и лок  під час дик­
танту з к ільк істю  годин , відведених на п ракти ку , то так о ж  м ож н а поміти­
ти, щ о з плином  часу д и сп ерсія  зм ен ш ується . Це очевидно: чим  більш е 
практикуєш , тим  м енш е п о м и л я єш с я .
А налогічно, ком п ан ії з б ільш им и прибуткам и  проводять р и зи кован іш у  
дивідендну п ол ітику  п ор івн ян о  з к о м п ан іям и , я к і м аю ть м ен ш і прибутки . 
Б анки, як і маю ть у розп оряд ж ен н і обладнання для об роб ки  даних у м ісяч-
них та квартальних звітах своїх  кл ієн т ів , п ом и ляю ться  м енш е, н іж  банки , 
я к і не м аю ть п од ібних  засобів  обслуговування.
Р озглян ем о  ви б ірку  ф ірм  п евно ї галузі з м етою  о ц ін к и  ви робн и чо ї 
ф ун кц ії К обба — Дугласа:
У цьом у разі є  вм іщ ує в собі такі ф актори , я к  підприєм ництво, техно­
логічні відм інності заводів різних ф ірм , відмінності у навиках чи організації 
та інш і ф актори . Ц і ф актори не маю ть значного коливання у малих фірмах 
і значно варію ю ть у великих фірмах. Отже, є будуть гетероскедастичними.
П ідсум овую чи, зазначим о, щ о апріорі є підстави стверджувати: на прак­
тиц і п ри п ущ ен н я  про гом оск ед асти ч н ість  поруш ую ться. Том у важливо 
дослідити наслідки гетероскедастичності при оц інці невідомих параметрів 
та їхн іх  середньоквадратичних відхилень. Д оведено, щ о звичайний випа­
д ок  гетероскедастичності — це зростаю ча дисперсія  є 1.
1 Katona G. Contributions of Survey Methods to Econometrics. — New York, 1954. — 
P. 203.
5 .2 .3 .Н а с л ід к и  п о р у ш е н н я  п р и п у щ е н н я  п р о  
г о м о с к е д а с т и ч н іс т ь
Я к щ о  п ри п ущ ен н я  про го м оск ед асти ч н ість  ви п ад ко во ї величини  не 
ви к о н у ється , то м и  не м ож ем о  застосувати  ф орм ули д и сп ер с ії парам етрів 
регресії для оц ін ки  їхньо ї значим ості та побудови інтервалів довіри . Згада­
єм о , щ о для просто ї л ін ій н о ї регресії:
Я к  бачим о, д и сп ерс ія  а є не враховувалась у п ідсум овуванн і, том у щ о 
припускалось , щ о вона п о стій н а . З гетероскедасти ч н істю  д и сп ер с ія  Е  не 
буде ск ін чен н и м  сталим  ч и сл о м , а зм ін ю вати м еться  із зростаю ч и м  роз­
кидом  значень.
О ц ін к а  п а р а м е т р ів  м е т о д о м  н а й м е н ш и х  к в а д р а т ів  за  у м о в
г е т е р о с к е д а с т и ч н о с т і
С пробуєм о в ідповісти  на  зап и тан н я, за ін ш и х  од н акови х  ум ов класич­
ної моделі, щ о трап и ться  з о ц ін кам и  парам етрів за ум ов гетероскедастич­
ності. (Е(Єі2) = (7і2 ).
Щ об відповісти  на це зап и тан н я, п оверн ем ося  до п р о сто ї л ін ій н о ї ре­
гресії Уі = Ро + Ріхі + Ь • М Н К -о ц ін к а  парам етра Д м ає вигляд:
X (*« -  х)(Уі -  у)
І—1______________
£ ( * г - ї ) 2
І=1
п і ,  Х М  -  £ * гХ  Уі
Я к щ о зберігаю ться п ри п ущ ен н я  кл аси ч н о ї м оделі, вклю чаю чи  гомос­
кедастичн ість, то Ьх є н ай кращ ою  л ін ій н ою  о ц ін к о ю  без відхилень (В Ь и Е - 
о ц ін к о ю ) .  Ц ік а в о ,  ч и  з а л и ш а є т ь с я  Ьх В Ь и Е - о ц і н к о ю  в у м о в а х  
гетероскедастичності? М ож на п оказати  (доведення наводити  не будем о), 
щ о Ь1 залиш ається л ін ій н ою  о ц ін к о ю  без в ідхилень, але вж е не м атим е 
найменш у дисперсію  серед л ін ій н и х  о ц ін о к  без відхилень, тобто  не буде 
вже B L U E -оц ін кою . Н а щ о ж  перетворюються  B L U E -оц ін к и  парам етрів 
за умов гетероскедастичності?
5 . 2 . 4 .  О ціню вання параметрів методом узагальн ених  
найменш их квадр атів  ( У Н К )  у разі гетероскедастичності
Н а відм іну від звичайного  м етоду най м ен ш и х  квадратів (М Н К ), уза­
гальнений м етод (У Н К ) враховує інф орм ац ію  про неоднаковість  дисперсії 
і том у здатний створити  B L U E -оц ін ки .
Щ об  проілю струвати це, знову повернем ося до п росто ї л ін ійної регресії:
У, = Р0 + Ріхі + • (5.27)
П ростою  м атем атичною  м ан іпуляц ією  перепиш ем о (5 .27) у вигляді:
Уі = Рохоі + Ріхі + єі • (5.28)
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ДЄ Х0і =  1  ДЛ Я К О Ж Н О Г О  і .
П р и п у сти м о , щ о наявна гетероскедастичн ість  і всі д и сп ерсії о *  відомі. 
П оділим о (5 .28 ) на  , отрим аєм о:
^  =  )  +  Р і ( — )  +  ( - ) • (5.29)
Для зручності перепиш ем о  (5 .29) у вигляді:
де зірочкам и пом ічені початкові зм інні, поділені на відомі о  . П означення * *
р0 та рг використовую ться для того, щ об відрізнити їх від звичайних пара­
метрів (і0 та [51 , отрим аних методом найм енш их квадратів.
У чом у п олягає  м ета тран сф орм ац ії п ерш ої моделі? Тепер дисперсія
*тран сф орм ован о ї п ом и лк и  Є є п о стій н о ю  вели чи н ою , тобто для моделі 
(5 .30) збер ігається п ри п ущ ен н я  про гом оскед асти ч н ість , і м и переходим о 
до кл аси чн о ї регресій н о ї м оделі. Справді,
уаг(£і*) = Е(є*)2 = Е ( ^ ) 2 =
(Уі СГ,
(5.31)
М и п р и п у скал и , щ о сг(2 — відом і, звідси м аєм о:
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1 п ,  2ч 1 2 ,—  Б(Єі ) = — а, = 1 . ( 5.32)
о,
Тепер оц ін ки  параметрів будуть B L U E -оц ін кам и , в ідом им и  я к  У Н К - 
о ц ін ки . П роцедура знаходж ення невідом их парам етрів тран сф орм ован о ї 
моделі називається м етодом  узагальнених н ай м ен ш и х  квадратів (У Н К ).
Р0 та ? Д ля м оделі (5 .30) запиш ем о
виб ірковий  аналог:
У* = Ь0*х0 * + ЬіХ* + е * • (5.33)
Для того , щ об знайти  невідом і парам етри за м етодом  узагальнених 
найм енш их квадратів, м ін ім ізуєм о :
або
Х е,
І = 1
( V/1
X
і=1
*  *  * *
п2
( У ц - М — ) - М — )
сг.
(5.34)
(5.35)
Розрахунки  наводити не будемо і запиш ем о  лиш е к ін ц еви й  результат. 
У Н К -оц ін ка  для р *  дор івн ю є:
ь\ =
д  У і  ^ ґ  д  У  д
Х г , і г л у і  -  X у л  І X  ї і Уі
І=1 Д і= 1 У \і=1 Лі=1
І У і і Х у л 2 і -  Х у л
І=1 Л і = і  у  \ і = і  У
\2
(5.36)
дисперсія параметра д ор івн ю є:
уаг(&! ) =
ІУ і
І = 1
п Л ґ п 9 V (  п
ІУ і Х ул  -  Х у л
І=1 Ді=і у 41=1 у
(5.37 )
де Гі = 1 /  <Уі •
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Р із н и ц я  м іж  з в и ч а й н и м  т а  у з а г а л ь н е н и м  м е т о д о м  н а й м е н ш и х  
к в а д р а т ів
За м етодом  зви чай н и х  н ай м ен ш и х  квадратів невідом і параметри зна­
х од яться  ш л яхом  м ін ім ізац ії суми квадратів відхилень ф актичних  зна­
чень від теорети ч н и х . Д ля п р о сто ї л ін ій н о ї регресії м аєм о :
І  є? = І  (Уі -Ь0-  -» m in .
І=1 і = 1
В узагальненому методі найм енш их квадратів м інім ізується вираз (5.35), 
я к и й  м о ж н а  п ереп и сати  у вигляді:
ІУ іЄі2 = Іуїі/і -  ь0* -  , (5.38)
І=1 і = 1 '  '
■і /  2де у. = 1 /О і  — вагові к о е ф іц ієн ти .
Т обто в узагальненом у м етоді н ай м ен ш и х  квадратів м ін ім ізуєм о  зва­
ж ену суму квадратів відхилень з вагам и, обернено п р о п о р ц ій н и м и  до о і . 
С постереж ен н я  з б ільш ою  Оі отрим аю ть у цьом у м етоді відповідно м енш е 
значення ваги , і н авп аки , сп о стер еж ен н я  з м ен ш ою  (7І отрим аю ть пропор­
ц ій н о  більш у вагу при  м ін ім ізац ії суми квадратів відхилень. У літературі 
вираз (5 .38) щ е в ідом ий  я к  зваж ені най м ен ш і квадрати (З Н К ), а оц ін ки  
парам етрів , отри м ан і за ц им  м етодом , — я к  З Н К -о ц ін к и . У к он тек ст і 
гетероскедастичності м ож на користуватися  обом а терм інам и: і З Н К , і У Н К .
Н а с л ід к и  г е т е р о с к е д а с т и ч н о с т і  п р и  п о б у д о в і  ін т е р в а л ів  д о в ір и  
п а р а м е т р ів
М и вж е п оказували , щ о о ц ін к и  парам етрів , знайдені за м етодом  уза­
гальнених н ай м ен ш и х  квадратів, є л ін ій н и м и  о ц ін кам и  без відхилень за 
ум ов гетероскед асти ч н ості. К рім  то го , о ц ін к и , знайдені за узагальненим 
м етодом , м аю ть щ е й н ай м ен ш у д и сп ер с ію , тобто вон и  є B L U E -оц інкам и .
Тепер сп роб уєм о  відповісти  на  зап и тан н я , щ о буде з інтервалами дові­
ри  та ¥ -тестам и, я к щ о  м и будемо знаходити  парам етри  м етодом  звичай­
них н ай м ен ш и х  квадратів , незваж аю чи  на  гетероскедастичн ість?
Н априклад , д и сп ер с ія  парам етра Ьг , знайденого  за м етодом  звичайних 
н ай м ен ш и х  квадратів , в ум овах гетероскедасти чн ості м атиме вигляд:
І ( * ( - ї ) 2<7,2
УаГ(&і)  =  у --------:-------- Та • ( 5 .3 9 )
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Вона, звичайно, відрізняється від ди сп ерсії того сам ого  параметра за 
умов гом оскедастичності:
Уаг* (&і ) = ------- £ _
£ ( * г - х ) 2
(5 .40)
Звичайно, якщ о  Оі — О для кож н ого  і, то ф ормули (5 .39) та (5.40) 
будуть ідентичним и. о
П рипустим о, щ о д и сп ерсії <у. в ідомі. Ч и  м ож ем о ми побудувати інтер­
вали довіри та перевірити гіпотези  за д оп ом огою  звичайних  і  та Р -тестів? 
Н і, том у щ о уаг*(Ьі) <  Уаг(&х), тобто інтервали довіри , побудовані з ураху­
ванням дисперсії (5 .3 9 ), будуть о б о в ’я зк о в о  б ільш им и. Я к  наслідок, £ та 
Р-тести даю ть неточні результати за рахунок того , щ о у а г ^ )  надмірно 
велика; параметр стає статистично незначим им  (£-значення м енш е за кри­
тичне).
Стандартні пакети прикладних програм  звичайно даю ть для дисперсії 
формулу (5 .4 0 ), я к щ о  не ви кори стовую ться  спеціальні м етоди . Д исперсія  
Ьх в (5.40) є б езпом илковою  оц ін кою  д и сп ерсії Ь1 , наведеної в (5 .3 9 ), тобто 
вона в середньом у п ереоц ін ю є остан н ю . П ри ч и н ою  п ом и лк и  є те, щ о
(72 = X е* /  (тг — 2) — оц ін ка  д и сп ерсії О2 не є вже б езпом илковою  оц інкою
і=1
в умовах гетероскедастичності. Том у ми вже не м ож ем о спиратися  на 
звичайно обчислені інтервали довіри і на £ та Р -тести .
Інш им и словам и, я к щ о , незваж аю чи на гетероскедастичн ість, викорис­
товувати звичайні процедури перевірки  гіпотез, то ви сн овки  м ож уть бути 
н еп р ави л ьн и м и .
Стає зрозум ілим , щ о потенц ійно  гетероскедастичність є серйозною  про­
блемою . Д осліднику потрібно знати , чи є вона, чи її нем ає. К оли  з ’ясован а  
її наявність, м ож на використовувати  метод зваж ених (узагальнених) най­
м енш их квадратів чи застосовувати я к и й с ь  інш ий  метод.
5 .2 .5 .  Т е с т у в а н н я  н а я в н о с т і г е т е р о с к е д а с т и ч н о с т і
Отож перед нами постає важливе питання: як  у кон кр етн ій  ситуації 
м ож на довідатись про гетероскедастичність?
Я к  і у випадку м ультиколінеарності, єдиних  правил її виявленн я не­
м ає, а є р ізном ан ітн і тести. Розглянем о н ай п ростіш і з них за зм істом  та за 
розрахункам и.
А н а л і з  з м і с т у  п р о б л е м и
Ін к о л и  при провед ен н і е к о н о м ет р и ч н и х  д о сл ід ж ен ь  гетероскедас­
тичність вгадується інтуїтивно або висувається я к  абсолю тне припущ ен-
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ня. П опередн ій  аналіз проблем и , щ о ви вчається , м ож е навести на думку 
про н аявн ість  гетероскедастичності. Н априклад, при вивченні бю джету 
с ім ’ї м ож н а п о м іти ти , щ о д и сп ерсія  залиш ків зростає відповідно до зрос­
тання доходу. П ри зведеному аналізі д іяльності р ізних  за розм іром  фірм 
також  м ож на очікувати  гетероскедастичн ість . І таких  прикладів багато. 
Отже, перш ий к р о к  до вияву гетероскедастичності — глибокий аналіз дос­
лідж уваної проблем и .
Г р а ф іч н и й  а н а л і з
Д осить наочним  та простим  методом тестування припущ ення про на­
явність гетероскедастичності є граф ічний метод. Не завжди дослідник во­
лодіє необхідним  для аналізу проблеми ем піричним  матеріалом. Крім  того, 
його ви сн овки  щ одо наявності або відсутності гетероскедастичності носять 
суб’єк ти в н и й  характер, і в цих умовах на допом огу приходять графіки.
С початку необхідно зробити аналіз регресійної моделі на базі припу­
щ ення про відсутність гетероскедастичності, а потім за допомогою  досліджен­
ня квадратів залиш ків е * з ’ясувати , чи маю ть вони якусь систематичність.
Звичайно, е 2 — це тільки оц інки  невідомих є 2 , але вони можуть успіш но
* 1 2використовуватися, особливо при великих вибірках. Досліджуючи е. > мож на
отрим ати такі види граф іків (мал. 5.6 (а—д)).
Н а м ал .5.6 (а—д) квадрати залиш ків р о зс іян і навколо оц ін ен о ї лінії 
регресії. П отр іб н о  з ’ясувати , чи оц інене середнє значення у  систем атично 
п о в ’я зан о  з квадратом  залиш ків . Н а мал. 5.6, а зображ ена ситуація, при 
як ій  си стем ати чн ого  зв ’я зк у  нем ає, отж е, гетероскедастичності нем ає. Н а 
мал. 5.6, г показано л ін ійний зв ’я зо к , а на 5.4, в — квадратичну залежність. 
Завдяки граф ічном у методу м ож на проаналізувати залеж ність не тільки
1« ое , а й м іж  будь-яким  ф актором  .х. та е . Граф іки залиш аю ться 
таким и  ж  при наявн ості гетероскедастичності. Граф ічний аналіз допома­
гає не тільки виявити  гетероскедастичність, а й зробити ви сн овок  про саму 
ф орм у з в ’язк у , щ о особливо  к о р и сн о  при трансф орм ац ії наявних даних 
для побудови моделі з гом оскедасти чн істю  п ом и лок . Далі ми ще поверне­
м ося  до розгляду ц іє ї проблем и.
Т е с т  р а н г о в о ї  к о р е л я ц і ї  С п ір  м а н а
Це н айпростіш ий  тест, як и й  м ож на використовувати  як  до малих, так і 
до великих  ви б ірок .
С початку запиш ем о к о еф іц ієн т  рангово ї корел яц ії Спірмана:
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М алю нок 5.6. Різні типи графіків квадратів залишків
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де (і. — р ізн и ц я  м іж  рангам и , щ о п р и п и су ю ться  двом  характеристикам  
ї-го о б ’єкта;
п  — к іл ьк ість  о б ’є к т ів , щ о ранж ую ться .
Н аведений к о е ф іц ієн т  ран гово ї ко р ел яц ії м ож е викори стовувати сь  для 
ви зн ач ен н я  гетероскедасти ч н ості таким  ч и н ом .
П рипустим о, у  і = /30 + Р1ХІ + £• .
Ет ап 1. П обудувати регресію  для даних у  та X і розрахувати відхилен­
ня еі .
Ет ап 2 . Н ехтую чи знаком  еі9 тобто  беручи абсолю тні значення |е. |, 
ранж уєм о  | | та х. у зростаю чом у  чи спадном у п оряд ку  і п ідрахуєм о ко­
еф іц ієнт ран гово ї к о р ел яц ії С пірм ана.
Ет ап 3. П ер ев ір яєм о  значим ість отрим аного  ко еф іц ієн та  рангово ї ко­
реляц ії за ^-критерієм  С т’ю дента. Д ля цього  побудуєм о і - статистику:
(5.42)
де п  — к ільк ість  спостереж ень та d f  = {п — 2) — кількість ступенів вільності. 
П ри даних ступенях вільності за таблицям и С т’ю дента знаходим о і кр. Я кщ о 
розраховане значення п еревищ ує (£ >  це п ідтвердж ує гіпотезу про 
гетероскедасти ч н ість . Я к щ о  £ <  тоді в регресійн ій  м оделі правильним  
є п ри п ущ ен н я  про гом оск ед асти ч н ість .
Т е с т  Г о л д ф е л д а  т а  К в о н д т а 1
Ц ей тест засто со ву ється  до великих  ви б ір о к . С постереж ень м ає бути 
хоча б удвічі б ільш е, н іж  оц ін ю ван и х  парам етрів. Тест п ри п ускає  нор­
м альний розподіл  та незалеж ність ви п ад ково ї величини  єі .
Для застосуван н я тесту сф орм улю єм о  нульову та альтернативну гіпо­
т е зи . Н ульо ва  г іп о т еза  H Q:et г о м о с к е д а с т и ч н а  п р о т и  а л ь т е р н а т и в н о ї  
г іп о т е з и  Н г : et гетероскедастична ( із  зростаю чою  дисперсією ).
Тест Голдфелда та К вондта складається з д ек ількох  етапів.
Ет ап  7.Р ан ж уєм о  сп остереж ен н я  н езалеж ної зм ін н о ї х  в п орядку  зро­
стання або спаду зн ачен н я. У разі багатоф акторно ї регресії, коли  м и має­
мо більш е, н іж  одну незалеж ну зм інну  (ф акто р ), вибираєм о одну з них і за 
нею  п ровод и м о  ран ж уван н я. Я к щ о  важ ко  апріорі визначити  зм інну  х  для 
ран ж уван н я, то по черзі п ровод и м о  ранж ування за к о ж н о ю  зм інною  окре­
мо і в к о ж н о м у  випадку застосовуєм о  тест Голдфелда та К вондта.
Ет ап 2 . Задаєм о величину С — к іл ьк ість  центральних спостереж ень 
за незалеж н и м и  зм ін н и м и  х ,  я к і м и будемо виклю чати  з подальш ого ана­
1 Goldfeld S.M., Quandt R.E. Some Tests for Homoscedasticity//Journal of American 
Statistical Association. — 1965. — P. 539—547.
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лізу. Е ксперим енти , я к і проводили Голдфелд і К вондт, показали , щ о для 
виб ірок з к ільк істю  спостереж ень б ільш ою , н іж  (п > ЗО) оптим альна 
кількість центральних спостереж ень, не врахованих у тесті, становить при­
близно чверть усіх спостереж ень , наприклад 8 для п = ЗО, 16 для п = 60. 
Залиш ок (п  -  с) спостереж ень ділиться на дві підвибірки однакового розм іру 
((Я -  с ) ) /2), одна з як и х  вклю чає малі значення X , інш а — великі.
Етап 3. Будуємо окрем у регресію  для к о ж н о ї п ідви б ірки , розраховує­
мо суму квадратів залиш ків і отрим уєм о:
— сума квадратів залиш ків для п ідвибірки  із малим и значення­
ми х , із [(п -  с ) /2] -  к  ступеням и вільності, де к — загальна к ількість  
оц іню ваних параметрів у моделі;о
£  е2 — відхилення від п ідвибірки  із великим и  значенням и  х  із такою  
самою  к ільк істю  ступенів в ільності, [(п -  с ) /2] -  к.
Я к щ о  кож н у  з цих сум поділити на к ільк ість  ступенів вільності, отри­
м аєм о оц ін ки  дисперсій  випадково ї величини Є в двох п ідвибірках .
В іднош ення двох дисперсій
має ІР-розподіл (із ух = у2 = [{п -  с) /  2\ -  к = [{п -  с -  2к} /  2] сту п ен ям и  
вільності, де п — загальна к ільк ість  сп остереж ен ь , с — центральні невра­
ховані спостереж енн я, к  — к ільк ість  оц іню ваних  параметрів із к о ж н о ї 
регресії).
Я к щ о  дві д исперсії рівні (отж е, й го м о ск ед асти ч н і), значення Р* буде 
дорівню вати одиниц і. Я к щ о  ди сп ерсії в ід р ізн яю ться , то ІР* м атиме більш е 
значення (із ум ови тесту £ е 22 > Х ^ і2 )• ^ * п ° р івн ю ється  3 теоретичним  
значенням  2^  із у х = У2 = {п — с -  2к) /2  ступеням и  вільності для заданого 
рівня значим ості. Теоретичне (отрим ане зі^-таблиць) значення 2^  є значен­
ням , яке  мало б 2*\ якб и  справдж увалася нульова гіпотеза, тобто є  були б 
гом оскедастичним и. Я к щ о  ІР* > 2 ,^ ми д оп ускаєм о  гетероскедастичн ість 
(відкидаємо нульову гіпотезу щ одо відсутності відм інності м іж  дисперсія­
ми Є у двох п ідвиб ірках). Я к щ о  2 *^< 2**, ми д о п у ск аєм о , щ о є гом оскедас­
тичні (інш им и словам и, п ри й м аєм о  нульову гіпотезу). Ч им  більш е відно­
ш ення ІР*, тим більш а гетероскедастичн ість  є .
Т е с т  Г л е й з е р а 1
Тест Глейзера є розш и рен н ям  тесту П арка (якого  ми не н авод и м о). Він 
також  зд ійсню ється  в декілька етапів. П ро іл ю струєм о  його  н а  прикладі 
простої л ін ійної регресії.
^lejser Н. A New Test for Heteroscedasticity// Journal of American Statistical Associ­
ation. — 1969. — Vol.64. — P. 316 — 323.
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Ет ап 1. Знаходим о невідом і парам етри п р о сто ї л ін ій н о ї регресії ме­
тодом  н ай м ен ш и х  квадратів та о б чи сл ю єм о  п о м и лк и  е. для к о ж н о го  ок­
рем ого  сп о стер еж ен н я .
Ет ап 2 . Будуєм о регресію , як а  п о в ’язує  абсолю тні значення знайдених 
на п ерш ом у  етапі п о м и л о к  <kj> з незалеж ною  зм ін н ою  X. М и беремо абсо­
лю тн і значення п о м и л о к , а не їхн і справж ні значення, бо ^ е х  = 0 , і том у 
не м ож ливо  буде п ідібрати регресію  е =  f (x ) . Ф акти чн а  ф орм а ц іє ї регре­
сії звичайно  не відом а, том у до неї м ож н а підбирати р ізн і ф орм и  кривих. 
Глейзер проп он ував  так і залеж ності:
kl= А) + А*і2 + мі ’
І Є|І= А> + Р\ХҐ  + Щ = Р о + & / х і + и І ,
І вії = А) + / W /2 + щ=  Ро +ДіЛ/ ^  + щ .
N = л/А) + Річ + щ .
М = л/До + Ріх? + щ •
О бираєм о ту регресію , я к а  найкращ е п ідходить з огляду н а  коеф іц ієн т  
ко р ел яц ії та середні квадратичн і відхилення парам етрів Ь0 та Ь1. (Зверніть 
увагу, щ о коли  &0=  0 0, така ситуація називається ’’чиста гетероскедас-
ти ч н іст ь ”; я к щ о  &0^  0 та&1^  0 , цей випадок називається ’’зм іш ана гетероске- 
д а с т и ч н іс т ь ”). Г етероскедастичн ість  ви зн ач ається  в світлі статистичної 
зн ачи м ості парам етрів &0 та &1? тобто м и ви к о н у єм о  будь-який стандартний 
тест п еревірки  н а  значим ість парам етрів , і я к щ о  вон и  значно відрізняю ть­
ся від нуля, то £. є гетероскедасти ч н и м и . П еревага тесту Глейзера в тому, 
щ о він  дає так о ж  ін ф орм ац ію  про ф орм у гетероскедасти чн ості, тобто про 
сп о с іб , я к и м  п о в ’я за н і ог 2 та х.. Ц я ін ф орм ац ія  є важ ливою , я к  м и  зараз 
п об ачи м о , для ’’к о р е к ц і ї” гетероскедастичності. Зазначим о, щ о у разі бага- 
то ф акто р н о ї регресії н а  етапі 1 знаходим о п ом и лк и  е. для регресії, щ о 
вм іщ ує всі ф ак тори . Н а етапі 2 будуємо залеж ності м іж  абсолю тним и ве­
ли чи н ам и  знайдених  п о м и л о к  та залеж ною  зм ін н ою  у .
Слід зазначити , щ о д еяк і стати сти ки  надаю ть перевагу тестам  рангової 
к о р ел яц ії С пірм ана і Голдфелда та К вондта перед тестом  Глейзера для 
ви зн ач ен н я  гетероскедасти ч н ості. Я к щ о  я к и м о с ь  із цих тестів виявлено 
гетероскедасти ч н ість , тоді м ож н а експерим ентувати  з ф ун кц ією  Глейзера 
( М - я * »  з м етою  в и р іш ен н я , я к і зм іни  поч аткови х  даних необхідн і, щ об 
подолати  гетероскедасти чн ість .
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5 .2 .6 .  В и л у ч е н н я  г е т е р о с к е д а с т и ч н о с т і
К оли на  базі будь-якого тесту встановлено гетероскедасти чн ість , то для 
її вилучення зм іню ю ть початкову  модель таким  ч и н о м , щ об п ом и лк и  мали 
п остій н у  д и сп ерсію . Далі невідом і парам етри тран сф орм ован о ї м оделі роз­
раховую ться  за м етодом  н ай м ен ш и х  квадратів . Т ран сф о р м ац ія  моделі 
зводиться до зм іни  п ерв існ о ї ф орм и  м оделі. Я к и м  ч и н о м  це п ровод и ться ,
залеж ить від сп ец и ф ічн о ї ф орм и  гетероскедасти ч н ості, тобто  від ф орм и 
. . . 2 . залеж ності м іж  д и сп ерс ією  <7е. та зн ачен н ям и  незалеж них зм інних:
= к гх2 2
Р озглянем о м ож ливі випадки  тран сф орм ац ії м оделі на приклад і про­
сто ї л ін ій н о ї р е гр ес ії. П р и п у с т и м о , щ о м и  м аєм о  п о ч а т к о в у  м одель 
уі =  р0 +  Р1х і + єі9 де ви п адкова величина еі гетероскедастична, але відпо­
відає всім  ін ш и м  класи чн и м  п ри п ущ ен н ям  л ін ій н о ї регресії.
В ипадок  / .  П рипустимо, гетероскедастичність має формі? (еЦ2 = Ое *
(де к  — ск ін чен н а  к о н с т а н т а ) , тобто  д и сп ерс ія  є зростає п р о п о р ц ій н о  до х:2. 
В ираж аю чи ко еф іц ієн т  п р о п о р ц ій н о ст і й2, м аєм о  к 2 = С7е.2 /  х 2 . Це озна­
чає, щ о тран сф орм ац ія  моделі полягає у д іленні п о ч атк о в о ї м оделі на 
^{х2 = X • Т рансф орм ована таким  ч и н ом  м одель м ає вигляд:
Зверніть увагу на  м ісце парам етрів моделі: парам етр при  зм ін н ій  1 /х .  
у трансф орм ован ій  м оделі є п еретином  у п о ч атко в ій  м оделі, тоді я к  пере­
тин тран сф орм ован о ї м оделі є нахилом  п о ч атк о во ї.
£
Н ове зм інене значення ви п ад ково ї величини  —1-  є го м о ск ед асти ч н и м ,
О С К ІЛ ЬК И  Х і
(за одним  із п ри п ущ ен ь, X  — м н о ж и н а  ф іксо в ан и х  значень в усіх вибір­
ках).
2 2 2Однак у наш ом у прикладі п р и п у ск ал о ся , щ о (7 = к Хь ,
тому Отже, н ова  ви п ад к о в а  зм ін н а  м ає скінченну
постійну дисперсію (що дорівнює к 2)* і, таки м  ч и н о м , ми м о ж ем о  застосува­
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ти кл аси ч н и й  метод н ай м ен ш и х  квадратів до розрахунку  невідом их пара­
м етрів тр ан сф орм ован о ї м оделі.
Випадок 2. П р и п у сти м о , щ о гетероскедастичн ість  м ає ф орм у
Д опустим а тран сф орм ац ія  полягає в д іленні п о ч атко во ї м оделі на 
тобто тран сф орм ован а  м одель м ає вигляд:
(ух 1/2) = (30х  1/2 + &Х 1/2 + -4=-.
ЫХ
Д ля тр ан сф о р м о ван о ї моделі випадкова величина 
н а  із сталою  д и сп ер с ією  к 2. С правді, м аєм о :
гом оскедастич-
= — Е(є?) = — (<т2) = А2,
хі хі ‘
оск ільки  в приклад і п р и п у скал о ся , щ о <7^  = к 2х  . О тже, ви к он авш и  вка­
зані вищ е п еретворен н я , м и  виклю чили  гетероскедастичн ість .
Випадок 3. П р и п у сти м о , щ о ф орм а гетероскедасти чн ості
Д о п у сти м а  тр а н сф о р м ац ія  п о л ягає  в д іленн і п о ч ат к о в о ї моделі на
-/(а0 + ахх)2 = (а0 + агх ) , тобто
Н ова випадкова величина є гом оск ед асти ч н ою  із сталою  д и сп ер с ією , 
р ів н о ю к 2. С правді, м аєм о :
З а г а л ь н и й  в и п а д о к
К оли  гетероскедастичн ість  м ає вираз
де к — ск інченна кон стан та  і /(Ж,) — ф ункц ія  від х , тран сф орм ац ія  
п оч атково ї п о ч атко во ї моделі зд ій сн ю ється  ш ляхом  її д ілення н а  х і).
П оясн и м о , чом у саме така трансф орм ація необхідна. Взагалі, наведена вищ е 
трансф орм ац ія  еквівалентна застосуванню  м етоду зваж ених  н ай м ен ш и х  
квадратів (З Н К ), я к и й  є особ ли ви м  випадком  м етоду узагальнених най­
м енш их квадратів (У Н К ). О пиш ем о метод зваж ених н ай м ен ш и х  квадратів 
(З Н К ), як и й  забезпечує обгрунтування вищ енаведеної тран сф орм ац ії.
У м етоді п рости х  н ай м ен ш и х  квадратів м и  м ін ім ізу єм о  п росту  суму 
квадратів відхилень, ]Г е * = Х(У і “  &о х і)2 ’ У я к ій кож н е відхилення має 
однакову вагу (сум а ваг = 1 ) .  Т обто  сума є незваж еною  сум ою  квад­
ратних відхилень, у я к ій  п р и п у ск ається , щ о єі , оц ін ен і за д о п о м о го ю  еі 
Х оча, я к щ о  ди сп ерсія  єі не є сталою , а, скаж ім о , зростає із зб ільш енням  х , 
зрозум іло , щ о більш а д и сп ерс ія  сп остереж ен н я  дає м енш  точну  вказівку  
на те, де проходить правильна регресійна л ін ія . Том у здається правдоподіб­
ним  надавати м ен ш ої уваги ц им  сп остереж ен н ям  у п ідборі л ін ії регресії 
п ор івняно  з ін ш и м и  сп о стер еж ен н ям и . Ц ього  м ож н а  д осягн ути  надан­
ням  р ізн о ї ваги к о ж н ій  єі (чи її о ц ін ц і) . Ін кол и  доц ільн о  використовува­
ти я к  вагу частку  1 /  сг£ 2 , тобто  под ілити  ко ж н е  в ідхилення н а  дисперсію  
випадкової величини . У випадку, к ол и  випадкова величина є. є вел и кою , 
п д и сп ерсія  <т£ є теж  великою  і вага 1 /  <Т£ буде м алою ; таки м  ч и н о м , 
великим  п ом илкам  надаю ться малі ваги. О тже, зам ість м ін ім ізац ії про­
стої суми квадратів відхилень м и  м ін ім ізуєм о  зваж ену суму квадратів 
в ідхилень:
Т акий  метод і н ази вається  м етодом  зваж ених  н ай м ен ш и х  квадратів 
(З Н К ). П ри р івн явш и  ч асткові похідн і зваж еної суми квадратів до нуля і 
р о зв ’язавш и  систем у р івн ян ь , отри м аєм о  ф орм ули для знаходж ення не­
відомих параметрів &0 та Ьг, щ о м ож ливо  при  в ідом ій  д и сп ер с ії <Т£.2 . Але 
на  п рактиц і ця  д и сп ерсія , я к  правило , невідом а, і процедура її обчислення
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м ож е бути д оси ть  складн ою . Щ о ж  ро б и ти , кол и  д и сп ерсія  невідома? По­
к аж ем о , щ о в таком у  випадку наведені вищ е тран сф орм ац ії початкової 
м оделі аналогічні застосуванню  м етоду зваж ених н айм енш их  квадратів 
для поч атково ї моделі. М ож на довести , щ о м ін ім ізац ія  зваж еної суми квад­
ратів відхилень виводить аналогічні ф ормули для о ц ін о к  невідом их пара­
м етрів п о ч атк о во ї м оделі, як  і застосування п ростого  м етоду найм енш их 
квадратів до тр ан сф о р м о ван о ї м оделі.
Доведення . М и будемо ви кори стовувати  п рости й  ви п ад ок , у яко м у  іе- 
т е р о с к е д ас т и ч н іс ть  в и р а ж а єть ся  я к  Ое 2 = к 2х * , том у  тр ан сф о р м ац ія
уі _ . 1 , Єї
“  ^  Н , де трансф орм оване в ідхилення є гом оскедастичним  із
х і х і х і 
дисперсією  к 2.
Введемо позначення V = є /  х . М етод п рости х  н ай м ен ш и х  квадратів 
(М Н К ) щ одо  тр ан сф о р м о ван о ї м оделі п олягає в знаходж енн і таких зна­
чень невідом их парам етрів Ь0 та Ь1, при  я к и х  м ін ім ізується  така сума квад­
ратів відхилень:
М етод зваж ених  н ай м ен ш и х  квадратів передбачає вибір  Ь0 та &1? як і б 
м ін ім ізували  зваж ену суму квадратів відхилень:
як у  треба м ін ім ізувати  по віднош енню  до Ь0 та Ьг. Обидві суми квадратів 
відхилень в ід р ізн яю ться  тільки  сталим  значенням  1 /к 2. Отже, значення 
Ь0 та &1? щ о м ін ім ізую ть перш у суму (метод М Н К , застосований  до транс­
ф орм ованої м оделі), такі ж , я к  і ті, щ о м ін ім ізую ть зваж ену суму квадратів 
відхилень (З Н К ). (Згадаєм о, щ о м ін ім ізац ія  ф ун кц ії /(г )  буде й мініміза­
ц ією  й /(2), Де к  — будь-яка ко н стан та). Т ом у м етод зваж ених н айм енш их  
квадратів , щ о засто со ву ється  до п о ч атк о во ї м оделі, дає такі ж  результати, 
як  і м етод н ай м ен ш и х  квадратів, я к и й  застосовується  до трансф орм овано ї 
м оделі.
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5 .2 .6 . І .  Е ф ективність оцінок тран сф орм ован ої м одел і
Я к  було показано  вищ е, тест, запропонований  Глейзером , дає інформа­
цію  про ф орм у гетероскедастичності. Е ксперим ентую чи  з р ізн и м и  форма­
м и ф ункц ії k l=  f { x ) ,  м и м ож ем о  обрати н ай кращ у, а потім  перейти  до 
трансф орм ац ії п оч атково ї м оделі, я к  оп и сан о  ран іш е.
М ож на довести , щ о о ц ін к и  тран сф орм ован о ї м оделі м аю ть м енш у дис­
персію  (є еф екти вн іш и м и ), н іж  о ц ін к и , отрим ан і із застосуванням  м етоду 
найм енш их квадратів до п о ч атко во ї моделі.
П роілю струєм о цей результат на прикладі п р о сто ї л ін ій н о ї регресії, 
припускаю чи, щ о гетероскедастичність, наприклад, має вигляд: от = k  х , •
Еі 1
Н ехай початкова (гетероскедастична) модель м ає вигляд:
У і = Ро + + Єі . і з  Е {є?)  = k2X*  .
Застосуєм о  м етод н ай м ен ш и х  квадратів для р о зрахун ку  н евідом их 
параметрів гетероскедасти чн о ї моделі та розрахуєм о  д и сп ерсію  парамет­
ра &1 (розрахунки  наводити  не будем о):
за ум ови п рипущ ення Е ( є 2) = k 2x 2 та x f  = (x t -  х )2 .
Т рансф орм ована версія  п о ч атко во ї м оделі: —  = Р0 —  + Д  + иі ,
X: “О О ^де иі = Єі /  х і із сталою  д и сп ерсією  а і) = к* •
Застосовую чи метод н айм енш их  квадратів, м аєм о :
*і
Зрозум іло, щ о var(fe) <var(&).
Слід звернути увагу, що гетероскедастичність мож е траплятися через 
невраховані зм інн і, тобто через погану специф ікацію  моделі. У цьому ви­
падку можливим ріш енням є включення неврахованих зм інних у мо­
дель. Сліпе застосуван н я  тр ан сф ор м ац ії, н аведен ої вищ е, зробить  
гом оскедастичною  випадкову зм інну, але оцінки параметрів можуть зали­
ш атися неправильними через неврахування важливих факторів. З еконо­
мічної теорії в ідом о, щ о , наприклад, у функції заощ аджень гетероскедас- 
тичність м ож е виникати через зміни в економ ічній політиці (монетарна 
політика, податкові реф орм и, знецінення національної валюти). У цьому 
разі ріш енням буде врахування у функції певних факторів, які б відбива­
ли зміни в політиці уряду.
5 .2 .7 .  Іл ю с т р а т и в н и й  п р и к л ад . Т е с т  Г о л д ф е л д а  т а  К в о н д т а
Для ілю страції виявлення та усунення гетероскедастичності розгляне­
мо приклад про визначення залеж ності між заощ адженнями на душ у на­
селення та доходом  . Дані наведені в табл. 5.3.
П рипустим о, що залежність між заощ адженнями та доходом  на душу 
населення лінійна, і після знаходж ення параметрів за методом наймен­
ш их квадратів отримаєм о таку модель:
у = -648.1 + 0.085*
(1181.1) (0.004) Д2= 0.912.
Для перевірки наявності або відсутності гетероскедастичності в моделі 
скористаємося т е с т о м  Г о л д ф е л д а  т а  К в о н д т а . Д л я  цього проранжує- 
мо значення незалеж ної зм інної х у порядку зростання, виключимо де­
в’ять центральних значень. У результаті отримаємо дві підвибірки — одна 
з найбільш ими значенями х, інш а — з найменш ими (див. табл. 5.4).
Для к ож н ої підвибірки даних побудуєм о просту лінійну регресійну  
модель та розрахуєм о параметри методом найменш их квадратів. Після 
розрахунків отримаєм о:
П ідвибірка 1
уг = -744.64 + 0.088*
(195.4) (0.016)
із R2=  0.778 та 5 > 2 = 150867.9.
Підвибірка 2
у2 = 1050.79 + 0.032*
(817.4) (0.025) 1
1 Koutsoyiannis A. Theory of Econometrics. — 1973. — Р. 187.
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Т а б ли ц я  5 .3
Заощ адж ен ня та  д о х о д  на душ у населення
Період
Накопи­
чення
У
Доход
X
Прогноз
накопи­
чень
У
Залишки 
еі = Уі ~ У і У/х
1/х
(хІО.О)
і 264 8.777 94.98 169.02 30.079 1.139
2 105 9.210 131.64 -26 .64 11.401 1.086
3 90 9.954 194.63 -104 .63 9.042 1.005
4 131 10.508 241.53 -110.53 12.467 0.952
5 122 10.979 281.41 -159.41 11.112 0.911
6 107 11.912 360.40 -253 .40 8.983 0.839
7 406 12.747 431.10 -25 .10 31.851 0.785
8 503 13.499 494.77 8.23 37.262 0.741
9 431 14.269 559.96 -128.96 30.205 0.701
10 588 15.522 666.05 -78 .05 37.882 0.644
11 898 16.730 768.32 129.68 53.676 0.598
12 950 17.663 847.31 102.69 53.785 0.566
13 779 18.575 924.53 -145.53 41.938 0.538
14 819 19.635 1014.27 -195.27 41.711 0.509
15 1222 21.163 1143.64 78.36 57.742 0.473
16 1702 22.880 1289.01 412.99 74.388 0.437
17 1578 24.127 1394.58 183.42 65.404 0.414
18 1654 25.604 1519.63 134.37 64.599 0.391
19 1400 26.500 1595.50 -195 .50 52.830 0.377
20 1829 27.670 1694.55 134.45 66.100 0.361
21 2200 28.300 1747.89 452.11 77.739 0.353
22 2017 27.430 1674.23 342.77 73.533 0.365
23 2105 29.560 1854.57 250.43 71.211 0.338
24 1600 28.150 1735.19 -135 .19 56.838 0.355
25 2250 32.100 2069.62 180.38 70.093 0.312
26 2420 32.500 2103.49 316.51 74.462 0.308
27 2570 35.250 2336.31 233.68 72.908 0.284
28 1720 33.500 2188.15 -468.15 51.343 0.299
29 1900 36.000 2399.81 -499.81 52.778 0.278
ЗО 2100 36.200 2416.75 -316.75 58.011 0.276
31 2300 38.200 2586.08 -286 .08 60.209 0.262
із Д2= 0.154 та 1^2 = 763760.5 .
За отрим аним и результатами обчислим о /-в ід н о ш е н н я  Ф іш ера:
р* _ l e j  _ 763760.5 _ 506  
Хе* 150867.9 ' '
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Таблиця 5.4
Підвибірка 1 Підвибірка 2
пг У XI ТІ2 У хц
і 264 8.777 і 1829 27.670
2 105 9.210 2 1600 28.150
3 90 9.954 3 2020 28.300
4 131 10.508 4 2105 29.560
5 122 10.979 5 2250 32.100
6 107 11.912 6 2420 32.500
7 406 12.747 7 1720 33.500
8 503 13.499 8 2570 35.250
9 431 14.269 9 1900 36.000
10 588 15.522 10 2100 36.200
11 898 16.730 11 2300 38.200
Ступені в ільн ості ч и сел ьн и ка  та зн ам ен н и ка  для / ’-в ідн ош ен н я  будуть 
од н акови м и  і дор івню ватим уть:
Задамо р івень зн ачи м ості 5% та за таблицею  / ’-розподілу Ф іш ера для 
заданого р ів н я  зн а ч и м о с т і і в ід п овід н и х  ступен ів  в іл ьн о ст і знайдем о 
/-к р и т и ч н е . У н аш ом у  випадку воно  д ор івн ю є 3.18. Я к щ о /-р о зр а х у н к о в е  
б ільш е, н іж  / -к р и т и ч н е  ( / * > / 005), м и  в ідкидаєм о п ри п ущ ен н я  про гом ос- 
кед асти чн ість . О тж е, наш а модель буде гетероскедасти чн ою .
П еревірим о цю модель ще за допом огою  тесту рангової кореляц ії Спірма- 
на.
П оставим о у відповідність до рангів х  ранги значень п ом и лок  Є та розра­
хуєм о відповідні значення величини И  (розрахунки наведено в табл. 5.5).
К оеф іц ієн т  ран гово ї ко р ел яц ії, оц ін ен и й  за даним и табл. 5.5, дор івню є:
О тж е, обидва тести  ви явл яю ть гетероскедастичн ість  у п очатковій  мо­
делі.
Д ля вилучення гетероскедастичності зробим о п ри п ущ ен н я щ одо її фор­
м и . Н ехай гетероскедасти чн ість  м ає ф орм у
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У цьом у разі допу­
стим а тран сф орм ац ія  
початкової моделі є та­
кою:
X :  Х і X :
Т р а н с ф о р м о в а н і
- / У і 1 чзміннії ( та ) по-
*і хі
казані в останн іх  двох 
колонках табл. 5.4. За­
стосовую чи метод най­
м енш их квадратів до 
нових зм ін н и х , отри­
маєм о таку трансф ор­
мовану модель:
Т аб лиця  5 .5
* = ь ,  1
° Г  + 6і =
= 0 .088— -0 .0 7 2 , 
або
у* = -0.072 + 0.088л:* 
(0.007) (0.004) 
Д 2 = 0.0774.
Ранг х Ранг е Л Л2
і їв -15 225
2 3 -1 1
3 7 -4 16
4 8 -4 16
5 15 -10 100
6 23 -17 289
7 2 5 25
8 1 7 49
9 9 0 0
10 4 6 36
11 10 1 1
12 6 6 36
13 14 -1 1
14 19 -5 25
15 5 10 100
16 28 -12 144
17 18 -1 1
18 11 7 49
19 20 -1 1
20 12 9 81
21 29 -6 36
22 27 -7 49
23 22 2 4
24 13 9 81
25 17 8 64
26 25 1 1
27 21 7 49
28 ЗО -3 9
29 31 -2 4
ЗО 26 4 16
31 24 7 49
Н агадаєм о, щ о по­
чаткова м одель мала вигляд:
у = -648.1 + 0.088л: Я 2 = 0.912
(118.1) (0.004).
Зверніть увагу, щ о Я 2 тр ан сф о р м о ван о ї м оделі м ен ш е, н іж  Я 2 початко­
вої. Це через те, щ о індивідуальні сп остереж ен н я  у п роц ес і трансф орм ац ії 
набуваю ть ваги.
5 .2 .8 .  О сн о в н і в и сн о в к и  щ о д о  н а я в н о с т і г е т е р о с к е д а с т и ч н о с т і
в р е г р е с ій н ій  м о д е л і
Одним із при п ущ ен ь кл аси чн о ї л ін ій н о ї регресій н о ї моделі є припу­
щ ен н я  про те, щ о випадкові величини еі м аю ть однакову дисперсію . Я кщ о  
ця ум ова не зад овол ьн яється , то м и м аєм о випадок гетероскедастичності. 
Г етероскедастичн ість не впливає на значим ість о ц ін о к  парм етрів , розрахо­
ваних за м етодом  н ай м ен ш и х  квадратів, але ці о ц ін к и  вже не будуть оцін­
кам и  з м ін ім альною  д и с п ер с ією , тобто вони  більш е вже не є Б Ь и Б -о ц ін к а -  
м и . Б Ь И Б -о ц ін к и  у разі гетероскедасти ч н ості забезпечую ться м етодом 
зваж ених н ай м ен ш и х  квадратів.
Слід п ідкреслити  важ ливу особли в ість : я к щ о  за ум ов гетероскедастич­
ності розрахувати  невідом і парам етри м етодом  н айм енш их  квадратів, то 
ди сп ерсії цих парам етрів уже не м ож н а розрахувати за в ідом им и форму­
лам и. Т ак, наприклад, у разі п росто ї л ін ій н о ї регресії традиційна формула
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д и сп ерсії парам етра Ьх м ає вигляд:
у той час я к  при  гетероскедасти ч н ості вона дорівню є — . Але за-
уваж им о, щ о ця д и сп ерсія  вже не є м ін ім альною ; отж е, інтервали довіри,
засновані на  н ій , занадто ш и р о к і і тест зн ачи м ості м енш  потуж ний .
С итуація м ож е бути сер й о зн о ю , я к щ о  не враховувати гетероскедастич- 
н ості і ви кори стовувати  класичн і ф ормули о ц ін к и  д и сп ерсій . Тоді, у ви­
падку двох зм ін н и х , я к щ о  брати а  / £ х .  зам ість  ( о і ) / ( £ х і ) (якя  
є н ееф екти вн ою ), і Р  -тести зн ачи м ості, заснован і на оц ін ках  дисперсій , 
будуть неправильним и . К оротш е, в ц ій  ситуації звичайні процедури тесту­
вання м аю ть сум нівну, я к щ о  не найниж чу, ц ін н ість .
Я к щ о  виявлена гетероскедасти чн ість , а ди сп ерсія  випадкової величи­
ни  сг.2 невідом а, необхідно  трансф орм увати  початкову  модель з м етою  ви­
лучення гетероскедастичності. Я к щ о  гетероскедастичні дисперсії сг.2 відомі, 
то невідом і парам етри регресій н о ї моделі розраховую ться за методом  зва­
ж ен и х  н ай м ен ш и х  квадратів. Знання О* — взагалі р ідкість. Том у на прак­
тиц і н ай п о ш и р ен іш и м  випадком  р о з в ’я зк у  гетероскедастичних  моделей 
зали ш ається  їх тран сф орм ац ія . У цьом у розділі м и дослідили декілька 
ш и р о к о  ви к о ри стовуван и х  тран сф орм ац ій  і визначили їх специф ічн і вла­
сти во ст і. П ри  ц ьом у  м и п остій н о  п ри п ускали , щ о випадкова зм інна є має 
н орм альний  розпод іл . П ри п ущ ен н я  про норм альн ість необхідне для пере­
в ірки  на зн ачи м ість  о ц ін о к  парам етрів за статистичним и  тестам и та для
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побудови інтервалів довіри. Я к щ о  п ри пущ ення  про нормальність пору­
ш ується, то оц інки  параметрів залиш аю ться н ай кращ и м и , але ми не мо­
жемо визначити їхню статистичну надійність за доп ом огою  класичних 
тестів значим ості (£, і*7 і т .д .) ,  тому що ці тести базуються на нормальному 
законі розподілу. Але якщ о  розподіл не є нормальним, ми м ож ем о викори­
стати центральну граничну теорему, за яко ю  навіть я к щ о  розподіл не є 
нормальним, вибірковий розподіл математичного сподівання наближаєть­
ся до нормального, коли розмір вибірки прямує до неск інченності.  На пер­
ший погляд може здатися, що й центральна гранична теорема не дуже 
допомож е, бо на практиці к ількість спостереж ень не буває великою . Але 
численні прикладні дослідж ення показали, що загалом хорош а апрокси­
мація досягається і для досить малої к ількості спостереж ень (10, 20 і т.д .). 
У кож н ом у  окрем ом у економ етричном у  дослідж енні бажано встановити 
ймовірність припущ ення  про нормальність. Але на практиц і найчастіше 
ігнорують це припущ ення, маючи на увазі, що центральна гранична теоре­
ма правильна у будь-якому випадку, чи намагаються довести припущ ення  
про нормальність на апріорних підставах, вважаючи, наприклад, що випад­
кова величина головним чином  абсорбує вплив численних  неважливих 
факторів та нестійких  елементів лю дської поведінки.
5 .3 . А В Т О К О Р Е Л Я Ц ІЯ
5 .3 .1 .  П р и р о д а  а в т о к о р е л я ц ії. О сн о в н і п о н я т т я  т а  о зн а ч ен н я
Одним із припущ ень класичного  регресійного  аналізу є припущ ення  
про незалежність випадкових величин. Я к щ о  це припущ ен н я  порушуєть­
ся, то ми м аємо справу з автокореляц ією . Звичайно, важливо зрозуміти, 
що викликає  автокореляцію , як і  її практичні та теоретичні наслідки, чи 
зм іню ю ться методи знаходж ення невідомих параметрів моделі в умовах 
автокореляції і, нарешті, чи є ефективні методи її тестування.
Спробуємо послідовно відповісти на всі ці запитання. Як уже зазнача­
лося вище, в регресійній моделі автокореляція  наявна у разі, коли випад­
кові величини залежні між соб ою , тобто : £(£;£;) Ф 0 , і  Ф .
Потрібно розрізняти поняття автокореляції і серійної кореляції. Авто- 
кореляцією називається залежність між значеннями однієї вибірки з запі­
зненням в один лаг. Наприклад, як щ о  між значеннями однієї вибірки 
£1? £2, . . . ,  £^ та  £2,£3, • . . , £р+і є залежність, то м аєм о справу з автокореля­
ц ією , я к щ о  така залеж ність є м іж  зн ачен н ям и  двох р ізних  в и б ірок  
£х, £2, . . . ,  £р та ДО2, іР3, . . . , Юр+1 , то це свідчить про наявність серійної коре­
ляції. А втокореляц ія  може бути як  п ози ти вн о ю , так і негативною . Графі­
чно ці випадки відображено в розділі 2, мал.2.6. А в токорел яц ія  може ви­
н и кн у ти  у з в ’я зк у  з ін ерц ій н істю  та ц и кл ічн істю  багатьох економ ічних  
п р о ц ес ів . П ровокувати  автокореляц ію  м ож е і неправильно специфікова­
н а  ф ун кц іон альн а  залеж ність у регресійних  м оделях та лагові зап ізнення 
в ек о н о м іч н и х  п роцесах .
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5 .3 .2 .  Т естув ан н я  а в то к о р ел я ц ії
Н айбільш  відом им  і п о ш и рен и м  тестом  перевірки  моделі н а  наявність 
ко р ел яц ії м іж  зали ш кам и  є тест Д арбіна — У отсона. Н а відм іну від бага­
тьох ін ш и х  тестів , перевірка  за тестом  Д арбіна — У отсона складається з 
дек іл ькох  етапів і вклю чає зони  невизначеності.
Р озглян ем о  п о р яд о к  тестування за к ри тер ієм  Д арбіна — У отсона.
1. Н а п ерш ом у  етапі розраховується  значення (і-статистики  за форму­
лою:
У теор ії доведен о , щ о значення (^-статистики Д арбіна — У отсона знахо­
дяться  в м еж ах від 0 до 4.
2. Задаєм о рівень зн ачи м ості а  та п ідраховуєм о к іл ьк ість  ф акторів (й) 
у дослідж уваній  м оделі. П ри п усти м о  к = р .  За таблицею  Д арбіна — Уот­
сона при заданом у р івн і значим ості а , к іл ько сті ф акторів  й =  р  та к ількості 
сп остереж ен ь п , знаходим о два значення сіь та Я к щ о  розраховане зна­
ч ен н я  (і-статистики  знаходиться  в п р о м іж к у  від 0 до СІЬ(0 < сі < <іь), то це 
свідчить про н аявн ість  п о зи ти вн о ї автокореляц ії. Я к щ о  значення сі потра­
пляє  в зону н еви зн ач ен ост і, тобто набуває значення сіь < й <  (іи, або 4 — сІи < 
< сі < 4 -  <1Ь, то м и  не м ож ем о  зробити  в и сн о в ки  н і про наявн ість , н і про 
в ідсутн ість авто ко р еляц ії. Я к щ о  4 — (іь< й  <  4 , то м аєм о негативну автоко­
реляц ію . Н ареш ті, я к щ о  (іи < й  < 4 -  то автокореляц ії нем ає. Всі ці 
випадки  п ро ілю строван о  н а  мал. 5 .7 .
Зона Автокореляція Зона
Позитивна невизна- відсутня невизна- Негативна
ченості _ ченості .
о 2 4- і и 4 - й ь 4
М а л ю н о к  5. 7. Зони автокореляційного зв’язку за критерієм Дарбіна — Уотсона
Р озгл ян ем о  приклад . П р и п у сти м о , для певної просто ї регресійної мо­
делі, як а  м ає один ф актор (й =  1), к ількість спостереж ень дорівню є п  =  20 та 
розраховане зн ачен н я ^ -стати сти к и  д ор івн ю є 0 .3 4 . П ри й м ем о , щ о рівень 
зн ачи м ості, тобто  р и зи к  відкинути  правильну гіпотезу, дор івн ю є 5% . За 
таблицею  Д арбіна — У отсона при  й =  1 та  п  =  20 знаходим о сіь = 1 .20;
<Іи— 1.41. Відповідно відкидаєм о гіпотезу про відсутність автокореляції
та при й м аєм о  гіпотезу про наявність  п ози ти вн о ї  автокореляції .
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5 .3 .3 .  О ц ін к а  п ар ам ет р ів  р ег р е с ій н о ї м о д е л і при н а я в н о ст і  
а в т о к о р е л я ц ії
Чи впливає на оцінку параметрів наявність автокореляції?  І я к щ о  впли­
ває, то яки м  чином  цього впливу уникнути?  С пробуєм о відповісти  на ці 
запитання. Для спрощ ення викладок розглянемо просту лінійну регресійну 
модель:
У, = Р0 + ргхг + е4, і = 1,га. (5.3.1)
П ри п усти м о , що всі класичні п ри п ущ ен н я  ви к о н у ю ть ся ,  крім припу­
щ ення про незалежність випадкових  величин, тобто:
П рипустим о  також , що між випадковим и  величинам и є л ін ійна за­
лежність:
£, = р£,-і +Щ , - 1 <  Р <  Г (5.3.2)
де р — к оеф іц ієн т  автокореляції ;  и г — випадкова величина, для я к о ї  вико­
ристовую ться всі класичні при п ущ ен н я  методу н ай м ен ш и х  квадратів:
Е(щ) = 0 ;уаг(и(2|  = <т2 ; со у(и(,и1+а) = 0;в Ф 0. (5.3.3 )
Модель (5.3.3) відома під назвою авторегресивна модель М аркова пер­
шого порядку (A R (1)) ,  або авторегресивна лагова модель (авторегресивні 
лагові моделі детальніше буде розглянуто в наступному параграфі). У такій 
інтерпретації коеф іц ієнт  автоковаріації р ще називається  к о еф іц ієн том  
автокореляції перш ого порядку, або коеф іц ієнтом  автокореляції з лагом 1.
Ми не розглядаєм о в и к ори стан н я  для опису залеж ності між залишка­
ми авторегресивних моделей вищ их поряд к ів ,  бо це суттєво не впливає на 
подальші викладки.
Отже, для того, щоб дослідити вплив автокореляц ії  на оц інку  невідо­
мих параметрів, п оверном ось  до моделі (5 .3 .1 ) .  Розглянем о  для спрощен­
ня тільки оц інку  параметра /31? яка  за методом най м ен ш и х  квадратів зна­
ходиться за формулою :
Н агадаєм о, щ о д и сп ер с ія  парам етра Ьх при  відсутності автокореляц ії 
дорівню є:
За н аявн о ст і авто ко р ел яц ії, наприклад типу А Я (1 ) , ди сп ерсія  парамет­
ра Ь1 зм ін ю є своє  значення (доведення цього  ф акту м и не навод и м о):
Зви ч ай н о , я к щ о  р =  0 , то обидві ф ормули будуть о д н акови м и , але при 
н а яв н о ст і а в т о к о р е л я ц ії д и с п ер с ія  парам етра Ьх в ід р ізн яти м еться  від 
значення д и сп ер с ії за в ідсутності автокореляц ії. Р о згл ян ем о , я к  цей факт 
буде впливати  н а  о ц ін к и  парам етрів . Ч и  залиш атим уться у таком у разі 
оц ін к и  парам етрів  B L U E -оц ін кам и ?
Н а ж аль, це не так . Т еоретично  доведено (доказу  м и  не н авод и м о), щ о 
при  н аявн о ст і авто ко р ел яц ії о ц ін к и  парам етрів , залиш аю чись л ін ійним и  
та незм іщ ен и м и , не будуть мати найм енш у дисперсію , тобто не будуть ефек­
тивним и , а значить, і B L U E -оцінкам и. Я к щ о  це так, то постає інш е запитан­
ня: чи  є щ е я к и й с ь  м етод о ц ін ю ван н я , я к и й  в ум овах автокореляц ії дає 
В Ь и Е -о ц ін к и ?  М ож н а п о казати , щ о при  н аявн ості автокореляц ії в моде­
лях  п р о сто ї л ін ій н о ї р егр ес ії1 В Ь и Е -о ц ін к о ю  парам етра Рг буде така:
де А  — ко р и гу ю ч и й  парам етр .
Д и сп ер с ія  парам етра зн аходи ться  за ф орм улою
1 Загальний випадок розглянуто в кн.: Johnston J. Econometric Methods. — 3rd. ed 
New York: McGraw-Hill Book Company, 1984.
де І) — коригую чий  параметр.
Саме такі о ц ін ки , я к  для п р о сто ї л ін ій н о ї регресії, так  і для багатоф ак- 
торної, дає метод узагальнених найм енш их квадратів (У Н К ), я к и й  уже було 
розглянуто в параграф і про гетероскедасти чн ість . Т аким  ч и н о м , за наяв­
ності автокореляц ії перевагу при  оц ін ц і невідом их парам етрів слід відда­
ти методу узагальнених н ай м ен ш и х  квадратів, а не м етоду най м ен ш и х  
квадратів.
Я к щ о  все ж  таки  ви кори стовувати  метод н ай м ен ш и х  квадратів в умо­
вах автокореляц ії, то це призведе до таких  наслідків .
1. О цінка ди сп ерсії ви п ад ково ї величини  часто  п ер ео ц ін ю є д ій сн у  дис­
персію  і, я к  н асл ідок , м аєм о  п ереоц ін ен и й  к о еф іц ієн т  д етерм інац ії і?2.
2. Д и сп ерсія  парам етрів, наприклад уаг(&1)АК(1), п ородж ує п о м и л к и  при 
ви користанн і та .Р-тестів.
В и с н о в к и
Одним із припущ ень кл аси чн о ї л ін ій н о ї регресії є п р и п у щ ен н я  про 
незалеж ність випадкових  величин . Я к щ о  це п р и п ущ ен н я  п ор у ш у ється , то 
наявна серійна к о р ел яц ія  або автокореляц ія .
А в токорел яц ія  м ож е ви н и кати  з багатьох п ри ч и н : п о -п ер ш е, її викли­
кає інерційність економ ічних  процесів  і, я к  наслідок, залеж ність м іж  дани­
м и в часових рядах; по-друге, некоректно специф іковані моделі, маніпуляції 
з даним и, введення лагових зм ін н и х .
П ри автокореляц ії небаж ана о ц ін к а  парам етрів м етодом  н ай м ен ш и х  
квадратів, бо вона п ризводить до н ееф екти вн и х  о ц ін о к  і н ем ож ли вості 
застосування £- та Е-тестів . П ош и рен и м  м етодом  о ц ін к и  невідом их пара­
метрів при наявності автокореляц ії є метод узагальнених н айм енш их  квад­
ратів. Тестування автокореляц ії, як  правило, п ровод и ться  за (і-тестом Дар- 
біна — У отсона, хоча є й ін ш і не м енш  відом і тести .
5.4. АВТОРЕГРЕСИВНІ І ДИСТРИБУТИВНО-ЛАГОВІ МОДЕЛІ
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5 .4 .1 .П р и р о д а  а в т о р е г р е с и в н и х  м о д е л е й . П р и к л а д и  
п р а к т и ч н о г о  з а с т о с у в а н н я  а в т о р е г р е с и в н и х  м о д е л е й
У регресій н ом у  аналізі, як щ о  регресійна модель вклю чає не лиш е по­
точн і, а й попередн і (лагові, або затрим ані) значення незалеж них зм інних 
(х), в о н а  м а є  н а зв у  д и с т р и б у т и в н о -ла го в а м о д е л ь . У  т о й  ж е  ч а с , я к щ о  до  
м оделі вклю чене одне або більш е попередніх  значень залеж ної зм інно ї (у), 
в о н а  м ає  н а зв у  авт орегресивна  м одель . Т а к и м  ч и н о м ,
у г = а  + /30х1 + Р1х і - 1 + р 2х г -  2 + єг
є д и ст р и б ут и вн о -ла го во ю  м о д е ллю , а
є п р и к л а д о м  авт орегресивно ї м оделі. Т а к і а в т о р егр е с и в н і м одел і та к о ж  
відом і під назвою  д и н а м і ч н и х  м о д е л е й ,  о ск ільки  вони  відображ аю ть ча­
сові зм іни  залеж ної зм ін н о ї щ одо її попереднього  (попередніх) значень. 
А вторегресивн і і д истрибутивно-лагові моделі ш и р о к о  ви кори стовую ться  
в еко н о м етр и ч н о м у  аналізі, і в цьом у параграф і м и  докладно розглянем о 
їх, щ об з ’ясувати  такі п и тан н я .
1. Я ку  роль від іграю ть лаги в екон ом іц і?
2. Я к а  п ри ч и н а  цих лагів?
3. Ч и  є як е с ь  теоретичне обгрунтування ш и р о к о го  ви к ори стан н я  лаго- 
вих моделей в екон ом етри ц і?
4. Я к  п о в ’я за н і м іж  собою  авторегресивн і і дистрибутивно-лагові мо­
делі?
5. Я к і стати сти чн і проблем и  м ож уть ви н и кн ути  при оц ін ц і параметрів 
таких  м оделей?
5 . 4 . 1 . 1 .  П р и к л а д и  в и к о р и с т а н н я  л а г о в и х  м о д е л е й  в е к о н о м іц і. Р о л ь  
" ч а с у ” а б о  " ч а с о в о го  л а г у ” в е к о н о м іц і
В ек о н о м іц і р ідко  трап л яється  м и ттєва  залеж ність зм ін н о ї у  (залеж­
н о ї зм ін н о ї) від ін ш о ї незалеж ної зм ін н о ї (зм інних) х . Дуже часто зна­
ч ен н я  у  зм ін ю ється  через невели ки й  п р о м іж о к  часу п ісля зм іни  значення 
х .  Т аки й  п р о м іж о к  часу  н ази вається  ч а с о в и м  л а г о м .  Щ об проілю струва­
ти п рироду  ч асового  лагу, розглянем о  к ілька  прикладів .
П риклад  5.4.1. Ф у н к ц ія  с п о ж и в а н н я .  П рипустим о, лю дина отримала 
щ орічне п ідвищ ення заробітної плати на 1200 гривень, припустимо також ,
Особливі випадки у багатофакторному регресійному аналізі 279
що це підвищення — постійне, зберігатиметься й протягом наступних років. 
Як буде впливати таке підвищення доходу на схему щорічних витрат на 
споживання цієї людини?
Загальноприйнята практика показує, що люди, отримавши таке підвищення 
доходу, не витрачають його одразу. Припустимо, що людина може вирішити 
підвищити свої витрати на споживання на 480 гривень у перший рік після 
підвищення доходу, на 360 гривень на другий рік і на 240 гривень на третій 
рік, заощаджуючи решту. На кінець третього року щорічні витрати на спожи­
вання зростуть на 1080 гривень. Ми можемо записати функцію споживання 
для цієї людини таким чином:
y t = c o n s t + 0 A x t + О .З х ^  + 0 2 x t_2 + et , (5 .4 .1)
де г/ — витрати на споживання; х  — доход.
Функція, або модель (5.4.1) показує, що ефект підвищення доходу на 1200 
гривень був розподілений на 3 роки згідно з наведеними вище припущення­
ми. Моделі, подібні до (5.4.1), називають д и с т р и б у т и в н о -л а г о в и м и  м о д е л я ­
ми, оскільки ефект від певної причини (наприклад, підвищення доходу) був 
розподілений серед декількох часових періодів (лагів).
У загальному дистрибутивно-лагова модель має такий вигляд:
Уі ОС +  pQXt +  4-  p2%t-2 (5.4.2)
Вона називається дистрибутивно-лаговою моделлю з кінцевим лагом в & 
періодів. Коефіцієнт /30 відомий к о р о т к о с т р о к о в и й , або  в п л и в о в и й  м у л ь ­
т и п л ік а т о р , тому щ о  в ін  показує вплив змінної X н а  зміну значення у  в 
поточний період часу. Якщ о зміна значення X триває, то ()30Н-)31) показує зміну 
У у другий період, ф 0+/3^+/32) — в третій і так далі. Ці часткові суми мають 
назву п р о м іж н и х  ін т е р в а л ів .  Нарешті, через Й періодів отримаємо:
Z  А -  Ао + Аі + А +”  *+Afe = Р>
і=1
(5.4.3)
що має назву довгострокового, або загального дистрибутивно-лагового 
м ульт и п лікат ора .
Якщо позначимо
то отримаємо "стандартизоване" Рг Часткові суми стандартизованих Д пока­
зують пропорцію довгострокового або загального впливу на певний часовий 
період.
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Повертаючись до регресії споживання (5.4.1), ми бачимо, що короткостроковий 
мультиплікатор, який є нічим іншим як  короткостроковою граничною схильністю 
до споживання (М РС), дорівнює 0.4, а довгостроковий мультиплікатор, який є 
довгостроковою  схильністю до спож ивання, дорівню є 0.4 + 0.3 + 0.2 =  0.9. Це 
значить, щ о після підвищ ення доходу на 1 гривню споживач підвищить свій 
рівень спож ивання приблизно на 0.4 гривні в рік підвищ ення, ще на 0.3 
гривні на наступний р ік  і ще на 0.2 гривні на третій рік. Таким чином, 
довгостороковий вплив підвищ ення доходу на 1 гривню становить 0.9 гривні. 
Я кщ о ми поділимо кож не р. на 0.9, то отримаємо, відповідно, 0.44, 0.33 і 0.23, 
як і показую ть, щ о 44 відсотки загального впливу на у  після одиничної зміни 
в х  відчуватимуться негайно, 77 відсотків — через р ік, і 100 відсотків — на 
кінець другого року.
П риклад  5.4.2. Зв 'язок  м іж  грош им а т а цінами. Я к  вваж аю ть м онетарис­
та , інф ляція — це в основном у монетарне явищ е в тому сенсі, щ о постійне 
збільш ення рівня цін прям о залежить від збільш ення грош ової пропозиції, 
яка значно перевищ ує ту кількість грош ей, яка реально потрібна економіч­
ним одиницям. Звичайно, цей зв ’я зо к  між  рівнем інфляції і грош овою  про­
позицією  не є м иттєвим . Д ослідж ення показали, щ о часовий лаг між ними 
сягає від 3 до 20 кварталів. Результати одного з таких досліджень наведено 
в роботі К. К арлсона1. Вони базуються на періоді спостережень з січня 1955 
по квітень 1969 рр. (див. табл. 5.6).
. 20 .
Р  = -0 .1 4 6  + £  (0.395)
t = 0
де Р  = річна норма приросту дефлятора ВН П ;
М  = річна норм а приросту грош ової пропозиції.
Дослідження показую ть, що ефект 1%-ної зміни грош ової пропозиції відчу­
вається протягом  20 кварталів. Д овгостроковий вплив 1%-ної зміни в гро­
ш овій пропозиц ії на інфляцію  дорівню є До речі, оскільки Р  і М  подані
у відсотковій  формі, т. (Д у загальній формі) показує еластичність Р  щодо М , 
яка  є відсотковою  зміною  ціни у відповідь на 1%-не збільш ення грош ової 
пропозиції. Таким чином , т 0=0.041 означає, щ о при 1%-ному збільшенні 
грош ової пропозиц ії короткострокова  цінова еластичність становить 0.04 
відсотка. Д овгострокова еластичність становить 1.03 відсотка. Це означає, що 
в довгостроковом у періоді збільш ення грош ової пропозиції на  1% спричи­
нить майж е такий  самий в ідсоток збільш ення ц ін . Тобто при 1%-ному 
збільшенні грош ової пропозиції в довгостроковому періоді рівень інфляції 
збільш ится н а  1 % .
П р и к л ад  5.4.3. Л а г м іж  вит рат ам и  на дослідж ення т а п р о д укт и вн іс ­
тю праці. Р іш ення інвестувати певні дослідження та кінцевий результат 
інвестування, який  приводить, наприклад, до підвищення продуктивності праці, 
відділені значним лагом. Крім того, цей лаг фактично складається з декіль­
кох лагів, таких як  лаг між  вкладанням кош тів і часом , коли фактично почи-
1 Carlson Keith М. The Lag from Money to Priees//Review. — Federal Reserve Bank of 
St. Louis. — 1980. — Oct. — Tabl.l.
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Т аб лиця  5. 6
Коефі­
цієнт И
Коефі­
цієнт
£ Коефі­
цієнт н
т о 0.041 1.276 т 8 0.048 3.249 т іб 0.069 3.943
т 1
0.034 1.538 т 9 0.054 3.783 т 17 0.062 3.712
т2 0.030 1.903 т 10 0.059 4.305 ™18 0.053 3.511
т г 0.029 2.171 т п 0.065 4.673 т 19 0.039 3.338
0.030 2.235 0.069 4.795 т 2о 0.022 3.191
т 6 0.033 2.294 и*із 0.072 4.694
7Пб 0.037 2.475 т 14 0.073 4.468 ї щ 1.031 7.870
т^і 0.042 2.798 ™15 0.072 4.202 Середній
лаг
10.959 5.634
в 2 0.525
Б.Е 1.066
БЛУ. 2.00
нають з ’являтися нові ідеї і винаходи; лаг між винаходженням нового при­
ладу або ідеї і його розвитком до стадії комерційного застосування (вироб­
ництва) і, нарешті, лаг, представлений процесом заміни старих приладів на 
кращі нові зразки.
Наведені вище приклади — це лиш е невеликі зразки  ви к о р и ст а н н я  
лагів в екон ом іц і .  Б езсум нівно , кож ен  може сам навести к ілька  подібних 
прикладів із свого власного досвіду.
5 .4 .1 .2 .  Причини лагів
Хоча приклади, наведені в параграфі 5 .4.1.1, в ідображ аю ть природу 
такого явищ а як  часовий  лаг, вони не повн істю  п о я с н ю ю т ь ,  чому лаги 
виникаю ть. Загалом є три основн і п рич ини  в и н и к н ен н я  лагів.
1. П с и х о л о г і ч н і  п р и ч и н и . Вналідок інерції люди н е  зм ін ю ю ть  своїх 
спож ивацьких звичок  одразу після зн и ж ен н я  цін або п ідвищ ення  доходів. 
М ожливо, це відбувається тому, що сам процес зміни може принести  певну 
миттєву незадоволеність. Таким  ч и н ом , ті, хто раптом  стали мільйонера­
ми внаслідок великого  виграш у в лотереї, м ож уть і не зм інити  свого сти­
лю ж иття , оскільки  вони одразу можуть і не знати, як  реагувати на такий 
неочікуваний подарунок. Звичайно, з часом вони можуть навчитися жити 
відповідно своїм новим м ож ливостям . Реакція на збільшення доходу може 
залежати також від того, чи є ця зміна постійною , чи тимчасовою . Я кщ о це 
тільки одноразове збільш ення, а згодом прибуток повернеться до попе­
реднього рівня, м ож н а  або заощадити весь "прибуток" , або все витратити.
2. Т е х н о л о г і ч н і  п р и ч и н и . П рипустим о, що ціна кап італу  залеж ить від 
зм енш ення праці, роблячи таким чином  заміну капіталу працею економі­
чно м ож ливою . Звичайно, збільшення капіталу займає певний час. Більше 
того, я к щ о  очікується тимчасовий спад цін, фірми можуть і не поспішати 
замінювати капітал працею, особливо як щ о  вони сподіваються, що після 
тимчасового спаду ціна капіталу може піднятися набагато вище за попе­
редній рівень. Іноді неповне знання теж поясн ю є лаги.
Зараз р и н ок  переповнений усіма видами киш енькових  калькуляторів з 
різноманітними ф ункціям и і за р ізноманітними цінами. Більше того, з часу 
їхнього запровадження в кінці 60-х  років ціни на більшість калькуляторів 
дуже знизились . Внаслідок цього майбутні споживачі калькуляторів мо­
жуть вагатися, чи купувати певну модель, аж до тих пір, доки вони не мати­
муть змоги вивчити мож ливості і ознайомитись із цінами всіх конкурую­
чих моделей. Більше того, вони можуть утриматися від купівлі в надії на 
подальше зниж ення цін або удосконалення калькуляторів.
3 .  І н с т и т у ц і о н а л ь н і  п р и ч и н и  також  сприяю ть вини кнен ню  лагів. 
Наприклад, контрактов і  зо б о в ’я за н н я  для деяких фірм можуть запобіга­
ти заміні одних джерел праці або сировини  на інші. М ож на також навес­
ти ще один приклад: ті, хто зберігає свої заощ адж ення на довгострокових  
рахунках (1 або 2 р о к и ) ,  фактично зв ’язан і,  хоча на грош овом у  ринку мо­
жуть бути такі умови, що в інш ом у м ісці м ож на отримати вищ і прибутки. 
П одібним  чином  роботодавці часто пропоную ть своїм працівникам  вибір 
між р ізними типами медичного  страхування, але я к щ о  людина вже обра­
ла певний тип, вона не може його зм інити протягом , як  м інімум, одного 
року. Хоча це зроблено для адміністративних зручностей, працівник фак­
тично зв ’язан и й  протягом  року.
З огляду на вказані причин, лаги посідають значне місце в економіці. 
Це ч ітко відображено в ко р о тко -  і довгостроковій  методології економ іки . 
Саме тому м ож на сказати, що к о р о т к о с тр о к о в і  ціни, або еластичність, з 
доходом звичайно м енш і (за абсолю тним значенням ), ніж відповідна дов­
гострокова  еластичність, або що ко р о т к о с тр о к о в а  гранична схильність до 
сп ож и ван н я  в осн овн ом у  менш а за д овгострокову  граничну схильність до
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спож и ван н я .
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5 .4 .2 .  О ц ін к а  п а р а м е т р ів  д и с т р и б у т и в н о - л а г о в и х  м о д е л е й
Я кщ о припустити , що дистрибутивно-лагові моделі відіграю ть важли­
ву роль в економ іц і, як  м ож на оц інити  параметри такої моделі? Нехай ми 
маємо таку дистрибутивно-лагову модель з однією  поясню вальною  змінною :
У і  =  (X +  » (5 .4 .5 )
д е  м и  н е  визначаєм о довж ину лагу. Така модель м а є  назву н е с к ін ч е н н а  
( л а г о в а )  м о д е л ь , тоді я к  модель типу (5 .4 .1) називається с к ін ч е н н о ю  
д и с т р и б у т и в н о - л а г о в о ю  м о д е л л ю ,  оск ільки  в  н ій  визначена довж ина 
лагу к . Надалі будемо використовувати  модель (5 .4 .5) як  загальний випа­
док. Зразу ж постає питання, як  оц інити  невідомі параметри ОС і Д в моделі 
(5 .4 .5)? Це м ож на зробити за двома способам и: послідовного  оц іню вання 
та апріорного оц іню вання, п рипускаю чи , що Д маю ть певну систем атичну 
законом ірн ість.
5 .4 .2 .1 .  П осл ідовн а оцінка дистрибутивно-лагових м оделей
О скільки п ри п ускається , що Хі нестохастичн і (або принайм н і не коре- 
лю ю ться з пом илковою  е.)9 то Хі Х, Хг_2, ... теж нестохастичн і. Таким чином , 
до (5 .4 .5) м ож на застосувати метод найм енш их квадратів. Цей підхід 
застосували Ф.Альт і Д ж .Т інберген . Вони припустили , що для того, щоб 
оцінити (5 .4 .5 ), потрібно діяти п о с л ід о в н о :  тобто спочатку побудувати 
регресію  ^  за ^ т а  оц інити  невідомі параметри, потім  — регресію  у, за Хг 
і з а х м , потім  — за Х( , і х ^ 2 і так далі. Ця послідовна процедура припи­
н яється , коли параметри при лагових зм інних Х Т починаю ть бути статис­
тично незначним и та (або) коеф іц ієн т хоча б одн ієї зм інної зм іню є свій 
знак. Згідно з цим принципом  Альт досліджував залеж ність споживан­
ня пального і мастил у  від надходж ення нових замовлень X. Базую чи свої 
спостереж ення на щ оквартальних даних за 1930—1939 pp ., він отримав 
так і результати :
у, -  8.37 + 0.171л:,;
у, = 8.27 + 0.11 їх , + 0.064х,_1;
у, = 8.27 + 0.109х, + 0.071х,_х -  0.055х,_2;
у, = 8.32 + 0.108х, + О.ОбЗх,^ + 0.022х,_2 -  0.020х,_3
Альт обрав друге р івняння як  "найкращ е", тому що в останніх  двох 
знак Хі 2 не був стабільним , а в четвертом у знак Хі 3 став в ід ’єм н и м , що 
могло спричинити  труднощ і при економ ічн ій  інтерпретації.
Х оча метод послідовних оц ін ок  здається повним , він має багато недолі­
ків.
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1. С початку невідом о, як а  м аксим альна тривалість лагу.
2. П ри оц інц і послідовних лагів залиш ається менш е ступенів вільності, 
щ о робить екон ом іч н і ви сн овки  дещ о непевним и.
3. В екон ом іч н и х  даних послідовні значення зм інних звичайно мають 
ви соку  к орел яц ію ; таким  ч и н о м , з ’явл яєть ся  проблем а мультиколінеар- 
ності.
З  о гл я д у  на  н а в е д е н і ва д и  м е т о д  п о с л ід о в н и х  о ц ін о к  м а є  д уж е м а л о  
п е р е в а г  д л я  т о г о , щ о б  й о го  м о ж н о  б у л о  р е к о м е н д у в а т и  д л я  в и к о р и с ­
т а н н я  н а  п р а к т и ц і .
5 .4 .2 .2 .  П ід х ід  К о й к а  до  д и стрибутивно-лагових  м оделей
К о й к  запропонував досить ц ікавий  метод оц ін ки  дистрибутивно-лаго­
вих м оделей. П ри п усти м о , ми п оч и н аєм о  з дистрибутивно-лагової моделі 
з невизначеним  лагом  (5 .3 .1 ). П ри п ускаю чи , щ о В. маю ть той самий знак, 
К о й к  припустив також , щ о вони зм іню ю ться  в геом етричній  прогресії:
де Я такі, щ о 0  <  Я <  1 — темп зм енш ення дистрибутивного лагу, а (1 - Я )  — 
ш видкість пристосування. С піввіднош ення (5.4.6) показує, щ о кож ний  на­
ступний коеф іц ієнт р  м енш ий, ніж  попередній (оскільки  Я < 1 ), тобто з 
кож ним  наступним  кроком  у минуле вплив лагу на у і поступово змен­
ш ується, щ о є досить ім овірним  припущ енням . Значення лагового коефіці­
єнта  Д  залеж ить, крім  загального Д , також  і від Я. Ч им  ближче значення Я 
до 1, тим повільніш ий темп зм енш ення &  а чим  ближче він до 0, тим 
ш видш е спадає Д . У попередньому випадку віддалені в минулому значення 
^ д о с и т ь  сильно впливали на у<3, тоді як  у наш ом у випадку їхній вплив на у г 
ш видко зм енш ується. Це добре видно в табл. 5.7.
Т аблиця  5. 7
Слід зазначити , щ о метод К о й к а  має такі переваги:
— п ри п ускаю ч и , щ о Я м ож уть бути в ід ’єм н и м и , К о й к  абстрагувався від 
зм іни знака  к о еф іц ієн та  при Д ;
— завдяки  том у, щ о Я <  1 віддалені за ч асом , значення Д стали менш  
впливовим и, н іж  поточн і;
— сума Д , як а  складає довгострокови й  м ультиплікатор, є ск ін чен н ою , 
тобто
Я к  результат (5 .4 .6 ), модель з к ін ц еви м  лагом  (5 .4 .7 ) м ож н а записати 
таки м  ч и н ом :
Я к  бачим о, модель (5 .4 .8 ) також  незручна для о ц ін к и , о ск іл ьки  зали­
ш ається  дуже велика (ф актично  н еск ін ч ен н а) к іл ьк ість  оц ін ю ван и х  пара­
м етрів , кр ім  того , параметр Я входить до моделі в н ел ін ій н ій  ф орм і: тобто 
метод л ін ій н о ї (за парам етрам и) регресії не м о ж н а  застосувати  до ц іє ї 
моделі. Але К о й к  п ропонує м одиф ікований  м етод, я к и й  полягає в том у, щ о 
в модель (5 .4 .8 ) вводиться затри м ка н а  один період. В иходячи  з цього , 
модель зап и сується  таким  ч и н ом :
У і-1 — + РоХї-1 + А)^*3-2 +  А)А х і - з + -  •
Далі п ом н о ж у єм о  (5 .4 .9 ) н а  Я і отри м аєм о :
(5 .4 .9 )
=  Я а  +  Я Д ,* ^  +  Д ,Я2* (_2 +  Д )Я3* ,_ 3 + ...+ Я £ ,_ 1
В іднявш и (5 .4 .10 ) від (5 .4 .8 ), м аєм о :
(5 .4 .1 0 )
(5 .4 .1 1 )
(5 .4 .1 2 )
д е  иг ^ ( є - Х  £г г). Ц я  процедура відом а я к  п е р е т в о р е н н я  К о й к а . П орівню ­
ю чи (5 .4 .12) з (5 .4 .5 ), бачим о надзвичайне сп р о щ ен н я  м оделі. Я к щ о  рані­
ш е нам  треба було оц іню вати  параметр аХ та н еск ін ч ен н у  к іл ьк ість  пара­
м етрів Д , тепер достатньо  оц ін и ти  лиш е три зм ін н и х : а , Д, і Я, тобто немає 
причин  очікувати  м ультиколінеарн ість . Ф акти ч н о  м и  позбулись мульти- 
кол ін еарн ості зам іною  Хі іУ х г_2. ... н а  одну зм інну , тобто  у г1.
Зазначим о деяк і особ ли вості тран сф орм ац ії К о й к а .
1. Трансформ ація К ой ка  переводить дистрибутивно-лагову модель в ав- 
торегресивну, оскільки  серед незалеж них зм інних залиш ається у і Х.
2. П оява  у г1 м ож е сп ри чи н и ти  ряд стати сти чн и х  проблем : у г я к  і у ^  
— стохастична; це озн ачає , щ о в м одель м и  вводим о стохасти чн у  зм інну.
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Згадаємо, що класичний метод найм енш их  квадратів базується на загаль­
ному припущ енні про те, що незалежні змінні або нестохастичні, або, якщ о 
стохастичні, то розподілені незалежно від випадкової величини Є. Таким 
ч и н ом , ми повинні перевірити, чи задовольняє у г_г цьому припущ енню .
3. У початковій  моделі (5.4.5) пом илка  д ор ів н ю в ал а^ , а в перетвореній
залежать від статистичних
властивостей £і. Як буде показано пізніш е, я к щ о  ^  серійно не корельовані, 
то серійно корельовані. Таким чином , ми м ож емо зіткнутися з пробле­
мою серійної кореляц ії  щодо стохастичної поясню вальної зм інної Уг_г»
4. Наявність лагового значення у  поруш ує одне з припущ ень <І-тесту 
Дарбіна — У отсона. Отже, нам потрібно розробити  альтернативу для тес­
тування серійної кореляц ії  при лаговому у . Ц ією  альтернативою є Л-тест 
Дарбіна, я к и й  ми розглянемо пізніш е.
иг — (^  — _1). Тепер статистичні властивості
С е р е д н і і м е д іа н н і л а ги
Як ми вже бачили в (5 .4 .4 ) ,  часткові суми стандартизованих Д показу­
ють пропорц ію  довгострок ового  або загального впливу на певному про­
м іж ку  часу. Але на практиц і для характеристики  природи лагової струк­
тури в дистрибутивно-лаговій  моделі використовую ть  середні або медіан­
ні лаги.
М е д іа н н и й  л а г . Це час, потрібний для п оловинно ї  (50% -ної) загальної 
зміни у  після одинично ї зміни X. Для моделі К ойка  медіанний лаг дорів­
нює
Ґ Іо§2
А
(5 .4 .13)
Отже, я к щ о  А—0.2, то медіанний лаг дорівню ватиме 0.4306, але якщ о  
А=0.8, то медіанний лаг 3.1067. У перш ому випадку 50% зміни загального 
значення у  відбудеться менш ніж через половину часового періоду, а в 
другому випадку для п оловинно ї  зміни у  потрібно більше ніж 3 часових 
періоди. Але це не повинно  викликати  здивування, оскільки  відомо, що 
чим вище значення Я, тим м енш а ш видкість  впливу, і навпаки (див. при­
клад 5.4.9).
С е р е д н ій  л а г . Середній л а г  обчислю ється  з а  такою  формулою:
£/г/3*
-2------ . (5 .4 .14 )
о
Він ф актично  є зваженим середнім усіх лагів, вклю чених до моделі, з 
відповідними коефіцієнтами /3. Для моделі К ойка середній лаг обчислюється 
за формулою
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(5 .4 .1 5 )
Таким ч и н ом , я к щ о  А= 1 /2 , то середній лаг дорівню є 1, тобто половин­
ний вплив зміни залежної зм інної у  стане відчутним протягом  перш ого 
пром іж ку  часу (див. приклад 5.4.10).
Отже, медіанний і середній лаги ви к ори стовую ться  для вим ірю вання 
ш видкості, з якою  у  відповідає на зміни в X. У прикладі, наведеному в 
підрозділі 5.4.1, середній лаг д ор івню є приблизно 11 кварталам, тобто по­
трібен певний час, щоб відчути зміну цін після зміни грош ово ї пропо­
зиції.
5 .4 .3 .  П е р ш а  м о д и ф ік а ц ія  м о д е л і К о й к а : м о д е л ь  а д а п т и в н и х
оч ік ув ан ь
Модель К ойка  ф актично є послідовною  моделлю, оск ільки  її м ож на 
одержати чисто алгебраїчним ш ляхом ; вона позбавлена будь-якого теоре­
тичного обгрунтування. Але цей розрив м ож на подолати, я к щ о  підійти до 
неї з інш ої точки зору. П ри п усти м о , що ми м аєм о таку модель:
у , = Ц 0 + А < + в (, (5 .4 .1 6 ),
т
Л  -  'Л
де У — попит на гроші;
X* — точка рівноваги, оптим ум , очікувана д овгострокова  або звичайна 
відсоткова ставка;
Є — випадкова величина.
Р івняння (5.4.16) показує , що попит на грош і є ф ун кц ією  від очікува­
ної в ідсоткової ставки.
Оскільки очікувану змінну X* не м ож на спостерігати безпосередньо, 
запропонуємо таку гіпотезу ф ормування оч ікування:
X* -  *Г -1  = У(*( -  (5 .4 .1 7 )
де 7 (0  < у  < 1) -  коеф іц ієнт  очікування.
Г іп о т еза  (5 .4 .1 7 )  в ід о м а  я к  гіпот еза адапт ивного оч ікування, або 
пом илкового навчання.
Гіпотеза (5.4.17) передбачає, що "сили, задіяні в економ іц і,  пристосову­
ють свої очікування до попереднього досвіду, і зокрем а вчаться на своїх 
попередніх пом илках". Я к щ о  точніш е, (5 .4 .17) стверджує, що очікування 
кож ного  періоду коригую ться  на частку у  від розриву між поточним  зна­
ченням зм інної та її попереднім очікуваним значенням . Для наш ої мо-
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делі це означає, що очікування щодо відсоткової ставки кож ного проміжку 
часу коригую ться  на частку /  від розходж ення між відсотковою ставкою 
у поточном у періоді і її очікуваним значенням у попередньому періоді. 
Це твердження м ож на сформулювати інакш е, якщ о  переписати (5.4.17) у 
вигляд і
Хі — у хг -+* (1 — у)хі_^» (5 .4 .1 8 )
Це показує , що очікуване значення відсоткової ставки в момент часу £ 
є зваженим середнім фактичного  значення відсоткової ставки в момент t 
і його очікуваного значення в попередній період з к о е ф іц іє н т а м и  у  І 1 - у  
відповідно. Я к щ о  у  — 1 І X* = Х{, це означає, що очікування справджують­
ся негайно і повн істю , тобто в поточний період часу. Я к щ о , з іншого боку, 
У== 0 І Х * — Х*і іУ значить очікування статичні, тобто "умови, що є сьогодні, 
зберігатимуться й у наступні періоди. М айбутні очікувані значення бу­
дуть ототож ню ватись  із поточним и значенням и."
Підставляючи (5.4.18) у (5 .4 .16), отрим аємо:
Уі =  А + Ай + (і -  у)*«-1] + єі
=  А>+ А у хі +  А(і - ї )хі-і + г і
(5 .4 .1 9 )
Тепер затримаємо (5.4.16) на один період, пом н ож и вш и  його на 1-у , і 
віднімемо добуток від (5 .4 .19). Після простих алгебраїчних перетворень 
ми отрим аємо:
У, =  У А +  У А*( +  ( !  -  У)Уі-1 +  Є, -  (1 -  У)е,-1 
= ї  А + У А*( + (! -  ї)У і-1 + V,, (5 .4 .2 0 )
де Г( = £ (- ( 1  - у ) Є 1_1.
Перед тим, як  продовжити далі, покажемо різницю між (5.4.16) і (5.4.20). 
У першій моделі оц іню є середню зміну у у відповідь на одиничну зміну 
X*, р івноважне або довгострокове значення X. У (5 .4 .20), з іншого боку, /Зх 
оціню є середню зміну у у відповідь на одиничну зміну фактичного, або 
спостережуваного значенння X . На практиці спочатку оціню ю ть (5.4.20). 
Як тільки отримано оцінку у за допомогою  коефіцієнта лагового значення 
У> мож на легко обчислити /31? просто поділивши коефіцієнт у(31 При Хг НЗ. у.
Модель адаптивних очікувань (5.4.20) і модель К ойка  (5.4.12) безу­
мовно схожі між собою , хоча в них і різні інтерпретації коеф іц ієнтів . За­
уважимо, щ о, як  і модель К ойка, модель адаптивних очікувань теж авто- 
регресивна. Ми ще повернем ось до оц інки  моделі адаптивних очікувань і 
пізніше розглянемо деякі приклади. Тепер, коли ми побіж но розглянули
модель адаптивних очікувань, задамо питання: наск ільки  вона є реалі­
стичною? Справді, вона більш приваблива, ніж чисто  алгебраїчний підхід 
Койка, але чи має сенс гіпотеза адаптивних очікувань? На користь  цієї 
гіпотези є такі аргументи.
Вона забезпечує досить прості засоби моделювання очікувань в економічній 
теорії. Гіпотеза, що люди навчаються з попереднього досвіду, є набагато ро­
зумнішою, ніж припущення про те, що вони всі позбавлені пам ’яті, невід’ємної 
характеристики тези про статичні очікування. Більше того, твердження, що 
давніший досвід має менш ий вплив, ніж нещодавній, відповідає здоровому 
глузду, і його можна повністю підтвердити простими спостереженнями.
5.4.4. Друга модифікація моделі Койка: модель часткових
пристосувань
Модель адаптивних очікувань — це один спосіб м одиф ікац ії  моделі 
Койка. Інш у м одиф ікац ію  запропонував М. Нерлоу у своїй так званій 
м о д е л і  ч а с т к о в и х  п р и с т о с у в а н ь . Щ об  проілю струвати ц ю  м одель ,р о з ­
гл я н ем о  м о д ель  гн у ч к о го  а к с е л е р а т о р а  з  е к о н о м іч н о ї т ео р ії, я к а  п р и п у с ­
к а є , щ о є р ів н о в а ж н а , о п т и м а л ь н о  б а ж а н а  або д о в го ст р о к о в а  к іл ь к іс т ь  
к а п іт а л у , н е о б х ід н а  д ля  т о го , щ о б  в и р о б л я т и  п е в н у  к іл ь к іс т ь  п р о д у к ц ії  
п р и  д а н о м у  р ів н і  т е х н о л о г ії, в ід с о т к о в ій  с т а в ц і і т . ін . Д л я  спрощ ення  
припустимо, що бажаний рівень капіталу у*  є л ін ійною  ф ункц ією  від 
випуску X :
Оскільки бажаний рівень капіталу не м ож на спостерігати явно , Нерлоу 
запропонував гіпотезу, відому тепер п ід  назвою г іп о т е з а  ч а с т к о в и х  п р и ­
с т о с у в а н ь :
Уі -  У і- 1 =  <%* -  Уг-1)’ ( 5 . 4 .2 2 )
д е  5  (0 < 8 <  1) відоме п ід  назвою коеф іц ієнт  при ст о сува ння;  —
фактична зміна; а У* — Уг_х — бажана зміна.
Оскільки у г -  у (_і9 зміна запасу капіталу між двома періодами є нічим 
інш им, як  інвестуванням , (5 .4 .22) м ож на переписати в інш ом у  вигляді:
де інвестування за період
Рівняння (5.4.22) показує , що фактична зміна в запасі капіталу (інве­
стиціях) у будь-який період часу £ є певною  часткою  5 від бажаної зміни 
за цей період. Я к щ о  5 = 1 ,  це означає, що ф актичний  запас капіталу дорів­
нює бажаному, тобто ф актичний  запас при стосовується  до бажаного в той 
самий період часу. Проте, я к щ о  5 = 0 ,  ніщо не зм іню ється , оскільки фактич-
ний запас у момент часу £ такий самий, як  і в попередній період часу. 
Реально 8  лежить між цима екстремальними значенням и, оскільки при­
стосування до бажаного рівня капіталу найчастіше буває неповним через 
інертність, контрактов і зо б о в ’я за н н я  і т. ін. Звідси випливає назва — м о­
д е л ь  ч а с т к о в и х  п р и с т о с у в а н ь . Зауважимо, що механізм пристосування 
м ож на переписати в інш ом у  вигляді:
Це показує, що запас капіталу, яки й  ми спостерігаємо в момент Ь, є зва­
ж еним  середнім бажаного запасу капіталу в цей момент і запасу в попе­
редній період, <5і(1-<5) — вагові коеф іц ієнти . Тепер підставимо (5.4.21) до 
(5.4.24):
Ця модель має назву модель часткових  пристосувань.
Оскільки (5.4.21) відображає довгостроковий  або р івноваж ний попит 
на запас капіталу, (5.4.25) м ож на назвати короткостроковою ф ункцією  
попиту на наявний запас капіталу, тому що в к о р о т к о с тр о к о в о м у  періоді 
наявний запас капіталу не о б о в ’я зко в о  може дорівнювати своєму довго­
строковому рівню. Як тільки ми оцінимо короткострокову  функцію (5.4.25) 
і одержимо оц інку коеф іц ієнта  пристосування 8  (з коеф іц ієнта  змо­
жемо легко обчислити довгострокову  ф ункц ію , П О Д І Л И В Ш И  8р0 І < 5 на 8 і 
опустивш и лагове значення у, яке потім дає (5 .4 .21).
Щ об проілю струвати наші викладки, припустим о, що 8 — 0 .5 . Це перед­
бачає, що фірма планує закрити половину розриву між бажаним і фактич­
ним запасом капіталу в к ож н ом у  періоді. Таким чином , у перш ий період 
вона пересувається до у2 з рівнем інвестицій (у2~У1), що у свою чергу дорівнює 
0 .5 (у* —у^)- У ко ж н о м у  наступному періоді вона закриває половину розри­
ву між капітальним запасом на початку періоду і бажаним капітальним 
запасом у*.
Модель часткових  пристосувань нагадує як  модель К ойка, так і модель 
адаптивних очікувань у тому плані, що вона теж є авторегресивною . Але 
вона має значно простіш у помилку: початкову пом илку  Є^ пом нож ену  на 
константу  8. Слід зазначити, щ о, незважаючи на зовніш ню  схожість, мо­
дель адаптивних очікувань і модель часткових  пристосувань концепту­
ально дуже різні. Перш а базується на невизначеності (майбутні ціни, 
ставки відсотків і т . ін .) ,  тоді як  остання залежить від технічних і інститу- 
ц іональних обмежень, інерції, вартості обміну та ін. Однак обидві ці мо­
делі набагато більш обґрунтовані теоретично, ніж модель К ойка.
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5 .4 .5 .  К о м б ін а ц ія  м о д е л е й  а д а п т и в н и х  о ч ік у в а н ь  і ч а с т к о в и х  
п р и с т о с у в а н ь
Розглянем о  таку модель:
(5 .4 .2 6 )
де у*  — баж аний запас кап італу, а х *  — оч ікуваний  р івень випуску .
О скільки  я к  у * , так  і х*  не м ож н а  спостер ігати  б езп осередн ьо , м ож н а
. * . . використовувати  м еханізм  ч асткового  п ри стосуван н я  для у і і м еханізм
адаптивних очікувань для х* , щ об отрим ати таке р івн ян н я  (приклад 5.4.6):
Уі = №  у + Рі$ У х і + 1(і -  у) + (і -  <5)]г/г-1 -  
-  (1  -  <5)(1 -  у)Уі_2 + [<&< -  (1 -  У)є<-1] = (5 .4 .2 7 )
= «о + а  А  + а гУь-і + «зУ<-2 + 
де V, = [6є{ -  (1 -  у)е4_х] .
Ц я модель тако ж  є авторегреси вн ою , а єд иною  в ідм ін н істю  від ч и сто ї 
моделі адаптивних очікувань є те, щ о серед незалеж них зм ін н и х  поряд  з 
у г х є тако ж  у г_2. Я к  і в м оделях К о й к а  та адаптивних оч ікувань , п ом и лка  в 
(5 .4 .27) є середнім  к о в зн и м  п р о ц есо м . Ін ш ою  в ід м інн істю  ц іє ї м оделі є те, 
щ о хоча м одель є л ін ій н ою  за парам етрам и о с вона н ел ін ійна за початко­
вим и парам ерам и.
Відоме застосування (5 .4 .27 ) запропонував Ф рідм ан у сво їй  гіпотезі 
п о с т ій н о го  до хо д у , я к а  с т в е р д ж у є ,  щ о  ”.п о с т ій н е  ”або  д о в го с т р о к о в е  
с п о ж и в а н н я  є  ф у н к ц іє ю  в ід  ”.п о с т ій н о го  ” або  д о в го с т р о к о в о го  д о х о д у .
П ри оц ін ц і (5 .4 .27 ) ви н и каю ть  ті ж  п роб лем и , щ о й при  оц ін ц і моде­
лей К о й к а  або адаптивних оч ікувань, — усі ц і м оделі є авторегресивним и  
зі подібною  структурою  п о м и л о к . К рім  того , (5 .4 .27 ) вклю чає в себе також  
деякі проблем и  нел ін ій н и х  о ц ін о к , я к і м и  к о р о т к о  розгл ян ем о  в прикладі
5.4.13, але не будемо детально розглядати  в ц ьом у п ідручнику .
5 .4 .6 .  О ц ін ю в а н н я  п а р а м е т р ів  а в т о р е г р е с и в н и х  м о д е л е й
М и розглянули три м оделі.
М о д е л ь  К о й к а :
y t = а(1 -  А) + P0x t + Xyt_x + (є, -  Aet_x). (5.4.12)
М о д е л ь  а д а п т и в н и х  о ч ік у в а н ь :
Уі =У Ро+У Pixt + (! -  У)Уі-1 + [£( -  (! -  У К - l l  (5 .4 .1 9 )
М о д е л ь  ч а с т к о в и х  п р и с т о с у в а н ь :
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У і = 8Ро + 8Ріх і + (1 - <%,-1 + §£і-
Усі ці моделі м ож на  подати в такій загальній формі:
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тобто всі вони за природою  авторегресивні.
П остає  проблема оц іню вання  невідомих параметрів цих моделей, тому 
що до них не м ож н а  прям о застосувати метод найм енш их  квадратів з 
двох причин: серед поясню вальни х  зм інних є стохастичні, а також  існує 
мож ливість  серійної кореляції .
Як уже зазначалося, для того, щоб застосувати класичний метод най­
м енш их квадратів, треба показати , що стохастична поясню вальна змінна 
y t l  розподілена незалежно від випадкової величини Vf. Щ об  визначити, чи 
це справдж ується, необхідно знати властивості Vf. Я к щ о  припустити , що 
початкова випадкова величина Et задовольняє всім класичним  припущен­
ням , таким  як  Е (£t) =  0, v a r ( £ f) =  co n s t (припущ ення гом оскедастичност і)  і 
COv(£f >£,+s) =  0  ДЛЯ S Ф 0 (п рипущ ен ня  відсутності авто к о р ел яц і ї ) , Vf може й 
не успадковувати всі ці властивості. Р озглянем о, наприклад, пом илку в 
моделі К о й к а ,  == (Єл — ,). Я к щ о  всі припущ ен н я  щодо £х правильні, то
E(ytvt_1) = - X o 2 (5 .4 .2 9 )
і це не дор івню є нулеві ( інакш е Я буде нульовим). А О С К І Л Ь К И  y t l  у моделі 
К ойка  належить до поясню вальних змінних, воно, очевидно, повинно коре- 
лю ватися  з Vf (через наявність у ньому £,_1). Ф актич но , це м ож на показати
(5 .4 .3 0 )cov[y t_v  (є, -  A et_j)] = - A ct2 ,
що відповідає (5 .8 .2 ).  Читач може переконатись , що аналогічні міркуван­
ня справдж ую ться і для моделі адаптивних очікувань.
Для чого потрібно знати, що в моделі К ойка, як  і в моделі адаптивних 
очікувань, стохастична незалежна змінна у і Х корелю ється  з випадковою 
величиною V,? Я к зазначалося вище, коли поясню вальна зм інна корелю єт ь­
с я  з  в и п а д к о в о ю  в е л и ч и н о ю , о ц ін к и  м е т о д у  н а й м е н ш и х  к в а д р а т ів  н е  
л и ш е  з м іщ е н і ,  а л е  й н е  є  н а п е в н о  к о н с и с т е м н и м и ;  таким чином, навіть 
я к щ о  розмір вибірки нескінченно зростатиме, оцінки не наблизяться до 
реальних значень генеральної сукупності. Отже, оцінка моделі К ойка  і мо­
делі адаптивних очікувань за допом огою  звичайного методу найменш их 
квадратів може призвести до істотно пом илкових  результатів.
Модель часткових  пристосувань в ідрізняється від попередніх. У цій 
моделі де 0 < 8 <  1. Таким ч ином , я к щ о  задовольняє припущен-
ням  класично ї л ін ій н о ї регресій н о ї м оделі, то 8єг теж  буде задовольняти  
цим  п ри п ущ ен н ям . Отже, оц ін ю ван н я  моделі ч астко ви х  пристосувань ме­
тодом н айм енш их  квадратів дає к о н си стен тн і о ц ін к и , хоча вони  будуть 
зм іщ еним и (в к інцевих  або м аленьких  ви б ір ках ). Інту їтивн о  п ри чи н а  кон - 
систентності о ц ін ок  полягає ось у чом у: хоча у г х залеж ить від Є{1 і всіх 
попередніх значень, вона не п о в ’я за н а  з п оточ н и м  значенням  Ех. Т аким  
чином , доки  £х буде серійно незалеж ною , у х1 теж  буде незалеж ною  або, при­
найм ні, некорельованою  з £,, задовольняю чи, таким  ч и н о м , важливе припу­
щ ення методу найм енш их квадратів — некорельован ість  м іж  поясню валь­
ною  зм інною  (зм ін н и м и ) і ви п ад ковою  вел и ч и н ою .
Х оча оц ін ю ван н я  м оделі ч астко ви х  п ри стосуван ь м етодом  най м ен ш и х  
квадратів забезпечує к о н с и с те н тн і о ц ін к и  через те, щ о п о м и л к а  в такій  
моделі має просту  структуру, не м ож н а п р и п у скати , щ о ц я  м одель більш 
застосовувана, н іж  модель К о й к а  або модель адаптивних оч ікувань. Мо­
дель п отр ібно  вибирати  на  осн ові серй озн и х  теорети чн и х  м іркувань, а не 
просто том у, щ о її легш е стати сти чн о  оц ін и ти . К о ж н у  м одель треба засто­
совувати з огляду на  її власні переваги , зваж аю чи на  елем енти стохастич- 
ності, я к і м ож уть у н ій  трап и ти сь . Я к щ о  до таких  м оделей , я к  модель 
К ойка або м одель адаптивних оч ікувань, метод н ай м ен ш и х  квадратів не 
м ож на застосовувати п рям о , потр ібно  знайти ін ш і м етоди , щ об  оц інити  їх. 
Є кілька альтернативних м етодів о ц ін ю ван н я , хоча д еяк і з них м ож уть 
бути складним и для обчислень. Р озглян ем о  один з таки х  м етодів.
5 .4 .7 .  М е т о д  д о п о м іж н и х  зм ін н и х
П ричина нем ож ли вості застосування м етоду н ай м ен ш и х  квадратів до 
моделі К о й к а  або моделі адаптивних очікувань полягає в том у, щ о поясню ­
вальна зм інна ух х к о р ел ю ється  з п о м и л к о ю  Ух. Я к щ о  я к и м о с ь  чи н ом  усу­
нути цю  к о р ел яц ію , то м ож н а застосувати  метод н ай м ен ш и х  квадратів, 
щ об отрим ати  ко н си стен тн і о ц ін к и , я к  було зазначено вищ е (зауваж ення: 
оц інки  м ож уть бути зм іщ ен и м и  в м алих ви б ір к ах ). Я к  цього  досягти ?
П ри п усти м о , щ о м и знайш ли ’’за м ін н и к ” для у х я к и й  сильно корелю є 
з у х але не корелю є з У{, де Ух — це п о м и л к а , я к а  з ’я в л я є т ь с я  в моделі 
К ой ка або в м оделі адаптивних оч ікувань. Т акий  зам ін н и к  м ає назву до­
п о м іж н о ї зм ін н о ї . Р озглянем о Х% х я к  д оп ом іж н у  зм інну  ДЛЯ у х1, а  потім  
припустим о, щ о параметри регресії (5 .4 .28 ) м ож н а отри м ати , р о зв ’язавш и  
таку систем у норм альних  р івнянь:
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П ри ц ьом у а. є оц ін кам и  д ій сн и х  параметрів ОС.. Зауваж им о, щ о якб и  ми 
застосували метод найм енш их квадратів прям о до (5 .4 .28 ), система рівнянь 
звичайного  м етоду н ай м ен ш и х  квадратів мала б такий  вигляд:
X  Уі = Ка0 + а ^ х (+ а 2Х  у^;
Х ї/Л  = а0Х*« + а і Х ^  +<і2і ,Уі-іХі; (5.4.32)
І У іУі-і = ао X Уі-і +  а і X хгУг-і +  а 2 X У^ -і •
Р ізн и ц я  м іж  ци м и  двом а систем ам и  р івн ян ь п овин на бути очевидною . 
Т еоретично  було п о к азан о , щ о а., обчислен і з (5 .4 .3 1 ), к о н си стен тн і, в той 
час я к  об чи слен н я  за (5 .4 .32 ) м ож е й не дати к о н си стен тн и х  о ц ін о к . Це 
трап л яється  том у, щ о у іХ і ^ [ = £ г- Я Є1_г або е — м ож уть корелю ва-
ти с я , а хг і хг1 не ко р ел ю ю ться  з Уг (С пробуйте це показати  сам остій н о .)
Х оча метод д о п о м іж н и х  зм ін н и х  легко  застосовувати , я к  тільки знай­
дено придатний  зам ін н и к , але м ож е ви н и кн ути  проблем а м ультиколінеар- 
н ості, том у щ о хг і хііУ як і входять до систем и норм альних р івнянь (5 .4 .31), 
м ож уть бути ви со к о к о р ел ьо в ан и м и  (часові ряди  звичайно м аю ть високу  
кореляц ію  м іж  п осл ід овн и м и  зн ач ен н ям и ). Т аким  ч и н о м , хоча цей метод 
дозволяє отрим ати  к о н си стен тн і о ц ін к и , вони  м ож уть ви яви ти ся  неефек­
ти вн и м и .
Перед тим  я к  п росувати ся  далі, м аєм о відповісти  на запитання: яки м  
чином  м ож н а  знайти  "добрий" зам ін н и к  для у %.1, я к и й  би в и со ко  корелю - 
вався з у ^ г, але не корел ю вався  з У% ? В літературі м ож н а знайти декілька 
відповідей, їх м и розгл ян ем о  п ізн іш е. Треба зазначити , щ о не завжди лег­
ко знайти  добрі зам ін н и к и , том у м етод д о п о м іж н и х  зм інних  м ає малу 
область застосуван н я на п ракти ц і і потр ібно  звертатися до м етодів оц інки  
з м акси м альн ою  в ірогідн істю , щ о виходить за рам ки  ц іє ї кн и ги .
5 .4 .8 .  В и я в л е н н я  а в т о к о р е л я ц ії  в а в т о р е г р е с и в н и х  м о д е л я х :
Л -т е с т  Д а р б ін а
Я к  м и вже бачили, в авторегресивних м оделях є ім ов ірн ість  того , щ о 
ви п ад ков і величини  м ож уть бути корельован і. Це сп ри чи н ю є певні про­
блеми при оц ін ю ван н і: у моделі ч асткови х  пристосувань випадкова вели­
ч и н а  V, не м ає сер ій н о ї ко р ел яц ії (перш ого  п о р яд ку ), як щ о  Єг в початковій  
м оделі були некорельован і, тоді я к  у м оделях К о й к а  і адаптивних очіку­
вань V, були корельован і, навіть я к щ о  були незалеж ні. Т аким  ч и н ом , 
постає  запитання: я к  ви яви ти  корел яц ію  в п ом илц і авторегресивної мо­
делі?
Вищ е зазначалось: <2-тест Д арбіна — У отсона не м ож н а використову­
вати для ви зн ач ен н я сер ій н о ї ко р ел яц ії (перш ого  п орядку) в авторегре­
си вн и х  м оделях , том у щ о обчислене значення <2 в таких  м оделях звичайно
наближ ається до 2, що очікується лише у справді випадкових послідовно­
стях. Інш ими словами, якщ о  ми ретельно обчислимо значення (І для цих 
моделей, то з ’явиться закладена помилка, яка  не дозволить виявити серійну 
кореляцію  (першого порядку). Нещодавно Дарбін запропонував власний 
тест серійної кореляції (першого порядку) в авторегресивній моделі для 
вели ки х  вибірок. Цей тест називається Н -т ест олг  і має такий вигляд:
де N  — розмір вибірки; У а г (а 2 ) — дисперсія  оц інки  параметра и 2 П р и  У4-1; 
р  — оцінка коеф іц ієнта  серійної кореляції (перш ого порядку) р. Для 
великих виб ірок Дарбін показав, що коли р  = 0 ,  Н розподілено за стандарт­
ним нормальним законом  (тобто нормальний розподіл , де математичне 
сподівання дорівню є нулеві, а дисперсія  — од иниці) .  Звідси випливає, що 
статистичну значимість спостереж уваного  Н м ож но легко визначити з таб­
лиці нормального стандартного розподілу.
На практиці, звичайно, не потрібно обчислювати р  , тому що його мож­
на приблизно обчислювати через оцінене значення (І таким  чином:
де (І — значення звичайного тесту Дарбіна — Уотсона. 
Таким чином , (5.4.33) м ож на переписати у вигляді:
Застосування Н-тесту м ож на розбити на такі кроки .
1. Оцінити (5.4.28) за методом найм енш их квадратів.
2. Обчислити у а г ( а 2 ) .
3. Обчислити р , як  зазначено в (5 .4 .34).
4. Обчислити її з (5.4.33) або (5 .4 .35).
5. П рипустивш и, що ІУ — велике, мож на впевнитись, що
тобто Л розподілене за нормальним законом  з м атематичним сподіван­
ням, що дорівню є нулеві, та дисперсією  одиниця. Із закону нормального 
розподілу відомо, що
Рг [-1 .9 6  <=  Л <=  1.96] = 0 .95 , (5.4.37)
тобто Н леж ить м іж  - 1 .9 6  і + 1 .9 6  з ім овірн істю  95% .
Отже, р о з в ’я зо к  виглядає таким  чином :
a) я к щ о  Н >  1.96, то відкинути нуль-гіпотезу про те, щ о немає позитив­
н о ї автокореляц ії перш ого  порядку;
b)  я к щ о  Н < - 1 . 9 6 ,  то також  відкинути нуль-гіпотезу про те, щ о немає 
негативн ої автокореляц ії перш ого по_рядку;
c) я к щ о  Н знаходиться м іж —1.96  та 1 .96 , то не відкидати нуль-гіпоте­
зу про те, щ о нем ає автокореляц ії перш ого  порядку  (позитивно ї чи нега­
тивної).
Щ об  проілю струвати  це, п ри п усти м о , щ о у виб ірц і, яка  нараховує 100 
спостереж ень , встановлено , щ о б£=1.9 і уаг(а2) =  0 .0 0 5 . Тоді
О скільки  обчислене зн а ч е н н н я /і леж ить у меж ах (5 .4 .3 7 ), ми не може­
мо з 5% -ним рівнем  довіри  відкинути гіпотезу про те, щ о немає позитив­
но ї автокореляц ії.
О  со б л и во ст іН -т ест у
1. Н ем ає значення, ск ільки  зм інних  х  або ск ільки  попередніх значень у 
вклю чено до регресій н о ї моделі. Щ об  обчислити  значення Л, потрібно роз­
глянути лиш е дисперсію  коеф іц ієнта попереднього значення у і Х.
2. Тест не м ож на застосовувати, якщ о  [іУ х уаг(а2)] перевищ ує 1. (Спро­
буйте показати це сам остійно.) Однак на практиці цього , звичайно, не тра­
п ляється.
3. О скільки  тест розрахований  на великі ви б ірки , застосування його до 
малих ви б ірок  не є строго  об ґрун тован и м . В ластивості тесту для малих 
ви б ірок  ще не повн істю  встановлені.
5 .4 .9 .  І л ю с т р а т и в н и й  п р и к л а д :  п о п и т  н а  гр о ш і в У к р а їн і
Р озглянем о залеж ність грош ового  запасу У країни від національного 
доходу, цін і д о вго стр о к о во ї в ід сотково ї ставки . Н айбільш  пош ирений  ви­
гляд моделей цього типу такий :
г*
М % = р Х % Рге£', (5 .4 .38)
де М *  — баж аний або д овгострок ови й  попит на грош і (реальний грошо­
вий баланс);
— д овгострок ова  в ідсоткова ставка, %; 
у г — сукупний  д ійсний  національний  доход.
Для статистичної оц інки  (5.4 .38) м ож на зручно подати в логарифмічній 
формі:
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1п М* = 1п /30 + /5г Іп Д , + /32 \пуі + £ ,. (5 .4 .3 9 )
О скільки бажану зм іну попиту  не м ож на спостерігати  безпосередньо, 
припустим о гіпотезу ч асткови х  пристосувань, тобто
Р івняння (5 .4 .40) п оказує , щ о п остійний  відсоток р ізн и ц і м іж  фактич­
ним і баж аним  реальним  гр о ш о ви м  балансом  л ік в ід у єтьс я  п р о тяго м  
одного періоду (року). (С пробуйте це п оказати .) В логариф м ічн ій  ф орм і 
рівняння (5 .4 .40) м ож на подати таким  чином :
ІпМі - 1  пМ м  = 5 (1п М ;-1п М м ). (5.4.41)
П ідставляю чи 1п М *  з (5 .4 .39 )  у р івн ян н я  (5 .4 .4 1 ), п ісля перетворень 
отримаємо:
1 пМ , =<51пА) + Д гіп Д , + Р ^ іп у ,  + ( 1 - 5 ) \ п М і_1 + б є ,, (5 .4 .42 )
я к е  м о ж н а  н а зв а ти  корот кост роковою  ф ункц ією  п о п и т у  н а  г р о ш і. П ри­
пустим о, щ о Є1 (а отж е, і 8 є () задовольняє всім  класичним  п ри п ущ ен н ям . 
Нехай ми отримали такі результати (дані ум овн і):
1п М і = 1.6027 -  0 .1 0 2 4 1п Я , +  0 .6 8 6 9 1п Уі +  0 .5 2 8 4 1п М , г 
(1 .2404) (0 .3678)  (0 .3427) (0 .2007)
і  =  (1 .3066)  ( -0 .2 7 8 4 )  (2 .0108) (2 .6328)
Я2 =  0 .9 2 2 7  ( і  =  1 .8624 . (5 .4 .43)
Оцінена ф ункція короткострокового  попиту показує, щ о короткострокова 
еластичність в ідсотково ї ставки статистично  незначим а, але короткостро­
кова еластичність доходу статистично  значим а з 5% -ним  рівнем  довіри 
(односторонній тест). К оеф іц ієн т п ристосування 5 = 1  -  0 .5 2 8 4  =  0 .4716 ,  
припускаю чи, щ о 47% -н а  р озб іж н ість  м іж  баж аним  і ф актичним  реаль­
ним грош овим  балансом п окри вається  протягом  року. Щ об  повернути­
ся до довгостроково ї ф ункц ії попиту  (5 .4 .3 9 ), треба скр ізь  поділити корот­
кострокову ф ункцію  попиту  на (і і опустити  1п М < :1. Отже, отрим ано такий 
результат:
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ІпАГ* = 2.2520 -  0.2169 ІпД, +1.4565 Іпі/,. (5.4.44)
Я к  бачи м о , д о вго стр о к о ва  еластичн ість поп и ту  за доходом  на грош і 
1.4565 значно б ільш а, н іж  к о р о т к о с тр о к о в а  еластичність 0.6869.
Зверніть увагу, щ о оц ін ен и й  <і-критерій Д арбіна — У отсона дорівню є 
1.8624, тобто бли зьки й  до 2. Це п ідтвердж ує наш е попереднє зауваж ення 
про те, щ о в авторегресивних м оделях обчислене (І звичайно наближ ається 
до 2. Т аким  ч и н о м , м и не м ож ем о  довіряти  обчисленом у значенню  (і, щ об 
з ’ясувати , чи є сер ійна ко р ел яц ія . Х оча розм ір  наш ої виб ірки  досить неве­
л и к и й , щ о , строго каж учи, не д озволяє застосовувати Л-тест, тим не м енш е, 
м и його  н авод и м о , щ об проілю струвати  м еханізм  об чи слю ван н я. Викори­
стовую чи  оц інене значення (і і ф ормулу (5 .4 .3 5 ), отри м аєм о:
де ди сп ерсія  затрим аної залеж ної зм ін н о ї отрим ана із стандартної по­
м и лки  ц іє ї зм ін н о ї, тобто  (0.2007)2.
Х оча оцінене К досить мале, щ о обум овлю є при й н яття  гіпотези про 
відсутність сер ійної кореляц ії (перш ого п оряд ку), але до цього висновку 
треба ставитись із застереж енням , зваж аю чи на невеликий розм ір вибірки.
5 .4 .1 0 .  Іл ю с т р а т и в н и й  при клад: к о р о т к о с т р о к о в а  і 
д о в г о с т р о к о в а  ф у н к ц ії сук уп н ого  сп о ж и в а н н я  у  С Ш А
Розглян ем о  ш и р о к о  відом ий  приклад М. Л овеля — м оделю вання ко­
р о тк о с т р о к о в о ї та д о вго с тр о к о в о ї ф ун кц ії сукупного  сп ож и ван н я  у СШ А . 
П р и п у сти м о , сп о ж и ван н я  С л ін ій н о  залеж ить від п остій н ого  доходу X *:
С4 = А + ) 32х ї + є г  (5.4.45)
О скільки  х* не м ож н а спостер ігати  безпосередньо , п отр ібно  визначити  ме­
хан ізм , я к и й  би генерував п ост ій н и й  доход. П ри п у сти м о , щ о м и приймає­
мо гіпотезу  адаптивних оч ікувань, як у  м и визначили в (5 .4 .1 7 ). Викорис­
товую чи  (5 .4 .1 7 ), п ісля сп рощ ен ь отри м аєм о  таке р івн ян н я  (порівняйте з 
5 .4 .20 ):
Сг = а г + а 2хі + + уі9 (5.4.46)
де = гА ; а 2 = уРз* а3 = а - ї ) і У ( = єг  ( І - у ) ^ .
Я к  відом о, /32 відображ ає середню  зм іну сп ож и ван н я  на п ідвищ ення 
п остій н ого  доходу, наприклад на 1 дол ., в той час я к  а2 відображ ає середню 
зм іну сп о ж и ван н я  на  п ідви щ ен н я п оточ н ого  доходу на 1 дол.
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Базую чись на щ оквартальних даних для С Ш А  за 1946 — 1972 pp ., 
М. Ловел отрим ав такі результати (сукупна п р о п о зи ц ія  і сукупний до­
ступний доход були взяті з урахуванням  індексу  ц ін , щ об перетворити їх 
на реальні п о казн и ки ):
Ct = 2.361 + 0.2959xt + 0 .67550^  (5.4.47)
(1 .229)(0 .0582) (0.0666)
R 2 = 0.999 
d  =  1.77.
Ц я регресійна модель п о казу є , щ о гранична схильн ість до сп ож и ван н я  
(М РС) дорівню є 0.2959, або близько 0.3. Це означає, щ о п ідвищ ення поточ­
ного або спостереж уваного  доходу на 1 дол. п ідвищ ить сп ож и ван н я  у се­
редньому на 30 центів. Але як щ о  це п ідвищ ення доходу збереж еться, то 
ф актично M PC  від рівня поточного  доходу буде /32 =  ур2/у  =  0.2959/0.3245, 
або близько 91 цента. Інш им и  словам и , коли  спож ивач і п ри стосую ться  до 
зміни доходу на 1 дол ., вони підвищ ать сп ож и ван н я  на 91 цент.
Тепер п ри п усти м о , щ о наш а ф ун кц ія  сп ож и ван н я  м ає такий  вигляд:
П ри цьом у постійне або довгострокове спож ивання Сг є л ін ійною  функ­
цією  від поточного  або спостереж уваного  доходу. О скільки  С* не м ож на 
спостерігати безпосередньо, застосуєм о  модель ч асткови х  пристосувань 
(5 .4.22). В икористовую чи цю модель, п ісля алгебраїчних перетворень отри­
маємо:
За своїм  зовн іш нім  виглядом  ця модель н ічим  не в ід р ізн яється  від 
моделі адаптивних очікувань (5 .4 .4 6 ). Таким  ч и н о м , результати регресії, 
отримані в (5 .4 .4 7 ), м ож на еквівалентно застосувати і тут. Але в інтерпре­
тації цих двох моделей є головна відм інн ість, як щ о  залиш ити осторонь 
проблеми оц іню вання в авторегресивній  і, м ож ливо , сер ійно  корельованій  
моделі (5 .4 .46 ). М одель (5 .4 .48) — це довгострокова, або р івноваж на функ­
ція сп ож ивання, в той час як  (5 .4 .49) — це к о р о т к о с тр о к о в а  ф ун кц ія  спо­
ж ивання, (32 вим ірю є довгострокове M P C , а а 2 (=  ôf32 ) — ко р о тк о стр о к о в е  
M PC. П ерш у модель м ож на отрим ати з остан н ьо ї, поділивш и її на ко­
ефіцієнт пристосування <5.
П овертаю чись до (5 .4 .4 7 ), м ож ем о інтерпретувати 0.2959 я к  короткос­
трокове M PC . О скільки Ô — 0.3245, довгострокове M PC  дор івн ю є 0.91 дол., 
або 91 цент. Зауважимо, щ о коеф іц ієнт пристосування дорівню є 0.33, тобто
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в к о ж н и й  період часу сп ож и вач і будуть при стосовувати  своє сп ож и ван н я 
лиш е н а  одну третину від баж аного  д о вго стр о к о во го  р івня .
Ц ей  приклад  ілю струє один дуже важ ливий м ом ент: за зовн іш н ім  ви­
глядом  м одель адаптивних оч ікувань і модель ч астко ви х  пристосувань 
настільки  схож і, щ о , наприклад, з (5 .4 .47) не м ож на одразу визначити , яка  
саме м одель тут подана. Ось чом у  так  важ ливо точно  визн ачити  теоретич­
не п ід ґр у н тя  м оделі, обрано ї для ем п іричного  аналізу, а потім  д іяти  на­
леж н и м  ч и н о м . Я к щ о  це зви чка або ін ер ц ія , як а  характеризує поведінку 
сп ож и вач а , то придатною  буде м одель ч астко ви х  п ри стосуван ь. З інш ого  
боку , я к щ о  п овед ін ка сп ож и вача  далекоглядна, тобто базується н а  очіку­
ваном у м айбутньом у доход і, то кращ е обрати м одель адаптивних очіку­
вань. В остан н ьом у  випадку п отр іб н о  приділити  багато уваги саме оці­
н оч н ій  проблем і, щ об отрим ати  сп р о м о ж н і о ц ін к и . В перш ом у  випадку 
сп р о м о ж н і о ц ін к и  м ож е забезпечити  м етод н ай м ен ш и х  квадратів, я к щ о  
будуть ви к о н ан і всі й ого  п ри п у щ ен н я .
5 .4 .1 1 .  П ід х ід  Ш . А л ьм он а  д о  д и ст р и бути в н о-л агов и х  
м о д ел ей : п о л ін о м іа л ь н и й  л аг  А л ь м о н а
Х оча дистри б ути вн о-лагова  модель К о й к а  ш и р о к о  ви к о р и сто ву ється  
н а  п р акти ц і, вон а базується  н а  п р и п ущ ен н і, щ о к о еф іц ієн ти  /З спадаю ть у 
геом етричн ій  п рогрес ії в м іру зростан н я  д овж и н и  лагу. Це прип ущ ен н я 
м ож е бути занадто строгим  у д еяки х  ситуац іях , і схем а дистрибутивно- 
лагових м оделей К о й к а  не с п р ац ю є. У складн іш их випадках параметри /3. 
м о ж н а  виразити  я к  ф ун кц ію  від і, тривалості лагу (часу) і п ідібрати 
відповідні кри в і, я к і відображ атимуть цю  ф ункціональну залеж ність. Саме 
цей  підхід і зап р о п о н о ван и й  П І. А л ьм он ом . Щ об  проілю струвати  його  ме­
тод, п оверн ем ося  до ск ін ч ен н о ї ди стри бути вн о-лагово ї м оделі, яку  м и  роз­
глядали  р а н іш е :
У і — ос +  р0х г + “Ь /^ 2**т-2 4"* • * (5 .4 .50)
її м ож н а  записати  в більш  к о м п ак тн о м у  вигляді:
Уі = а  + і +£(•
і=0
(5.4.51)
В ід п о в ід н о  до  т еорем и  В еєрш т расса  А л ь м о н  п р и п у с т и в , щ о  /3.м о ж н а  
ап рокси м увати  п о л ін о м о м  відповідного  ступеня від і  , тривалості лагу. На­
приклад:
як а  є квадратичним  п о л ін ом ом  від і другого ступеня або п ол ін ом ом  тре­
тього ступеня:
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Д = а0 + Оуі + а2і2 + агі3. (5.4.53)
У загальному випадку м ож на записати:
Д = а0 + агі + а2і2+...+атіт, (5.4.54)
щ о є пол іном ом  т -т о  ступеня від і  . П р и п у ск аєть ся , щ о тп (ступінь поліно­
ма) м енш е, ніж  к (м аксим альна д овж ина лагу).
Щ об  п о ясн и ти , я к  п р а ц ю є  с х е м а  А л ь м о н а ,  п р и п у сти м о , щ о Рг зміню­
ю ться таким  ч и н ом , щ о м ож на обрати поліном іальну ап рокси м ац ію  дру­
гого ступеня (вигляд залеж ності кращ е за все обирати  за зовн іш нім  ви­
глядом граф іка залеж ності величини параметра від лагу). П ідставляю чи 
(5 .4 .52) до (5 .4 .5 1 ), отрим аєм о:
у і - а + ]Г (а0 + агі + а2і2)хі_і + еі =
і=0
к к Ь= а + а0X хІН + X і *»-і + єі-
і=0 і- 0 і=0
Визначаючи
и
и =
і=0 
к
— X >
і=0
^  = Х *Ч -І>
і=0
можна переписати (5.4.55) як
У  і — ОС +  # 0^ 0* +  4" £ *  •
(5.4.55)
(5.4.56)
(5.4.57)
У моделі А льм она у залеж ить від ш тучно створених  зм ін н и х  а не від 
початкових  зм інних  х. Зауваж им о, щ о (5 .4 .57) м ож н а оц ін и ти  за звичай­
ним м етодом  найм енш их квадратів. О цінки  а  і а., отрим ан і таким  чи н ом , 
матимуть усі баж ані статистичн і властивості, я к щ о  випадкова ве л и ч и н а^  
задовольнятим е припущ енням  класи чн о ї моделі л ін ій н о ї регресії. З цьо­
го  боку м о д е л ь  А л ь м о н а  м а є  ч іт к у  п е р е в а г у  п е р е д  м о д е л л ю  К о й к а ,  
оскільки  остання, як  ми бачили, має д еяк і серйозн і проблем и через при­
сутність у моделі поясню вальної зм інної у г1 , яка , ім ов ірн о , корелю ється  з 
випадковою  величиною  £.
О цінивш и коеф іц ієнти  а. з (5 .4 .57 ), початкові Рі м ож н а отрим ати з 
(5 .4 .52) [у загальному випадку з 5.4.54)] таким  чином :
302 Розділ 5
А) = а 0
А- = а0 + аг + а2
А = «о + 2«і + 4а2
А  = «о + + 9а2
А = «0 + + *2«2-
(5.4.58)
Перед застосуванням  м етоду А льм она п отр ібно  вир іш ити  такі прак­
тичн і проблем и .
1. М аксим альна тривалість лагу А м ає бути визначена заздалегідь. Це 
н ай гол овн іш и й  недолік  м етоду А льм она. Д осл ідн и к  повин ен  визначити 
найпридатніш у тривалість лагу. Н а практиц і, звичайно, припускаю ть, щ о к 
достатньо мала. Т аким  ч и н о м , у регресії, як а  вклю чає в себе щ оквартальні 
дані за 10 р о к ів , м и , най ш ви д ш е, оберем о м акси м альн и й  лаг 8 — 10 квар­
талів. Але я к щ о  будуть лиш е щ ор ічн і дані за ті ж  10 р о к ів , нам м ож е і не 
знадобитися лаг б ільш ий , н іж  за 2 — 3 р о к и . У будь-яком у разі дослідник 
сам м ає визн ачити  м аксим альне значення к.
2. В изначивш и к> треба також  визначити  ступінь пол іном а т . В за­
гальном у ви п адку  ступ інь п о л ін о м а  м ає бути п р и н ай м н і на одиницю  
б ільш ий за к іл ьк ість  то ч о к  екстрем ум а кр и в о ї, щ о показує залеж ність /3. 
від і . Тобто заздалегідь потр ібно  знати к ільк ість  то ч о к  екстрем ум у, таким  
ч и н о м , вибір т  є вели кою  м ірою  су б ’єк т и в н и м . Але в д еяки х  випадках 
теорія  м ож е д оп ом огти  знайти  п отр ібний  вигляд кр и во ї. Н а п рактиц і при­
п ускаю ть, щ о за д о п о м о го ю  п ол ін ом а н и зько го  ступеня (ск аж ім о , т  дорі- 
ню є 2 або 3) м ож н а  отрим ати  добрі результати. Я к щ о  м и обрали певне 
зн ачен н я т  і хочем о з ’ясу вати , чи  не буде кращ им  пол іном  вищ ого  ступе­
н я , п отр ібно  д іяти  таким  ч и н о м .
П р и п у сти м о , нам п отр ібн о  зробити  вибір м іж  пол іном ом  другого та 
третього  ступ ен я . Р ів н я н н я  для п ол ін ом а  другого ступеня наведено в 
(5 .4 .5 7 ). Д ля п ол ін ом а третього ступеня відповідне р івн ян н я  має такий  
в и гл яд :
Уг=а + а02 0і + + «2^2* + аз2зі + (5 .4 .5 9 )
к З
^ 3 і = X   ^ 1 •
/=0
П ісля знаходж ення параметрів регресії (5 .4 .5 9 ), я к щ о  м и знайдем о, щ о 
а2 статистично  значим е, а # 3 — ні, м ож ем о припустити , щ о достатньою  буде 
ап р о кси м ац ія  пол ін ом ом  другого ступеня.
Але слід бути обереж н им и  щ одо проблем и м ультиколінеарності, яка
м ож е ви н и кн ути  через те, щ о значення Z i було отрим ано  через значення 
х., я к  п оказан о  в (5 .4 .56 ) [див. також  (5 .4 .6 0 )] . У випадку м ультиколіне- 
арності а 3 м ож е стати статистично незначим ою  не том у, щ о д ійсне значен- 
н н я  а3 дорівню є нулеві, а просто  тому, щ о вибірка не дозволяє оц інити  окре­
м ий в п л и в  Z 3 наг/. Отже, у наш ом у прикладі перед тим , я к  д ійти висновку, 
щ о не м ож на обирати поліном  третього ступеня, треба впевнитись, щ о немає 
м ультико  л інеарності.
Т аким  ч и н о м , з чисто  ем п іри ч н о ї точ ки  зору вибір  ступеня пол іном а 
базується н а  статистичн ій  зн ачи м ості ко еф іц ієн т ів  а. в м оделях, под ібних 
до (5 .4 .5 9 ), але необхідно враховувати проблем у м ультико  л інеарності.
3. В изначивш и т і к , м ож н а легко знайти значення Z i^  Н априклад,
т = 2 і к = 5. Тоді
'о* Хг 1 2 **4-3 **4-4 б)>
і - 0
к
' и  = = ( х ^  + 2 х е_2 + Зх(_3 + 4 х (_4 + 5 х (_5 ); (5.4.60)
І  =  0 
к
г 2< = Е г 2л:(_г = (х(_! + 4* (_2 + 9лг(_3 + 16д:,_4 + 2Ъх^ъ).
і~0
Зауваж им о, щ о 2 . — це л ін ійн і ком б ін ац ії п очаткови х  х.9 а також  те, щ о 
Z i м ож уть бути м ультико л інеарним и .
Перед тим , я к  перейти до числового  прикладу, зазначим о переваги мето­
ду А льмона. П о-перш е, він забезпечує гнучкий  спосіб  залучення до моделі 
цілого ряду лагових структур, у той час я к  модель К о й к а  досить суворо 
вимагає від коеф іц ієн тів  Д, щ об вони спадали в геом етричній  прогресії. П о ­
друге, на відміну від методу К ой ка, в моделі А льм она не потрібно турбувати­
ся про те, щ о серед поясню вальних зм інних є залеж ні, а отж е, м и позбавляє­
м ось проблем , як і м ож уть вини кнути  у зв ’я зк у  з цим . Н ареш ті, я к щ о  обра­
но поліном  досить низького  ступеня, к ількість  оц іню ваних  коеф іц ієн тів  (а.) 
буде набагато м енш а, н іж  початкова к ількість  їх (Д).
Тепер повернем ось до проблем , п о в ’я зан и х  із застосуванням  методу 
А льм она. П о-п ерш е, ступінь п ол ін ом а, я к  і м аксим альне значення лагу, 
обирається дуже суб’єк ти в н о . П о-друге, з п ричин , зазначених вищ е, зм інні 
Z  можуть бути мультико лінеарним и. Отже, в м оделях, подібних до (5 .4 .60 ), 
оц інен і к о еф іц ієн ти  а. м ож уть мати великі стандартні п о м и л к и  (як і стосу­
ю ться значення цих к о е ф іц ієн т ів ) , і, таким  ч и н о м , один або більш е кое­
ф іц ієнтів  м ож уть ви яви ти ся  статистично  незн ачи м и м и  згідно з ^-тестом 
С т’ю дента. Але це не о б о в ’я зк о в о  о зн ачає , щ о один або більш е початкових  
ко еф іц ієн т ів  р  також  ви являться  стати сти чн о  н езн ачи м и м и . (Д оведення 
цього твердж ення не р о згл яд ається ). В результаті м ож е ви яви ти сь , щ о 
проблем а м ультиколінеарності не є такою  сер й о зн о ю , я к  здається.
Для ілю страц ії м етоду А льм она розглян ем о  ілю стративний  приклад
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залеж ності к іл ькості товарів у від обсягу продаж у х у виробничом у сек­
торі У країни  за 1977 — 1996 рр. У м овні дані наведено в табл. 5.8. П ри 
цьом у п ри п усти м о , щ о к іл ьк ість  товарів залеж ить від продаж у в поточно­
му і трьох попередніх  роках , тобто м ож на записати таку модель:
Уі = а  + Рох і + Р іх г-1 + Р2х і~2 + А А -з + £і • (5.4.61)
Далі п ри п усти м о , щ о /?. м ож на апроксим увати  пол іном ом  другого сту­
пеня , я к  п оказано  в (5 .4 .6 2 ). П отім , згідно з (5 .4 .5 5 ), запиш ем о
У і — ОС + (5.4.62)
Де
^0* = 1 + * і-2 + Хі-зУ>
і=0 
З
^ и  ~~ ~~ (^ч-і 2 д^ _2 + З х ^ з ) ,
і=0
з
^2* =  X *  Х і - І  =  (**-1 +  4 х і - 2  +  9 ^ - з ) ‘
і = 0
(5.4.63)
Зм інні 2  у творю ю ться , я к  показано  в табл. 5.8. В икористовую чи  дані 
значень у  і Zi, отри м аєм о  такі результати регресії:
у, = -7140.7564 + 0.661220, + 0.9020£и -  0 .4 3 2 2 ^  (5.4.64)
(1992.9809) (0.1655) (0.4831) (0.1665)
*= (-4.0847) (3.9960) (1.8671) (-2.5961)
Я 2 = 0.9961 (К=13.
(Зауваж ення: о ск ільки  ми припустили , щ о лаг дор івню є 3, загальна 
к ільк ість  спостереж ень зм енш ена від 20 до 17).
За д оп ом огою  оц ін ен и х  коеф іц ієн тів  а в р івн ян н і (5 .4 .54) оц іним о кое­
ф іц ієнти  /З із сп іввіднош ень (5 .4 .58) таким  чином :
А) = = 0.6612;
Д. = (а0 + а г + а 2) = (0.6612 + 0.9020 -  0.4322) = 1.1310;
Д, = (а0 + 2«! + 4 а2) = [0.6612 + 2(0.9020) -  4(0.4322)] = 0.7364; 
Д, = (а0 + Заг + 9а2) = [0.6612 + 3(0.9020) -  9(0.4322)] = -0.5226.
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Т аб лиця  5 .8
Рік У * г 0 г 2
1977 45.069 26.480 ,,, . . . ...
1978 50.642 27.740 ... ... ...
1979 51.871 28.736 ... ... ...
1980 50.070 27.280 110.236 163.656 378.016
1581 52.707 30.219 113.975 167.972 391.884
1982 53.814 30.796 117.031 170.987 397.963
1983 54.939 30.896 119.191 173.074 397.192
1984 58.213 33.113 125.024 183.145 426.051
1985 60.043 35.032 129.837 187.293 433.861
1986 63.383 37.335 136.376 193.946 445.548
1987 68.221 41.003 143.483 206.738 475.480
1988 77.965 44.869 158.239 220.769 505.631
1989 84.655 46.449 169.656 238.880 544.896
1990 90.875 50.282 182.603 259.196 594.952
1991 97.074 53.555 195.155 227.787 639.899
1992 101.645 52.859 203.145 293.466 672.724
1993 102.445 55.917 212.613 310.815 719.617
1994 107.719 62.017 224.348 322.300 749.348
1995 120.870 71.398 242.191 332.428 761.416
1996 147.135 82.078 271.410 363.183 822.719
Отже, оц інена дистрибутивно-лагова модель м ає таки й  вигляд:
у, = -7 1 4 0 .7 5 6 4  + 0 .6612*, + 1 .1 3 1 0 * ,+  0 .7364* ,_2 -  0 .5 2 2 6 * ,_3 (5 .4 .6 5 ) 
(1992 .9803 ) (0 .1655 ) (0 .1 7 9 8 )5 0  (0 .1 6 2 5 )5 0  (0 .2 3 0 7 )5 0
і  =  ( -4 .0 8 4 7 )  (3 .9 9 6 0 ) (6 .2903 ) (4 .5 3 1 7 ) (-2 .2653 ).
В и кори стаєм о  наш  приклад , щ об зазначити  д еяк і д одаткові власти­
вості м етоду А льм она.
1. Стандартні п о м и л к и  к о еф іц ієн т ів  а отрим ан і безпосередньо  з методу 
най м ен ш и х  квадратів , але стандартн і п о м и л к и  д еяк и х  о ц ін ен и х  кое­
ф іц ієнтів /З, щ о є наш ою  головною  м етою , не м ож н а  отрим ати  таки м  чи­
ном. Ц і стандартні пом илки  м ож на легко обчислити з оц інених коеф іц ієнтів  
а, ви кори стовую чи  відому ф ормулу із стати сти ки  (див. вправу 5 .4 .21).
2. О ц інки  ко еф іц ієн т ів  /3, отрим ан і в (5 .4 .6 5 ), н ази ваю ться  необмеж е­
н и м и  о ц і н к а м и  в том у сен сі, щ о на них не накладається ж од н и х  попе­
редніх обм еж ень. Однак у д еяки х  ситуац іях  н а  /З, м ож уть бути накладені 
так звані к ін ц ев і то ч ко в і об м еж ен н я , я к щ о  п ри п у сти ти , щ о /30 і /^(п оточ­
ний і й-ий лаговий к о еф іц ієн т) дор івн ю ю ть нулеві. Ч ерез п си хол огіч н і, 
інституціональні і технологічн і п ри ч и н и  значення п о ясн ю в ал ьн о ї зм інно ї 
в поточном у  періоді м ож е й не мати ж од н ого  впливу н а  п оточн е значення 
залеж ної зм ін н о ї, щ о , таким  ч и н о м , виправдовує нульове значення /30. З 
тих самих причин  п ісля певного  часу к поясн ю вал ьн а  зм інна м ож е й не
впливати на залежну змінну, тобто і /Зк теж дорівнюватиме нулеві. Також 
інколи  при оц інці коеф іц ієнтів  Д на суму їх накладається таке обмежен­
ня: вона повинна  дорівню вати одиниці.
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5 .4 .1 2 .  П р и ч и н н ість  в ек он ом іц і: т е с т  Г р ен ж ер а  (G ra n g er)
Хоча регресійний аналіз розглядає залежність однієї змінної від інших, 
це зовсім не о б о в ’я зк о в о  означає, що між зм інним и і явищ ам и є причин­
ний зв ’язок . Розглянемо таку ситуацію. Припустимо, що дві змінні, скажімо 
валовий національний продукт (ВНП) і грошова пропозиц ія  М ,  вплива­
ють одна на одну з деяким  (дистрибутивним) лагом. Чи можливо у тако­
му випадку сказати, що саме зміна грош ової пропозиц ії  приводить до 
зм іни ВНП, чи саме зміна В Н П  зм іню є грош ову пропозиц ію , або чи є зво­
ротний з в ’зок  між цими двома впливами? Я к щ о  коротко , питання полягає 
в тому, чи м ож на статистично визначити напрям причинності (взаємо­
віднош ення "п ри чи н а-наел ід о к ”).
Не будемо дуже заглиблюватись у це питання, оскільки воно заведе нас 
далеко в бік від теми наш ої розм ови , а лише розглянемо відносно простий 
тест п ричинност і,  запропонований  Гренжером. П оясн и м о  цей тест на при­
кладі взаєм ов іднош ення  між В Н П  і М.
Тест Гренжера
Тест п рич инност і  Гренжера припускає ,  що інформ ація , потрібна для 
прогнозування відповідних змінних, у нашому випадку В Н П  і М, повністю 
м іститься в часових рядах. Тест включає оц іню вання двох регресій:
GNPt = І  +  I  PfGNPt4  +  £и ;
і=і ;=і
т п
M t = l ^ M t_i + j:SjGNPt_j + e2t,
І = 1 j = l
(5 .4 .66)
(5 .4 .67)
де при п ускається , що випадкові величини Єи І Є2і не корельовані між 
собою.
Р івняння  (5.4.66) показує , що поточне значення В Н П  залежить як  від 
попередніх значень самого ВНП, так і від М , а (5.4.67) визначає подібну 
поведінку і для М. Розглянемо чотири випадки.
1. Однобічна причинність від М  до В Н П  наявна, якщ о  оцінені коефі­
цієнти при М  в (5.4.66) статистично відрізняю ться від нуля як  група 
(тобто ^  0 ) ,  а м нож ина  оц інених коеф іцієнтів  при В Н П  в (5.4.67)
статистично не відрізняю ться від нуля ( і з ,  = 0 ) .
2. Н авпаки, однобічна причинність від В Н П  до М  наявна, кол и  мно­
ж ина коеф іц ієнтів  при М в (5.4.66) статистично не відрізняю ться від нуля 
(тобто = 0 ) ,  а м н ож и н а  коеф іц ієнтів  при В Н П  в (5.4.67) статистично
ВІДРІЗН Я Ю ТЬС Я  ВІД нуля (тобто ^  0 ) .
3. Зворот ний зв 'язок , або  двобічна причинніст ь, буває, к о л и  м н о ж и н и  
коеф іцієнтів при М  і В Н П  статистично  в ідр ізняю ться  від нуля в обох 
регресіях.
4. Н ареш т і, м іж  М і  В Н П  причинного зв 'я зку  нем ає, то б т о  в о н и  н еза ­
леж ні, коли м нож и н и  коеф іц ієн тів  при М і В Н П  статистично  не відрізня­
ю ться від нуля в обох регресіях.
Е м п ір и ч н і  р е з у л ь т а т и
Р.Гафер застосував тест Гренж ера, щ об з ’ясувати  характер причинності 
між В Н П  і М  для С Ш А  за період від с ічня 1960 р. до кв ітн я  1980 р. Він 
використав чотири  затрим аних значення двох зм інних  у к о ж н ій  з двох 
регресій і отрим ав такі результати (див. табл. 5.9).
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Т аб лиця  5 .9
Напрямок причинності Значення Р Рішення
м  -> у 2.68 Не відкидати гіпотезу
У -* М 0.56 Відкинути гіпотезу
Ц і результати показую ть, щ о н ап рям ок  п ри ч и н н ості — від ¥ д о  ВН П , 
оскільки оцінене значення значим е при 5% -му рівн і довіри ; критичне 
значення .Р дор івню є 2.50 (для ступенів в ільності відповідно 4 та 71). З 
інш ого боку, немає ’’зворотного  причинного  з в ’я з к у ” м іж  В Н П  іМ, оскіль­
ки оцінене значення Р  статистично незначим е.
5 .4 .1 3 .  О с н о в н і в и с н о в к и  п р о  а в т о р е г р е с и в н і  м о д е л і
Через психологічні, технологічні та інституціональні причини для прий­
няття і викон ан н я я к о го сь  екон ом іч н ого  р іш ен н я п отр ібний  певний час. 
У результаті цього екон ом ічн а  залеж на зм інна у  м ож е реагувати на зм іну 
в економ ічній  визначальній зм інній  х  через д еяки й  п р о м іж о к  часу. Ц ей 
пром іж ок часу називається л а г о м ,  а р е г р е с ій н і  м о д е л і ,  в  я к і  в к л ю ч е н и й  
т а к и й  л а г ,  н а з и в а ю т ь с я  л а г о в и м и  р е г р е с ій н и м и  м о д е л я м и .
Є два типи лагових зм інних: лагові поясню вальн і зм інн і (як і або не- 
стохастичні, або, як щ о  стохастичн і, то розп од іляю ться  незалеж но від ви­
п ад к о во ї в е л и ч и н и )  і л а го в і з а л е ж н і з м ін н і . Р е гр ес ій н і м о д ел і, я к і  в к л ю ­
ч а ю т ь  у  с е б е  я к  п о т о ч н і ,  т а к  і п о п е р е д н і  з н а ч е н н я  н е с т о х а с т и ч н и х  
з м ін н и х  х , м а ю т ь  н а зв у  д и с т р и б у т и в н о -л а го в і  м о д е л і,  том у щ о вплив 
поясню вальної зм ін н о ї (зм інних) на залеж ну зм інну  п о ш и р ю ється  або 
розподіляється на декілька часових періодів. Крім  того , регресійн і моделі, 
в яких попередні значення залеж ної зм ін н о ї вклю чені разом  з поясню ­
вальними зм інним и , маю ть назву авторегресивні моделі.
Я кщ о дистрибутивно-лагова модель м істить к ілька  лагів, о ц ін ка  її м е­
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тодом най м ен ш и х  квадратів хоча й мож лива в принцип і,  але ускладнена 
на практиц і, тому що це може призвести до проблеми мультиколінеар- 
ності. Як відомо, за наявності мультико лінеарності, метод найменш их квад­
ратів дає хоча й незм іщ ені, але вкрай неточні оц ін ки . Для різних лагових 
коеф іц ієн т ів  потр ібно  зробити деякі попередні припущ ення . Однією з та­
ких процедур є ш и р о к о  вж ивана дистрибутивно-лагова модель К ойка, яка 
п ри п ускає ,  що лагові коеф іц ієн ти  спадають у геометричній  прогресії при 
віддаленні у минуле. За ц іє ї  умови модель, яка  м істить  нескінченну 
кількість  лагів, м ож на  скороти ти  до моделі, яка  м істить лише поточне 
значення нестохастично ї зм інної (зм інних) X і одне попереднє значення 
залежної зм інно ї серед її п оясню вальни х  зм інних.
Н езваж аю чи на відмінні результати, це сп рощ ення  має свою ціну. Мо­
дель К о й к а  створю є деякі серйозні статистичні проблем и, оскільки  вона 
містить стохастичну поясню вальну змінну (лагову яка  може бути силь­
но корельованою  із випадковою  величиною . В цій ситуації економічна 
теорія показує, що оц інки , обчислені за допомогою  методу найменших квад­
ратів, не лише зміщені, а й неконсистентні; тобто якщ о  навіть розмір вибірки 
н еск інченно  зб ільш ити, оц інки  не наблизяться до своїх справжніх зна­
чень генеральної сукупності.  Я к щ о  к о р о т к о ,  вони залишаться асимпто­
тично зм іщ ен и м и . Таким ч и н ом , необхідно застосовувати альтернативні 
методи оц ін ю ван н я .
У цьом у розділі ми розглядали один із таких методів, а саме метод 
допоміжних змінних. К лю чова ідея цього методу полягає в тому, щоб 
замінити лагову стохастичну поясню вальну  змінну \}і х на іншу змінну, 
яка  б була сильно корельованою  з Уг_і9 але некорельованою  з випадковою 
величиною . Цей метод забезпечує кон си стен тн і  оц інки .
Хоча в емпіричній  економ етриц і модель К ойка  досить популярна, вона 
не має теоретичного  п ідґрунтя . Це ускладнення подолане за допом огою  
моделі адаптивних очікувань і моделі часткових  пристосувань. У цих мо­
делях враховується , я к и м  чином  економ ічн і  агенти ф ормую ть свої очіку­
вання щ одо невизначених  екон ом іч н и х  подій і як  вони пристосовую ться , 
я к щ о  їхні оч ікування не збігаю ться із д ійсн істю . Унікальна відмінність 
обох цих моделей полягає в тому, що вони у своїй к інцевій  формі нагаду­
ють модель К ойка:  вони також  авторегресивні і використовую ть  ті самі 
змінні. В моделі адаптивних очікувань з ’явл яєть ся  така ж проблема, як  і 
в моделі К ой к а . Модель часткових  пристосувань м ож на оцінити за допо­
м огою  звичайного  методу найм енш их  квадратів.
Незважаючи на популярність, модель адаптивних очікувань критикуєть­
ся при хи л ьн и кам и  моделі раціональних очікувань, як і  стверджують, що 
очікування спрям ован і наперед, оск ільки  вони використовую ть  усю дос­
тупну ін ф орм ац ію , а не лише минулу, як  це стверджують прихильники 
гіпотези адаптивних очікувань. Але гіпотеза рац іональних очікувань теж 
має своїх кр и ти к ів .  П р и й н яв ш и  початкові припущ ення  гіпотези раціо­
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нальних очікувань, вони  наполягаю ть на том у, щ о лю ди зовсім  не обов’я з ­
ково ф орм ую ть свої сподівання саме таким  ч и н о м , я к  ствердж ує ця гіпоте­
за. Ц я тема дуже суперечлива, і математичне обгрунтування гіпотези раціо­
нальних очікувань не входить до м ети ц іє ї к н и ги .
Я к  було зазначено ран іш е, <і-тест Д арбіна — У отсона не п ри й н ятн и й  
для перевірки  автокореляц ії (перш ого  п орядку) в авторегресивних  моде­
лях, том у щ о в них значення сі перевищ ує 2, а це значення оч ікується лиш е 
в справді випадкових п о сл ід овн остях . Н ещ одавно  Д арбін сам запропону­
вав так звану /г-статистику для тестування сер ій н о ї к о р ел яц ії в авторе­
гресивних м оделях. Однак цей тест м ож н а застосовувати  лиш е для вели­
ких ви б ірок .
А льтернативою  підходу К о й к а  до д и стри б ути вн о-лагови х  м оделей є 
поліном іальна дистрибутивно-лагова м одель Ш .А льм она. Б азую чись на 
теоремі В еєрш трассе, А льм он п ри п усти в , щ о лагові к о еф іц ієн ти  Д м ож на 
апроксим увати поліном ом  відповідного ступеня від і, тривалості лагу. Х оча 
метод А льм она уникає певних проблем , п о в ’я зан и х  з моделлю  К о й к а , його 
практична слабкість полягає в том у, щ о я к  ступінь п ол ін ом у , так і макси­
мальну довж ину  лагу д осл ідн и к  повин ен  визн ачити  перед початком  са­
мого дослідж ення.
Н езваж аю чи на проблем и , щ о трапляю ться  при оц ін ю ван н і, дистрибу- 
тивно-лагові і авторегресивні м оделі ви яви ли сь  дуже к о р и с н и м и  в емпі­
ричній  ек о н о м іц і, том у щ о вони перетворю ю ть м оделі, я к і б у будь-яком у 
інш ому випадку залиш илися статичним и, на динам ічн і, за допом огою  фак­
тору часу. Такі моделі допом агаю ть р о зр ізн яти  к о р о т к о с т р о к о в и й  і довго­
строковий  вплив на залеж ну зм інну  при од и н и чн ій  зм ін і значення неза­
леж ної зм ін н о ї (зм ін н и х ). Т аким  ч и н о м , для о ц ін ю ван н я  к о р о тк о - і дов­
гостроково ї еластичності за ц ін о ю , доход ом , н орм ою  зам іни  та ін ш и м и  
схож им и п оказн и кам  такі моделі ви яви л и сь  дуже к о р и с н и м и .
Тема причин  і наслідк ів , або п р и ч и н н о ст і, дуже важ лива в ек о н о м іц і, 
я к  і в науці в ц ілом у. Але вона досить  складна, ставить велику к ільк ість  
р ізном ан ітних ф іл ософ ськи х  питань. М и лиш е ледь то рк н ули ся  ц іє ї тем и, 
коли розглядали стати сти чн и й  тест п р и ч и н н о ст і, зап роп он ован и й  Грен- 
ж ером . Але читач м ає п а м ’ятати , щ о це не єди н и й  тест на перевірку  наяв­
ності при чи н н ого  з в ’я зк у  для часових  ряд ів . Взагалі п и тан н я  причинно­
го зв ’язку  розглядаю ться в теорії коен теграц ії, щ о виходить за м еж і цього 
підручника.
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5.5. DUM M Y-ЗМ ІННІ
5 .5 .1 .  П р и р о д а  dum m y-зм ін н и х
Д осі м и розглядали  р івн ян н я  б агатоф акторної регресії, де ф актори  на­
бували к іл ьк існ и х  значень. Зви чай н о , екон ом іч н і яви щ а набагато різно­
м ан ітн іш і. Н а залеж ну зм інну  поряд  з к іл ьк існ и м и  ф акторам и  вплива­
ю ть і як існ і: як іст ь  п род укц ії, стать, рел ігія , страй ки , в ій н и , зм іни  в еко­
ном іч н ій  п о л іти ц і і т. ін .
П отр ібно  вм іти  вводити  я к існ і дані в багатоф акторні регресійн і моделі, 
о ц ін ю в а т и  п а р а м е тр и  і ан ал ізу вати  о т р и м а н і р езу л ьтати . Часто я к іс н і  
з м і н н і  є  б ін а р н и м и :  в о н и  о т р и м у ю т ь  " з н а ч е н н я  1 " п р и  н а я в н о с т і  
п е в н о ї  я к о с т і  і " з н а ч е н н я  0 "  п р и  ї ї  в ід с у т н о с т і . Т а к і  з м ін н і  н а з и в а ­
ю т ь с я  d u m m y - з м і н н и м и .  Звичайно dum m y-зм інн і н е  обов’язково  прий­
м аю ть зн ачен н я (0 ,1 ). П ара (0 ,1 ) м ож е легко  трансф орм уватись у будь- 
як у  інш у пару л ін ій н и м  перетворен н я у  = а + Ьг (Ь Ф 0 ) , де а та & констан­
ти , а г — 1 або нулю . Н априклад , кол и  2 = 1 , і /  =  а  +  Ь, а коли  z  =  0, у  =  а.
D um m y-зм інн і м ож уть ви к ори стовувати сь  у регресійних  моделях по­
ряд з к іл ьк іс н и м и  зм ін н и м и , а м ож уть утворю вати  регресійн і м оделі, в 
я к и х  усі ф актори  є dum m y-зм ін н и м и . Т акі моделі називаю ть AO V-моделя­
м и  (an a ly sis-o f-v a rian ce).
Р озглян ем о  я к  приклад н ай п ростіш у  л ін ій н у  регресійну  модель за­
л еж н ості рей ти н гу  студентів Н аУ К М А  від усп іш н ого  зак ін чен н я навчан­
н я  в ш кол і:
Уі = а0 +<*!<*, + є „  (5.5.1)
де у. — три м естрови й  середній  рейтинг у сп іш н о ст і студента 1 курсу;
сі. — ( б и т т у - з м ін н а )  =  1, я к щ о  студент в ід м ін н и к  у ш кол і, або його 
середній  бал > 4 .8 ; = 0 , у п роти л еж н ом у  випадку.
М одель (5 .5 .1 ) встан овлю є залеж ність у сп іш н ого  навчання в універси­
теті від у сп іш н о го  навчання в ш ко л і. Я к  і у разі класи чн о ї л ін ій н о ї регре- 
с ій н о ї м оделі, м и  о тр и м аєм о :
середній  рейтинг в ід м ін н и к ів  Е(у1\(іі =1) = а 0 + а 1; (5 .5 .2 )
середній  рей ти н г н ев ід м ін н и к ів  Е(уі\(Іі = 0) = а0.
У цьом у разі перетин  а о показує середній рейтинг невідм інників; (с^Н-С^) 
— середній  рейтинг в ід м ін н и к ів ; а нахил 0^ — н аск іл ьки  середній рейтинг 
в ід м ін н и к ів  в ід р ізн яється  від середнього рейтингу  н ев ід м ін н и ків .
Б азую чись на реальних даних рейтингу  студентів п ерш ого  курсу На­
У К М А , проведем о розрахун ки  за м оделлю  (5 .5 .1 ). Граф ічно отрим ан і ре­
зультати подано на м ал. 5.8.
Я к  бачим о з граф іка, вхідні дані розпод іляю ться на дві групи: відмінни­
ки  та н ев ід м ін н и к и . Сама ф у н кц ія  є ступ інчастою  ф ун кц ією  — середній 
рейтинг студентів н ев ід м ін н и к ів  та середній рейтинг в ід м ін н и к ів .
Особливі випадки у багатофакторному регресійному аналізі 311
5 .5 .2 -  Р е г р е с і я  о д н іє ї  к і л ь к і с н о ї  т а  о д н іє ї  я к і с н о ї  з м ін н о ї  д в о х  
к л а с і в ,  а б о  к а т е г о р і й
З в и ч а й н о ,  більш пош ире­
ним випадком  в економ ічних  
дослідженнях є випадок зміша­
них ф ак то р ів  — я к іс н и х  та 
кількісних. Моделі такого типу 
називаю ться  A C O V -м оделям и  
(analysis of covariance). Розгля­
немо як  приклад найпростіш у 
ACOV-модель, яка  вміщує одну 
як існ у  та одну к ількісну змін-
А Рейтинг 
ао+ а і
Невідмінники Відмінники
І....... І Iі "■ і .......Т . ! і ^
М алю нок 5.8. Ф ункція залеж ності рейтингу
ну.
студентів Н аУ К М А  від успіш ності в ш колі
У с к л а д н и м о  п о п е р е д н ь о
розглянуту модель і додамо ще один фактор — бал вступного  іспиту; отри-
УІ = «о + а Л і  + Рих и + £і » (5 .5 .3 )
де у. — середній трим естровий  рейтинг студента;
Й1 =  1, я к щ о  студент у м инулому в ідм інник;
= 0, у протилеж ном у  випадку;
Хх — бал на вступному іспиті;
£ — випадкова величина.
П рипускаю чи , як  завжди, Е(е,) = 0 , отрим аємо, що середній рейтинг не- 
відмінника
Ж уК  ~ ®) ~ «о А %іі 9 (5 .5 .4 )
середній рейтинг відм інника
Е (Уі\^и = 1) = («о + а і ) + Ріх и- (5 .5 .5 )
Геометрично АСОУ-модель зображено на мал. 5 .9  (Сб0> 0).
Як бачимо, модель (5.5.3) залежно від в ідм інників  і невідм інників  роз­
падається на дві ф ункції з однаковим  нахилом, але р ізним  перетином.
Інш им и  словами, рівень середнього трим естрового  рейтингу  студентів 
в ідмінників в ідрізняється  від рейтингу  невідм інників  на (Хі9 але величина 
зміни середнього трим естрового  рейтингу студентів щ одо балу, отримано­
го на вступному тестуванні, однакова для відм інників  та невідмінників .
При умові, що нахил статистично значим ий , зробим о перевірку гіпоте­
зи, за якою  дві регресії (5.5.4) і (5.5.5) маю ть однаковий  перетин (тобто 
немає впливу відмінної усп іш н ост і  в ш к о л і) .  Це м ож на  легко здійснити 
при розгляді регресії (5.5.3) і визначити статистичну значим ість оцінено-
го к о е ф іц іє н т а  0СХ н а  о с н о в і 
тр ад и ц ій н о го  £-тесту. Я к щ о  £- 
тест п о к а зу є , щ о а х статистич­
н о  зн а ч и м и й , н у л ь-г іп о тезу  
про те, щ о дві регресії м аю ть 
о д н ако ви й  п еретин  — відхи­
л яєм о .
Задамо запитання, щ о дода­
ю ть до регресії dum m y-зм інн і, 
як і особливості виникаю ть при 
в в е д е н н і d u m m y -зм ін н и х  у 
м одель?
П о -п е р ш е , d u m m y -з м ін н і  
в ід о к р е м л ю ю т ь  р ізн і кл аси  
або р ізн і к атего р ії. У н аш ом у  
п р и к л а д і з а в д я к и  в в е д е н н ю  Б ал вст упного іспит у х
d u m m y - з м ін н и х  м и  р о з р із н я -  М а л ю н о к  5.9. Функція залежності рейтин- 
л и  д в і к а т е г о р і ї  с т у д е н т ів :  гу студентів НаУКМ А від успішності в
в ід м ін н и к ів  та  н е в ід м ін н и к ів .  школі та балу на вступному іспиті
О тж е, одна dum m y-зм ін н а
м ож е р о зр ізн яти  дві категор ії. П р и п у с ти м о , щ о м и  хочем о ускладнити  
наш  п ри клад , п од іл и вш и  щ е детальніш е категор ії. Щ о при  ц ьом у вини­
кає?  Р озгл ян ем о  таку  модель:
уі = а 0 +  а х<Іи + а 2і<і2і + (5 .5 .6 )
де у . і х. ви зн ач ен і п оп ередн ьо ; 
й1=  1, я к щ о  студент в ід м ін н и к ;
=  0 в усіх  ін ш и х  випадках ;
<і2=  0 , я к щ о  студент н ев ід м ін н и к ;
=  1 в усіх  ін ш и х  випадках .
М одель (5 .5 .6 ) не м ож е буте оц ін ен а  через п овн у  ко л ін еарн ість  м іж  
і <і2. Д ля пересв ідченн я, п ри п у сти м о , щ о м и м аєм о м одель, як а  складається 
з трьох студентів в ід м ін н и к ів  та двох н ев ід м ін н и к ів . Ін ф орм ац ій н а  мат­
р и ц я  при  ц ьом у  виглядатим е таки м  ч и н о м :
X
Відмінник Уі 1 1 0
Відмінник Уг 1 1 0 *2
Невідмінник Уз = 1 0 1 * 3
Відмінник У 4 1 1 0 * 4
Невідмінник У 5 1 0 1 * 5
П ерш а к о л о н к а  праворуч в ідображ ає п еретин  ао. Тепер м о ж н а  побачи­
ти , щ о <1= 1 сі2 , або <і2=  1 ~(іг , тобто СІ1 і <і2 — кол ін еарн і. У разі доскон ал о ї 
м ультикол інеарності звичайне оц ін ю ван н я  м етодом  н ай м ен ш и х  квадратів 
нем ож ливе. Н ай п р о ст іш и й  сп осіб  в и р іш ен н я  ц іє ї п роб лем и  — визн ачити  
dum m y-зм інн і с п о со б о м , о п и сан и м  у м оделі (5 .5 .3 ) , с к а ж ім о , в и к о р и стати  
тільки  одну dum m y-зм інну , я к щ о  є т ільки  дві категор ії або два класи  як­
існ о ї зм ін н о ї. В даном у випадку , п оп ередн я м атри ц я  ін ф о р м ац ії не мати­
ме к о л о н к и  (і2, і проблем а м ульти кол ін еарн ості зн ім ається . Т ом у в загаль­
ном у випадку для у н и к н ен н я  проблем и  м ульти кол ін еарн ості п отр іб н о  дот­
рим уватися  такого  правила: я к щ о  я к іс н а  зм ін н а  м ає т  к атего р ій , у мо­
дель вводим о лиш е т - 1 с іи т т у -зм ін н у . В н аш ом у  приклад і к ін ц ев и й  ре­
зультат навчання в ш к о л і м и п ідрозд іляли  н а  дві к атего р ії — в ід м ін н и к  
та н ев ід м ін н и к , том у м и ввели у м одель лиш е одну dum m y-зм ін н у . Я к щ о  
це правило не в и к о н ан о , м и поп ад аєм о  в так звану dum m y-п астку , тобто  
ситуацію  д о ск о н ал о ї м ульти кол ін еарн ості.
П о-другеу п р и п у сти м о , щ о м и  ввели ін ш і зн ачен н я  1 і 0 для то го , щ об  
відрізнити  дві категор ії. Н ехай тепер -0=1 для н ев ід м ін н и к ів  і .0=0 для 
в ід м ін н и к ів . Тоді дві регресії, о три м ан і з ( 5 .5 .3 ), будуть:
с т у д е н т и -н е в ід м ін н и к и : Е {у і /  сіи = і )  = (а 0 + сс^ + Ргх и ; 
с т у д е н т и -в ід м ін н и к и : Е^уі /  (11і = 0) = а 0 + р1х1і.
(5 .5 .7 )
(5 .5 .8 )
Я к щ о  п о р івн яти  ц і р ів н я н н я  з р ів н я н н я м и  (5 .5 .4 ) та (5 .5 .5 ) у попе­
редніх моделях, то (^п о к азу є , наскільки  середній рейтинг студента-відмінни- 
ка  в ш к о л і в ід р ізн яється  від середнього  рей ти н гу  н ев ід м ін н и к а  в ш ко л і. 
П ри н аявн о сті залеж ності буде н егати вн и м , тоді я к  п опередньо  очікува­
лось, щ о воно  м атим е п ози ти вн е  зн ачен н я . Т ом у під час ін терп ретац ії ре­
зультатів м оделей , я к і ви к о р и сто ву ю ть  dum m y-зм ін н і, важ ливо знати , я к і 
саме категор ії позначались  1, а я к і 0.
П о-т рет є, клас, або категор ія , позначена 0 (нулем ), часто розглядається 
я к  базова, вихідна, кон трольн а  категор ія . Вона є базовою  в том у розум ін н і, 
щ о п о р івн ян н я  р об л яться  н а  о сн о в і саме ц іє ї категор ії. Т аки м  ч и н о м , у 
моделі (5 .33) студент-невідм інни к  у ш к о л і — базова к атего р ія . П еретин  
СХ0 є перетином  базово ї категор ії в том у сен сі, щ о при  розгляд і регресії 
стосовно студентів-невідм інників -0=0 п еретин  дор івн ю вати м е (Х0
П о-чет верт е, к о е ф іц ієн т  біля dum m y -зм ін н о ї В  н ази вається  диф ерен- 
ц ійним  к о еф іц ієн то м  перетину , том у щ о він  п о к а зу є , н а с к іл ьк и  значення 
перетину п ерш ої категор ії в ід р ізн яється  від зн ачен н я  п ерети н у  базової 
категорії.
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5 . 5 . 3 .  Р е г р е с ія  к іл ь к іс н о ї зм ін н о ї т а  о д н іє ї  я к іс н о ї зм ін н о ї  
з  б іл ь ш  н іж  д в о м а  к л а с а м и
П рипустим о, щ о , базую чись на міжгалузевій інф орм ації, ми хочем о опи­
сати регресій н и й  з в ’я з о к  щ ор ічн и х  оздоровчих  витрат лю дини  залеж но 
від освіти  та доходу. О скільки  освіта  є як існ о ю  зм ін н о ю , п ри п усти м о , щ о 
розглядаєм о  три взаєм ови кл ю ч н і р івн і освіти : середня, середня спеціаль­
на і вищ а. Тепер, на відм іну від попереднього  випадку, м аєм о більш ніж  
дві категорії як існ и х  зм інних. Застосовую чи правило, щ о кількість зм інних 
м ає бути на од и н и ц ю  м енш а від к іл ько сті категор ій , нам потр ібно  подати 
дві биш ш у-зм інн і, щ об п ростеж и ти  за двом а р івн ям и  освіти . П ри п усти м о , 
три рівн і освіти  м аю ть од н акови й  нахил, але різн і перетини .
М одель щ о р іч н и х  оздоровчи х  витрат залеж но від доходу матиме ви­
гляд :
Уі = а 0 + + а 20 2і + + е,, (5 .5 .9 )
де у. — щ ор ічн і оздоровч і витрати;
х. — щ о р іч н и й  доход;
1^= 1  — середня освіта;
=0  — у всіх ін ш и х  випадках;
І )2=1 — ви щ а освіта;
=0 — у всіх ін ш и х  випадках.
А налогічно з попередн ім  завданням  м и трактуєм о  середню  спеціаль­
ну освіту я к  базову категор ію . Том у (Х0 відображ атим е перетин саме ц ієї 
категорії. Д и ф ерен ц ій н і і 0С2 показую ть, н аск ільки  перетини двох інш их 
категорій  в ід р ізн яю ться  від перетину базової категорії. Це м ож на пере­
вірити  таким  ч и н о м : п р и п у сти м о , І?(£Д = 0 , тоді з ( 5.38) отрим аєм о:
Е(Уі / А  = 0, А  = О,*.) = а0 + ргхи;
■В(.Уі /  -^1 ““ ^ 2 ~ %і) ~ («0 ^3.) Рі^іі*
(^Уі / («0 ^ 2) Рі^ці
(5 .5 .10 )
(5 .5 .11 )
(5 .5 .12 )
я к і є ф ун кц іям и  середніх оздоровчих  витрат для трьох рівнів освіти : се­
редньої, середньої спец іальної та ви щ ої.
П ісля  розгляду регресії (5 .5 .9 ) м ож н а встановити , чи  диф еренц ійн і 
перетини  а г і 0С2 стати сти чн о  значим і, тобто чи в ідр ізняю ться від базової 
групи. Г іпотезу = а2 = 0 м ож н а перевірити  за доп ом огою  АОУ або Р- 
тесту, я к  п оказан о  в розділі 4.
Інтерпретац ія  регресії (5 .5 .9 ) зм ін и ться , я к щ о  м и  візьм ем о інш у схему 
ви зн ачен н я б и т т у -з м ін н и х . Т об то , я к щ о  п ри п усти ти , щ о И 1=1 — ’’серед- 
н я  о с в іт а ”, і £>2 =  1 -  ’’категор ія  середньої спец іальної о с в іт и ”, то базовою  
категор ією  буде ’ви щ а о с в іта ” і всі п о р івн ян н я  будуть п о в ’я зан і з ц ією  
категор ією .
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5 . 5 . 4 .  Регресія однієї кількісної і д во х  якісних змінних
Техніку dum m y-зм інних м ож на  р о зш и ри ти , маю чи справу більше ніж 
з однією як існ о ю  зм інною . П овернем ось  до регресії середнього рейтингу 
студентів (5 .5 .3 ),  але тепер до навчання в ш колі та вступного  балу додамо 
стать — чоловічу або ж іночу. Тепер (5.5.3) м ож на виразити як
УІ ~ а0 + а іВ и + «А/ + РіХи + £*’ (5.5.13)
де у. та X. — середній трим естровий  рейтинг студента та бал вступного
іспиту;
Х)1=1 — я к щ о  студент-відмінник;
= 0  — в інш ом у випадку;
І)2=1 — я к щ о  студент-чоловік;
= 0  — в інш ом у випадку.
Зазначимо, що кож н а  з двох як існ и х  зм інних, навчання в ш колі та 
стать, мають дві категорії і тому потребують dum m y-зм інну  для кож ної.  
Базовою категорією буде "невідмінник-дівчина". П рипускаєм о, що Е{£ь) = 0 ,  
і з (5.5.13) отрим уєм о такі регресії:
Середній рейтинг невідмінниці-д івчини:
Е(У і / А = 0> А = 0, х1) = а 0 + .
Середній рейтинг невідмінника-хлопця;
Ш(.Уі /  -®і — 1» ~ («о Р і^ іі *
Середній рейтинг відмінниці-дівчини:
Е{Уі /  -Оі =  0, -02 =  1? %і) = (а0 +  ос2) +  Рі%іі •
Середній рейтинг відмінника-хлопця:
Е(Уі /  А  = 1 ,В 2 = 1 ,Хі) = (а0 + а х + « 2) + ^ х и
(5.5.14)
(5.5.15)
(5.5.16)
(5.5.17)
Нагадаємо, що попередні регресії в ідрізняю ться  лише коеф іц ієнтам и  
перетину, а не нахилу.
За д опом огою  оц іню вання методом най м ен ш и х  квадратів немож ливо 
перевірити всі гіпотези. Але я к щ о  0С2 статистично  значим ий , це означати­
ме, що стать лю дини впливатиме на середній трим естровий  рейтинг сту­
дентів. А налогічно, я к щ о  0Сг буде статистично значим им , це означатиме що 
навчання в ш колі також  впливатиме на середній рейтинг студентів. А 
як щ о  обидва диф еренційні перетини статистично значимі, це означатиме, 
що навчання в ш кол і та стать є важливими детермінантами середнього 
рейтингу.
Отже, м и  м ож ем о розш ирити  наш у модель, вклю чивш и більше н іж  одну 
к іл ьк існ у  зм ін н у  та більш е н іж  одну я к існ у  зм інну . Єдине застереж ення: 
к іл ьк ість  dum m y-зм ін н и х  для к о ж н о ї я к іс н о ї зм ін н о ї м ає бути н а  одини­
цю  м ен ш ою  від категор ії ц іє ї зм ін н о ї. Н аведемо приклад.
П риклад  5 .5 .1 . Д о д а т к о в і  з а р о б іт к и 1
Лю дина, яка  працю є на кількох роботах, відома я к  заробітчанин. Ш іско і 
Росткер зацікавилися ф акторами, як і визначають зарплати заробітчан. Базу­
ю чись на вибірці щ одо 318 заробітчан, вони отримали таку регресію:
де ют — зарплата заробітчанина (центів на годину);
ю0 — початкова зарплата (центів на годину);
— раса =  0, якщ о  білий, =  1, якщ о  не білий;
И 2 — м істо =  0, якщ о  не м іський , =  1, якщ о  м іський;
Л 4 — область =  0, якщ о  не західний район, =  1, якщ о  західний район;
И3 — освіта =  0 — без освіти , = =  1 має освіту;
Хх — вік лю дини.
У моделі (5.47) є дві к ількісн і поясню ю чі зм інні, IV 0 та х і9 а також  чотири 
як існ і зм інні. К оеф іц ієнти  всіх цих зм інних статистично значимі з рівнем 
похибки 5%. Ц ікаво , щ о всі як існ і зм інні суттєво впливають на зарплату 
заробітчан. Наприклад, за інш их рівних умов рівень погодинної оплати праці 
на 47% вищ ий у осіб з освітою , н іж  у тих, хто не має освіти.
З регресії (5 .5 .18) м ож на виділити декілька індивідуальних регресій, дві 
з яких  такі: середня зарплата білих, нем іських, не із західних регіонів заро­
бітчан, як і не маю ть вищ ої освіти (коли всі dum m y-змінні дорівню ю ть нулю):
IV = 37 .07  + 0 .4 0 3 ^ + 2 . 2 6 ^ .т 0 1 (5 .5 .19)
Середня зарплата чорнош кірого , м іського , з західного регіону заробітчани­
на з вищ ою  освітою  (коли всі dum m y-змінні рівні одиниці):
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5 .5 .5 .  П о р ів н я н н я  д в о х  р е г р е с ій н и х  м о д е л е й
Д отепер у розглядуваних м оделях ми п ри п ускали , щ о як існ і зм інні 
впливаю ть лиш е на перетин , але не на нахил. А щ о , коли  нахили також  
різні? Я к щ о  нахили в ідр ізняю ться, то перевірка відм інностей  у перетинах 
ф актично мало важлива. Том у потр ібно  розвинути  загальну м етодологію  
знаходж ення відм інностей у двох (або більш е) регресіях. В ідмінність може 
бути в перетинах, нахилах або в обох випадках. Щ об  п ростеж и ти , я к  це 
відбувається, розглянем о приклад.
Приклад 5.5.2. З а о щ а д ж е н н я  т а  д о х о д у  В е л и к о б р и т а н ії в  1 9 4 6 — 1 9 6 3 р р .
У таблиці 5.10 наведено інформацію  про доходи та заощ адження у Вели­
кобританії.
Т аблиця  5 .1 0
О со б и ст і з а о щ а д ж е н н я  т а  д о х о д и  у  В е л и к о б р и та н ії в  1 9 4 6  — 1 9 6 3  pp.
(м л н .ф у н тів )
Період 1 Заощаджен­
ня
Доходи Період 2 Заощаджен­
ня
Доходи
1946 0.36 8.8 1955 0.59 15.5
1947 0.21 9.4 1956 0.90 16.7
1948 0.08 10.0 1957 0.95 17.7
1949 0.20 10.6 1958 0.82 18.6
1950 0.10 11.0 1959 1.004 19.7
1951 0.12 11.9 1960 1.53 21.1
1952 0.41 12.7 1961 1.94 22.8
1953 0.50 13.5 1962 1.75 23.9
1954 0.43 14.3 1963 1.99 25.2
Інформація в таблиці поділена на два періоди, 1946 — 1954 рр. (одразу 
після Другої світової війни, період реконструкції) і 1955 — 1963 рр. (період 
після реконструкції). П рипустимо, що ми хочемо дослідити, чи зм інився взає-
м о зв язо к  агрегованих доходів та заощаджень між двома періодами.
Період реконструкції: у і -  а 0 + а 1х і + єи ; і = 1 ,2 , . . . ,^ .  (5 .5 .21)
Після періоду реконструкції: у і = у0 + + є2і; /  = 1 ,2 ,. . . ,А 2, (5 .5 .22)
де у — заощадження (мільйони фунтів); 
х  — доходи (мільйони фунтів);
Єи , є2і — відхилення в двох регресіях.
Звичайно потрібно, щоб кількість спостережень ЛГ1 та і\?2 в обох групах 
(періодах) була однакова.
Між регресіями (5.5.21) і (5.5.22) можливі такі чотири варіанти співвід­
ношень.
1. а 0 = у  о і &і = у і , тобто дві регресії ідентичні.
2. а 0 ї  у0 , але а г = у і , тобто дві регресії відрізняю ться лише за розміщен­
ням (перетинами). 1
1 Gyjarati D.N. Basic Econometrics. — 2nd ed. — New York: McGraw-Hill Book Company, 
1978.
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3. а0 = у0 , але а х Ф у 1 , дві регресії мають однакові перетини, але різні 
нахили .
4. а 0 Ф у0 і Ф ух , обидві регресії абсолю тно різні.
Використовую чи дані табл. 5.10, можна записати дві окремі регресії(5.5.21) 
і (5 .5 .22 ), а потім  застосувати відповідні статистичні засоби для перевірки 
всіх попередніх варіантів. Одним з таких засобів є Chow-тест, інш им — бишшу- 
зм інні. М и обговорим о це в наступних двох частинах.
5 .5 .5 .1 .  C how -тест д л я  пор івн ян н я  регресійних м оделей
Одним з в ідом их м етодів тестування відм інностей  м іж  двом а (і більш е) 
регресіям и  є C how -тест. Ц ей тест базується н а  таких  п ри п ущ ен н ях .
1. В ипадкові величини  в обох регресійних  м оделях — норм ально роз­
поділені ви п адков і величини  з м атем атичним  сподіванням  нуль та постій­
ною дисперсією :
єи = ЛГ(0,сг2),
є2і = N(0 ,  а 2).
2. В ипадкові величини  Єи ,Є2і незалеж но розпод ілен і.
В раховую чи ці п р и п у щ ен н я , ви к о р и стаєм о  інф орм ац ію  табл. 5.10 про
доходи та заощ адж ен н я для застосування Chow -тесту.
Крок 1. О б ’єд н аєм о  всі сп остереж ен н я  та Ы2 в обох періодах і розг­
лянем о одну ’’зб ір н у ” регресію  (примітка: в даном у випадку =  И 2 =  9).
З даної регресії о три м аєм о  суму квадратів залиш ків (SSE) з d f  ^
— N 2—k, д е к  означає к ільк ість  оц інених  парам етрів. Для наш ого прикладу 
k  =  2.
Крок 2. Р озглян ем о  окрем о дві регресії (5 .5 .21 ) і (5 .5 .2 2 ). О тримаєм о 
їх SSE, с к аж ім о , S 2 і S 3, з d f  =  N x-  k  і d f  =  N 2-  k , в ідповідно; k  y даному 
випадку д ор івн ю є 2. Д одам о дві S S ,  S 4 =  S 2 +  S 3 з d f  =  N 1 + N 2~ 2k.
К рок  3. О т р и м а є м о  S 5 =  S x -  S 4.
Крок 4 . Застосуєм о  JP-тест:
де =  (й; -Ь Л^ — 2к). Я к щ о  обчислене Р  перевищ ує кри ти чн е  Р, відхи­
л яєм о  гіпотезу  про те, щ о дві регресії однакові.
Застосуєм о  ці к р о к и  до наш ого  прикладу доходів та заощ адж ень.
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К р о к  1
у = -1 .0821+ 0 .1178^  
(0.1451)(0.0088)
(5.5.25)
і = (-7.4576X13.3864) # 2 = 0.9185 ^  = 0.5722 df  = 16.
К р о к  2
-0 .26 6 + 0 .0 4 70*4 (5.5.26)
(0.3053) (0.0266)
ґ = (-0.8719X1.7669) Д2= 0.3092 « 2= 0.1396 г і /= 7.
П еріод п ісля рекон струкц ії:
у(= -1 .7 5 0 2 + 0 .1504х4 (5.5.27)
(0.3576) (0.0175)
і = (-4.88943X8.5943) Я2= 0.9131 5 3= 0.1931 df  = 7
= 5 2+ в 3= 0.3327.
К р о к  З  
К р о к  4
5 5= 5 4= 0.2395.
*  = А 2.895./ .2 . = 5.04.
0 .3 3 2 7 /1 4
Тоді 14з рівнем значимості 5% дорівню є 3.74. Тому обчислене Б = 5.04 
статистично значиме. М ож на зробити ви сн овок , щ о дві регресії р ізн і. Chow- 
тест є спеціальним  застосуванням  методу обм еж ених  н ай м ен ш и х  квад­
ратів: коли  ми оц ін ю єм о  (5 .5 .23) зам ість (5 .5 .21) і (5 .5 .2 2 ), ми накладаємо 
обм еж ення а0 =  у0 =  а  і аг =  у1 =  /?.
Я к щ о  не виконана ум ова гом оскед асти ч н ост і, то Chow -тест не м ож на 
застосовувати. Тому необхідно спочатку перевірити ум ову гом оскедастич­
ності (сг2 = ст| = (Т2), застосовую чи один (і більш е) м етодів, обговорю ваних 
раніш е в розділі 5. Т акож  має бути достатньо ступенів в ільності, щ об роз­
глядати регресії окрем о . У винятковом у випадку, я к щ о  в прикладі доходів 
та заощ аджень є тільки два спостереж ення для останнього періоду, буде 
нуль ступенів вільності {И  — 2) =  (2 — 2) =  0. В таких ситуаціях і^-тест у 
(5.5.24) потрібно модифікувати (як  це зробити ми покаж ем о у вправі 5.5.5).
П риклад, яки й  ми обговорю вали , мав дві групи, але Chow -тест м ож на 
легко узагальнити і для більш е, н іж  двох груп.
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5 . 5 . 6 .  П орівн ян н я д в о х  регресій: підхід з використанням  
d u m m y -з м ін н о ї
П роцедуру Chow-теету м ож на ско р о ти ти , використовую чи  dummy-змін- 
ні. Х оча ви сн о в ки , як і м и отрим уєм о з Chow-тесту та тесту dum m y-змінних 
од н акові, застосування dum m y-зм інних  дає д еяк і переваги.
Д авайте о б ’єд н аєм о  всі та Л^ 2 сп остереж ен н я і оц ін и м о  таку регре­
сію:
Уі =  “ і + а 2Д  +  +  Аг(Д*і) + £«> (5 .5 .28 )
де ї/. та х. — в ідповідно заощ адж ення і доход, 2). =  1 для спостереж ень у 
перш ом у періоді та періоді р ек о н стр у к ц ії і 2). =  0 для спостереж ень у 
періоді п ісля р е к о н стр у к ц ії.
П рипускаю чи, що = 0 , отримаємо:
Е (у і /  Д  = 0 ,* ;)  = а г + /?!*;; (5 .5 .29 )
Е ( У і / Д = =  («і + «2) + (Рі + Р2)х і . (5 .5 .30 )
я к і є в ідповідно ф у н кц іям и  середніх заощ адж ень для другого (після ре­
к о н с тр у к ц ії)  та перш ого  (р ек о н стр у к ц ії)  періодів і є таким и  ж  я к  (5 .5 .22) 
і ( 5 .5 .21  )з у0 = а х , у г = , а 0 = (а г + а 2) і а г = (/Зх + /32) . Том у оціню вання
(5 .5 .28 ) є таким  сам им , я к  і оц ін ю ван н я  окрем и х  ф ункц ій  заощ адж ень 
(5 .5 .21 ) та (5 .5 .2 2 ).
У (5 .5 .28 ) а2 є ди ф ерен ц ій н и м  п ерети н ом , а /?2 є диф еренц ійним  нахи­
л ом , я к и й  п о к а зу є , н аск іл ьки  нахил ф ун кц ії збереж ень перш ого  періоду 
в ід р ізн яється  від нахилу ф ун кц ії збереж ень другого періоду. Я к щ о  пере­
м н ож и ти  2) і х ,  то нем ож ливо  зрозум іти  відм інн ість м іж  нахилам и двох 
періодів.
П овертаю чи сь  до ін ф орм ац ії про доходи та заощ адж ення з табл. 5.10, 
ем п іричну  частину  (5 .5 .29 ) м ож ем о  записати  таким  ч ином :
у г =  -1 .7 5 0 2  +  1 .4 8 3 9 2 ).+  0 .1 5 0 4 * .-  0 .10342).*. (5 .5 .31 )
(0 .3 3 1 9 ) (0 .4 7 0 4 ) (0 .0 1 6 3 ) (0 .0 3 3 2 ) *
і  =  ( -5 .2 7 3 3 )  (3 .1 5 4 5 ) (9 .2270 ) ( -3 .1 1 4 4 )  Д 2 =  0 .9 4 4 2 5 .
Я к показує регресія , диф еренц ійн і коеф іц ієн ти  перетину та нахилу ста­
ти сти чн о  значим і, вони  ч ітко  показую ть, щ о регресії для двох періодів 
р ізн і. Т оді, розглядаю чи  (5 .5 .29 ) та (5 .5 .3 0 ), м ож ем о отрим ати  дві регресії 
(прим ітка: 2)=1 для перш ого  періоду).
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П еріод р еко н стр у кц ії:
у ,=  ( -1 .7 7 5 0 2  +  1 .4839 ) +  (0 .1 5 0 4  -  0 .1 0 3 4 ) * ,=  
=  - 0 .2 6 6 3  +  0 .0 0 4 7 0 * ,. (5 .5 .3 2 ).
П ісля періоду р еко н стр у кц ії:
& =  -1 .7 5 0 2  +  0 .1 5 0 4 * ,. (5 .5 .3 3 )
Ц і регресії такі ж  сам і, я к  і регресії, отрим ан і за д о п о м о го ю  Chow- 
процедури, відповідно (5 .5 .26 ) і (5 .5 .2 7 ).
Тепер м ож ем о продем онструвати переваги техніки  dum m y-зм інних (оці­
ню вання (5 .5 .28 )) над C how -тестом  (оц ін ю ван н я  трьох регресій : (5 .5 .2 1 ), 
(5 .5 .22) і ’’з іб р а н о ї” регресії о к р ем о ).
1. Н ам потр ібно  розглядати тільки  одну регресію , том у щ о окрем і ре­
гресії м ож на легко вивести з неї, я к  показано в р івн ян н ях  (5 .5 .29) і (5 .5 .30 ).
2. Для м н ож и н и  гіпотез м ож н а застосувати одну регресію . О днак, як щ о  
диф еренційний коеф іц ієн т перетину а2 статистично незначим ий , то м ож ем о 
припустити гіпотезу, щ о дві регресії м аю ть однаковий  перетин . В ідповідно, 
якщ о  диф еренційний нахил /?2 статистично незначим ий , але а2 — значим ий, 
щ онайм енш е ми м ож ем о не відхилити гіпотезу про те, щ о дві регресії ма­
ють однаковий нахил, тобто лінії двох регресій паралельні. П еревірку стабіль­
ності регресії (а2 = Р2 = 0) м ож на здійснити звичайним  і^-тестом. Я к щ о  
гіпотеза прийнята, л ін ія  регресії зб ігається .
3. Chow -тест ч ітко  не п о казу є , я к и й  к о еф іц ієн т  — перетину  чи нахилу 
— відм інний або (як  у даном у прикладі) обидва відм інні в двох періодах. 
Тобто м ож н а отрим ати  значим ий  C how -тест, о ск іл ьки  в ідм інний  лиш е на­
хил або лиш е перетин , або обидва. Ін ш и м и  словам и , C how -тест не м ож е 
дати відповідь на зап и тан н я, я к и й  з чоти рьох  варіантів є в даном у випад­
ку. В цьом у в іднош енні підхід dum m y-зм інних  м ає ч ітку  перевагу, тут він 
вказує не лиш е на відм інн ість регресій , а й на п ри ч и н и  ц іє ї в ідм інності — 
чи вона стосується  перетину або нахилу, чи відразу об ох , щ о дуже важли­
во на п ракти ц і.
4. О скільки  ’с к л ад ан н я” зб ільш ує ступені в ільн ості, м ож н а довести 
відносну точн ість  оц інених  парам етрів.
5 .5 .7 .  О со б л и в и й  в и п а д о к  о д н о ч а с н о г о  вп л и в у  д в о х  dum m y-
зм ін н и х
Р озглянем о, щ о відбувається при одн очасн ом у  впливі к іл ькох  dum m y- 
зм інних на дослідж уваний п о к а зн и к . Для сп рощ ен н я  п ро ілю струєм о  наш і 
припущ ення прикладом . Д ля цього  розглянем о  модель:
У і = « 0  + а іВ и  + а2В и  + РХІ + Єґ (5.5.38)
де у .  — щ о р іч н і  витрати на одяг;
X . —  д о х о д ;
1 ^ =  1) я к щ о  це ж інк а;
=  0 ,  я к щ о  це ч о л о в ік ;
-02=  1 з ви щ ою  осв ітою ;
=  0  у вс іх  ін ш и х  випадках .
У дан ій  м о д ел і  п р и п у с т и м о ,  що с і и т т у - з м і н н а И 1 не залежить від рівня  
о с в іт и ,  ан ал огіч н о , статева н а л еж н ість  о с о б и  не впливає на с і и т т у - з м і н н у  
І ) 2. С к а ж ім о , я к щ о  сер едн і витрати у ж ін о к  на одяг більш і, н іж  у чоловіків ,  
то це н е за л е ж н о  від т о г о ,  м аю ть в он и  в и щ у осв іт у  чи ні. В ід п о в ід н о ,  я к щ о  
о с о б и  з в и щ о ю  о с в іт о ю  витрачаю ть на одяг б іл ьш е, н іж  ті, хто її  не м ає, то  
від статі це не залеж ить.
У багатьох з а с т о с у в а н н я х  таке п р и п у щ е н н я  н е д ій с н е .  О свічена зкінка. 
п ор ів н я н о  з н е о с в іч е н о ю ,  м о ж е  до зв о л и т и  с о б і  купувати більше одягу. Тобто  
м іж  дв о м а  Я К І С Н И М И  З М І Н Н И М И  І?1 І І ) 2 м о ж е  бути з в ’я з о к ,  і т о м у  вони  
здатні впливати на с е р е д н є  зн а ч ен н я  у  не тільки як додат к и  ( 5 .6 5 ) ,  а й як  
м н о ж н и к и ,  щ о п р и в о д и т ь  д о  так ої м оделі:
У і = «0 + + аР и  + «з^і.А/) + Рх і + ЄГ
З ( 5 .5 .3 9 )  о т р и м у є м о :
(5 .5 .39)
Щ у } / & !  =  1, £>2 =  1, X . )  =  ( а 0 +  а г +  а 2 +  а 3) +  /Зх.. (5 .5 .40 )
М одел ь  ( 5 .5 .4 0 )  о п и с у є  сер ед н і  витрати на одяг ж ін о к  з в и щ о ю  о с в іт о ю .  
У дан ій  м одел і:
0^ — д и ф е р е н ц ій н и й  еф ект витрат на п р и д б а н н я  одя гу  ж ін к о ю ;
0С2 _  д и ф е р е н ц ій н и й  еф ект витрат на п р и д б а н н я  одягу  л ю д и н о ю  з ви­
щ ою  освітою ;
(Х3 — д и ф е р е н ц ій н и й  еф ект витрат на п р и д б а н н я  одя гу  ж ін к о ю  з ви­
щ о ю  о с в іт о ю ,  я к и й  п о к а з у є ,  щ о сер ед н і  витрати ж ін о к  з в и щ о ю  о с в іт о ю  на  
одяг в ід р із н я ю т ь с я  на в ел и ч и н у  0С3 від с е р е д н іх  витрат п р о с т о  ж ін о к  або  
о с в іч е н и х  ч о л о в ік ів .  Я к щ о  всі зн ач ен н я  ССг , 0С2 І 0С3 п о з и т и в н і ,  сер ед н і  ви­
трати на одяг  ж ін о к  п е р е в и щ у ю т ь  ба зо в у  к а т его р ію  (в д а н о м у  разі це чо­
л ов ік и  без в и щ о ї  о с в іт и ) ,  але це п е р е в и щ е н н я  набагато більш е в о с в іч е н и х  
ж ін о к .  А н а л о г іч н о ,  с е р е д н і  витрати о с іб  з в и щ о ю  о с в іт о ю  п ер ев и щ у ю т ь  
б азов у  к а т е г о р ію , але це п е р е в и щ е н н я  набагато більш е в о с в іч е н и х  ж ін о к .  
Це приклад т о г о ,  наскільки в з а є м о з в ’я з о к  б и ш ш у -зм ін н и х  м о д и ф ік у є  ефект  
д в о х  в л а с т и в о с т е й ,  щ о разглядались о к р е м о .
З а д о п о м о г о ю  £-тесту м о ж н а  п ер ев ір и ти  ст а т и ст и ч н у  зн ач и м ість  коефі­
ц ієнта  в за єм о д ії  б и ш ш у -зм ін н и х .  Я к щ о  він статистич н о зн ач и м и й , то спіль­
на дія д в о х  в л а ст и в о ст ей  п о с л а б и т ь с я  або п ід си л и т ь ся .
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5 . 5 .8 .  Використання ^ ш ш у -зм ін н и х  у сезонному ан алізі
Е кон ом ічн і процеси  дуже часто  п ідп оряд кован і сезон н и м  кол и ван н ям . 
П рикладом  м ож уть бути р іздвяний  розпродаж  товар ів , п оп и т на грош і 
дом огосподарств під час свят, п опит на м орози во  і н апо ї влітку, сільсько­
господарське ви роб н и ц тво . К рім  того , багато перв існ о ї ін ф орм ац ії (індек­
си сп ож и вч и х , оптових ц ін , цін  ви роб н и ка) п ідп оряд кован і також  впливу 
сезонності.
В екон ом іч н ом у  аналізі ін кол и  ви н и кає  проблем а вилучення сезонних  
коливань з м етою  виявленн я тенденц ій . Р озглян ем о  один з м етодів вилу­
чення сезонних  коливань. Д ля прикладу розглян ем о  квартальну динамі­
ку прибутків  д еяки х  приватних  ф ірм  У країн и . Н еобхідн і ум овн і дані 
м істяться  в наведеній ниж че табл. 5.11. У ній тако ж  м істи ться  інформа­
ц ія щ одо способу  п ідготовки  м атриц і для о б ’єд н ан н я  биш ш у-зм інних .
Візуальний аналіз свідчить про наявн ість  сезон н ост і — обсяги  прибут­
ку і продаж у найбільш і в другому кварталі щ ороку . В икористовую чи  дані, 
побудуєм о модель:
Уг = «0 +<Х1В П +«2 І)2і+азІ)Зі+РХі+Є(’ ( 5 .5 .4 1 )
де І>1 =  1 для другого кварталу, Е>1 =  0 — в усіх ін ш и х  випадках;
Т)2 =  1 для третього кварталу, .0 2 =  0 — в усіх ін ш и х  випадках;
П 3 =1 для четвертого кварталу, Л 3 =  0 — в усіх ін ш и х  випадках.
П рипустим о, щ о зм інна "с е зо н ” м ає чотири  класи (чотири  квартали). 
Отже, необхідно використовувати  три биш ш у-зм інні. За наявності сезонно­
го впливу він буде відображ ений оц інкам и  диф еренц ійованого  перетину а і9 
а2 та а3, якщ о  вони будуть статистично значим і. М ож ливий випадок стати­
стичної значим ості лиш е декількох  диф еренц ійованих перетинів.
В икористовую чи  дані з таблиці, отрим аєм о  такі результати (млн. гр н .):
у г  6 6 8 8 .3 7 8 9  + 1322.8938Е>И-  217.8037£>2г +  183.8597£>3, +  0 .038х ,. 
оа1 (1711 .377 ) (638 .47 ) (632 .25 ) (65 4 .2 9 ) (0 .0115 )
* в (3 .9082) (2 .0720 ) (-0 .3 4 4 5 )  (0 .2 8 1 0 ) (3 .3313 )
і?2 =  0 .5 2 5 5 . (5 .5 .4 2 )
Результати свідчать, щ о лиш е ко еф іц ієн т  продаж  і д и ф ерен ц ій н и й  пе­
ретин другого кварталу статистично  значим і з рівнем  п о м и лк и  5%. Звідси 
випливає, щ о сезонний  ф актор присутн ій  у другом у кварталі щ ороку . Ко­
еф іц ієнт продаж у 0.0383 п о казу є , щ о п ісля врахування впливу сезонних  
коливань зб ільш ення продаж  на 1 м лн .грн . приведе до п ідви щ ен н я при­
бутків на  0.04 м лн .грн . Середній рівень прибутків  у базовом у перш ом у 
кварталі становив 6688 м лн. грн ., а в другом у п ідви щ и вся  на 1323 млн. 
грн ., тобто дорівню вав 8011 м лн .грн .
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Т аблиця  5 .11
Динаміка прибутків приватних фірм України *
Р ік ,
квартал
Прибуток,
млн.грн.
Продаж,
млн.грн.
А А А
1992 - І 10.53 114.9 0 0 0
- II 12.09 124.0 1 0 0
- III 10.84 121.46 0 1 0
- IV 12.20 131.92 0 0 1
1993 - І 12.25 129.91 0 0 0
- II 14.00 140.98 1 0 0
- III 12.21 137.83 0 1 0
- IV 12.82 145.47 0 0 1
1994 - І 11.34 136.99 0 0 0
- II 12.61 145.13 1 0 0
- III 11.01 141.54 0 1 0
- IV 12.73 151.78 0 0 1
1995 - І 12.54 148.86 0 0 0
- II 14.85 158.91 1 0 0
- III 13.20 155.72 0 1 0
- IV 14.95 168.41 0 0 1
1996 - І 14.15 162.78 0 0 0
- II 15.95 176.06 1 0 0
- III 14.02 172.42 0 1 0
- IV 14.31 183.32 0 0 1
* Дані умовні
О скільки тільки оц інки  другого кварталу статистично значимі, то м ож на 
модифікувати (5 .5 .41 ), використовую чи лиш е одну dum m y-змінну, для того, 
щ об його виділити:
у, = 6515.6 + 1331.41)! 4- 0.0393Х* (5.5.43)
(1623.1) (493.02) (0.0106) 
і = (4.0143) (2.7004) (3.7173)
В2 =0.5155,
де И 1 =  1 для спостереж ень у другом у кварталі. У всіх інш их випадках
в , - о .
Зрозум іло, щ о (5 .5 .43) — обм еж ена версія (5 .5 .41 ); обм еж ення для пер­
ш ого, третього і четвертого кварталів однакові. Судячи з результатів (5 .5 .41), 
м ож на сп од івати ся , щ о ці обм еж ення д ійсн і. Тому ви сн овок  залиш ається 
таким  сам им : сезонн і коли ван н я маю ть найбільш ий вплив тільки у дру­
гому кварталі.
У ф о р м у в а н н і м одел і (5 .5 .4 1 )  п р и п у с к а л о с я , щ о л и ш е перети н  
в ід р ізн яється  м іж  кварталам и, нахил зм ін н о ї продаж  залиш ається таким  
сам им . О днак, це прип ущ ен н я м ож на перевірити .
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5 .5 .9 .  О сн о в н і в и сн о в к и  щ о д о  м о д е л е й  з  ^ ш ш у -з м ін н и м и
Завдання цього розділу полягало в тому, щ об показати , я к  як існ і dummy- 
зм інн і, щ о набуваю ть значення 1 і 0, м ож уть бути представлені в м оделях 
л ін ійних регресій . D um m y-зм інні класиф ікую ть таку ін ф орм ац ію , як а  под­
іляє м одель на к ілька  підгруп (катего р ій ), щ о базую ться на я к існ и х  влас­
ти востях  (стать, с ім ейний  стан , освіта , релігія т о щ о ), і окрем о  працю ю ть з 
к о ж н о ю  підгрупою . Я к щ о  в р ізн и х  п ідгрупах є в ід м ін н ості у варіаціях 
к іл ьк існ и х  зм інних , вони  м ож уть п озн ачи ти сь  на ко еф іц ієн тах  перетинів 
і нахилів у регресіях  р ізних  підгруп.
Треба бути уваж ним , застосовую чи  техн іку  dum m y-зм інних . П о-перш е, 
я к щ о  модель регресії м істить кон стан ту , то к іл ьк ість  dum m y-зм інних  має 
бути на  одиницю  м енш ою  за к іл ьк ість  категор ій  к о ж н о ї я к іс н о ї зм інно ї. 
П о-друге, к о еф іц ієн ти  dum m y-зм інних  завжди м аю ть інтерпретуватись за 
віднош енням  до базової групи, як а  набуває значення нуль. Н ареш ті, як щ о  
модель м ає к ілька  я к існ и х  зм інних  з к іл ьком а  катего р іям и , введення 
dum m y-зм інних м ож е призвести  до вели ко ї к іл ьк о ст і ступенів  в ільності. 
Тому завжди потр ібно  зваж увати к іл ьк ість  dum m y-зм інних  для введення 
у модель із загальною  к ільк істю  сп остереж ен ь .
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ПІДСУМУЄМО ВИВЧЕНЕ
П ісл я  вивчення цього розділу ви зможете
1. Виявити порушення основних припущень лінійної регресійної моделі, а 
також розуміти проблеми, які виникаю ть, коли ці припущення порушуються.
2. М одифікувати первісну регресійну модель для того, щоб позбавитись 
поруш ення основних припущ ень.
3. Вміти оцінити невідомі параметри модифікованих регресійних моде­
лей.
4. В икористовувати залежні зм інні з урахуванням лагу в регресійній 
моделі.
5. Використовувати бишшу-змінні для врахування впливу якісних неза­
лежних змінних.
6. Визначати залежність, за яко ї дві з незалежних змінних взаємодіють 
між собою.
Короткий огляд розділу
1. До цього ми вивчили, що прості та багатофакторні лінійні регресійні 
моделі базуються на деяких припущ еннях. Коли ці припущ ення порушують­
ся, можуть виникати проблеми, пов’язан і зі статистичними висновками та 
оціню ванням невідомих параметрів регресійної моделі.
2. Раніше ми ознайомили вас із концепцією  мультиколінеарності. Муль- 
тиколінеарність наявна, коли незалежні змінні (фактори) тісно пов’язані між 
собою . В такому разі неможливо розподілити їхній вплив на залежну змінну.
Інш ими словами, мультиколінеарність — ситуація, коли дві чи більше 
незалежних змінних сильно корелю ю ть між собою .
а) якщ о незалежні змінні ідеально корелю ю ть, метод найменших квад­
ратів не може використовуватися для оціню вання параметрів регресії (випа­
док досконалої мультиколінеарності);
б) якщ о незалежні змінні сильно, але не ідеально корелю ю ть, збільшиться 
середнє квадратичне відхилення параметрів регресії і відповідно до цього 
значення /-статистики буде дуже малим;
в) виявлення мультиколінеарності може бути досить важким. Хоча є два 
простих методи виявлення мультиколінеарністі.
П о-перш е, ми можемо розрахувати коеф іцієнт кореляції між кожною  
парою незалежних змінних. Я кщ о якась із пар має коеф іцієнт кореляції 
більш ий, ніж 0.8, то мультиколінеарність можлива.
По-друге, ми можемо розглянути значення /-статистики для коефіцієнтів 
регресії та значення /-критерію  регресійної моделі. Якщ о /-значення є не­
значимими в той час як  /-значення є значимими, мультиколінеарність також
можлива.
3. Другою проблемою може стати гетероскедастичність. Гетероскедастич- 
ність має місце, коли дисперсія випадкової величини не є константою . На­
приклад, якщ о б ми будували регресію , яка поясню є індивідуальне споживан­
ня в його залежності від доходу споживача, було б нормальним припустити, 
що випадкові величини не будуть мати постійної дисперсії, тому що заможніші 
люди мають більшу дисперсію  в їхньому спож иванні.
За наявності гетероскедастичності оцінки параметрів можуть бути без 
відхилень, залишаючись у той же час неефективними. Гетероскедастичність є 
загальною проблемою в галузевих моделях регресії.
Одним із методів визначення гетероскедастичності є побудова графіка 
залежності пом илок від незалежних змінних. Я кщ о не зберігається постійне 
відношення, наприклад, дисперсія, або розкид значень, помилок стає більшим 
в міру того, як  зростає незалежна змінна, гетероскедастичність може мати 
місце.
Другий метод виявлення гетероскедастичності: необхідно побудувати ре­
гресію, використовую чи квадрати пом илок як залежну змінну від незалеж­
них змінних. Гетероскедастичність наявна, якщ о хоч одне із значень [-статис­
тики для оцінених параметрів такої моделі значиме.
Коли наявна гетероскедастичність, оцінити невідомі параметри можна за 
допомогою методу зважених найменш их квадратів.
4. А втокореляція має м ісце, коли значення випадкової величини корелю­
ють із своїми попередніми значеннями. При наявності автокореляції оцінки 
параметрів будуть без відхилень, але неефективними.
А втокореляція може бути виявлена за допомогою  використання тесту 
Дарбіна — Уотсона ( Б ¥ ) .  Проблема, пов’язана з використанням  цього тесту, 
полягає в тому, що результат може бути невизначеним. Для тестування за 
критерієм Дарбіна — Уотсона використовуєм о значення верхньої (Іи та ниж­
ньої (іе ОЛУ-величини і дотрим уємося таких вказівок:
а) однозначне тестування гіпотези. Н 0 — автокореляції немає, Н х — наяв­
на позитивна автокореляція. Ми відкидаємо Н 0, якщ о <2 < <1Ь, і приймаємоЖ ?, 
якщ о (1 > <іи. Тест буде безрезультатним, якщ о СІЬ<= <І< = (Іи\
б) однозначне тестування гіпотези. Н 0 — автокореляції немає, Н х —наяв­
на негативна автокореляція. Ми відкидаємо Н  , якщ о  <2 > 4 — (Іт, і приймаємоо’
Н 0, якщ о <2 < 4 — Тест буде безрезультатним, якщ о 4 — сІь < =  сі <=  4 — <2^ ;
в) двозначне тестування гіпотези. Н 0— автокореляції немає, Н 1 — наявна 
негативна або позитивна автокореляція. Ми відкидаємо Н 0, якщ о (і < (іь або 
(І > 4 -  <іь, і приймаємо ІТ0, якщ о й ц < сі < 4 — сІи. Тест буде безрезультатним, 
якщо (1Ь <= сі <=  <іи або 4 -  сіь <=  сі <=  4 -
Коли до регресійної моделі включена залежна змінна з лагом (тобто у 
випадку динамічної моделі), тест Дарбіна — У отсона не буде дійсним . У цьо­
му разі необхідно користуватися інш им тестом, відомим під назвою Л-тест 
Дарбіна.
5. Помилки специфікації трапляю ться, коли регресійна модель непра­
вильно специфікована. Це може статися, коли не включена доречна змінна, 
або включена недоречна.
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6. Д еколи м іж  х та у  є нелінійний зв ’язо к . У цьому разі нелінійна модель 
мож е бути кращ им  вибором  при побудові регресії. Н айпростіш им  видом 
нелінійної моделі є квадратична модель, яка  вклю чає значення незалежної 
зм інної, зведеної до квадрата, як  незалежну змінну для того, щоб відобразити 
нелінійне співвіднош ення.
7. Коли ми будуємо регресію на часовому проміжку, можемо вважати, що 
теперішні значення у залежать від попередніх значень, таких як  у г_х або у іГ  У 
цьому разі м ож на використати лагову залежну змінну як  незалежну змінну 
для відображення цього ефекту.
8. У цьому розділі також  розглядалась проблема поводження із змінними, 
як і є як існим и за природою . Наприклад, якщ о економіст вважає, щ о одним із 
факторів, як і впливають на заробітну плату індивіда, є його стать, він може 
вклю чити в модель бінарну змінну, яка називається атрибутивною змінною 
(биш ш у-змінною ), і таким чином відобразити вплив даного фактора.
9. Коли припускається, щ о дві незалежні зм інні визначають значення 
залежної зм інної, наприклад при оціню ванні впливу опадів та добрив на уро­
ж айність, для відображення цього ефекту може застосовуватися змінна взає­
модії. Вона м ож е бути представлена у вигляді добутку двох незалежних 
зм інних та введена в регресію  як  додаткова незалежна змінна.
О с н о в н і  ф о р м у л и
С т а т и с т и к а  Д а р б ін а  — У от сона:
ОТУ =
h - с т а т и с т и к а  Д а р б ін а :
К в а д р а т и ч н а  р е г р е с ій н а  м о д е л ь :
у  = Ь0 + Ьхх г + Ь2х  І + е.
М о д е л ь , щ о  в к л ю ч а є  л а г  з а л е ж н о ї  з м ін н о ї:
У і “  0^ 1^ 2^*^ 2* * •"^ 'ЬрХрі + Хуг_х + 6^»
М о д е л ь  із d u m m y -з м ін н о ю :
В п р а в а  5 .1 . С т а т и с т и к а  Д а р б ін а  — У от сона
П рипустимо, є вибірки з 25 спостережень для двох незалежних змінних та 
залежної зм інної. За цими даними ви побудували двофакторну модель і 
хочете перевірити її на автокореляцію . Щ о можна сказати про автокореля- 
цію для кож ної з таких статистик Дарбіна — Уотсона:
а) d=  1.20;
б) d = 2.00;
в) d= 3 .25 ;
г) d=  1.55;
д) й=2.55.
Розв'язок. Для того, щоб визначити, чи є автокореляція, ми повинні про­
аналізувати таблицю значень Дарбіна — У отсона. Згадайте, що статистика 
Дарбіна — Уотсона містить верхнє та ниж нє значення і пром іж ок , де резуль­
тат тесту є невизначеним. Для 25 спостережень, 2 факторів та 5% -ного рівня 
значимості за таблицею <і1 = 1 .21, сІи = 1 .54.
Відповідь:
а) негативна автокореляція, тому що сі < 1.21;
б) автокореляції немає, тому що 1.21 < сі < 4 — 1.54;
J  ^  А Л О  1
Т а б л и ц я  5.12
У Хі *2 *3
У 1.00 0.55 0.66 0.89
*1 1.00 0.82 0.75
*2 1.00 0.65
*3 1.00
Перевірте мож ливість наявності мультиколінеарності. Я кщ о вона є, то 
м іж  яки м и  зм інним и?
Розв'язок. У таблиці наявна кореляція між  кож ною  парою змінних. Муль- 
тиколінеарність може бути, тому щ о кореляція м іж  х 1 та х 2 дорівню є 0.82.
В п р а в а  5 .3 .  А т р и б у т и в н а  з м ін н а  ( d u m m y - з м ін н а )
П рипустимо, вас найняв адвокат, який  хоче показати, що компанія дискри­
мінує ж ін ок  за розм іром  заробітної плати. Ви складаєте таку регресію:
у. = 19000 + 2000л; + 1000л;9 + 4000£>
(821) (332) (3 ,400),
де у. — заробітна плата особи; 
х и — кількість років досвіду; 
х 2і — кількість років освіти;
£>. — атрибутивна змінна =1 для ж ін ок , =2 для чоловіків.
Стандартні пом илки  параметрів наводяться в дужках.
1. П роінтерпретуйте значення параметрів при зм інних досвіду та освіти.
2. П роінтерпрктуйте параметр для статі. Ч и  є дискримінація?
Р озв Язок
1. К оеф іц ієнти  для досвіду та освіти є додатними та значимими (їхні 
означення більше 2), вони показую ть, щ о працівники з більшою освітою та/ 
або досвідом отримую ть більшу заробітну плату.
2. Д ослідж ую чи дискрим інацію , розглянемо значимість параметра для 
атрибутивної зм інної, яка  відображає стать. П озитивний та значимий ко­
ефіцієнт означатиме, щ о ж інки  заробляю ть більше, ніж  чоловіки з таким же 
досвідом та освітою . Н егативний та значимий коеф іц ієнт означатиме, щ о 
ж інки  заробляю ть м енш е, н іж  чоловіки  з таким же досвідом та освітою . 
О скільки коеф іц ієнт для статі незначим ий, не м ож на зробити висновок, щ о 
дискрим інація наявна.
В п р а в а  5 .4 . Р о зр а х у н о к  с т а т и с т и к и  Д а р б ін а  — У о т с о н а
Значення пом илок регресійної моделі дано в табл. 5.13.
Розрахуйте значення статистики Дарбіна — У отсона. Ч и  має тут місце 
?автокореляц ія  ?
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Р о зв’язок. За таблицею знаходимо для п  = 16 та а  = 0 .05, сІе = 1.10 та 
(і и = 1.37. Тобто наявна негативна автокореляція, тому щ о (і > 4 -  сІе.
В п р а в а  5 .5 . З м ін н і  в з а є м о д і ї
Біолог досліджує вплив температури та вологості на ріст клітин. Отрима­
ну інформацію  про 6 посівів наведено у табл. 5.14.
Т аб лиця  5 .14
Посів Температура, °С
*і
Вологість, % 
*2
Ріст клітин 
У
і 4 8 10.000
2 8 12 11.122
3 12 19 14.025
4 16 зо 19.022
5 20 50 26.872
6 24 75 42.308
Змоделюйте віднош ення м іж  кількістю  клітин, температурою та вологі­
стю. Використайте змінну взаємодії для оц інки  спільного впливу температу­
ри та вологості на ріст клітин. П роінтерпретуйте ваш і результати.
Р о зв’язок. Для оц інки  загального впливу температури та вологості на ріст 
клітин м и створю ємо третю незалежну змінну за допом огою  добутку значень 
температури та вологості. Коефіцієнт ц ієї величини буде відображати спільний 
ефект. Регресія, яку м и хочемо побудувати, має такий вигляд:
У і=Ь0+ ЬіХ и+ Ь2х 2і+ Ь3(х и х х 2) .
Створивши змінну взаємодії, ми оц іню єм о невідомі параметри побудова­
ної моделі та отримуємо такі результати:
у. = 10916.78 + 4 4 7 .4 8 ^ . -  502 .65*2.+  32 .39 (*3.)
1 (268.86) (321.04) (9 .53)
Я 2 = 0 .999 .
Значення середньоквадратичних пом илок параметрів (стандартних поми­
лок) наведені в дужках.
В п р а в а  5 .6 .  Г е т е р о с к е д а с т и ч н іс т ь
Нехай нас цікавить зв ’я зо к  м іж  дивідендом (у) та прибутком  (х ) на одну 
акцію різних ком паній . М и збираємо інформацію  за двома цим и зм інним и та 
оціню ємо таку регресію:
у. = Ьп + ЬЛх. + є.,я і 0 ї ї  і
Виходячи з ц іє ї моделі, розрахуємо значення пом илок для кож н ої ком­
панії. Дані наведено в табл. 5.15.
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Т а б л и ц я  5.15
Компанія Ху дол. Є Компанія Ху дол. Є
і 0.80 -0 .05 7 2.20 -2 .12
2 1.10 0.35 8 2.24 2.50
3 1.20 -0 .10 9 2.75 -3 .00
4 1.30 0.72 10 3.00 2.80
5 1.45 -0 .25 11 3.10 -3 .50
6 2.05 1.21 12 3.40 4.00
Чи є в даному випадку гетероскедастичність?
Розв'язок. Гетероскедастичність наявна, тому що значення пом илок ста­
ють більш ими при зростанні незалежної зм інної.
ТЕСТИ *1234
В и б р ати  п р а в и л ь н у  в ід п о в ід ь  н а  з а п и т а н н я
1. М ульт иколінеарніст ь наявна , коли:
а) дві чи більше незалеж них зм інних маю т ь високу кореляцію ;
б) дисперсія випадкових величин не пост ійна;
в) т еперіш ні т а лагові значення пом илок корелю ю т ь;
г) незалеж на зм інна вим іряна з помилкою ;
д) м и будуємо неправильну версію іст инної моделі.
2. Гет ероскедаст ичніст ь наявна, коли:
а) дві чи більше незалеж них зм інних м аю т ь високу кореляцію ;
б) дисперсія випад ково ї величини не пост ійна;
в) т еперіш ні т а лагові значення пом илок корелю ю т ь;
г) незалеж на зм інна вим іряна з помилкою ;
д) м и будуємо неправильну версію іст инної моделі.
3. А вт окореляція наявна, коли:
а) дві чи більше незалеж них зм інних м аю т ь високу кореляцію ;
б) дисперсія випад ково ї величини не пост ійна;
в) т еперіш ні т а лагові значення випад ково ї величини корелю ю т ь;
г) незалеж на зм інна вим іряна з помилкою ;
д) м и будуємо неправильну версію іст инної моделі.
4. П ом илка  в специф ікац ії наявна, коли:
а) незалеж на зм інна вим іряна з помилкою ;
б) м и будуємо неправильну версію іст инної моделі;
в) дві чи більше незалеж них зм інних м аю т ь високу кореляцію ;
г) дисперсія значень пом илки  не пост ійна;
д) дві чи більше залеж них зм інних маю т ь високу кореляцію .
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5. Г ет ероскедаст ичніст ь дає нам:
а) оц інки  пар а м ет р ів  з  в ід хи лен ням ;
б) н а й к р а щ і л ін ій н і оц інки  (B L U E );
в) еф ект ивн і оц інки  парам ет рів;
г) проблем и із ст а т и ст и чн и м и  висновкам и;
д) високий  ст упінь к о р еляц ії м іж  за ли ш к а м и  т а залеж ною  зм інною .
6. А в т о к о р е ля ц ія  дає нам :
а) о ц інки  п а рам ет рів  з в ід хи лен ням ;
б) н а й к р а щ і л ін ій н і о ц інки  (B L U E );
в) нееф ект ивн і оц інки  парам ет рів;
г) проблем и із ст а т и ст и чни м и  висновкам и;
д) ви со ки й  ст упінь  к о р ел я ц ії м іж  за ли ш к а м и  т а  незалеж ною  
зм інною .
7. М ульт и к о л ін еа р н іс т ь  дає нам :
а) о ц інки  п а рам ет рів  з в ід хи лен ням ;
б) н а й к р а щ і л ін ій н і о ц інки  (B L U E );
в) нееф ект ивн і оц інки  парам ет рів;
г) проблем и із ст а т и ст и чн и м и  висно вка м и ;
д) два за л и ш к и , я к і  корелю ю т ь один з одним .
8. П о м и лк а  сп е ц и ф ік а ц ії дає нам :
а) о ц інки  п а рам ет рів  з в ід хи лен ням ;
б) н а й к р а щ і л ін ій н і оц інки  (B L U E );
в) нееф ект ивн і оц інки  парам ет рів;
г) м ульт иколінеарніст ь;
д) авт окореляцію .
9. D u m m y -зм інна  м ож е в ж и ва т и ся , коли:
а) незалеж на  зм інна  к ільк існа ;
б) незалеж на  зм інн а  як існ а ;
в) незалеж на зм інна  гет ероскедаст ична;
г) нем ає авт окореляції;
д) проблемою є мультиколінеарність.
10. Я кщ о  м и  за ц ік а в л е н і у  в и ко р и ст а н н і d u m m y -зм ін н и х  для в ід о ­
браж ення еф ект у р ізн и х  м ісяц ів  на  в іддачу від ц ін н и х  п а п ер ів , м и  
п о ви н н і ви ко р и ст а т и :
а) 12 d u m m y -зм ін н и х  (а т р и б ут и вн и х  зм ін н и х), одну для кож ного  
м ісяц я  р о к у ;
б )  1 а т р и б ут и вн у  зм інн у;
в) 11 а т р и б ут и вн и х  зм ін н и х;
г) ст ільки  а т р и б у т и вн и х  зм ін н и х , ск ільк и  м и  захочем о;
д) не м ож на в и к о р и ст о вува т и  а т р и б ут и вн у  зм ін н у  для в ід обра ­
ж ення цього еф ект у.
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11. Я кщ о м и будуємо взаєм озв'язок, кот рий м ає U-подібний вигляд, 
(т акий , я к  крива  загальних вит рат ), найкращ е відобразит и його за 
допомогою:
а) ат рибут ивної змінної;
б) прост ої регресії;
в) залеж ної зм інної з лагом ;
г) квадрат ичної регресійної моделі;
д) т акий  зв 'язок не мож е бути відображ ений за допомогою регресій- 
ного аналізу.
12. Д ля  виправлення проблеми гет ероскедаст ичност і м и мож емо:
а) відкинут и одну чи більше незалеж них зм інних;
б) використ ат и перехід до логариф м ів (log transform ation);
в) використ ат и ат рибут ивні змінні;
г) використ ат и м ет од зваж ених найм енш их квадрат ів;
д) спершу виправит и проблему авт окореляції.
13. Д ля  виправлення проблеми м ульт иколінеарност і мож на:
а) використ ат и перехід до логариф м ів (log transform ation);
б) відкинут и одну чи більше незалеж них зм інних;
в) використ ат и ат рибут ивні змінні;
г) використ ат и м ет од зваж ених найм енш их квадрат ів;
д) використ ат и залеж ну зм інну з лагом.
14. В икорист ання ат рибут ивних зм інних для вим ірю вання р ізниц і 
в оплат і праці чоловіків т а ж інок означає, що:
а) нахил в моделі для чоловіків т а ж інок буде однаковим;
б) перет ин в моделі для чоловіків т а ж інок буде однаковим;
в) нахил т а перет ин будуть однаковими;
г) нахил т а перет ин будуть р ізним и;
д) наявна м ульт иколінеарніст ь.
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ВІДПОВІСТИ НА ЗАПИТАННЯ: ТАК/Н І; ЯКЩО НІ, ПОЯСНІТЬ ЧОМУ
1. Гетероскедастичність призводить до оцінок параметрів з відхиленням.
2. А втокореляція призводить до оц інок параметрів з відхиленням.
3. Гетероскедастичність може бути визначена за допомогою  тесту Дарбіна 
— Уотсона.
4. Коли наявна досконала мультиколінеарність, неможливо застосовувати 
метод найменших квадратів.
5. Тест Дарбіна — Уотсона може використовуватися для визначення на­
явності автокореляції, коли в регресію включена залежна змінна з лагом.
6. Атрибутивні змінні можуть використовуватися, коли в регресію вклю­
чаються такі якісн і змінні (dum m y-змінні), як , наприклад, стать чи освіта.
7. М ультиколінеарність наявна тоді, коли незалежна змінна сильно коре­
лює із залежною змінною .
8. Н евклю чення в модель доречної незалежної зм інної призводить до 
помилки специфікації.
9. Включення недоречної поясню вальної зм інної в регресію призводить 
до помилки специфікації.
10. Використання незалежних змінних, виміряних з пом илкою , веде до 
помилки специфікації.
11. Включення недоречної поясню вальної зм інної в регресію гірше, ніж 
невключення доречної поясню вальної змінної.
12. Проблема гетероскедастичності може бути інколи виявлена за допо­
могою визначення кореляції між поясню вальними зм інними.
13. Тест Дарбіна — Уотсона завжди засвідчить наявність автокореляції.
14. Змінна взаємодії може бути корисною , коли вплив незалежної змінної 
на залежну змінну зумовлю ється інш ою незалежною зм інною .
15. Один із шляхів визначення гетероскедастичності — аналіз графіка, де 
на осях відкладені залиш ки та незалежні змінні або прогнозні значення.
ЗАПИТАННЯ І ЗАДАЧІ
1. Знайдіть / та (і для регресії, 
спостережень:
а) * = 1 , п =  2 5;
б) к = 2, п = ЗО;
в) & = 3 , п = 2 0.
яка має к поясню вальних змінних та п
2. П рипустимо, ви моделюєте регресію , використовую чи три незалежні 
змінні (фактори) та 40 спостережень. Якщ о обчислене вами значення статис­
тики Дарбіна — Уотсона дорівню є 1.25, чи наявна автокореляція?
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3. П рипустим о, ви оціню єте регресію , використовую чи одну незалежну 
змінну та 50 спостереж ень, і встановили, що
А. Обчисліть статистику Дарбіна — Уотсона. 
Б. Чи наявна автокореляція?
4. У табл. 5.16 наведено кореляційну матрицю для 
двома незалежними змінними.
регресійної моделі з 
Таблиця 5 .16
Чи наявна мультиколінеарність?
5. Я кі проблеми можуть виникнути у наступних регресійних моделях?
A. Регресійна модель, яка моделює залежність віддачі акцій IBM від на­
рахування на одну акцію (EPS), за останні 10 років.
Б. Регресійна модель, яка моделює залежність EPS 100 різних компаній 
від їхнього розміру для 1996 року.
B. Регресійна модель, яка моделює залежність рівня споживання для 5000 
чоловік від рівня їхнього індивідуального доходу в 1996 році.
6. П рипустимо, ви оціню єте рівняння з обчислення заробітку залежно від 
досвіду, освіти та статі індивіда. Воно має такий вигляд:
у  = 12212 + 722л:.. + 927х9 + 22117),
*7 І ї ї  21 17
де 7). = 1 для ж інок та = 0 для чоловіків.
Проінтерпретуйте коеф іцієнт біля атрибутивної зм інної для статі 7)..
7. П рипустимо, що ви, працюю чи у вузі, зацікавилися співвіднош енням 
між балами, які студенти отримують на вступному курсі математики, та їхніми 
оцінками з математики у ш колі. Я кщ о ви підозрю єте, що бали з математики 
можуть різнитися у студентів різної статі незалежно від їхніх оцінок у ш колі, 
поясніть, як  ви збираєтеся вклю чити таку змінну в модель, яку ви будуєте?
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8. Ви будуєте регресію для вимірю вання взаєм озв’язку між бушелями 
пшениці, рівнем опадів та кількістю  використаних добрив.
А. Якщ о ви вважаєте, що опади та добрива діють разом, сформулюйте 
відповідну регресійну модель.
Б. Проінтерпретуйте значення коеф іцієнтів регресії в моделі, яку ви за­
пропонували.
2) б; 9) б;
3) в; 10) в;
4 )  б; 11) г;
5) г; 12) г;
6) в; 13) а;
7) в; 14) а.
Т а к /Н і
1. Ні. Гетероскедастичність призводить до неефективних оц інок.
2. Ні. А втокореляція призводить до неефективних оц інок.
3. Ні. А втокореляція визначається за допомогою  тесту Дарбіна — Уотсона.
4. Так.
5. Ні. Коли в регресії використовується лагова залежна змінна, необхідно 
застосовувати Й-тест Дарбіна.
6. Так.
7. Ні. М ультиколінеарність виникає, коли незалежні змінні корелюю ть 
між собою.
8. Так.
9. Ні, £-тест має визначати недоречність зм інної.
10. Так.
11. Ні. Гірше не включити доречну змінну, аніж вклю чити недоречну.
12. Ні. Гетероскедастичність можна виявити, розглянувши графік залишків 
з регресії.
13. Ні. Тест Дарбіна — Уотсона має інтервал, на якому результат невизначе- 
ний.
14. Так.
15. Так.
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Запитання і проблеми
1. а) (іь = 1 .29, сІи = 1 .45;
б) с\ь = 1 .28 , (іи = 1 .57;
в) с£ь = 1 .00 , <іи = 1 .68;
2. <1Ь= 1 .25 , 1 .68.
0 (і < (іг  отже, ми відкидаємо гіпотезу про відсутність автокореляції та 
прийм аєм о гіпотезу про позитивну автокореляцію .
3. А. <і = 6 .2 7 /2 .7 1  = 2.31 
Б. 1 .50 , 1 .59.
2 ■ (і < 4 — <і(;, отже, ми прийм аєм о нульову гіпотезу про відсутність авто­
кореляції.
4. Кореляція між Х1 та Х2 дорівнює 0.85, отже, можлива мультиколінеарність.
5. А. У таких динамічних рядах можлива наявна автокореляція.
Б. У таких регресіях, як  ця, гетероскедастичність може стати проблемою, 
тому що можна очікувати, що більші ком панії матимуть більшу дисперсію у 
ЕРв.
В. Гетероскедастичність може стати проблемою , оскільки особи з вищим 
рівнем доходу скоріш е за все матимуть більшу дисперсію  в своєму спожи­
ванні.
6. К оеф іц ієнт біля атрибутивної зм інної вимірю є різницю  в заробітках 
ж інок та чоловік ів , припускаю чи, що вплив досвіду та рівня освіти на заробі­
ток є однаковим. У зв ’язку  з тим, що коеф іц ієнт дорівню є -2211, очікується, 
що ж інки  будуть отримувати на 2211 гривні менш е, аніж чоловіки з таким 
же досвідом та рівнем освіти.
7. Для вим ірю вання зв ’язку  між оцінками з математики у ш колі та бала­
ми з математики у вузі ми можемо застосувати регресійний аналіз, вводячи 
биш ш у-змінну, а саме:
де £> = 1 для студента та = 0 для студентки. К оеф іцієнт Ь2 буде вимірювати 
різницю  між балами для чоловіків та ж інок безвідносно до їхніх оцінок з 
математики у ш колі. П озитивний та значимий коеф іцієнт Ь2 означав би, що 
чоловіки отримую ть вищ і бали незалежно від оц інок у ш колі. Негативний та 
значим ий коеф іц ієнт Ь2 означав би, що ж інки  отримують вищ і бали незалеж­
но від оц інок у ш колі.
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8. А. Будуємо модель виду:
де у — обсяги виробництва пш ениці;
х 1 — кількість опадів; х2— кількість добрив.
Б. Зміна у виробництві пш ениці, обумовлена зміною  кількості опадів на 
одиницю , дорівню є Ьх + Ьг  Зміна у виробництві пш ениці в результаті зм іни 
кількості добрив на одиницю  дорівню є Ь2 -і Ьг
ВИКОНАЙТЕ САМОСТІЙНО
В п р ав и . М у л ь т и к о л ін е а р н іс т ь
В п р а в а  5 .1 .1
П рипустимо, щ о моделі
У і = Ро + Рїхіі + ^ 2Х2 і + Єі
задовольняють дані (див. табл. 5.17).
А. Ч и  м ож на оц ін и ти  значення 
трьох невідомих параметрів? Я кщ о ні, 
то чому?
Б. Я кщ о ні, то якою  буде лінійна 
комбінація з цих параметрів? Зробіть 
потрібні розрахунки.
В п р а в а  5 .1 .2
Я кщ о справджується
Я 1х1і + Х2х2і + Я3х3і = 0
У *1 *2
-10 1 1
-8 2 3
-6 3 5
-4 4 7
-2 5 9
0 6 11
2 7 13
4 8 15
б 9 17
8 10 19
10 11 21
для всіх Я ,,  визначте г12 3, г13 2, л23 л . Я кий  ступінь кореляц ії буде в цьому
випадку??
Примітка. ^ 1.23 — коеф іцієнт детермінації в регресії х за х 2 і х 3 
В п р а ва  5 .1 .3 . Д ан о  м одель
У, = Ро+ РіХі + РгХі-1 + + Ріх і-3 + 4 + £1 >
де у — спож ивання; х — доход; £ — час. За ц ією  моделлю спож ивчі витрати 
в час £ є функцією  доходу не лиш е в час ( а й  доходу за попередні періоди. 
Така модель н ази вається  лаговою  м оделлю  розподілу.
А. Ч и  очікуєте ви у цьому випадку виникнення проблеми мультиколіне- 
арності? Чому?
Б. Я кщ о мультиколінеарність наявна, як  ви виріш ите цю проблему?
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В п р а в а  5 .1 .4 .  Чому серед таких економічних даних, як  ВН П, пропозиція 
грош ей, доход, безробіття та інш і, очікується мультиколінеарність?
В п р а ва  5 .1 .5
Дано модель
У і -  А) + РіХІІ + + £і >
дє Г12 — коеф іц ієнт кореляції між Х1 і Х2 дорівню є нулю. Запропоновано 
записати такі регресійні моделі:
У і = «0 + «Л : + ;
У і = ЇО + Ї+ ■
A. Чи буде = Ьг і у 2 = і»2? Чому?
Б. Чи буде Ь0дорівнювати ОС0 або , чи комбінаціям  їх?
B. Чи буде уаг(Ьх) = уаі^аД і уаг(62) = уаг(у2) ?
В п р а в а  5 .1 .6 .  У прикладі з глави 4 ми застосували функцію  Кобба — 
Дугласа для аналізу стану деревообробного сектора У країни. Отримані ре­
зультати свідчать, що фактори праці та капіталу є однаково важливими.
А. Чи є зм інні праці та капіталу висококорельованими?
Б. Я кщ о ви відповіли на (а) ствердно, вилучіть змінну праці з моделі і 
побудуйте регресію випуску щодо капіталу.
Вправа 5.1.7. П окроковарегресія . Визначаючи, я к а  множ ина факторів є 
найкращ ою  для моделі, дослідники часто вдаються до покрокової регресії. У 
цьому методі змінні х  вводяться на кож ном у кроці (пряма покрокова регре­
сія) або в модель вводяться одразу всі можливі X, у і відкидаю ться по одній 
на кож ном у кроці (зворотна покрокова регресія). Р іш ення, як і змінні вводи­
ти або викидати, залежить від того, як  вони впливають на SSE>  що визна­
чається за допом огою  jP-тесту. Чи запропонуєте ви цю процедуру, спираючись 
на отримані знання про мультиколінеарність? Обгрунтуйте вашу відповідь.
В п р а в а  5 .1 .8 .  Клейн та Голберг намагалися застосувати до економіки СШ А 
таку модель:
де у — спож ивання; х1 — зарплата; х2 — доход, крім зарплати; х3 — доход 
від сільського господарства. Оскільки очікується, що х х , Х2 , Х3 колінеарні, 
вони отримали /32 , /З3 , використовую чи міжгалузевий аналіз: /?2 = 0.75Д ,  
. На основі цих даних отримали функцію
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Т аблиця  5 .1 8
Рік У *2 х 3
1936 62.8 43.41 17.10 3.96
1937 65.0 46.44 18.65 5.48
1938 63.9 44.35 17.09 4.37
1939 67.5 47.82 19.28 4.51
1940 71.3 51.02 23.24 4.88
1941 76.6 58.71 28.11 6.37
1945 86.3 87.69 30.29 8.96
1946 95.7 76.73 28.26 9.76
1947 98.3 75.91 27.91 9.31
1948 100.3 77.62 32.30 9.85
1949 103.2 78.01 31.39 7.21
1950 108.9 83.57 35.61 7.39
1951 108.5 90.59 37.58 7.98
1952 111.4 95.47 35.17 7.42
А. Застосуйте цю модель до даних, наведених у табл. 5.18 і обчисліть (і2 і /?3 
Б. Я к ви проінтерпретуєте змінну Z?
В права  5 .1 .9 . У  м атри чн ом у  зап и сі з розділу  4 м аєм о :
А. Я к  вплине на значення Ь досконала кореляція серед х ? 
Б. Я к  м ож на виявити наявність досконалої кореляції?
В права  5 .1 .10 . В и к о р и стаєм о  м атри чн и й  запис для дисперсійно-вар іац ій ­
ної матриці:
уаг-соу(Ь) = а 2 (X* Х )~ г .
Щ о трапиться з var-cov-матрицею , якщ о:
а) наявна досконала кореляц ія ;
б) колінеарність висока, але не досконала?
В права  5 .1 .11 . Д ано таку к о р ел яц ій н у  м атри ц ю :
342 Розділ 5
Я к  визначити з ц ієї матриці, чи:
а) наявна досконала колінеарність?
б) наявна колінеарність нижча, ніж  досконала?
в) х некорельовані?
Примітка. Використайте \Щ для відповіді на запитання, де !д| — визначник я.
В п р а в а  5 .1 .1 2 . О р т о го н а л ь н і п о я с н ю в а л ь н і з м ін н і.  Нехай у моделі
У і= Ро + РіХ 1 і + 02*2 + £і
х 2. . . х }, — некорельовані. Такі зм інні називаю ться ортогональними змін­
ним и. В цьому випадку:
а) яку  структуру матиме матриця ( X іХ ) 1
б) як  ви отримаєте Ь = { X і Х ) ~ 1Х *  у і
в) яку  природу матиме соу-уаг м атриця Ь1
г) ви побудували регресію і хочете ввести нову змінну х к+1. Ч и  потрібно 
переобчислю вати коеф іц ієнти  Ьг. .. Ьк ? Так чи ні, поясніть.
В права  5 .1 .1 3 . Н ехай  дано м одель
у і — Д) ■+■ РіМ і + А> + Д (М , ~ М ґ_і) + єі у
де у х — ВНП в час £; М х — пропозиц ія грош ей в час £; М і_1 — пропозиції в 
час (£ -  1); (М , -  М і_1) — зміна грош ової пропозиції м іж  моментом  £ і £ -  1. 
Ц я модель стверджує, щ о ВНП залежить від грош ової пропозиції в час ї і 
та її зм іни за цей період.
A. П рипустим о, щ о є необхідні дані для ц ієї моделі. Ч и  зможете ви обчис­
лити всі коеф іц ієнти? П оясніть.
Б. Я кщ о ні, то як і коеф іц ієнти  м ож на визначити?
B. П рипустим о, значення [32М І_1 у моделі немає. Ч и  буде така сама відпо­
відь для (А)?
Г. Дайте відповідь на запитання (В) ще раз, припускаю чи відсутність (51М Х.
В п р а в а  5 .1 .1 4 . У табл. 5.19 подано дані щодо імпорту, В Н П , індексу спо­
ж ивчих цін у СШ А  за 1970—1983 pp.
Нехай дано таку модель:
A. Визначте параметри моделі, використовую чи дані таблиці.
Б. Ч и  є мультиколінеарність серед цих даних?
B. Побудуйте регресії:
1) In y t = А 0 + А 1 1пх1( ;
2) 1п у, = В0 + В1 1пх2( ;
3) In x lt = С0 + Cj ln  x 2 t.
Щ о м ож на сказати про природу мультиколінеарності даних, базуючись на 
цих регресіях?
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Т аблиця 5 .19
Рік Товарний імпорт, 
млн. дол.
ВНП, 
млд. дол.
СРІ (споживчий індекс) 
1967=100
1970 39866 992.7 116.3
1971 45579 1077.6 121.3
1972 55797 1185.9 125.3
1973 70499 1326.4 133.1
1974 103811 1434.2 147.7
1975 98185 1549.2 161.2
1976 124228 1718.0 170.5
1977 151907 1918.3 181.5
1978 176020 2163.9 195.4
1979 212028 2417.8 217.4
1980 249781 2631.7 246.8
1981 265086 2957.8 272.4
1982 247667 3069.3 289.1
1983 261312 3304.8 298.4
Дж ерело: "Economics Report o f  the President” (1985)
Г. П рипустимо, що наявна мультиколінеарність даних, але Ьг, Ь2 статис­
тично значимі з 9 5 % -м рівнем значимості; загальний /-т е с т  також значи­
мий. Чи серйозною в такому випадку є проблема мультиколінеарності?
Вправи. Гетероскедастичність
В п р а в а  5 .2 .1 .  У  табл. 5 . 20  наведено дані про співвіднош ення обсягів про­
дажу і наявних кош тів у промисловості України (показники ум овні), класи­
фіковані за величиною активів установ за період з І кварталу 1991 р. до IV 
кварталу 1 99 3 р. Це співвіднош ення можна розуміти як  ш видкість обертан­
ня доходів у корпоративному секторі.
Т аблиця 5 .20
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1. Для кож ного значення величини активів обчисліть середнє і стандарт­
не відхилення співвіднош ення продажу і готівки.
2. Використовую чи величину активів як  одиницю розрахунків, побудуйте 
графік для середнього і стандартного значення, розрахованих у пункті 1.
3. За допомогою  відповідної регресійної моделі визначте, чи зростатиме 
стандартне відхилення при зростанні середнього значення. Я кщ о ні, поясніть, 
чому.
4. Я кщ о між стандартним відхиленням і середнім значенням є статис­
тично важливе віднош ення, як  можна трансформувати дані, щоб позбутися 
гетероскедастичнсті?
В п р а в а  5 .2 .2 .  Розглянемо тест однорідності дисперсій Бартлета1. Припус­
тимо, є к незалежних дисперсій з  Д ,/2, . . . , /*  d f  (кожна класу
нормального розподілу з математичним сподіванням /1 і дисперсією  '(Уі ). При-
2 _ 2 _ 2 2пустимо далі, що треба перевірити нульову гіпотезу с 1 = <Т2~ = . . .=  Ок~ = С" 
тобто кож на дисперсія є оцінкою  одного і того ж класу дисперсії . Якщ о 
нульова гіпотеза правильна, тоді 
2
S =
£ / л
і=1
I f i
_ I f iS i
f
дає оцінку загальної оцінки класу дисперсій <7 , де
кількість спостережень в і-й  групі, а /  = • Варт лет
показав, що нульову гіпотезу можна перевірити співвіднош енням А /В ,  яке 
наближено розподілене за розподілом з ( * - і )  ступенями вільності, де
Для того, щоб проілю струвати тест Бартлета, розглянемо такий приклад. 
Нехай ми маємо дані, наведені в табл.5.21, як і відображають медіанні зарпла­
ти ж інок і чоловіків — економістів за напрямками спеціалізації.
Таблиця 5.21
Середня заробітна плата, тис.грн.
Спеціалізація Ж інки Чоловіки
Фінанси 10.3 12.0
Економісти 9.3 13.0
Аналітики 8.0 П .6
Теоретики 8.7 10.8
Програмісти 12.0 11.5
Трудове право 9.0 12.2
1 Bartlette M. Properties of Sufficiency and Statistical Tests//Proceedings of the Royal 
Society of London. — A, 160. — 1937. — P. 268.
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1. Знайдіть середню зарплату та відхилення зарплати для ж ін ок  і чо­
ловіків — економ істів.
2. Ч и  є значною різниця м іж  цим и двома стандартними відхиленнями 
(можна застосувати тест Бартлета)?
3. П рипустимо, щ о нам треба зробити прогноз про медіанну зарплату чо­
ловіків, виходячи з медіанної зарплати ж ін ок . Побудуйте для цього відповід­
ну лінійну регресійну модель. Я к  ви діятимете, якщ о у ваш ій моделі передба­
чається гетероскедастичність?
Вправа 5.2.3. У табл. 5.22 наведено медіанні зарплати економ істів відпо­
відно до їхнього наукового ступеня і віку.
Т а б ли ц я  5 .22
М едіанн і зарп л ати , ти с .д о л .
1. Ч и  будуть дисперсії медіанних зарплат магістрів і докторів наук одна­
ковими?
2. Я кщ о так, то як  перевірити гіпотезу, щ о середні медіанні зарплати цих 
двох груп однакові?
3. Економ істи із ступенем магістра віком  від 35 до 54 років заробляю ть 
більше, ніж  їхні ровесники із ступенем доктора. Я к  пояснити  таке спостере­
ж ення, якщ о ви вважаєте, щ о доктор має заробляти більше магістра?
В п р а ва  5 .2 .4 . У  результаті о п и ту  - Т а б ли ц я  5 .2 3
вання 10000 економ істів щ одо їхньої 
середньої зарплати було отримано такі 
дані (див. табл. 5.23).
1. Побудуйте регресійну модель, яка 
відбивала б рівень медіанної зарплати 
залежно від віку.
Примітка: для регресії припустим о, 
що медіанна зарплата відповідає сере­
дині вікового інтервалу: 7800 гривень 
відповідає віку 22.5 років тощ о. Для 
останнього вікового інтервалу макси­
мальний вік становить 75 років .
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2. П рипустивш и, що дисперсія пом илки пропорційна квадрату віку, змі­
ніть дані таким чином , щоб помилки стали гетероскедастичними.
3. Зробіть завдання 2, припустивш и, що дисперсія пропорційна віку. Яка 
із змін даних виглядає вірогідніш ою  і правдоподібніш ою?
4. Я кщ о жодна з попередніх змін даних не виглядає правдоподібною , то 
припустіть, що величина дисперсії пропорційна умовному очікуванню медіан­
ної зарплати для даного віку. Я к би ви змінили дані для того, щоб у резуль­
таті отримати гомоскедастичну дисперсію ?
В права 5 .2 .5 . Ч и  м о ж н а  о ц ін и ти  парам етри  м оделей
I в,І = л/А + 02*і + уі>
I Єі\-  л/А + 02 + иі
методом звичайних найменш их квадратів? Чому?
Я кщ о ні, то чи можете ви запропонувати формальний або неформальний 
метод оц інки  параметрів таких моделей?
В права 5 .2 .6 . Х оча логариф м ічні моделі часто зм енш ую ть гетероекедастич- 
ність, треба звернути увагу на властивості пом илок таких моделей. Наприк­
лад, модель у і = 131х і^2Єі (1) можна розписати як
1п у і = 1п р х + /32 1п х і + 1п £*. (2 )
1. Я кщ о ІПЄ; повинен мати нульове математичне сподівання, яким  має 
бути розподіл £.?
2. Я кщ о  £ (£ ;) = 1 , чи буде і?(1п£;) = 0 ?  Чому?
3. Я кщ о £ (1 п £ г) *  0 , як  м ож на прийти до Е ііп є ,)  = 0 ?
В п р а в а  5 .2 . 7
М аємо такі дані:
засноване на перш их ЗО спостереж еннях, =55, с£/= 25;
В 3 3 2, засноване на останніх ЗО спостереж еннях, =140, гі/=25.
Проведіть тест на гетероскедастичність Голдфелда — Квондта при 5%-му 
рівні значимості.
В п р а в а  5 .2 .8 . Т ест  Б р о й ш а  — П а г а н а
Розглянемо модель з к зм інними:
Уі = Р і +  02*2 і +• • • + £і- ( ! )
П рипустимо, щ о дисперсія помилки сг. = f ( a l + а 222і+ .. .+ат2ті)(2), тобто 
у є якою сь ф ункцією  нестохастичних зм інних, як і умовно позначимо через 
: (відмітимо, щ о в ролі цих зм інних можуть виступати і деякі X ). Розглянемо 
особливий випадок, коли
1 2 2Сі є лінійною функцією  від г. Я кщ о осх = а 2 = .. .=  сст = 0 , <7; = , яка
є константою . Тому, щоб перевірити, чи дисперсія сг.2 гомоскедастична, треба
перевірити гіпотезу, чи всі = (Х2 = . . .=  а т = 0 .  Це — основна ідея тесту
Бройш а — Пагана.
Сам тест складається з кількох кроків.
Крок 1. Оцінити невідомі параметри (1) за допомогою  методу найменш их 
квадратів, отримати залиш ки е1,е 2, . . . , е м .
Крок 2. Розрахувати <т2 = ]Г е.2 /  ЛГ • Нагадаємо, що це оцінка максималь­
ної правдоподібності а 2.
[Примітка: класична оцінка дисперсії дорівню є £е,-2 /  (И  -  к)]-
2 , ~ 2К рок 3. Розрахувати  зм ін н і р  , ви зн ачен і я к  р ь — е{ /  Сі .
К рок 4. П обудувати регресійну  м одель для р і :
Рі = « і + а 2г2і+---+<*,Ан + ”/> (4)
де иі — залиш ки ц ієї регресії.
Крок 5. Отримати 5 5 ^  (суму квадратів, що поясню є регресію) з (4), визна­
чити
М ожна показати, щ о якщ о є гом оскедастичність, а розм ір вибірки N  
нескінченно зростає, в  ~ х т-\ (6), тобто в  розподілена за ^ -р о зп о д іл о м  з 
( т -1) ступенями вільності.
Звідси, якщ о обчислена за тестом 0 (= %2) пе­
ревищує критичне значення X 2 при обраному рівні 
значимості, м ож на відкинути припущ ення про 
гомоскедастичність; у протилежному разі, якщ о
Т а б л и ц я  5.25  
Промислова продукція 
та обсяги продаж, 
трлн. ум. од.
в не перевищує критичного значення, — прийня­
ти його.
Для ближчого ознайомлення з тестом Брой­
ш а — Пагана розглянемо таку просту модель: 
ух -  Рі + Р2Х х + єх, де у х — наявна продукція про­
мислового сектора України; х х — розмір продажів 
в цьому секторі за 1977—1988 рр. П рипустивш и, 
щ о (У2 = 0Сг + а 2х х , використайте тест Бройш а — 
Пагана [примітка: в цьому прикладі Х = х\. Вико­
ристайте дані з табл. 5.24 і поясніть результат.
В п р а в а  5 .2 .9 .  М аємо таку  модель:
Сх — (^ Q + + Р2О х + єх , де С, — витрати на
Рік Продукція Продаж
1977 41.6 23.3
1978 45.6 23.4
1979 50.3 27.7
1980 51.9 28.7
1981 50.2 27.2
1982 52.9 30.3
1983 53.8 30.9
1984 54.9 30.9
1985 58.2 33.4
1986 60.0 35.0
1987 63.4 37.3
1988 68.2 41.0
сукупне приватне спож ивання в £-муроці; — валовий національний про­
дукт року ■■ /' -  національні витрати на оборону в році £. Дослідити вплив 
витрат на оборону на інш і витрати в економ іці.
Змінимо модель, прийнявш и <т,!  =  аЧх,)г. Отримаємо:
с(/ж , =  До(1 / * , )  + А  +  А ( Д  / х , )  +  є| /  ж,.
Емпіричні результати за даними 1967 — 1975 р. були такими (в дужках 
подано стандартні пом илки).
1. Яке припущ ення зроблено щодо природи гетероскедастичності? Пояс­
ніть.
2. П орівняйте результати обох регресій. Чи поліпш ила трансформація 
первісної моделі результат, тобто чи зменш ила оцінену стандартну помилку? 
Чому?
3. Чи мож на порівняти два значення і ї2? Чому? (П ідказка: зверніть увагу 
на залежні зм інні).
Вправи. А вторегресивні моделі
Вправа 5 .4 .1 . Р о згл ян ем о  таку м одель:
у, = а  + /30Х ( + є ,»
де у* — бажані або довгострокові витрати на новий 
завод і обладнання; х і — обсяг продажу; £ — час. На 
підставі даних із табл. 5.25, використовую чи модель 
часткових пристосувань, оцінити параметри довго- і 
короткостроково ї ф ункції попиту на витрати на но­
вий завод і обладнання.
Вправа 5 .4 .2 . В икористовую чи  дані з вправи 5.4.1, 
розглянемо таку модель:
У* = #>**«* •
Тпбаиия 5.25
Рік У X
1982 36.99 52.80
1983 33.60 55.91
1984 35.42 63.03
1985 42.35 72.93
1986 52.48 84.79
1987 53.66 86.60
1988 58.53 98.80
1989 67.48 113.20
1990 78.58 126.90
1991 95.92 143.94
1992 112.33 154.39
1993 126.54 168.13
1994 120.68 159.03
1995 116.20 170.44
1996 138.82 189.58Базуючись на моделі часткових пристосувань, оці­
нити коротко- і довгострокову еластичність витрат 
на новий завод та обладнання за обсягом продажу. П орівняйте свої резуль­
тати з отриманими у вправі 5.4.1.
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В права 5 .4 .3 . В икористовую чи  дані з вправи 5.4.1, п ри п усти м о , щ о
де х* — бажаний обсяг продажу. Оцініть параметри ц ієї моделі і порівняйте 
їх з отрим аними у вправі 5.4.1. Я ким  чином  м ож на визначити, яка  модель 
правильна?
В права  5 .4 .4 . П р и п у сти м о , вас зап евн яю ть , щ о  в ід н о ш ен н я  м іж  витрата­
ми на новий завод і обладнання та обсягом  продажу має такий вигляд:
У* = « + + £1 ,
де у * — бажані витрати, а х * — очікуваний обсяг продажу.
Використовую чи дані, отримані у вправі 5.4.1, оцініть цю модель і проко­
ментуйте результати.
В права  5 .4 .5 . Д оведіть ф орм улу (5 .4 .3 0 ) .
В права  5 .4 .6 . Д оведіть  ф орм улу (5 .4 .2 7 ) .
В п р а в а  5 .4 . 7. П рипустим о, щ о ціни формую ться на основі такої гіпотези 
адаптивних очікувань:
де Р* — очікувана ціна, а Р  — фактична ціна.
Заповніть подану нижче таблицю за умови, щ о у =  0.5.
Період Р* Р
£-3 100 110
і-2  125
і-1  155
і 185
£+1 —
В п р а ва  5 .4 .8 . Р о згл я н е м о  м одель
Уі -  а +  Ріх и + &2х + + •
П рипустимо, уг_г і пг корелю ю ться м іж  собою . Щ об уникнути кореляції, 
використаємо метод допоміж них зм інних. Спочатку знаходимо регресію у і 
за хи і х2і і отримаємо оцінку уг з цього р івняння. П отім  знаходимо
Уі =  « + РіХ1і + Р2Х+ РзУі-1 + П >
де уе-1 оціню ється з перш ого р івняння.
А. Я ким  чином ця процедура усуває кореляцію  м іж  у г1 і в початковій 
моделі?
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Б. Я к і переваги реком ендованої процедури перед інш им и підходами?
В права  5 .4 .9 . А . Д овести  (5 .4 .1 3 ) .
Б. О цінити медіанний лаг для А = 0 .2 , 0 .4 , 0 .6 , 0 .8 .
В. Ч и  існує якесь постійне співвіднош ення м іж  значенням А і значенням 
медіанного лагу?
Вправа 5.4.10. А. Д овести, щ о для моделі К ойка середній лаг обчислюєть­
ся так, я к  наведено у (5 .4 .15).
Б. Я кщ о  А відносно велике, яки й  це має сенс?
В права  5 .4 .11 . В и к о р и сто ву ю ч и  ф орм улу для середнього  лагу, наведену в 
(5.4.14), перевірте середній лаг 10.959, використаний в ілюстрації до табл.5.4.1.
В п р а ва  5 .4 .1 2 . П р и п у с т и м о ,
де М  — попит на готівку; */* — очікуваний дійсний доход; Я* — очікувана 
відсоткова ставка. П рипустимо також , щ о очікування ф ормую ться таким 
чином:
у* = УіУі + (і -  ;
R *  =  у 2 я < +  (і -  і
де ух і у2 — коеф іц ієнти  очікування, як і знаходяться у межах між  O i l .  
А. Я к  м ож на виразити M t через спостережувані параметри?
Б. Я к і проблеми оціню вання Ви можете передбачити?
Вправа 5.4.13. Я кщ о обчислити (5.4.27) за методом найменш их квад­
ратів, чи м ож на отримати оц інки  початкових параметрів? Я к і проблеми мо­
жуть виникнути?
В п р а в а  5 .4 .1 4 . М о д ель  с е р ій н о ї  к о р е л я ц і ї . Розглянемо таку модель:
П рипустим о, ві відповідає авторегресійній схемі перш ого порядку Марко­
ва, розглянутій у попередньому розділі, тобто
де р — коеф іцієнт автокореляції (першого порядку) і р, відповідає класичним 
припущ енням. Я к  показано раніш е, модель
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має серійно незалежну помилку, що, таким чином, дозволяє застосовувати М НК. 
Але ця модель, що має назву м о д е л ь  с е р ій н о ї  к о р е л я ц і ї ,  дуже нагадує модель 
К ойка, модель адаптивних очікувань і модель часткових пристосувань. Як 
визначити, яку саме модель з вищ еназваних треба обрати в кож ній  конк­
ретній ситуації?
В п р а в а  5 .4 .1 5 .  Розглянемо модель К ойка (або в наш ому випадку модель 
адаптивних очікувань), показану в (5 .4 .12), тобто
П рипустимо, в початковій моделі £г відповідає авторегресійній схемі пер­
шого порядку Є — рЄі і —Єі , д е р  — коеф іцієнт автокореляції і де р г відповідає 
всім припущ енням .
A. Я кщ о р — Я, чи можна модель К ойка оцінити за МНК?
Б. Чи будуть отримані оцінки незміщ еними?
B. Чи можна взагалі припускати, що р  = Я?
В п р а в а  5 .4 .1 6 .  Т р и а н гу л я р н а , а б о  а р и ф м е т и ч н а  д и с т р и б у т и в н о -л а -  
г о в а  м о д е л ь .  Ця модель припускає, що пояснювальна змінна найбільше впли­
ває в поточний період часу, а потім рівномірно спадає до нуля із заглиблен­
ням у минуле. Відповідно до цього розподілу припустим о, що ми маємо таку 
послідовність регресій:
Оберемо за "кращу" ту регресію , в якій  Вг найбільш ий. П рокоментуйте цю 
стратегію.
В п р а в а  5 .4 .1 7 .  Базуючись на щ оквартальних даних за 1950 — 1960 pp., 
Ф .Брехлінг отримав таку функцію попиту на працю для британської економ­
іки (числа в дужках — стандартні пом илки).
14.22 + 0.172(5! -  0.028* -  0 .0007*2 -  0 .297£,_! 
(2.61) (0.014) (0 .015) (0 .0002) (0 .033)
Я 2 = 0.76 Л = 1 .37,
де Е і = {Еі — Е і_1);  ф — випуск; і — час. Це рівняння базувалося на припу-
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щ енні, щ о бажаний рівень зайнятості Е *  — ф ункція від випуску, часу і 
квадрату часу, а також  на гіпотезі, щ о Е 1 -  Е и = 8 (Е * ~  Е і х), де 8 — коеф іцієнт 
пристосування, 0 < 8<  1.
A. П роінтерпретуйте дане р івняння.
Б. Я ке значення 8 ?
B. З оц іненої к о р откостроково ї ф ункції попиту знайдіть довгострокову 
ф ункцію  попиту на працю .
Г. Я ким  чином  ви здійснили б тестування серійної кореляції в наведе­
ній моделі?
Вправа 5.4.18. Вивчаю чи попит ферм на трактори, Грилічез використав 
таку модель:
ГГ * — (Уі і  и  Х1>і_1х 2^ _1 ,
де Т* — бажана кількість тракторів; — відносна ціна тракторів; х 2 — 
відсоткова ставка.
В икористовую чи модель часткових пристосувань, він отримав такі резуль­
тати за період 1921 —1957 pp. (числа в дужках — стандартні пом илки оці­
нених параметрів).
log Tt = const -  0.218 log xx t_x -  0.855 log x2 f_2 + 0.864 log Tt_x 
(0.051) ' (0.170) ’ (0.035)
Д2= 0.987.
A. Знайдіть оцінений коеф іц ієнт пристосувань.
Б. Знайдіть коротко - і довгострокову еластичність за ц іною .
B. Обрахуйте відповідні еластичності за відсотковою  ставкою .
Г. Я к і причини високого  й низького  рівня пристосувань у наведеній мо­
делі?
В права  5 .4 .19 . Д е б не з ’я в и л а с ь  лагова залеж на зм ін н а  серед незалеж­
них зм інних, і?2 звичайно вищ е, ніж  якб и  вона не була вклю чена до моделі. 
Чому?
В п р а ва  5 .4 .2 0 . П ро ан ал ізу й те  р ів н я н н я  5 .4 .54 .
Д = а0 + ахі + а2і 2+ .. .+ ami m .
Щ об отримати дисперсію  Д з дисперсії а ; , використаєм о таку формулу:
уаг(Д ) = v a r(a 0 + a xi + =
= £  і 21 v a r  (dj) + 2 £ i (;+p) c o v (d j,a p).
j=0 j<p
А. Використовуючи попередню формулу, знайдіть дисперсію Д , виражену як:
Б. Я кщ о дисперсії аі великі порівняно із самими значенням и, чи будуть 
дисперсії Д також  великими? Ч ом у так або чому ні?
Вправа 5.4.21. Проаналізуйте подану дистрибутивно-лагову модель:
У і = а + Рох і + Р іх і- 1 + р2х і-2 + + Р іх і- і + •
П рипустимо, що Д м ож на адекватно представити поліном ом  другого сту­
пеня:
Я к би Ви оцінили Д, якщ о б захотіли накласти обмеж ення Д> = Д4 = 0?
В п р а в и .  О и ш ш у -з м ш н і
Вправа 5.5.1. Я кщ о є щ ом ісячн і дані за кілька років , скільки dummy- 
змінних ви введете для тестування таких гіпотез:
а) усі 12 м ісяців року мають вплив сезонних коливань;
б) тільки лю тий, квітень, червень, серпень, ж овтень і грудень мають вплив 
сезонних коливань.
В п р а в а  5 .5 .2 .  Що пояснює встановлення погодинної оплати праці заробіт­
чан у регресії (5 .5 .18). З даного рівняння отримайте рівняння погодинної 
оплати праці для таких типів заробітчан:
а) білий, нем іський, із західних районів, з вищ ою  освітою ;
б) чорнош кірий, м іський , не із західних районів, без вищ ої освіти;
в) білий, нем іський, не із західних районів, з вищ ою  освітою .
В права  5 .5 .3 . Б азую ч и сь  н а  щ о р іч н ій  ін ф о р м ац ії за  1972 — 1979 p p ., 
Уільям Нортхауз оцінив таку модель для пояснення поведінки цін на нафту 
ОПЕК (у круглих дужках стандартні пом илки):
Де У і — різниця у цінах поточного і попереднього періодів (доларів за барель); 
— різниця в цінах ОПЕК поточного і попереднього періодів;
=  1 для 1974 р. і =  0 для усіх інш их випадків (примітка: в 1973 —
1974 pp. на торгівлю нафтою було накладено ембарго).
Проінтерпретуйте цей результат і покаж іть його графічно.
В права 5 .5 .4 . П рипустим о , щ о м и  м аєм о модель
У і =  +  a2D2i + +  + РХ, +  £і>
де у і — щ орічна зарплата викладача вузу; 
х. — роки  викладацького досвіду;
-£>2= 1 — якщ о це чоловік , і = 0 у наш ому випадку;
£>3= 1 — якщ о  це ж інка, і = 0 у наш ому випадку.
А. Вираз (£>2і £>3і) відображає вплив взаєм озв’язку. Щ о цей вираз означає? 
Б. Знайдіть Е(уі/ В =  1, £>3= 1 , х.) і проінтерпретуйте його.
В права  5 .5 .5 . Зм одиф ікуйте C how -т ест  (коли  кількість  спостереж ень м енш а 
за кількість оцінених параметрів). Це стосується моделей (5.5.21) і (5 .5 .22). 
П рипустимо, щ о кількість спостережень у другому періоді N  2 менша або дорів­
ню є к ількості оціню ваних параметрів. У цому випадку Chow пропонує таку 
м одиф ікацію  свого тесту: нехай S = S S E  із зібраної регресії (5 .5 .23), S 2= SSE  
— з регресії перш ого періоду (припускаєм о, щ о N  >кількість параметрів). 
Тепер застосуємо F -тест:
F _  (5 г - 5 2) / ^ 2
S 2 /  (N , -  К )
який  має У 2 і (А 1 -  К ) ступенів вільності. Я кщ о ці ІР-значення статистично 
значимі, м и відхиляємо гіпотезу про те, щ о спостереж ення зібраної регресії 
перш ого періоду базуються на спостереж еннях. Я кщ о значення незначи­
ме, можете не відхиляти цю гіпотезу.
Використовуйте дані таблиці 5.10 для перевірки гіпотези, щ о останні два 
спостереж ення надійш ли від тієї ж  сукупності, щ о і 16 перш их.
В права  5 .5 .6 . Д ан і таб ли ц і 5.11 від ібраж аю ть залеж н ість  м іж  прибутка­
ми та обсягом  продажу приватних фірм У країни і регресією  (5 .5 .41). Розви­
немо модель регресії для того, щ об протестувати гіпотезу, за якою  нахил і 
перетин регресії прибутків на обсяг продажів у другому кварталі відрізняється 
від обсягів усіх інш их кварталів. Зробіть необхідні обчислення.
В права  5 .5 .7 . Д ан і, не залеж ні від с езо н н и х  к о л и ван ь . П риклад у вправі 
5.5.6 показує, як  биш ш у-змінні м ож на використовувати з урахуванням се­
зонних коливань. П ісля оцінки регресії (5.5.41) стало відомо, щ о лише бишшу- 
змінна, яка  асоцію ється з другим кварталом, є статистично значима; це озна­
чає, щ о лиш е на показники  другого кварталу впливали сезонні коливання. 
Тому один із методів, за допомогою  якого  мож на позбутися впливу сезонних 
коливань, полягає у тому, щ об відняти від щ орічних прибутків і продажів 
другого кварталу значення 1322.8938 (млн. грн .), коеф іцієнт другого кварта­
лу, і оперувати вже трансформованою  регресією .
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В права  5 .5 .8 . О б’єд н ан н я  м іж галузевої і п ер іод и чн о ї ін ф орм ац ії. Припу­
стимо, що у нашому розпорядж енні є дані про випуск, робочу силу і капіта­
ловкладення для фірми N  в пром исловості для Т  періодів, і мож на застосува­
ти виробничу функцію  такого типу:
Уи = а +  Р1х и + [}2х2и +і =  1 ,2 ,3  ,...,ІУ
г =  1 ,2 ,3 , . . . ,7і
де у — випуск;
— капіталовкладення;
— робоча сила.
П рипустимо, ви володієте відповідними даними і вас попросили змінити 
модель таким чином:
а) фірми розрізняю ться за ефективністю управлінського персоналу, різни­
ця впливає лише на перетин а; це називається ефектом фірми.
б) усі фірми мають однакову ефективність управлінського персоналу, але 
перетин а з роками зм іщ ується; це називається часовим ефектом.
в) на перетин попередньої ф ункції впливає як  часовий ефект, так і ефект 
фірми.
г) яке припущ ення ви робите щодо випадкової величини ен?
Вправа 5.5.9. Було оцінено таку регресію , що базується на 77 спостере­
женнях міжгалузевої інформації:
де Р — ціна за унцію (1 унція =  28.3 г);
»пГ001, якщ о магазин за зниженими цінами;
= 010, якщ о однотипний магазин однієї фірми;
=  100, якщ о універсальний магазин; 
я 2= ю ,  якщ о фабричний товар;
=  01, якщ о нефабричний товар;
0001 — посудина м істкістю  67.6 унцій (2 л);
=  0010 — 28—33.8-унцієві посудини;
=  0100 — посудина м істкістю  584 г (16 унцій);
=  1000 — трьохсотграмові пляш ки (12 унцій).
Результати такі:
Р.= 0.0143 -  0.0000042^.+ 0.0090£>2.= +0.0000£>3. 
1 (0 .00001) (0 .00011) 1 (0 .00000) 1 
* = (-0.3837) (8.3927) (5.8125)
Д = 0.6033.
Примітка: стандартні помилки показано з точністю  до стотисячних.
А. Прокоментуйте спосіб, за допомогою  якого бишшу-змінні було б подано 
у моделі.
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Б. П рипустим о, щ о структура dum m y-змінних нас влаш товує. Я к би ви 
проінтерпретували результати?
В. К оеф іц ієнт П 3 додатний і статистично значим ий. Я к  би ви раціоналізу­
вали цей  результат?
Вправа 5.5.10. Розглянемо відомий з літератури приклад. Для оцінки 
політики  Феда у сфері дерегулю вання процентних ставок у липні 1979 р. 
було оцінено таку модель для періоду 1975-Ш — 1983-П:
у, = 8.5871 -  0.1328Р, -  0.7102£/п< -  0.2389М ,
(1.9563) (0.0992) (0.1909) (0.0727)
+ 0.6592ГМ + 2.5831Н,
(0.1036) (0.7549)
Я2= 0.9156,
де у  — 3-місячна ставка процента, встановлена М іністерством  ф інансів;
/ — очікуваний рівень інф ляції;
— рівень безробіття з урахуванням сезонних коливань;
М  — зм іни у монетарній базі.
Н — dum m y-змінна, щ о набуває значення 1 для спостереж ень, починаю чи 
з 1 липня 1979 р.
А. П роінтерпретуйте ці результати.
Б. Я кий  ефект дерегулю вання процентних ставок? Подайте економічну 
інтерпретац ію .
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Визначення ціни на акцію
Позначимо ціну акції через ї/, дивіденди на акцію — Хх і отримуваний 
прибуток на акцію — х 2. Під "акцією " розумітимемо акції ЗО підприємств, 
котрі використовую ться для утворення індексу Доу Дж онса (Dow Jones Indus­
trial A verage).
Тоді рівняння регресії матиме вигляд:
У it  =  Ь0 +  Ь 1 Х Ш  +  +  e , t  »
де y it — ціна і-ї акції t -то року;
Xut — дивіденди на акції t -то року;
2^ а отриманий прибуток на і-ту акцію t -то року.
Таблиця 5 26
Ми отримали модель залежності ціни акції від дивідендів і одержаного 
прибутку. Результати розрахунків за цією моделлю1 наведено у табл. 5.26. 
Звичайно, ми маємо заперечити наявність 
мультиколінеарності між факторами Хх і
Розглянемо результати, отримані для 
трьох різних періодів часу.
Результати розрахунків третього періо­
ду використаєм о для визначення ступеня 
мультиколінеарності. Оскільки йдеться 
про двофакторну модель, то в ролі коефі­
цієнтів детерм інації виступаю ть парні 
коеф іцієнти кореляції, що їх подано в 
табл. 5.27.
З таблиці видно, що змінні корелюю ть 
між собою . Для того, щоб виявити рівень 
колінеарності для фактора х х, зна­
Період часу
і 2 3
bo 22.77 11.33 21.52
(4.15) (2.33) (2.81)
b\ 10.73 12.43 12.55
(4.28) (4.41) (3.16)
1.43 3.08 3.01
b2 (2.3) (2.39) (1.81)
R 2 0.54 0.70 0.54
F-cm 16.11 31.44 15.97
чення Гі 2 = 0.6 підставимо у фор­
мулу д л я  розрахунку УИ^. Отри­
маємо:
У Щ  =  і / (1 -  0 .62) =  1.58.
Цей показник є значно меншим 
від 10, тому можна зробити висно­
вок, що рівень колінеарності для цієї 
регресійної моделі є незначним.
Таблиця 5.27 
Кореляційна матриця
Змінні У *1 х 2
У ГУУ = 1 гуХі = 0.69 гуХг = 0.61
х \ — О Н I
I h-1 гхЛ  = 0.6
X2 — — ^хгхг — 1
1 Marquardt D.W. You Should Standardize the Prediction Variables in Your Regression 
Models//Journal of the American Statistical Association. — 1980. — №75. — P. 87—91.
Ф у н к ц ія  в и т р а т . Т е с т у в а н н я  м у л ь т и к о л ін еа р н о ст і
Розглянемо функцію  річних витрат, необхідних для підтримки торгового 
судна у робочому стані. Було обстежено 96 суден і побудовано таку регресійну 
модель1:
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де у  — річні витрати судна, дол.; 
х х — вік судна (роки );
х 2 — величина судна (тоннаж ність, тис. т);
х 3 — кількість часу до наступного ремонту (цикл ремонтів, роки ); 
х л — спож ивання пального;
х ь — dum m y-змінна за типом використання пального (дизельне, ядерне 
тощо):
1, якщ о  судно використовує дизельне пальне; 
якщ о  використовується інше пальне. 
х 6 — dum m y-змінна для визначення складності судна: 
jc6= 1, якщ о  є радарний захист; 
jc6= 0 , якщ о його немає.
х 7 — dum m y-змінна, яка  описує, чи буде судно перероблено відповідно до 
FR A M -програми (Fleet Rehabilitation And M odernization): 
x 7 = 1, якщ о  використовую ть FRAM ;
# 7= 0 , якщ о  ні.
П ісля того, як  було знайдено параметри за методом найменш их квадратів, 
отримано такі дані:
А>
* 5 = 0 ’
' Ь і
h
0.34
(0.03)
Ь2
0.4
(0.08)
-0.79
(0.09)
Ь4
0.05
(0.10)
Ьь
-0.03
(0.09)
Ьь
0.11
(0.04)
ь7
-0.16
(0.06)
Ryх х х ~ 0*8УХХХ2 :.Х7 ^ (и 1=*-1=7;и2= 96-8= 88;950/о) ~~ 5 6 .
Далі було розраховано коеф іц ієнти  детермінації допом іж них регресій і 
відповідні значення 2^-статистики:
= 0-30 Гч - 19.9;
К ч ~ *  = ° '57
R't, . =0.76 F. = 47 .5 ;
* 4 * 1  . . . * 7  * 4  7
R 2xx х =0.76 F. =47.1;
Х ьХ і'.ш ЗЬі * 5  7
1 Farar D.E., Glauber R.R. Multicolinearity in Regression Analysis: The Problem Revisited
/ /  Review of Economics and Statistics. — Vol. 49. — P. 92—107.
Особливі випадки у багатофакторному регресійному аналізі
р2
*6*1-*7 = 12.7
00IIь*
ьГ
ту 2
‘Г*'х6х 1...х7 = 0.46 = 12.7;*6 9
ту 2
*7*і-*7 = 0.24 I
I оо
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Я к бачимо, при високом у загальному коеф іц ієнті детермінації спостеріга­
ю ться високі значення коеф іц ієнтів детермінації допом іж них регресій для 
х 4 (спож ивання пального) і х 5 (дизельне пальне).
Для того, щ об встановити, як і з факторів приводять до мультиколінеар- 
ності у ф акторах х 4і х 5, розрахуємо парні коеф іц ієнти  кореляц ії. Дані наведе­
но у табл. 5.28.
Т аблиця  5 .2 8
* 1 х 2 *3 х4 *5 * 6 х 7
Х1
х 2
х 3
х 4
х 5
х 6
х 7
г42 — 0.13 
г13 = 0 . 2 1  
г14 = -0 .35  
г 15 = -0 .27  
г16 = 0.45 
Г12 “  0*34
Гоо = 0.27 
г24  = 0.34
Т25  — —0 . 2 1  
Гой “  0.08
г27 = -0 .13
г34  = 0.09
Г35  — 0 . 1 2
г36 = - ° - 3 5
ґду — 0.06
г45  = - 0 . 6 8  
г46  -  0.31 
г4 7  -  0.4
г56  = 0.5 
г57  = 0.27 7*07 — —0.26
Аналіз таблиці показує, щ о є залеж ність м іж  ф акторами х 4 і х 5, а також  
між Х-1 х с.о о
В и сн о вк и
1. Є досить великий ступінь залеж ності м іж  ф акторами у ф ункції витрат, 
а саме: мультиколінеарність є у факторах х 4і х 5.
2. М ультиколінеарність викликана залеж ністю  м іж  х 4і х 5, а також  м іж  х ь
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Р О З Д ІЛ  6 . ЕКОНОМЕТРИЧНІ СИМУЛЬТАТИВНІ МОДЕЛІ
6.1 . ПОНЯТТЯ ПРО ОДНОЧАСНУ ЗАЛЕЖНІСТЬ ЕКОНОМ ІЧНИХ  
ЗМ ІННИХ. ПРИКЛАДИ ЕКОНОМЕТРИЧНИХ СИМУЛЬТАТИВНИХ 
МОДЕЛЕЙ
Застосуван н я м етоду н ай м ен ш и х  квадратів (М Н К ) до окрем ого  рівнян­
н я  передбачає, щ о незалеж ні зм ін н і (ф актори ) — справді екзоген н і і щ о є 
тільки  од н о сто р о н н ій  з в ’я з о к  м іж  залеж ною  зм інною  у  та незалеж ним и 
зм ін н и м и  х . Я к щ о  ці ум ови  не ви к о н у ю ться , тобто , я к щ о  зм інн і х визнача­
ю ться  через у  у то п о р у ш у ється  одне з п ри п ущ ен ь класи чн ого  регресійного  
аналізу, а саме п р и п у щ ен н я  4 про  незалеж ність ф акторів  та випадкових 
величин  (cov(x ,£) Ф 0) і ви к о р и стан н я  м етоду н ай м ен ш и х  квадратів для 
зн аход ж ен н я невідом их парам етрів м оделі призведе до п ояви  неефектив­
них о ц ін о к  з в ідхиленням .
Я к щ о  у  = f(x) і, в свою  чергу, також  х = f(y), недопустим о застосовувати 
одне регресійне р ів н ян н я  для опису  в за є м о зв ’я зк у  м іж  у  та х .  У таком у 
разі м и  переходим о від регресій н о ї м оделі з одним  р івн ян н ям  до регре­
с ій н о ї м оделі з багатьм а р ів н ян н ям и , серед як и х  м ож уть бути р івн ян н я , 
я к і вклю чаю ть х  та у  у ролі я к  ендогенних , так  і екзоген н и х  зм інних. 
С истем а, щ о оп и сує  таку взаєм н у  залеж ність м іж  зм ін н и м и , називається 
с и с т е м о ю  о д н о ч а с н и х  а б о  с и м у л ь т а т и в н и х  р і в н я н ь .
Н аведемо д ек іл ька  прикладів застосуван н я сим ультативних моделей, 
я к і ілю струю ть значення одн очасн и х  з в ’я зк ів  при  оп и сан н і екон ом іч н и х  
яви щ , та п о к а ж е м о , ч ом у  при  ц ьом у в и н и к ає  п оруш ен н я  п ри п ущ ен н я  4.
Приклад 6.1. П р и п у сти м о , щ о нам  п отр ібн о  о ц ін и ти  попит н а  олію . З 
ек о н о м іч н о ї теор ії нам  в ідом о , щ о п оп и т н а  будь-який  товар залеж ить від 
й ого  ц ін и  Р у ц ін  н а  ін ш і товари  P Q, та доходу у . Том у ф ункц ію  попиту  на 
олію  м ож н а  записати  у вигляді:
Q = р0 + Д Р  + Р2Р0 + рзу + є,
де <? — обсяг п оп и ту , Р  — середня ц іна олії, Р 0 — ц іни  на  інш і товари , у  — 
д оход , Є — випадкова величина.
Я к щ о  м и  засто су єм о  для зн аход ж ен н я невідом их парам етрів цього 
р ів н ян н я  м етод н ай м ен ш и х  квадратів, то отри м аєм о  зм іщ ен і о ц ін к и  (або, 
я к  м и  щ е їх н ази ваєм о , о ц ін к и  з в ідхиленням ) для /?0 та /Зх, о с к іл ь к и  Р  та Є 
не незалеж ні. П о п и т на  будь-який  товар є ф ун кц ією  від його  ц ін и , але 
одночасно  і р и н к о в а  ц іна зм ін ю ється  під впливом  обсягу  попиту . Внаслі-
док цього наведене вищ е одиничне р івн ян н я  не м ож на розглядати як  по­
вну модель. С истема повин на м істити  п ринайм н і ще одне р івн ян н я , щ о 
вказує на з в ’я зо к  м іж Р  та ( і, наприклад:
де IV  — м ож е бути, наприклад, індексом  погодних  ум ов.
П ідставляю чи в це р івн ян н я  вираз для (?, отри м аєм о:
Р  = С0 + Сі(Р0 + РгР + Р2Р 0 + р3у  + є) с2Ф + V.
О чевидно, щ о Р  залеж ить від є , а отж е, прип ущ ен н я 4 класи чн о ї регре­
сії поруш ується . Р  не є екзогенною  зм інною  в ф ун кц ії попиту.
Приклад 6.2. Н ехай нам потр ібно  оц інити  п роп ози ц ію  грош ово ї м аси. 
Цей процес регулю ється урядом  з м етою  ун и кн ен н я  ін ф ляц ії. Отже, мож­
на сказати , щ о основним  детерм інантом  урядового  р іш ен н я  відносно  гро­
ш ової п роп ози ц ії буде реальний рівень доходів . Том у ф ункц ію  грош ової 
пропозиц ії м ож на записати у вигляді:
де М  — грош ова п р о п о зи ц ія , у  — рівень реального доходу.
Однак рівень реального доходу в свою  чергу залеж ить від грош ової 
п роп ози ц ії та ін ш и х  реальних сил , наприклад, ін вести ц ій н и х  р іш ень 
підприєм ців, соціальної політики  уряду та багатьох інш их. Внаслідок цього 
грош ову проп ози ц ію  не м ож на розглядати я к  модель з одного  р івн ян н я  — 
у не є справді екзогенною  зм інною . М іж  М т а у  є взаємозалеж ність. Р івняння 
цього зв ’язк у  має вигляд:
у =  а0 +  а хМ  +  а 2І г +  ... +  V.
П ідставляю чи вираз для М , отри м аєм о:
У =  «о +  а і(Д> +  РіУ + £) +  «27, +  -  +
О чевидно, щ о у =  /(є), а отж е, у ф ун кц ії грош ово ї п р о п о зи ц ії з м ін н а я  
залежна від випадкової зм інно ї Є.
П р и к л а д  6 .3 . К е й н с іа н с ь к а  м о д е л ь  в и з н а ч е н н я  д о х о д у
Розглянем о просту кей н сіан ську  модель визн ачення доходу.
Ф ункц ія  сп ож и ван н я
С = Р 0 + ріУ + є, 0 < Р1< І. (6.1)
Т о то ж н ість  доходу
г/,= С(+ / , ( =  5 (), (6 .2 )
де С — витрати  на сп о ж и ван н я ;
у  — доход;
І  — ін вести ц ії (п ри п уск аю ться  екзо ген н и м и );
5  — заощ адж ен н я;
£ — час;
Є — випадкова величина;
А>1 А  — невідом і парам етри , я к і п отр ібн о  о ц ін и ти .
П араметр відом ий  з е к о н о м іч н о ї теорії я к  гранична схильність до 
сп о ж и ван н я  (М Р С  — п ри р іст  сп ож и вч и х  витрат, п о в ’я за н и й  зі зростан­
ням  доходу, наприклад, на  одну гр и вн ю ), знаходиться на  п ром іж ку  від 0 
до 1. Р івн ян н я  (6 .1 ) — це стохастична ф ун кц ія  сп о ж и ван н я , а р івн ян н я  
(6 .2) — це то то ж н ість  нац іонального  доходу, я к а  ви зн ач ає, щ о загальний 
доход д ор івн ю є загальним  витратам  на сп о ж и ван н я  та загальним інвес­
ти ц ій н и м  витратам ; зрозум іло , щ о ін вести ц ій н і витрати д ор івню ю ть за­
гальним  заощ адж ен н ям .
У функції спож ивання С та у  взаєм озал еж н і, том у  у в (6 .1) не є незалеж­
ною  зм інною  від Є, бо зм іщ ен н я Є також  зм іщ ує й ф ункц ію  сп ож и ван н я, щ о 
у відповідь впливає на у . В таком у разі класи чн и й  метод найм енш их квад­
ратів н еп ридатний  для о ц ін к и  параметрів у р івнянні (6 .1). Я к щ о  його  засто­
сувати, то отри м ан і о ц ін к и  будуть зм іщ ен и м и .
П р и к л а д  6 .4 .  М о д е л ь  " з а р п л а т а  — ц ін а  "
Р озглян ем о  таку м одель типу Ф іліпса  ”зар плата — ц ін а ”:
де ТУ0 — н орм а зм іни  зарплати в грош овом у  вираж енні;
ІЛ$ — рівень б е зр о б іт т я ,%;
Р° — н орм а зм іни  ц ін ;
ЕР — норм а зм іни  витрат капіталу;
М °  — норм а зм іни  ц ін  на  ім п ортован у  сировину;
і  — час;
Є — ви п адков і вели чи н и .
О скільки  зм інна ц ін и  Р° входить у р івн ян н я  зарплати, а у р івн ян н я  
ц ін и  входить зм ін н а зарплати , обидві зм ін н і взаєм озалеж н і. Том у зм інн і 
корел ю ю ть  з в ідповідним и  ви п ад кови м и  величинам и , щ о веде до пору­
ш ен н я  п р и п у щ ен н я  4 та н ем ож ли вості застосування методу найм енш их 
квадратів при  оц ін ю ван н і невідом их парам етрів м оделі.
П ри клад  6 .5 . ІБ -м о д е л ь
Відому м ак роекон ом ічн у  модель ІБ, або р івновагу  н а  р и н ку  товарів , 
м ож на виразити  у неетохастичн ій  ф орм і:
функція споживання: С, = Д, + Ргуаі9 0 < А < і ;  (6.5)
функція податків: Т = а0 + агу  ,, 0 < ах < 1; (6.6)
функція інвестицій: І ( = у0 + ^г,; (6.7)
визначення: ум= у ( — Т(’, (6.8)
державні витрати: в , = в  ; ■ (6.9)
тотожність національного доходу: ул = С + І + Є ,  (6.10)
де у  — національний доход; С — витрати на сп ож и ван н я; І  — заплановані 
або бажані чисті інвестиц ії; О  — витрати держ авного сектора; Т — по­
датки; у * -  наявний  доход і г  — процентна ставка. К риву / 5  зображ ено на 
мал. 6 .1 .
Я к щ о  у р ів н ян н я  (6 .5 ) 
п ідставити  (6 .8) та (6 .6 ) , а 
потім  п ідстави ти  отрим ане 
таким чином  рівняння для С 
та р івняння (6.9) у р івняння 
(6 .10 .), остаточно отрим аєм о 
І8 -р івн ян н я:
Р івн ян н я  (6 .11) — це р івн ян н я  р івноваги  н а  р и н ку  товар ів , відоме з 
м ак р о екон ом ічн о ї теорії я к  ІБ -р івн ян н я . Воно дає таку ко м б ін ац ію  про­
центної ставки  та доходу, за я к о ї р и н о к  товарів перебуває у р івновазі.
Щ о б трапилося , як б и  м и  о ц ін и ли , скаж ім о , ф ункц ію  сп ож и ван н я  (6 .5) 
ізольовано? Ч и  вдалося б нам  отрим ати  еф ективн і, н езм іщ ен і о ц ін к и  не­
відомих параметрів? М алой м овірн о , том у щ о сп о ж и ван н я  залеж ить від 
наявного доходу спож ивача, як и й  у свою  чергу залеж ить від національно­
го доходу у у але останн ій  залеж ить від ґ, (?, та ін ш и х  парам етрів . Том у, 
якщ о  м и не враховуєм о всі ці впливи , у п ростій  регресії С від у  не буде 
отрим ано незм іщ ених  о ц ін о к  парам етрів.
П р и к л ад  6 .6 . М о д е л ь  Ь М
Інш ою  стороною  відом ої ІБ-ЬШ -моделі є ЬШ -м одель, або рівновага на 
ринку грош ей, — співвіднош ення, яке  дає таку ком бінац ію  процентної став­
ки  і р івня  доходу, за як о го  д о сягається  р івновага н а  р и н к у  грош ей , тобто
попит на грош і д ор івн ю є п р о п о зи ц ії грош ей . А лгебраїчно модель у несто- 
хастичн ій  ф орм і м ож н а виразити так: 
ф ун к ц ія  п о п и т у  на  грош і:
ф ун кц ія  п р о п о зи ц ії грош ей:
ум ова  т вноваги :
= (6 .14)
де у — доход; М  — середній рівень п р оп ози ц ії грош ей; г — процентна 
ставка.
П ри р івн явш и  п опит на грош і і ф ункц ію  п ро п о зи ц ії та спростивш и
Уг = А0 + А]М + Л2г( ; (6 .15)
(6.16)де К  = - ф ;  К = \\ ^ 2  = х- 
ь ь ь П роцент на  ст а вк а
Для даних М  =  М  крива Ь М  по­
казує зв ’я зо к  (6 .15 ), відображ ений на 
м ал. 6 .2 .
Криві / 5  і ЬМ  відповідно пока­
зую ть, щ о вся м н ож и н а п роц ен тн и х  
ставок узгодж ується  з р івновагою  на 
р и н ку  товарів  і на  ри н ку  грош ей .
З в и ч а й н о , т іл ьки  одна п р о ц е н тн а  
ставка і один рівень доходу будуть 
одночасно  відповідати р івновазі на
цих ри н ках . М алю нок 6.2. Крива Ь М
П р и к л а д  6 .7 . Е к о н о м е т р и ч н а  м о д е л ь  К л е й н а
Н аведемо одну з перш их екон ом етри чн и х  м оделей. П ерш овідкрива­
чем у ц ій  галузі був п роф есор  Л оренс К лейн. Й ого початкова модель відо­
ма під назвою  модель К лейна 1. Вона складається з трьох р івнянь та 
трьох тотож н остей  і має такий  вигляд:
функція споживання: С = р0 + Р1Р{ + Р2(№ + 1¥/)і + Р^Р^ + єи ;
інвестиційна функція: І { = р4 + /?5Р( + )36Р<_1 + Д7іГ<_1 + е2(; 
попит на працю:
щ  = р 8 +  р9(у +  т -  + р10(у +  т - w / )t_1 + рп і + е3(;
тотожність 1 : Уг + Т% = Сг + І г + ;
тотожність 2: уг = + ТУ, + Р ,;
тотожність 3: К г -  К г_х + І г ,
де С — витрати н а  сп ож и ван н я; І  — ін вести ц ій н і витрати ; Є — витрати 
держ авного сектора; Р  — прибутки ; Ж  — заробітна плата в приватном у 
сектор і; ТУ' — заробітна плата в держ авном у сектор і; К  — запас капіталу; 
Т  — п од атки ; у  — доход п ісля  сплати податк ів ; £ — ч а с ;£ х, Є2, £3 — випад­
ков і величини .
У моделі зм інн і С, / ,  ТУ, у, Р  і К  п ри й м аю ться  я к  взаєм озалеж н і або 
ендогенні зм ін н і, а зм інн і Р ^ ,  К г 1У у іХ є попередньо ви зн ач ен и м и . Всього 
для вивчення взаєм озалеж н ості ш ести  ендогенних зм ін н и х , я к  уже зазна­
чалося, ви к о р и сто ву ється  ш ість р івн ян ь  (вклю чаю чи  три то то ж н о ст і)  .
В заєм озалеж ність м іж  ендогенним им  зм ін н и м и  в м оделі К лейна ро­
бить нем ож ливим  застосування м етоду н ай м ен ш и х  квадратів до окремо­
го р івн ян н я  си стем и .
Н иж че м и розгл ян ем о , я к  оц ін ю ю ться  невідом і парам етри  економ ет- 
ричних м оделей у таком у разі. П о к и  щ о зазначим о , щ о у всіх  розглянутих 
випадках ви н и каю ть  проблем и  при  застосуванн і м етоду н ай м ен ш и х  квад­
ратів, щ о призводить до оц інок  з відхиленням  (зм іщ ених о ц ін о к ). Зм іщ ення, 
щ о ви н и кає  при  застосуванн і класи чн ого  М Н К  до систем и  симультатив- 
н и х  р івн ян ь, н азивається з м іщ е н н я м  с и м у л ь т а т и в н и х р і в н я н ь . Воно 
вини кає через п оруш ен н я  п р и п ущ ен н я  4, тобто  через залеж ність поясню ­
ю чих зм ін н и х  та ви п ад ково ї вели чи н и . Це створю є певн і п роблем и . П о- 
перш е, ви н и кає  проблем а іден ти ф ікац ії парам етрів індивідуальних взає­
м о зв ’я зк ів . П о-друге, ви н и каю ть  проблем и  з о ц ін ю ван н ям . Застосування 
М Н К  призводить до зм іщ ених  та н ек о н си стен тн и х  о ц ін о к . Том у для си­
стеми сим ультативних р івн ян ь потр ібно  ви кори стовувати  ін ш і м етоди оці­
ню вання. Я к і саме, м и розглянем о  далі.
Але перед цим  доведем о, щ о в сим ультативних р івн ян н ях  справді відбу­
вається п оруш ен н я класи чн ого  п ри п ущ ен н я  про незалеж н ість м іж  фак­
торам и та ви п ад кови м и  величинам и .
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6.2. П О РУ Ш ЕН Н Я КЛАСИЧНОГО П Р И П У Щ Е Н Н Я  
В С И М У Л ЬТА ТИ В Н И Х  М О Д ЕЛ Я Х
Я к уже зазначалося, коли  м іж х  та у  існує взаєм озалеж ність, то одним з її 
наслідків такої залеж ності буде поруш ення припущ ення 4 про незалежність 
значень ф акторів і випадкових величин (соу(£,х) Ф 0), а через це оц інки  не­
відомих параметрів такої моделі, отрим ані за методом найм енш их квадратів 
будуть зм іщ еним и (оц інкам и  з відхиленням ). Розглянем о я к  ілю страцію  
просту кейнсіанську модель доходу з попереднього прикладу 6.3:
де С — витрати на сп ож и ван н я; у — доход; І  — інвестиц ії.
П ри п усти м о , щ о ми хочем о оц інити  параметри ф ун кц ії спож ивання 
(6.1). Нехай Е[є() = 0 , Е(є?) = , Е(є(єі+І) = 0 (для /' Ф 0 ) і  соу(/,,£ ,) = 0 ,
щ о є п ри п ущ ен н ям и  класи чн о ї л ін ій н о ї регресійної моделі. С початку по­
каж ем о, щ о у г і Е% в (6 .1) залеж ні, а потім  доведем о, щ о Ьх є зм іщ еною
ОЦІНКОЮ  /?г
М одель м атем атично заверш ена: вона м істить два р івн ян н я  з двома 
ендогенним и зм інним и  С та у . Інвестиц ії І  визначаю ться екзогенно (на­
приклад, уряд ом ). Для о ц ін ки  невідом их параметрів підставим о в друге 
р івн ян н я  вираз для С, отри м аєм о:
Я к  бачим о, доход та випадкова величина залеж ні м іж  соб ою . Доход не 
є справді екзогенною  зм інною  у ф ун кц ії сп ож и ван н я.
М ож на довести , щ о ковар іац ія  доходу у та £ не дор івн ю є 0, тобто
СОУ(у, є) Ф 0 .
Доведення. За означенням  ковар іац ія  £ та у
cov(£, у) = Е{[є -  Е(є)][у -  Е(у)]}.
Але Е(є) = 0. Тому cov(s, у) = Е{є[у -  Е(у)]}. 
ßo + І + є
О скільки у = -------- -— , а інвестиції визначаю ться екзогенно, отримаємо:
i - ß i
Е(У) = J + -  і -  /  .
1 — jSi 1-ВІ
(6.22)
В іднімемо від (6.21) р івн ян н я  (6.22) і отрим аєм о:
Є,
Беручи до уваги, щ о
отрим аєм о:
у < - Щ у<) = т Д ;
et -  E(et ) = et , (6.23)
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соу(У ,,£,) = Е([Уі -  Е(у()][є{ -  Е(є,)]) = *  0 . (6.24)
Рі 1 Рі
Отже, м и показали, щ о при одночасній  залеж ності зм інних справді пору­
ш ується  п ри п ущ ен н я  кл аси чн о ї регресії про незалеж н ість м іж  випадко­
вою величиною  Є та зм ін н ою  у .
В наслідок застосування м етоду н ай м ен ш и х  квадратів до симультатив- 
н и х  м о д е л е й  о ц ін к и  к о е ф іц іє н т ів  б у д у т ь  з м іщ е н и м и .
Тобто другим наслідком  одночасної залеж ності зм інних  буде зм іщ еність 
оцінок.
6 . 2 . 1 .  О т р и м а н н я  з м іщ е н и х  о ц ін о к  ( о ц ін о к  з  в ід х и л е н н я м )  
в  м о д е л я х  с и м у л ь т а т и в н и х  р ів н я н ь
П опередньо зазначалося, щ о не м ож н а застосовувати  метод найм енш их 
квадратів для оц ін ю ван н я  невідом их парам етрів окрем ого  р ів н я н н я , яке  
входить у систем у сим ультативних р івн ян ь . Таке оц ін ю ван н я  призведе до 
зм іщ ених  о ц ін о к  парам етрів . Щ об  довести цей ф акт, знову повернем ося  до 
простої кей н сіан сько ї моделі визначення доходу з прикладу 6.3. Д ля спро­
щ ення розглянем о тільки оц ін ку  параметра /^ .
Щ об продемонструвати, щ о М Н К -оц ін ка Ьх є оц інкою  з відхиленням  Рг 
через взаєм озалеж ність м іж  у г і пригадаємо формулу для зн а х о д ж е н н я ^ :
де м аленьким и літерам и з хвилям и  п означен і в ідхилення від середніх 
значень зм інних  м оделі. П ідставивш и  Сг з (6 .1 ), о тр и м у єм о :
и _ І  (А) +  ЄМ  _ а . Л у а
°1 ^ 2  Рі + ~  ~2
І  Уі І  Уі
(6.26)
при цьом у м ож н а п оказати , щ о Л У і = о і ( 1 у<у< / 1 у ї ) = і .
Я к щ о  м и знайдемо м атематичне сподівання обох частин  (6 .2 6 ), то отри­
маємо:
Н а ж аль, м и не м ож ем о  о ц ін и ти  Е [^ У&  / Х у 2 ] (зазначте: Е  =  (А/В) ^ 
Ф Е  = ((А )/(£ (В ))). Але ін ту їтивно  зрозум іло , щ о я к щ о  вираз /  Н у 2 ]
не є нулем, Ьг є зм іщ еною  оц інкою  А- Ч и  правильно це? У (6 .24) було пока-
зано, щ о сп іввіднош ення м іж  у  та £ не дорівню є нулю , але с о у(уг, є понят­
тям , яке  М И ви к о р и сто ву єм о  ДЛЯ В С ІЄ Ї сукупності, а величина £ у і£і є ї ї  
виб ірковим  аналогом , том у нам потрібно знайти границю  величини Е 
/ І * / 2 ], п рипускаю чи , щ о розм ір  вибірки  зростає до нескінченності. 
К аж уть, щ о о ц ін ка  зм іщ ена, як щ о  ї ї  зб іж ність за йм овірн істю  не дорів- 
ню ю є правильном у /V Застосувавш и правило зб іж ності за йм овірн істю , 
отрим аєм о:
збіж ніст ь за  ймовірніст ю  р  1іш(Ь1) = збіж ніст ь за  ймовірніст ю  (рр  4-
+ збіж ніст ь за  йм овірніст ю
де чисельник у дробі є коваріац ією  м іж  у і Є, а знам енник — дисперсією  у .
Отже, з р івн ян н я  (6.28) отрим аєм о , щ о границя за йм овірн істю  ^ д о р ів ­
ню є правильному Рг плю с віднош ення границі за йм овірністю  коваріації 
між у та в до границі за йм овірністю  дисперсії у у моделі. Тепер, коли 
розм ір вибірки зростає до нескінченності, слід очікувати, щ о коваріація між 
вибірковим и значенням и у і £ майже збігається з коваріацією  всієї сукупності 
Е(уі -  Е(уі))(єі -  !?(£,)) , яка  з р івняння (6.24) дорівню є [сг2 /  (1 -  Рг)] . Одно­
часно, коли N  має тенденцію зростати до нескінченності, дисперсія у у вибірці 
буде майж е збігатися з д и сперсією  генеральної сукупності з <72 . Тому 
р івн ян н я (6 .28) м ож на записати як:
Знаю чи, щ о для н аш ої моделі сп ож и ван н я  0 <  Рх <  1 (оскільки  Ьг в 
наш ом у прикладі — це M P C , щ о завжди є додатним , але м енш им  за 1) і що 
О2 та ( f y додатні, з р івн ян н я  (6.29) видно, щ о гранична йм овірн ість (&х) 
буде завжди більш ою  за р х; це означає, щ о Ь1 переоц іню ватим е Рг. Інакш е 
каж учи , Ьх є зм іщ еною  о ц ін ко ю  (оц ін кою  з відхиленням ) Рг, і відхилення 
залиш ається навіть тоді, коли  к ількість спостереж ень прям ує до нескінчен­
ності.
Отже, зм іщ ення не м ож на усунути, збільш ую чи кількість спостереж ень 
у вибірц і. О ц інки , отрим ані за допом огою  М Н К , будуть не тільки зміщени­
м и , а й н еко н си стен тн и м и .
6 . 2 . 2 .  П р и к л а д  о б ч и с л е н н я  о ц ін о к  з  в ід х и л е н н я м и  
в  с и м у л ь т а т и в н и х  м о д е л я х
Щ об продем онструвати  деякі п он яття , розглянуті ви щ е, знову поверне­
м ося  до п росто ї кей н с іан сько ї моделі визначення доходу з прикладу 6.3. 
П рипустим о, щ о значення інвестиц ій  І  подано у таблиці 6.1 (кол он ка  3). 
В ипадкові величини згенеруєм о за доп ом огою  м ет оду М онт е-К арло . Зна­
чення Єг, створеного таким  ч и н ом , подано у ко л о н ц і (4 ). Далі припустим о, 
що
•Е(£() = 0 ,Е(є(,є1+]) = 0 ,(/ * 0), уаг(є,) - а 2 = 0 . 0 4 , с о у (є( , /«) = 0.
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Н ехай у ф ун кц ії сп о ж и ван н я  (6 .1 ) значення п равильних  параметрів 
відомі і д ор івн ю ю ть відповідно /30=  2, =  0 .8 .
За д о п о м о го ю  значення /?0 і /Зх та виведеного  зн ачен н я е с м ож ем о  визна­
чити  значення доходу з р івн ян н я  (6 .1) у к о л о н ц і (1) таблиц і 6 .1 . Знаю­
чи  значення у г, Д>, та  м ож н а  легко  знайти  значення с п о ж и ван н я  Сг з 
р івн ян н я  (6 .1 ). П о к азн и к и  Сг наведені у к о л о н ц і (2 ).
О скільки  правильн і /30 і відом і, і о ск іл ьк и  п о м и л к и  м оделі знайдені 
випадково та незалеж но від у , то я к щ о  м и  ви к о р и стаєм о  дані таблиці 6.1. 
для регресії Сг н а  у ^  м аєм о  отрим ати  До= 2, А  = 0 .8 ,  за ум ови , щ о М Н К - 
о ц ін ки  були без в ідхилення. Але я к щ о  у г і ви п ад кова величина 'Е% залеж ні, 
то в ідхилення н аявн е, р івн ян н я  (6 .27) якр аз  і п оказує  таки й  ви п ад ок . Н а 
основі даних табл. 6.1 розрахуєм о  ковар іац ію  м іж  у г і ^ у іЄі = 3 .8  та 
дисперсію : І У Ї =  1 8 4 . З р івн ян н я  (6 .27) отри м аєм о  вираз для коеф іц ієн­
та Ьх\
Далі, ви ко р и сто ву ю ч и  дані табл. 6 .1 , побудуєм о регресійну  модель 
залеж ності сп ож и ван н я  (С^) від доходу (уг) і розрахуєм о  невідом і параме­
три м етодом  М Н К . О трим аєм о:
С = 1.4940 4- 0.82065у,
(0.35423X0.01434)
(4.2188)(57.209)
(6.31)
Д 2 = 0.9945.
Я к  і оч ікувалося, о ц ін ка  величини  Рі точно  передбачена р івн ян н ям  
(6.30) і є о ц ін к о ю  з в ідхиленням .
Т а б л и ц я  6.1
370 Розділ 6
уЛ і ) Сі ( 2) М З ) (4)
18.15697 16.15697 2.000000 -0.3686055
19.59980 17.59980 2.000000 - 0 .8004084Е-01
21.93468 19.73468 2.200000 0.1869357
21.55145 19.35145 2.200000 0.1102906
21.88427 19.48427 2.400000 -0.2314535Е-01
22.42648 20.02648 2.400000 0.8529544Е-01
25.40940 22.80940 2.600000 0.4818807
22.69523 20.09523 2.600000 -0.6095481Е-01
24.36465 21.56465 2.800000 0.7292983Е-01
24.39334 21.59334 2.800000 0.7866819Е-01
24.09215 21.09215 3.000000 -0.1815703
24.87450 21.87450 3.000000 -0.2509900Е-01
25.31580 22.11580 3.200000 -0.1368398
26.30465 23.10465 3.200000 0.6092946Е-01
25.78235 22.38235 3.400000 -0.2435298
26.08018 22.68018 3.400000 -0.1839638
27.24440 23.64440 3.600000 -0.1511200
28.00963 24.40963 3.600000 0.1926739Е-02
30.89301 27.09301 3.800000 0.3786015
28.98706 25.18706 3.800000 -0.2588852Е-02
6.3. МЕТОДИ О Ц ІН Ю В А Н Н Я НЕВІДОМ ИХ ПАРАМ ЕТРІВ У МОДЕЛЯХ 
СИМ УЛЬТАТИВНИХ РІВН ЯН Ь
6 . 3 . 1 .  З а га л ь н і п о н я т т я  про м е т о д и  о ц ін ю в а н н я
Я к  уже зазначалося , застосування методу н ай м ен ш и х  квадратів при 
оц ін ц і невідом их парам етрів у систем ах сим ультативних р івн ян ь призво­
дить до зм іщ ених оц ін ок . Щ об уникнути  ц іє ї н еп ри єм н о ї ситуації, необхідне 
застосування ін ш и х  м етодів о ц ін ю ван н я , я к і давали б кращ і о ц ін к и  пара­
м етрів . Т акі м етоди , справді, є. Ось н айуж иван іш і серед них.
1. М е т о д  з м е н ш е н о ї  ф о р м и , а б о  м е т о д  н е п р я м и х  н а й м е н ш и х  к в а д ­
р а т ів  ( Н Н К ) .
2 . М ет о д  ін с т р у м е н т а л ь н и х  з м і н н и х  (М ІЗ ).
3. Д в о к р о к о в и й  М Н К  (2 М Н К ) .
4. М е т о д  н а й б іл ь ш о ї в ір о г ід н о с т і о б м е ж е н о ї ін ф о р м а ц і ї  ( Н В О І ) .
5. М е т о д  зм іш а н о го  о ц ін ю в а н н я .
6. Т р и к р о ко ви й  М Н К  ( З М Н К ) .
7. М е т о д  н а й б іл ь ш о ї в ір о г ід н о с т і п о в н о ї  ін ф о р м а ц і ї  ( Н В П І ) .
П ерш і 5 м етодів називаю ть м е т о д а м и  о д н о го  р і в н я н н я ,  о ск ільки  вони 
застосовую ться  тільки  до одного  з р івн ян ь  си стем и . Ш о сти й  та сьом ий 
м етоди (ЗМ НК т а  Н В П І) називаю ть с и с т е м н и м и  м е т о д а м и ,  о ск ільки
вони застосовую ться  одночасно до всіх р івн ян ь си стем и . Вибір методів для 
оц іню вання парам етрів к о н к р е т н о ї моделі е н еп рости м  завданням . Перед 
його обговорен н ям  потр ібно  розглянути  дек ілька  визн ачень і торкн ути ся  
проблем и ендогенності й екзоген н ості певних  зм ін н и х  у к о н к р етн и х  си- 
м ультативних м оделях.
6 . 3 . 2 .  П о п е р е д н і в ід о м о с т і про стр ук т ур н і м о д е л і.
Іл ю с т р а т и в н и й  п р и к л ад
С труктурна модель — це повна систем а р івн ян ь , щ о оп и сує структуру 
в за є м о зв ’я зк ів  м іж  еко н о м іч н и м и  зм ін н и м и . С труктурні р івн ян н я  вира­
ж аю ть ендогенні зм інн і я к  ф ун кц ії ін ш и х  ендогенних зм ін н и х , поперед­
ньо визначених  зм інних  та ви п ад кови х  величин .
Щ об  проілю струвати  побудову структурн о ї м оделі, в и к о р и стаєм о  таку 
просту модель закри то ї ек о н о м ік и :
Перш е р івняння описує ф ункцію  спож ивання, друге — ф ункцію  інвести­
цій , а третє — основну  тотож н ість . С истем а заверш ена, о ск іл ьк и  м істить З 
р івн ян н я з трьом а ендогенним и зм ін н и м и  — М одель м істить дві
попередньо визначен і зм ін н і — урядові витрати  Є та доход із запізнен­
ням у г_х .
П арам етри структурної м оделі відображ аю ть прямий вплив  к о ж н о го  
ф актора н а  залеж ну зм інну. За своїм  ек о н о м іч н и м  зм істом  вон и  м ож уть 
бути к о еф іц ієн там и  еластичності, гран и чн и м и  норм ам и  та ін . Н епрям і 
впливи м ож на обчислити  тільки  при  р о зв ’я зу ван н і структурн о ї си стем и . 
Н априклад, зм іна в сп ож и ван н і н еп рям о  впливатим е на  ін вести ц ії через 
викликане зм інам и  сп о ж и ван н я  зростан н я  доходу г/, я к и й  визначає інвес­
тиції.
П ри побудові структурної моделі вваж атим ем о, щ о структурн і пара­
метри представлені к оеф іц ієн там и  А  кол и  вон и  в ід н осяться  до ендоген­
них зм ін н и х , та к о еф іц ієн там и  у, коли  вони  стоять  біля попередньо визна­
чених зм інних . Так само ендогенні зм ін н і п озн ачи м о  через і/, а екзогенн і 
зм інні через х  (для сп р о щ ен н я  будемо розглядати  м одель без перетину). 
Тоді структурна модель м атиме вигляд:
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де у ! = С, у2 = І, у3 = у ,  хг = у(_1г х2 = в .
П ерен осячи  всі зм інн і у ліву сторон у , отри м аєм о  таку систем у:
Уі + °У2 -  РізУз + ° * 1  + 0 х 2 = єі ‘> 
ОУі +У2 ~ РгзУз ~ Ї 2 іхі + 0*2 = £г> 
~ Уі -  У2 + Уз + 0*1 -  *2  = 0-
З ц іє ї си стем и  легко  отрим ати  таблицю  структурних  параметрів у за­
гальном у вигляді:
ґ і  о - А ,  о <Г
0 1 — Р2 3  ~  Ї 2 \ 0 •
^ - 1 - 1  1 0 - 1 ^
Значення структурних  параметрів м ож н а розрахувати , використовую ­
чи сп остереж ен н я  над зм ін н и м и  моделі та застосовую чи  відповідні еконо- 
м етричн і м етоди . Я к  це р о б и ти , м и  розглянем о п ізн іш е.
6 . 3 . 3 .  С т р ук тур н і м о д е л і с к о р о ч е н о ї ф о р м и
С короченою  ф орм ою  структурної моделі є модель, у як ій  ендогенні змінні 
вираж ені я к  ф у н кц ії лиш е попередньо визн ачених  зм ін н и х . С корочена 
ф орм а зап и сується  двом а сп особам и . П ерш ий  — згорнуте вираж ення ендо­
генних зм ін н и х  я к  ф ун кц ій  попередньо визн ачених  зм ін н и х , наприклад:
Уі = *11*1 + *(2*2+...... +%** + VI , (і = 1,2,........ (?) .
Для н аш о ї п р о сто ї м оделі з трьох р івн ян ь ско р о ч ен а  ф орм а матиме 
вигляд:
^  =: ^иУ ї-І ■*"
^ = 2^ії/*-1 2^2 *^
У і = КЗіУі-1 + К32 Ф  + и3-
Д ругий спосіб  запису ск о р о ч ен о ї ф орм и  — розгорнуте вираж ення ен­
догенних  зм ін н и х  через попередньо визначен і зм ін н і, структурні парамет­
ри та випадкові вели чи н и . У цьом у випадку структурна модель наш ого 
прикладу набуває такого  вигляду:
Для збігу двох типів запису скороч ен о ї ф орм и необхідно, щ об виконува­
лось таке сп іввіднош ення м іж  числам и К та структурним и параметрами:
Я к  бачим о, м іж  парам етрам и ско р о ч ен о ї ф орм и  та структурним и  пара­
метрами є ч ітки й  в за є м о зв ’я зо к , тобто  значення п  є ф у н кц іям и  структур­
них парам етрів.
6 . 3 . 4 .  Знаходж ення параметрів скороченої форми та оцінка 
їхнього впливу на змінні моделі
Тепер детально розгл ян ем о , я к  усе ж  таки  знаходяться  невідом і пара­
метри ско р о ч ен о ї ф орм и . Д ля цього  знову поверн ем ось  до н аш ого  прикла­
ду та побудуєм о скороч ен у  ф орм у структурн о ї м оделі. Д ля її отрим ання 
спочатку в третє структурне р івн ян н я  п ідставим о зам ість Сі та І і їхні ви­
рази з перш их двох р івн ян ь:
У і = («1У і + £і) + ФіУі + РзУї-і + £2) + с е
За д оп ом огою  п ерестановки  та сп рощ ен н я  остаточно  м атим ем о:
Це і є скороч ен а  ф орм а третього структурного  р ів н ян н я .
Тепер п ідставим о отрим аний  вираз для у % у ф ункц ію  сп о ж и ван н я :
С = «1 А
і - « і - А
Уі-і + _0 + .Ь .± .єл -
і - О і - А  *
+ Єї»
або
О трим аєм о скороч ен у  ф орм у для ф у н кц ії сп о ж и ван н я . 
Далі п ідставим о  вираз для г/, у ф ункц ію  ін вести ц ій :
О трим аєм о відповідно ско р о ч ен у  ф орм у для ф ун кц ії ін вести ц ій .
П а р а м е т р и  с к о р о ч е н о ї  ф о р м и  в и м ір ю ю т ь  з а г а л ь н и й  ( п р я м и й  т а  
н е п р я м и й )  в п л и в  п о п е р е д н ь о  в и з н а ч е н и х  з м і н н и х  н а  е н д о г е н н і  з м ін н і ,  
в  т о й  ч а с  я к  с т р у к т у р н і  п а р а м е т р и  в и м ір ю ю т ь  т іл ь к и  п р я м и й  в п л и в .
Н априклад , ТГ21 ви м ірю є вплив одиничного  зростання у г1  на величину інвес­
тиц ій . Ц ей вплив складається з двох частин: по-перш е, є п рям ий  вплив н а /  
через ко еф іц ієн т  (32, я к и й  визначається в структурном у р івнянн і інвестицій; 
по-друге, наявн и й  непрям ий  вплив, том у щ о зростання впливає н а  І ,, / ,  
впливає наг/,, яке  в свою  чергу впливає н а / , ;  нареш ті значення і/, впливає на 
С,, яке  в свою  чергу впливає на  у,, а отж е, і н а / , .  Том у загальний вплив у{1 
(щ о ви м ірю ється  Я‘21) на  / ,  м ож н а поділити на такі ком п он ен ти :
П арам етри  ск о р о ч ен о ї ф орм и  таким  чи н ом  м ож н а ш и р о к о  застосову­
вати для п рогн озуван н я  та аналізу еко н о м іч н о ї д іяльн ості, том у щ о вони 
даю ть одночасно  о ц ін ку  загального, п рям ого  та н еп рям ого  впливу екзо­
генних  зм ін н и х  н а  залеж ні зм ін н і.
Я к  же о ц ін и ти  парам етри  с к о р о ч ен о ї ф орм и? Є два м етоди отрим ання 
о ц ін о к  для к о еф іц ієн т ів  м оделі с к о р о ч ен о ї ф орм и : прям е та непрям е оці­
н ю ван н я .
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П р я м е  о ц ін ю в а н н я  к о е ф іц іє н т ів  с к о р о ч е н о ї  ф о р м и . К оеф іц ієнт р  
м ож на о ц ін и ти  м етодом  необм еж ених н айм енш их  квадрат ів  (Н еН К ). У 
цьом у разі всі ендогенні зм інн і вираж аю ться я к  ф ун кц ії попередньо виз­
начених зм ін н и х  си стем и , і до цих ф ун кц ій  с к о р о ч ен о ї ф орм и  застосо­
вується звичайний  М Н К . Д аний спосіб  нази вається  м етодом  необмеже­
них н ай м ен ш и х  квадратів, о ск іл ьк и  не береться до уваги н ія к а  інформа­
ц ія  про структурні парам етри , тобто усуваю ться об м еж ен н я , накладені 
ф орм ою  структурної м оделі. Д аний метод не вим агає зн ан н я всіх особли­
востей структурної м оделі, але вим агає знання попередньо визначених 
зм інних .
Н е п р я м е  о ц ін ю в а н н я  к о е ф іц іє н т ів  с к о р о ч е н о ї  ф о р м и .  Я к  м и  в ж е
показували ви щ е, м іж  к о еф іц ієн там и  с к о р о ч ен о ї ф орм и  та структурним и  
параметрами є ч іткий  в заєм о зв ’язок . Тому м ож на спочатку отримати оц інки  
структурних параметрів за д оп ом огою  будь-якого  м етоду оц ін ю ван н я , а 
потім  п ідставити  їх  у  с и с т е м у  п а р а м е т р и ч н и х  в з а є м о з в  'я з к ів  для отри­
м ання значень 7Г. Ц ей н еп рям и й  м етод вклю чає три к р о к и . Н а перш ом у 
кроц і за д оп ом огою  п ідстан овок  зм ін н и х  необхідно отрим ати  скороч ен у  
ф орму для всіх р івн ян ь  м оделі, щ об мати систему парамет ричних взає­
мозв'язків  м іж  /г, /З т а  у. Н а другом у кр о ц і отри м аєм о  о ц ін к и  структурних  
параметрів за допом огою  будь-якого відомого методу оц ін ю ван н я. Н ареш ті, 
на  третьом у кр о ц і для отри м ан н я о ц ін о к  ко еф іц ієн т ів  с к о р о ч ен о ї ф орм и 
п ідставляєм о о ц ін к и  /З і / в  систем у парам етричних  в за є м о зв ’я зк ів .
О писаний метод складн іш и й , але м ає ряд переваг перед п рям и м  мето­
дом о ц ін ю ван н я .
П о-п ерш е, отри м ан н я величин к  ск о р о ч ен о ї ф орм и  з Р та /  ефективні­
ш е, оск ільки  береться до уваги вся ін ф орм ац ія  (тобто всі п оч атков і обме­
ж ен н я, накладені н а  парам етри ), щ о м істи ться  в структурн ій  моделі. П о ­
друге, структурні зм іни  відбуваю ться п о ст ій н о  п ротягом  часу. Я к щ о  м и 
знаєм о ін ф орм ац ію  про зм іни  / З і / ,  м ож н а  легко  о б чи сл и ти  зм іни  К. Я к щ о  
ж  к  обчислю вати  за д оп ом огою  необ м еж ен ого  м етоду н ай м ен ш и х  квад­
ратів, то м и  не м ож ем о  п о в ’я зати  з К зм ін и , щ о відбудуться з Р та  /. П о- 
третє, з ін ш и х  дослідж ень м ож н а отрим ати  додаткову  ін ф орм ац ію  про 
деякі структурні параметри, яка  стає непотр ібною , я к щ о  оц ін ки  для 77отри­
мані не через о ц ін к и  Р і /.
6.4* ПРОБЛЕМ А ОТОТОЖ НЕННЯ В СИМ УЛЬТАТИВНИХ МОДЕЛЯХ. 
ЗАГАЛЬНІ ПОН ЯТТЯ
Я к уже зазначалося, в сим ультативній  моделі є зм інн і двох типів: ендо­
генні та попередньо  визн ачен і. Е ндогенні зм ін н і вваж аю ться стохастич- 
н и м и , .тоді я к  попередньо  визн ачен і зм ін н і трактую ться я к  н естохастичн і.
П опередньо  визн ачен і зм ін н і п од іляю ться  н а  дві категорії: п оточн і та 
лагові. Т ак , наприклад, я к щ о  Хх є п о точ н ою  екзоген н ою  зм ін н о ю , то х х х1 
вваж ається  лаговою  екзоген н ою  зм ін н ою  з одинични м  лагом . Я к щ о  у г є 
ендогенною  зм ін н ою , то уіХ — лагова зм інна, значення я к о ї відоме в поточ­
ни й  період  часу отж е це значення вваж ається н естохасти ч н и м , а ух г є 
також  попередньо визн аченою  зм ін н ою . П раво визначати , я к і зм інн і ендо­
генні, а я к і попередньо визначені, належ ить досліднику, котри й  розробляє 
м одель. В иходячи  з наведених уточнень, запиш ем о сим ультативну модель 
у загальном у випадку:
Уи = Рі2 У2і+'"+Р\мУмі + Уі1Х1і+*"+УіКХКі + Є1і>
У2і =  р 2 і У и + " 9+р 2 м У м і  +  Ї 2 1 Хи + " ' + У 2К Х Кі +  Є2і >
М і  > (6 .32)У мі ~  РміУи*' • ^Рмм-іУм-и + Уміхи+* • •+/м к х к і  + є
де уг, у2у ум — ендогенні, або залеж ні зм інні;
хг, х2, хк — попередньо визн ачен і зм ін н і (одна з цихдг-змінних мож е
набувати значення о д и н и ц і для отрим ання перетину в к о ж н о м у  р івн ян н і),
■61, £2, Єм — ви п ад ков і величини ;
£ =  1, 2, N  — загальна к ільк ість  спостереж ень;
/? — невідом і парам етри  при  ендогенних зм інних ;
у — невідом і парам етри  при  попередньо визн ачених  зм ін н и х .
П арам етри  /5 та  /  нази ваю ться  структурним и  парам етрам и чи коефіці­
єн там и .
Зауваж им о, щ о не всі зм інн і о б о в ’я зк о в о  м аю ть з ’явл яти сь  у кож н ом у  
р івн ян н і.
З си м ультативної (структурн о ї) м оделі, я к  м и  вж е розглядали вищ е, 
м ож на отрим ати  скорочен у  ф орм у, в я к ій  ендогенні зм інні залежать тільки 
від попередньо  визн ачених  зм ін н и х  та випадкових  величин .
П ід  п р о б л е м о ю  о ц ін ю в а н н я  п а р а м е т р ів  с и м у л ь т а т и в н и х м о д е л е й  
р о з у м ію т ь  з н а х о д ж е н н я  о ц ін о к  п а р а м е т р ів  н а  о с н о в і  о ц ін е н и х  к о ­
е ф іц іє н т ів  с к о р о ч е н о ї  ф о р м и . Я к щ о  ц е  м о ж н а  з р о б и т и , т о  м и  м а є м о  
п р а в о  с т в е р д ж у в а т и , щ о м о д е л ь  о т о т о ж н е н а . І  н а в п а к и .
О тотож нена м одель м ож е бути я к  точно ототож н ен ою , так  і переототож - 
неною . Т о ч н о  о т о т о ж н е н у  м о д е л ь  м и  м а є м о  в  т о м у  р а з і ,  к о л и  м о ж н а  
о т р и м а т и  о д н о з н а ч н у  о ц ін к у  ї ї  п а р а м е т р ів .  П е р е о т о т о ж н е н у  м о д е л ь
м и  м а є м о  у  р а з і ,  к о л и  д л я  д е я к и х  п а р а м е т р ів  с т р у к т у р н о ї  м о д е л і  є  
м о ж л и в іс т ь  о т р и м а т и  б іл ь ш е  ніж  о д н е  к іл ь к іс н е  з н а ч е н н я .  О бставини, 
за яки х  трапляю ться обидва ц і випадки , будуть розглянуті далі.
К рім  того, модель м ож е бути і неототож неною . Р озгл ян ем о  п р о б л е м у  
неот от ож нення  б ільш  д етал ьн о . Д ля  п ри кл ад у  в ізьм ем о  м одель  п о п и ту  
та п р о п о зи ц ії.
Ф ун к ц ія  попит у:
Я? = а 0 + а гР( + £1( , а г > 0 . (6.39)
Ф ун к ц ія  пропозиції:
-  А  +  А А  + Є 2і * А  >  0 (6.40)
У мова р івн оваги :
я ї= я * < .  (б .4 і)
За ум ови р івноваги , кол и  п опит д ор івн ю є п р о п о зи ц ії, о три м аєм о :
а О+а іР ,+ЄіГ Р о + Р А +Є2Ґ ( 6 -4 2 )
Враховую чи ум ову р івноваги  (6 .4 1 ), знайдем о ц іну  р івноваги :
д е
ч  =
■V, =
л:0 + и( , (6.43)
А) — (6.44)
« 1 - А  ;
Є2< -  Єи (6.45)
а і~ Р і
Ш ляхом  п ідстан овки  Р г з (6 .43) в (6 .39) обчислим о п оп и т за ум ов рівно­
ваги:
д е
= п1 +а (6.46)
%  _  « і А > -  « о А  
« і  -  А  ’
(6.47)
а  _  « 1 Є2( ~  А Є1(
‘ « і - А  *
(6.48)
П о м и л ки  иг і иоі є л ін ій н и м и  к о м б ін ац іям и  п о ч атко ви х  випадкових  ве­
личин Єг т а  Ег  Р івн ян н я  (6 .43) та (6 .46) створю ю ть ско р о ч ен у  ф орм у си-
м ультативної моделі попиту та п роп ози ц ії, як а  має чотири  структурних 
параметри: сзс0, а і9 /30 та /Зг Слід відм ітити, що єдиного способу оціню вання 
їх нем ає. Ч ом у? П одивим ось на формули розрахунку двох коеф іц ієнтів  
скороч ен о ї ф орм и , наведених у (6.44) та (6 .47 ). Ц і коеф іц ієн ти  м істять усі 
чотири  структурні параметри, але немає способу, за допом огою  якого  мож­
на було б оц інити  чотири  невідом их, виходячи лиш е з двох р івнянь. З 
ш кільного  курсу алгебри відом о, щ о для о ц ін ки  чотирьох невідомих має 
бути чотири  незалеж ні р івн ян н я , і в загальній ф ормі для оц інки  к невідо­
мих необхідно к  незалеж них р івнянь. Н аш а структурна модель не ото­
тож нена, тобто ми не м ож ем о оц інити  її невідомі параметри.
Є й альтернативний спосіб  розгляду проблем и ототож нення. Щ об про­
ілю струвати й ого , повернем ося знову до наш ого прикладу. П ом нож им о 
(6.39) на Я (0 < Я < 1) і (6.40) на (1 -  Я), отрим аєм о такі р івняння:
Я(?, = Яа0 + &а1Рі + Хєи; (6.49)
(1 -  Х)Яг = (1 -  Я)Д0 + (1 -  Я)Р1РІ + (1 -  Х)є2Г (6.50)
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Л інійна ком бін ац ія  цих р івнянь дор івню є:
Я і = їо+ уА + ^  (6 -51>
де
у0 = Яа0+ (1 - Я)у30;
У\= ^ а і + (1 -  Х )Р х; (6.52)
=  Хєи +  (1 -  А)£2(.
Зміш ане р івн ян н я  (6.51) наочно не визначене ні з (6 .39 ), ні з (6 .40). 
Тому, коли ми м аєм о дані тільки п р о Р і ф ,  будь-яке з р івнянь (6 .39), (6.40) 
і (6.51) мож е бути п рийнятним  я к  для опису ф ункц ії попиту, так і для 
ф ункц ії п роп ози ц ії. Для того , щ об ототож нити  р івн ян н я , тобто оцінити 
його параметри, наприклад ф ункцію  попиту, потрібно показати , що ми во­
лод ієм о ін ф орм ац ією , яка  дозволяє оц інити  саме ф ункцію  п ропозиц ії чи 
зм іш ане р івн ян н я .
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6.5. ПРАВИЛЬНЕ, АБО ТОЧНЕ ОТОТОЖ Н ЕННЯ
П ричина, через яку  ми не могли ототож нити  попередні ф ункц ії попиту 
та пропозиц ії, полягала в тому, що ті ж  самі зм інні Р І Я е  в обох ф ункціях, 
а додаткової інф орм ації нем ає. П ри п усти м о , що ми розглядаєм о таку мо­
дель попиту та п ропозиц ії.
Ф у н кц ія  попит у:
Я( =  а0 +  а1Р( + а2Д  + єи, ах < 0, а2 > 0. (6.53)
Ф у н к ц ія  пропозиц ії:
« З .- Д .+  Д Р . +  Е'2 і9 А > 0 ,  (6.54)
де Б  — доход спож ивача, екзогенна зм інна.
Зазначим о, щ о єдина відм інність м іж  попередньою  і наш ою  поточною  
моделлю попиту та п роп ози ц ії полягає в додатковій  зм інн ій  О  (доход) у 
ф ункції попиту. З екон ом ічн о ї теорії попиту нам відом о, що доход є важ­
ливою  детермінантою  попиту на більш ість товарів та послуг. Отже, вклю­
чення її у ф ункцію  попиту дасть нам додаткову інф орм ац ію  про поведін­
ку спож ивача. Для більш ості товарів доход має п озити вний  вплив на спо­
ж и в ан н я  ( а 2>  0).
В икористовую чи ри н кови й  механізм  рівноваги , коли  попит дорівню є 
ппопозиттїк маємо:
« 0  +  « 1  Р і +  а А  +  є и  ~  А )  +  Р і р , +  Є2і- <6 - 5 5 )
Р озв’язан н я  р івняння (6.55) дасть нам р івноваж не значення Р г, яке 
становить:
(6.56)
де коеф іц ієнти  скорочен о ї ф орми знаходяться за ф ормулами:
П ідставивш и рівноваж не значення Р г в попередню  ф ункцію  попиту, 
отрим аємо значення за умови рівноваги:
О скільки  (6 .56) і (6 .58) є ско р о ч ен о ю  ф орм ою  сим ультативної моделі, 
для о ц ін к и  їхн іх  парам етрів м ож н а застосувати  метод н айм енш их  квад­
ратів.
Тепер модель п оп и ту  та п р о п о зи ц ії м істить п ’ять  структурних пара­
м етрів (Х0, (Хі9 /30, І (32. Але для о ц ін ки  їх є лиш е чотири  р івн ян н я  із скоро­
ченим и  парам етри Я0, 7Г1, К 2 і Я3, наведеним и в (6 .57) і (6 .5 9 ). Отже, всі 
структурні к о еф іц ієн ти  визн ачити  н ем ож ли во . Але при цьом у м ож н а оц­
інити  парам етри  ф у н кц ії п р о п о зи ц ії, том у щ о:
на відм іну від ф у н кц ії поп и ту , для я к о ї нем ає сп особу  оц ін ки  невідом их 
парам етрів, отж е, вона залиш ається н еототож н ен ою .
Щ об  п ересв ідчитись , щ о ф ун кц ія  поп и ту  (6 .53) не м ож е бути ототож­
н ен ою , п о м н о ж и м о  її н а  Я (0 <  Я < 1 ) та (6 .54) та (1  -  Я) і, додавш и їх, 
отри м аєм о  таке р івн ян н я :
= Уо + Уір г + + “V (6-61)
де
у0 =  Я а0 +  (1  -  Щ ;
У1 = Яа1+ (  1 - Я ) ^ ;  (6.62)
у2 = Яа2;
и>, = ЛЄи + (1 -  Я)є2(.
Ф у н к ц ія  (6 .61) не в ід р ізн яється  від ф ун кц ії попиту  (6 .5 3 ), але відріз­
н яється  від ф у н кц ії п р о п о зи ц ії (6 .5 4 ), я к а  не м істить п о ясн ю ю ч о ї зм інної 
В ,  Отже, ф у н к ц ія  п оп и ту  залиш ається  н ео то то ж н ен о ю .
Зазначим о ц ікави й  ф акт: додаткова зм інна у ф у н кц ії попиту  робить 
м ож ливим  о то то ж н ен н я  ф у н кц ії п р о п о зи ц ії.
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Тепер п рипустим о, що ми розглядаєм о таку модель попиту та пропо­
зиції.
Ф ун к ц ія  попит у:
=  а 0 +  а 1Р і +  а 2Б г +  єи; а х<  0 , а 2 >  0. (6 .63)
Ф у н к ц ія  п р о п о зи ц ії:
я ,  -  Р 0 + Р А + Р А - г  + А  >  0. Р 2 >  0, (6.64)
де ф ункц ія попиту залиш ається тією  ж сам ою , але ф ункц ія  п ропозиц ії 
м істить додаткову поясню вальну зм інну, ціну попереднього періоду.
Ф ункція пропозиц ії показує, що кількість запропонованого товару зале­
ж ить від поточних  цін і від цін у попередньом у періоді. Така модель часто 
використовується  для п оясн ен н я  п роп ози ц ії с ільськогосп од арськи х  то­
варів. Зм інна х — попередньо визначена, бо її значення відоме в період 
часу і .
За ум ови рівноваги м аєм о:
Де
Р , = Щ + + 7Г2І> _х + и , ,
_  _ А > - « 071 о —
п л = -
« і  - А  ’
а 9
а 1 Р і  ’ 
-  А7С2 =
« і - А  ’
аі “ А. *
V, =
(6 .66)
(6 .67 )
П ідставивш и рівноваж ну ціну в р івн ян н я попиту чи п р оп ози ц ії, отри­
маємо відповідне рівноваж не значення
Я( =  л3+ я 4І (+ х 5Р1_1+  и>(, (6 .68)
де коеф іц ієнти  скороч ен о ї ф орм и дорівню ю ть:
М одель попиту  та п р о п о зи ц ії (6 .53) і (6 .64) м істить ш ість структурних 
параметрів а0, ссі9 а2, /30, рг і /32; є також  ш ість коеф іц ієнтів скороченої форми 
7Т0, П19 ТТ2, 7Г4 і  я:5, щ об їх оц ін и ти . Отже, м аєм о ш ість р івнянь з ш істьм а 
невідомим и і м ож ем о знайти єдині оц ін ки . Обидва р івняння будуть ототож­
нен и м и .
Для перевірки  м ож на пом нож ити  р івняння попиту (6.53) н а А ( 0 < А < 1 ) ,  
р івняння пропозиц ії — на (1 — А) та додати їх, щ об отримати зміш ане рівнян­
ня. Це р івняння м іститим е обидві попередньо визначені зм інні та
6 .6 . ПРОБЛЕМ А ПЕРЕОТОТОЖ НЕННЯ
Для певних товарів і послуг доход та багатство спож ивача є важливою  
детерм інантою  попиту. Тому зм іним о ф ункц ію  попиту (6.53) ,  залиш ивш и 
ф ункц ію  п р о п о зи ц ії без зм ін .
Ф ункція попит у:
Я, =  а0 +  а1Р1 + а7р і +  агЯг +  єи\ ах <  0, а2 >  0. (6.70)
Ф ункція пропозиції:
Я = р 0 + ДР, + + є2і; рг > 0 , р 2> 0, (6.71)
де і? — багатство; для більш ості товарів та послуг багатство, як  і доход, має 
п ози ти вн и й  ефект на сп ож и ван н я .
П рирівнявш и  попит і п роп ози ц ію , отрим аєм о таР^ за умов рівноваги:
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Тепер модель попиту та п роп ози ц ії м істить сім  структурних параметрів, 
а для оц ін ки  їх є вісім  р івн ян ь, тобто вісім  ко еф іц ієн т ів  ск о р о ч ен о ї ф орм и , 
даних в (6.73) .  У даном у разі к іл ьк ість  р івн ян ь  більш а за к іл ьк ість  не­
відом их. У результаті єдина о ц ін к а  всіх  парам етрів м оделі нем ож лива. 
Н априклад:
А = | ,  (6.74,
(6.75)
тобто для ф ункц ії п р о п о зи ц ії є дві о ц ін к и  параметра /?х, але нем ає гарантій, 
щ о вони  будуть ідентичн і. Б ільш е то го , о ск іл ь к и  /?х з ’я в л я є ть с я  у знамен­
никах ко еф іц ієн т ів  ск о р о ч ен о ї ф орм и , д возн ачн ість  о ц ін к и  (Зх м ож е бути 
також  перенесена н а  ін ш і о ц ін к и .
Ч ом у ф ун кц ія  п р о п о зи ц ії була оц ін ен а в м оделях (6.53)  і (6 .64) ,  а в 
моделі (6.70) переоц інена, незваж аю чи  на  те, щ о в обох випадках  вона 
залиш ається тією  ж  сам ою ? Т ом у щ о в даном у разі м и м аєм о  занадто 
багато ін ф орм ац ії, щ об оц ін и ти  криву  п р о п о зи ц ії. Це п роти л еж н и й  випа­
док до н ео то то ж н ен н я , кол и  нам  не вистачало ін ф орм ац ії.
П ідсум увавш и розглянуту проблем у о то то ж н ен н я , м о ж н а  зробити  ви­
сновок, щ о с и м у л ь т а т и в н а  м о д е л ь  м о ж е  б ут и  н е о т о т о ж н е н о ю , т о ч ­
но о т о т о ж н е н о ю  т а п е р е о т о т о ж н е н о ю .  Задамо собі зап и тан н я , чи  є 
як ісь  загальні ум ови , котр і допом агаю ть вияви ти  всі ц і випадки . Відповідь 
на це запитання м и дамо в н аступном у параграф і.
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6.7. О С Н О В Н І П РА В И Л А  О Т О Т О Ж Н Е Н Н Я
Р озгл ян ем о  о сн о вн і правила отото ж н ен н я  сим ультативних м оделей. 
Введемо таку систем у позначень:
М  — к іл ьк ість  ендогенних  зм ін н и х  у сим ультативній  моделі; 
т  — к іл ьк ість  ендогенних  зм ін н и х  у окрем ом у  р івн ян н і;
К  — кіл ьк ість  попередньо  визн ачених  зм ін н и х  у м оделі; 
к  — к іл ьк ість  попередньо визн ачених  зм ін н и х  у окрем ом у  р івнянн і.
З врахуванням  введеної систем и  п означень сф орм улю єм о  о б о в ’я зк о в у  
(але не  д о с т а т н ю ) у м о в у  о т о т о ж н е н н я , я к а  м ає  н азву  "умова п о р яд к у"  і 
м ож е бути визн ачена двом а р ізн и м и , але еквівалентним и  сп особам и .
В и з н а ч е н н я  1. Д л я  о т о т о ж н е н н я  р і в н я н н я  в  н ь о м у  м а є  б у т и  о п у ­
щ е н о  щ о н а й м е н ш е  М - 1  з м ін н и х ,  я к і  з  'я в л я ю т ь с я  в  ц іл о м у  в  м о д е л і .  
Я к щ о  о п у щ е н о  р ів н о  М - 1 з м ін н и х ,  р і в н я н н я  б уд е  о т о т о ж н е н и м . Я к щ о  
о п у щ е н о  б іл ь ш е , н іж  М - 1  з м ін н и х ,  в о н о  б у д е  п е р е о т о т о ж н е н и м .
В и з н а ч е н н я  2 . Д л я  о т о т о ж н е н н я  р і в н я н н я  ч и с л о  п о п е р е д н ь о  в и з ­
н а ч е н и х  з м ін н и х ,  о п у щ е н и х  в  н ь о м у , м а є  б у т и  н е  м е н ш и м  з а  ч и с л о  
в к л ю ч е н и х  в  н ь о го  е н д о г е н н и х  з м ін н и х  м ін у с  о д и н и ц я , т о б т о
К - к  > т - 1 .  (6 .76)
Я к щ о  К  — к = т — 1, — р ів н ян н я  о тотож н ен е , але я к щ о  К  -  к > т -  1, 
— воно  п ер ео то то ж н ен е .
Щ об  проілю струвати  ум ову п оряд ку , звернем ось до попередніх  прикла­
дів.
П р и к л ад  6 .1
Ф ун к ц ія  попит у:
Ф у н к ц ія  пропозиц ії:
«0+  а А  + еи-
Я = А) + Рір  і+Є2Ґ
Ц я модель м ає дві ендогенні зм інн і Р та і ж од н о ї попередньо визначе­
н о ї. Д ля ототож н ен н я  в к о ж н о м у  р івн ян н і м ає бути опущ ена щ онайм енш е 
М —1 — 2 — 1 =  1 зм інна. В даном у разі ж одне з р івн ян ь не буде ототожне­
ним .
П р и к л а д  6 .2
Ф ун к ц ія  попит у:
Ф у н к ц ія  пропозиції:
У дан ій  м оделі я  і Р ендогенн і, а Б  — екзоген н а. Застосовую чи  умову
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порядку (6 .76 ), бачим о, щ о ф ункц ія  попиту неототож нена. З інш ого боку, 
функція пропозиц ії ототож нена, бо в ній опущ ено рівно одну зм інну 2)ДМ  — 
-  1 =  2 -  1 =  1).
П риклад 6 .3
Ф ун к ц ія  попит у:
Ф у н к ц ія  пропозиц ії:
Р % і — ендогенні, а і Р г х — попередньо визначені. У перш ом у 
рівнянні опущ ено рівно одну зм інну Р #1, у другому р івнянн і також  опуще­
но рівно одну зм інну К ож не р івняння м ож е бути ототож нене за умо­
вою порядку, а отж е, і модель в цілом у також  м ож е бути ототож н ен ою .
П риклад 6 .4
Ф ун к ц ія  попит у:
Ф у н к ц ія  пропозиц ії:
У даній моделі Р г і — ендогенні, а £>,, і Р г х — попередньо визначені.
У ф ункції попиту опущ ено рівно одну зм інну Р ґ_х, за ум овою  порядку вона 
точно ототож нена. А у ф ункц ії п роп ози ц ії опущ ено дві зм інні та 
отж е, вона переототож нена. Я к  зазначалось ран іш е, в даному разі є два 
способи оц інки  /Зг.
Я к показую ть попередні приклади, ототож нення р івнянь симультатив- 
них моделей мож ливе тоді, коли  в окрем их р івн ян н ях  опущ ено одну чи 
більше зм інних, як і є ще де-небудь у моделі.
Р а н го в а  у м ов а  о т о т о ж н е н н я
Умова порядку, яка  обговорю валась раніш е, є о б о в ’я зк о в о ю , але не дос­
татньою  ум овою  ототож нення. Тобто м ож е статися так, щ о навіть якщ о  
умова порядку К  — к > т  — 1 виконана, р івн ян н я мож е бути неототож не- 
ним , тому щ о попередньо визначені зм інн і, як і опущ ено в ньом у, але є в 
моделі, мож уть бути залеж ними. Через це відповідність м іж  структурни­
ми коеф іц ієнтам и  (/?) і коеф іц ієнтам и  скороч ен о ї ф орм и (ТС) не зберігаєть­
ся. Тобто ми не м ож ем о оц інити  структурні параметри за коеф іц ієнтам и  
скороченої ф орм и. Тому потрібно мати я к  достатню , так і необхідну умову 
ототож нення. Такою  ум овою  є рангова умова о тотож н ен н я , яка  форму­
лю ється таким  чином .
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Р а н го ва  у м о в а  о т о т о ж н е н н я . В с и м у л ь т а т и в н ій  м о д е л і, я к а  м іс т и т ь  
М  р івн ян ь з М  ендогенним и зм ін н и м и , р івн ян н я  буде ототож неним  тоді 
і тільки тоді, коли  ранг м атриці, утворений з коеф іц ієн тів , котрі відповіда­
ю ть опущ еним  зм інним  р івн ян н я , щ о розглядається, у всіх інш их рівнян­
нях моделі, крім  даного , дор івню є М —1.
Я к  ілю страцію  рангово ї ум ови ототож н ен н я  розглянем о таку гіпоте­
тичну систем у сим ультативних р івн ян ь, у як ій  у  — ендогенні зм інні, а х 
— попередньо визначені:
У іГ ^кгР иУ  2~РізУ зСУ\\х и “  єи> (6 .77)
У2Ґ&2(Г$2гУ2ГУ21ХіГ22Х2і “* £2і’ (6 .78)
Уг~Рзо~РзіУи~Узіх іГ'Уз2Х2і єзі’ (6 .79)
У 4£ 4^0 $4іУ І£ 4^2^  2і 4^3ХЗі (6 .80)
Для п олегш ення п оясн ен н я  запиш ем о попередню  систем у у вигляді 
таблиці 6.2.
Т а б ли ц я  6 .2
№
рівняння
1 Уі У 2 Уг Уа Хі Х2 *3
(6.77) О1 і - А , "А з 0 -Уі і 0 0
(6.78) 1 .3* о 0 і со
«г1 0 -Ї21 -У22 0
(6.79) о1 0 1 0 -Узі ~ У 3 2 0
(6.80) о1 - 4 і і > со 0 1 0 0 - У 4 3
В икористовую чи  дані з таблиці 6.2, перевірим о ум ови порядку для 
кож н ого  окрем ого  р івн ян н я . Результат перевірки  запиш ем о у вигляді таб­
лиц і 6.3.
Таблиця 6 .3
№ рівняння
Кількість опущених 
попередньо визначених 
змінних (К  -  &)
Кількість включених 
ендогенних змінних 
мінус 1 (т  -  1 )
Ототожнене
(6.77) 2 2 точно
(6.78) 1 1 точно
(6.79) 1 1 точно
(6.80) 2 2 точно
За ум овою  порядку  кож н е р івн ян н я  є точно ототож н ен и м . Далі прове­
демо перевірку за ум овою  рангу. Розглянем о перш е р івн ян н я , у яком у 
о п у щ е н о  з м і н н і ^ ,  х 2 і  х 3 (нулі в перш ом у рядку таблиці 6 .2). Для пере-
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в ірки  цього  р ів н ян н я  побудуєм о відповідну м атрицю  к о еф іц ієн т ів  при 
зм ін н и х  у 4, Х 2 І  х 3, вклю чен и х  в ін ш і р ів н я н н я  м оделі, кр ім  п ер ш о го .
Д ля наш ого  прикладу ц я  м атри ц я  м атим е вигляд:
0 У 22 0
0 У32 0
1 0 У 43
(6 .81)
В и зн ач н и к  ц іє ї м атриц і д о р ів н ю є нулю :
О скільки  ви зн ач н и к  д о р ів н ю є  нулю , ранг м атри ц і А  м ен ш и й  трьох. 
Тому р івн ян н я  (6 .77) не задовольняє ум ови  рангу, тобто  не є ото то ж н ен и м .
Я к  зазначалося, рангова ум ова є і н еоб х ід н ою , і достатньою  для ототож­
н ен н я . Т ом у, хоча ум ова п о р яд ку  п о к азу є , щ о р ів н ян н я  (6 .77) ототож н ен е , 
рангова ум ова свідчить про п роти леж н е. С товпц і та р яд к и  м атриц і Л  (6.81) 
не є л ін ій н о  н езалеж н и м и . Це о зн ачає , щ о м іж  зм ін н и м и  і/4, х 2 і х г є зв’я ­
зо к . У результаті м и м ож ем о  не м ати д о статн ьо ї к іл ь к о с т і ін ф о р м ац ії для 
о ц ін к и  парам етрів р івн ян н я  (6 .7 7 ); р ів н я н н я  с к о р о ч ен о ї ф орм и  з поперед­
ньої Моделі покаж уть, щ о нем ож ливо отрим ати  структурні парам етри цього 
р івн ян н я  з к о е ф іц ієн т ів  с к о р о ч ен о ї ф о р м и . С ам остій н о  перевірте ранго­
вою  ум овою  р івн ян н я  (6 .78) та (6 .79) і п ересв ід ч и теся , щ о вон и  також  
н ео то то ж н ен і, а р ів н ян н я  (6 .80 ) — н авп аки .
Д ля сп р о щ ен н я  перевірку  за ран говою  ум овою  м о ж н а  р озб и ти  н а  такі 
етапи.
1. Записати  систем у си м ультативних  р івн ян ь  у табличн ій  ф орм і (див. 
таб л .6 .2 ).
2. В икреслити  к о е ф іц ієн ти  ряд ка , в я к о м у  з ’я в л я є т ь с я  р ів н я н н я , щ о 
розгл яд ається .
3. В икреслити  сто вп ц і, в ідповідн і ненульовим  к о е ф іц ієн та м , р івн ян н я , 
щ о р озгл яд ається .
4. О трим аєм о необхідну  м атрицю  А .  Я к щ о  ранг м атри ц і А  точно  дорі­
вн ю є м - 1 , то р ів н ян н я  о то то ж н ен е . Я к щ о  ж  ранг м ат р и ц іА  м ен ш и й , н іж  
М — 1, р івн ян н я н еототож нене.
Н а базі ум ов п оряд ку  та ум ов рангу м о ж н а  сф орм улю вати  загальні 
п р и н ц и п и  о то то ж н ен н я  структурн ого  р ів н ян н я  в м оделі, я к а  складається 
з М  сим ультативних р івн ян ь .
1. Я к щ о  К  -  к > т  -  1 і ранг м атриц і А  буде д ор івн ю вати  М  -  1, то 
відповідне р івн ян н я  п ер ео то то ж н ен е .
2. Я к щ о  К  -  к = т  -  1 і ранг м атриц і А  д о р ів н ю є  М  -  1, р івн ян н я  точно 
ототож нене.
3. Я к щ о  К - к >  т -  \  і ранг м атриц і А  м ен ш и й , н іж  М  -  1, р івн ян н я 
н ео то то ж н ен е .
4. Я к щ о  ЛГ -  к < т  -  1, структурне р івн ян н я  н еототож н ен е. Ранг мат­
р и ц і А  в даном у разі м ен ш и й  за М  -  1.
6.8* МЕТОДИ ОЦІНЮВАННЯ НЕВІДОМИХ ПАРАМЕТРІВ 
СИМУЛЬТАТИВНИХ МОДЕЛЕЙ
6 . 8 . 1 .  О ціню вання точно ототожненого рівняння: метод
непрямих найменших квадратів ( Н Н К )
Д ля точно  ототож неного  структурного р івн ян н я м ож на отрим ати струк­
турні параметри з М Н К -оц ін ок  коеф іцієнтів скороченої ф орми методом, відо­
м им  під назвою  м е т о д  н е п р я м и х  н а й м е н ш и х  к в а д р а т ів  (Н Н К ) .  О цінка 
параметрів за цим  методом  ум овно розбивається н а  такі три етапи.
1. С початку отри м уєм о  р івн ян н я  ско р о ч ен о ї ф орм и . Д ля цього  вира­
ж аєм о  залеж ну зм інну  в к о ж н о м у  р івнянн і ви клю чн о  через попередньо 
визначені (екзоген н і та лагові) зм ін н і та випадкові величини .
2. О крем о до к о ж н о го  р івн ян н я  ск о р о ч ен о ї ф орм и  застосовуєм о  М Н К . 
Ц е м ож ли во , оск іл ьки  поясню вальн і зм інн і в даних р івн ян н ях  попередньо 
визначен і, а отж е, некорельован і з випадковим и  величинам и .
3. О трим уєм о о ц ін к и  п оч аткови х  структурних параметрів з оц інених 
н а  другом у етапі к о еф іц ієн т ів  с к о р о ч ен о ї ф орм и . Я к щ о  р івн ян н я  точно 
ототож н ен е , є взаєм н а  в ідповідн ість м іж  структурним и параметрам и та 
к оеф іц ієн там и  с к о р о ч ен о ї ф орм и  (д и в .6 .6 ).
Н азва м етоду "непрям і н айм енш і квадрати" (Н Н К ) п о в ’я за н а  з тим 
ф актом , щ о  структурні параметри отрим ую ться з М Н К -о ц ін о к  коеф іц ієнтів  
ско р о ч ен о ї ф орм и  н еп р ям о . Ч о м у  це так? Р озглянем о ту ж  саму модель 
поп и ту  та п р о п о зи ц ії, я к а  наводилась ран іш е у 6.6, але для зручності ви­
кладу матеріалу дещ о зм ін и м о  п озн ачен н я . В иходячи з ц ього , ф ункц ії 
п оп и ту  та п р о п о зи ц ії запиш уться у таком у  вигляді:
ф у н к ц ія  п о п и т у :
ф у н к ц ія  п р о п о з и ц і ї :
е + 2^* > (6 .84)
де Я — к іл ьк ість ; Р  — ц іна; х  — доход або витрати .
П ри п усти м о , щ о  х  — екзогенна зм інна, а $  та  Р  — ендогенні зм інні.
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Ф ун кц ія  п р о п о зи ц ії — точно  ототож н ен а, тоді я к  ф ун кц ія  попиту  — недо- 
ототож нена.
Р івнянням и  скорочен о ї ф орм и , відповідними до структурних р івнянь, є:
Рі =  ;г0 +  к1хі +  іиг ; (6 .8 5 )
= к г + л 3х г + и , , (6 .86)
де ТГє коеф іц ієн там и  скороч ен о ї ф орм и і нел ін ійним и  к о м б ін ац іям и  струк­
турних параметрів ((6 .68) і (6 .5 9 )), а IV та  V є л ін ій н и м и  к о м б ін ац іям и  
випадкових величин £х І £2.
Ц ікаво , щ о кож н е р івн ян н я  ско р о ч ен о ї ф орм и м істить лиш е одну ендо­
генну зм інну, як а  є залеж ною  зм ін н ою  і ф у н кц ією  ви клю чн о  екзоген н о ї 
зм інної х  (доход) та випадкових  величин. Отже, парам етри попередніх  
р івнянь ско р о ч ен о ї ф орм и  м ож уть бути оц інен і м етодом  н айм енш их  квад­
ратів і м атимуть вигляд:
(6.87)
(6 .88)
(6 .8 9 )
(6 .9 0 )
де_маленькими літерами із знаком  - п о зн ач ен і відхилення від середнього, 
а Я та Р  означаю ть середнє значення Я і Р . Яі — о ц ін к и  коеф іц ієн тів  
ско р о ч ен о ї ф орм и , я к і за п р и п ущ ен н ям и  є еф екти вн и м и .
О скільки  м и мали на меті визначити  структурн і к о е ф іц ієн ти , подиви­
м ося , чи м ож ем о м и їх оц інити  за коеф іц ієн там и  ск о р о ч ен о ї ф орм и . Функ­
ц ія п р о п о зи ц ії точно ототож н ен а  (див. 6 .4). Том у її парам етри  м ож уть 
бути оц інен і за коеф іц ієн там и  ск о р о ч ен о ї ф орм и  таким  ч и н ом :
Ро = Щ -  РіЩ і Рі = — -
К 1
Отже, оц ін ки  цих параметрів м ож н а отрим ати  з о ц ін о к  к оеф іц ієн тів  
скороч ен о ї ф орм и:
як і є М Н К -о ц ін кам и . П арам етри ф ун кц ії п оп и ту  не м ож уть бути оц інен і 
таким  ч и н о м .
Розглянемо я к  ілю стративний приклад залеж ність обсягу врож аю  та цін 
на нього від доходу населення У країни. У мовні дані наведено в табл. 6.4.
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Т а б ли ц я  6 .4
О бсяг вр ож аю , ціни та  особи ст і витрати на спож ивання на душ у  
населення У к раїн и  в 1 9 8 0 — 1 9 9 5  pp. (в умови, од. 1 9 9 2  р.)
Рік
Індекс обсягу 
врожаю (1987=100)
Індекс цін врожаю 
(1987=100)
Реальні особисті витрати на 
споживання на душу
населення
Я Р X
1980 77 52 7275
1981 8 6 56 7409
1982 87 60 7726
1983 92 91 7972
1984 84 117 7826
1985 93 105 7926
1986 92 1 0 2 8272
1987 1 0 0 1 0 0 8551
1988 1 0 2 105 8808
1989 113 116 8904
1990 1 0 1 125 8784
1991 116 134 8798
1992 118 1 1 2 1 8825
1993 8 8 127 9148
1994 1 1 0 138 9462
1995 117 1 2 0 9682
Запиш ем о відповідно ф ун кц ії п оп и ту  та п р о п о зи ц ії:
Я а( =  а0 +  а 1Р 1 +  а 2х { +  є^ ,
Я Р<=Р0 + Р А  + £2і ’
де ()^  Р г — ендогенн і зм інн і; 
х % — екзоген н а  зм інна.
О ціним о ф ун кц ію  п р о п о зи ц ії.
С початку оц ін ю єм о  р івн ян н я  ск о р о ч ен о ї ф орм и , записую чи окрем о рег- 
рес ій н і р івн ян н я  залеж ності ц іни  та обсягу  врож аю  від реальних спо­
ж и вчи х  витрат. В иходячи  з даних таблиці 6.4, о три м аєм о :
Р( = -161.0779 + 0.0313*, (6.93)
(48.3806) (0.0057)
(-3.329) (5.504)
Д2 = 0.6839
-25.3740 + 0.0146 * ( (6.94)
(25.0873) (0.0029)
(-1.011) (4.954) 
і?2 = 0.6368.
В икористовую чи  (6.91) та (6 .92 ), отрим аєм о М Н К -о ц ін к и :
Тому оц інена за м етодом  н еп рям и х  н ай м ен ш и х  квадратів ф ункц ія  
п роп ози ц ії має вигляд:
6 .8 .1 .1 .  В л а с т и в о с т і Н Н К -о ц ін о к
В ідомо, щ о оц ін ки  коеф іц ієн тів  скороч ен о ї ф орм и є згідно з класичним  
припущ енням и еф ективним и . Ч и  перен осяться  ці властивості на Н Н К - 
оц інки? М ож на показати , щ о Н Н К -о ц ін к и  маю ть усі властивості оц ін о к  
скороченої ф орм и, крім  зм іщ еності. Теоретично м ож на показати , щ о Н Н К - 
оц інки  є оц інкам и  з в ідхиленням и , як і зникаю ть із зб ільш енням  розм іру 
вибірки (тобто оц ін ки  є к о н си стен тн и м и ).
6 .8 .2 .  О ц ін к а  п е р е о т о т о ж н е н о г о  р івняння: м е т о д  д в о к р о к о в и х
н а й м ен ш и х  к в адр ат ів  ( 2 М Н К )
Для ілю страції цього методу розглянем о приклад. Н ехай ми м аєм о 
таку модель:
ф ункція доходу:
ф ун кц ія  п р о п о зи ц ії грош ей:
У2г =  Р 20 Р 21У И  £ 2г9 (6 .96)
де ух — доход; у2 — запас грош ей; хх — ін вести ц ій н і витрати; х2 — витра­
ти уряду на товари та послуги.
Зм інні Хх та х2 є екзоген н и м и , у х та у2 — ендогенним и.
Р івняння доходу, яке  ми розглядаєм о, п оказує , щ о доход визначається 
п роп ози ц ією  грош ей , ін вести ц ій н и м и  витратам и та витратам и уряду. 
Р івняння п ропозиц ії грош ей п оказує , щ о запас грош ей визначається відпо­
відно до рівня доходів . О чевидно, щ о ми м аєм о сим ультативну модель.
Застосовую чи умову порядку для її о то то ж н ен н я , бачим о, щ о р івняння 
доходу неототож нене, тоді я к  р івн ян н я  п р о п о зи ц ії грош ей — переототож - 
нене. П ереототож нена ф ункц ія  п ро п о зи ц ії грош ей не м ож е бути оц інена 
за допом огою  методу Н Н К , том у щ о ми отрим аєм о дві р ізн і о ц ін ки  (321.
Я к щ о  застосувати метод найм енш их квадратів для оц ін ки  невідомих 
параметрів р івн ян н я  п роп ози ц ії грош ей , то отрим ані оц ін ки  будуть зміще­
ним и через кореляц ію  м іж  зм інною  у х та випадковою  величиною  Є2. При­
п усти м о , щ о ми знайш ли зм інну, близьку до зм ін н о ї у х в тому сенсі, щ о 
вона ви со ко  корелю є з у і9 але не є корельованою  з Є2. Така зм інна нази­
вається  допом іж ною  зм ін н о ю . Я кщ о її м ож на знайти , то М Н К  м ож на застосовувати для оц ін ки  ф 
таку д опом іж ну  зм інну? За д опом огою  методу д вокрок ови х  найм енш их 
квадратів. З назви видно, щ о метод складається з двох етапів.
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1. Щ об позбави ти сь  ко р ел яц ії м іж  у г і £2, побудуєм о спочатку регресій- 
не р івн ян н я  залеж ності у г від усіх попередньо визначених зм інних:
Уи = щ +  щхц + п2х2х + ех, (6.97)
де Єі є пом и лкам и . Н евідом і параметри р івн ян н я  (6.97) отрим аєм о за допо­
могою М НК:
Уи = л0 + щхи + п2х2х (6.98)
Р івн ян н я  (6 .97) є н ічим  ін ш и м , я к  регресією  ско р о ч ен о ї ф орм и , тому 
щ о в правій ч астин і з ’явл яю ться  тільки екзогенн і або попередньо визна­
чені зм інн і. Й ого  ще м ож на записати у вигляді:
яки й  п оказує , щ о зм інна у г складається з двох частин: у1( — прогнозної 
величини та випадкової ком поненти  ег  В иходячи з класичних припу­
щ ень методу н айм енш их  квадратів, Уц та — некорельовані м іж  собою . 
2. Р івн ян н я  п ро п о зи ц ії грош ей м ож на записати таким  чином :
П ор івн ю ю чи  (6 .100) з (6 .96) бачим о, щ о зовні ці р івн ян н я  дуже схож і, 
єдина відм інність полягає в том у, щ о уг зам інено на У і. В чому полягає 
перевага р івн ян н я  у вигляді (6 .100)? Х оча уг в початковом у р івн ян н і гро­
ш ово ї п р о п о зи ц ії корелю є з відхиленням  є2 , Уц в (6.100) не корелю ється 
з Єг* (у випадку, коли  розм ір  моделі зростає п р о п о р ц ій н о ). В результаті, 
М Н К  м ож на застосувати до (6 .100 ), з як о го  м ож на знайти відповідні оцін­
ки  параметрів ф ун кц ії п ро п о зи ц ії грош ей .
Для подальш ої ілю страц ії методу 2М Н К  видозм іним о модель доходу 
та п р о п о зи ц ії грош ей:
Уи =  РіО +  Рі2У2г +  ї п Х2і +  єи (6 .1 0 1 )
Уг* = Р 20 + Р з і У и  Ї23 Х 3* + 724*4( + 2^* 9 (6.102)
де додатково хг — доход у попередньом у періоді; х4 — п р о п о зи ц ія  грош ей 
у попередньом у періоді (вваж аєм о, щ о х3 та х4 — попередньо визначен і).
Обидва р івн ян н я (6.101) і (6 .102) є переототож н ен и м и . Для того , щ об 
застосувати метод 2М Н К , на перш ом у етапі побудуєм о регресійну модель 
залеж ності ендогенних зм інних від усіх попередньо визначених зм інних:
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Уи “  ^ 10 +  ^ 11^ 1* ■*" ^ 12^ 2  ^ ^ІЗ^З* +  ^14^4* еи> (6 .1 0 3 ) ,
У2і =  ^20 2^1 Х1і +  2^2Х2Ь 2^3Х3і ^24*^4і ^  Є2і' (6 .1 0 4 )
Н а другому етапі зам іщ уєм о ух та у2 в початкових (структурних) рівнян­
нях їхн ім и оц іненим и  значенням и з двох попередніх  регресій :
Уи РіО +  Рі2$2і +  ї и Хи +  Уі2Х2і +  Єц* » (6 .105)
У2г =  Р20 +  Рі2Уи + 723*3* + 724*4* ^2 * 9 (6 .106)
ДЄ 1^ *■“ 1^* ■*" Ді2^2*> ^2* = 2^* р21^и •
Отримані таким  чином  оц ін ки  будуть сп р о м о ж н и м и , тобто з розм іром  
вибірки  наближ атим уться до Б Ь и Б -о ц ін о к .
6 .8 .3 .  Х а р а к т е р н і  о с о б л и в о с т і м ет о д у  2 М Н К
М ож на виділити такі особливості методу 2М Н К .
1. М етод м ож на застосувати до окрем ого  р івн ян н я  в систем і без враху­
вання інш их. Отже, для економ етричних  моделей, щ о складаю ться з вели­
ко ї к ількості р івн ян ь, метод 2М Н К  є дуже е к о н о м н и м , том у він ш и роко  
ви к ори стовується  на практиц і.
2. Н а відміну від Н Н К , як и й  дає декілька р ізних  о ц ін о к  параметра у 
переототож нених р івн ян н ях , 2М Н К  дає лиш е одну оц ін ку  параметра.
3. Для застосування методу потрібно знати тільки загальну кількість  
екзогенних або попередньо визначених зм інних  у систем і.
4. Х оча метод 2М Н К  був спеціально розроблений  для переототож не- 
них р івнянь, його також  м ож на застосовувати  до точно ототож нених  
р івнянь. У цьому разі Н Н К  та 2М Н К  дадуть ідентичні о ц ін к и .
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6 .8 .4 .  І л ю с т р а т и в н и й  п р и к л а д
Для ілю страц ії методу 2М Н К  розглянем о модель доходу та грош ової 
п р о п о зи ц ії, як а  раніш е наводилась у р івн ян н ях  (6.95) та (6 .96 ).
Р івн ян н я  грош ово ї п р о п о зи ц ії п ереототож нене. Для оц ін ки  параметрів 
цього р івн ян н я  ми застосовуєм о  метод д во кр о к о ви х  найм енш их квадратів 
(2М Н К).
Н еобхідні ум овні дані наводяться в табл. 6.5, де у х — В Н П ; у 2 — пропо­
зиц ія  грош ей; х г — ін вестиц ійн і витрати; х 2 — урядові витрати; х 3 — 
ставка процента і Уз -  В Н П  з одиночним  лагом . У сі числа, за винятком  
х 3> подані в м ільйонах гривень, х 3 подано в процентах.
Т а б ли ц я  6 .5
В ибран і ум овн і м ак роекон ом ічн і д а н і (У к р а їн а , 1 9 8 0 — 1 9 9 4  pp.)
Уі У 2 * 2 *3 Уз
1015.5 216.6 148.8 218.2 7.29 963.9
1102.7 230.8 172.5 232.4 5.65 1015.5
1 2 1 2 . 8 252.0 2 0 2 . 0 250.0 5.72 1102.7
1359.3 265.9 238.8 266.5 6.95 1 2 1 2 . 8
1472.8 277.5 240.8 299.1 7.82 1359.3
1598.4 291.1 219.6 335.0 7.49 1472.8
1782.8 310.3 277.7 356.9 6.77 1598.4
1990.5 335.3 344.1 387.3 6.69 1782.8
2249.7 363.0 416.8 425.2 8.29 1990.5
2508.2 389.0 454.8 467.8 9.71 2249.7
2732.0 414.8 437.0 530.3 11.55 2508.2
3052.6 441.8 515.0 588.1 14.44 2732.0
3166.0 480.8 447.3 641.7 12.92 3052.6
3401.6 528.0 501.9 675.7 10.45 3166.0
3774.7 585.5 674.0 736.8 11.89 3401.6
3992.5 624.7 670.4 814.6 9.64 3774.7
1 к р о к . С початку побудуєм о регресійну  модель залеж ності доходу 
і/^ В Н П ) від попередньо визначених приватних інвестиц ій  (х 1) та витрат 
уряду  (*2):
у и  =  -1 7 .8 7 9 9  + 1 .3529*и + 3 .9627х2<
(3 4 .1 8 0 9 ) (0 .3 0 0 2 ) (0 .2 6 2 6 ) (6 .107)
г  -  ( -0 .5 2 3 )  (4 .5 0 6 ) (1 5 .0 9 0 )
Д 2= 0 .9 9 7 6 .
2  к р о к .  О ціним о ф ункц ію  грош ово ї п ро п о зи ц ії (6 .92 ), зам іню ю чи ендо­
генну у х на  у х з (6 .107):
О цінені стандартні п о м и л к и , наведені в (6 .1 0 8 ), п отр іб н о  скоригувати  
(див. додатки  6.1, 6 .2), п ісля чого  отри м аєм о :
6.9. РЕ К У Р С И В Н І М О Д ЕЛ І
О собливим  випадком  сим ультативних м оделей є рекурси вн і моделі. 
М о д е л ь  н а з и в а є т ь с я  р е к у р с и в н о ю , я к щ о  ї ї  с т р у к т у р н ір ів н я н н я  м о ж н а  
в п о р я д к у в а т и  т а к и м  ч и н о м , щ о  п е р ш е  м іс т и т ь  у  п р а в ій  с т о р о н і  
л и ш е  п о п е р е д н ь о  в и з н а ч е н і  з м ін н і ;  д р у г е  м іс т и т ь  п о п е р е д н ь о  в и з н а ­
ч е н і  з м і н н і  т а  п е р ш у  е н д о г е н н у  з м ін н у  і т а к  д а л і .  Н априклад:
і т а к  дал і.
О днією  з особ ли востей  р екурси вн о ї м оделі є м ож л и вість  оц ін и ти  її 
р івн ян н я (по одном у н а  к о ж н о м у  кр о ц і) за д о п о м о го ю  М Н К . Щ об  проілю ­
струвати це, перепиш ем о вищ евказану  рекурсивну  модель у п овн ій  ф орм і. 
П ри п усти м о , щ о модель м істить т  ендогенних зм ін н и х  та к екзоген н и х  
зм інних.
Уі = 7п*і + 7 і 2 * 2 + -  • -+ 7 іА  + ;
У2 = 721*1 + 722*2 • *"^ 72й*й + Р21У1 + £2 >
Уз = 7зі*і + 7з2*2+в • ,+7зл*& + РгіУі + Р2 2 У2 + £з >
Уш = Ут1Х1 + Їт2х2+- • •+УткХк + РтіУі + Рт2У2+- • -+Рт,т-іУт-1 + Єт •
М аю чи значення екзогенних  зм інних , м ож ем о  застосувати  М Н К  до пер­
ш ого р івн ян н я  і отрим ати  оц інене значення у  для п ер ш о ї ендогенної
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зм ін н о ї. П отім  застосовуєм о  обчислене у х я к  поясню вальну  зм інну в дру­
гом у р івн ян н і. Знову м ож н а  застосувати  М Н К , о ск іл ьки  всі зм інн і неза­
леж н і від ви п ад ково ї величини  Є2. Зокрем а, х  та є2 незалеж ні за означен­
н ям ; ух і Є2 тако ж  незалеж ні, о ск іл ьки  є1 — це єдина випадкова зм інна, 
п о в ’я за н а  3 Уг*  перш ом у  р івн ян н і. О скільки  м и  припустили  незалеж ність 
зм ін н и х  Ег та £2, т о д і  уг та е2 також  незалеж ні.
Р е к у р с и в н і  с и с т е м и  н а з и в а ю т ь  щ е т р и к у т н и м и  с и с т е м а м и ,  о с к іл ь ­
ки  к о еф іц ієн ти  при  ендогенних  зм ін н и х  (р) утворю ю ть трикутну  матри­
ц ю , головна д іагональ я к о ї м істить о д и н и ц і, а елем енти над головною  діа­
гоналлю  д ор івн ю ю ть нулю . Д ля прикладу п ри п у сти м о , щ о м и м аєм о мо­
дель з 4 ендогенним и  та 5 попередньо ви зн аченим и  зм ін н и м и :
У1 = ї п Х 1 + У 12*2 + Є1 і
У2 = Р2 1 У1 + / 21*1 + Ї 2 2 Х 2 4* 723^3 + >
Уз = РзіУі + РззУз + Ї31Х1 + Гз4*4 + £3і
У4 — РііУі **" Р4 3 У3  У44х4 ■*" У45х5 ®4 •
Для того , щ об ви зн ачи ти , чи є ця  модель рекурси вн ою , достатньо дослі­
дити ф орм у м атри ц і ко еф іц ієн т ів  /?. Я к щ о  вона трикутна, то систем а ре­
курсивна. Р екурси вн ість  систем и  дозвол яє  нам застосувати  для оц ін ки  
невідом их парам етрів метод М Н К .
6.10. ОСНОВНІ ВИСНОВКИ ПРО  СИМ УЛЬТАТИВНІ МОДЕЛІ
У даном у розд іл і було розглянуто  сим ультативні м оделі. їхн ьою  особ­
ливістю  є поява залеж ної зм ін н о ї одного р івн ян н я  у ролі п оясню вально ї 
зм ін н н о ї у ін ш о м у  р івн ян н і си стем и . Така зм інна стає стохастичною  і, я к  
правило , сильно корельован а з випадковою  величиною  р івн ян н я , у яком у  
з ’я в л я є ть ся  я к  поясн ю вал ьн а  зм інна. В таком у  випадку для о ц ін ки  не­
відом их парам етрів не м ож н а застосувати  класи чн и й  метод найм енш их 
квадратів, бо отрим ан і о ц ін к и  будуть зм іщ ен и м и .
Д ля сим ультативних р івн ян ь  важ ливою  є проблем а о то то ж н ен н я . Під 
проблем ою  ототож нення м ається на увазі м ож ливість отрим ання к ількісних 
о ц ін о к  структурних  парам етрів сим ультативної моделі з оц інених  кое­
ф іц ієн тів  с к о р о ч ен о ї ф орм и . Я к щ о  це м ож н а зроб и ти , то р івн ян н я  в си- 
мультативній моделі є ототож неним . І навпаки . О тотож нене р івн ян н я може 
бути я к  точно  о то то ж н ен и м , так і п ереототож н ен и м . У перш ом у випадку є 
єд ин і значення структурних  парам етрів , тоді я к  в останньом у випадку 
структурн і парам етри  м ож уть набувати більш е одного  значення.
Д ля п ерев ірки  м ож л и вості о то то ж н ен н я  р івн ян н я  м ож на застосувати 
ум ови  п о р яд ку  та рангу. Х оча ум ову п оряд ку  легко  застосовувати , вона є
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лиш е д остатн ьою , але не необхідною  ум овою  о то то ж н ен н я , тоді я к  ум ова 
рангу є необхідною  і достатньою  ум овою . Я к щ о  ум ова рангу виконана, 
ум ова п оряд ку  також  ви кон ан а , але не н авпаки .
П рипустим о, щ о рівняння в симультативній моделі ототож нено , є декіль­
ка м етодів для о ц ін ки  його  парам етрів. Вони розд іл яю ться  на дві кате­
горії: м етоди для одного р івн ян н я  та си стем н і м етоди . Н айпопулярн іш и- 
ми є м етоди оц ін ки  для одного р ів н ян н я . М и розглянули  три найчастіш е 
вж ивані м етоди о ц ін к и  невідом их парам етрів окрем ого  р івн ян н я : М Н К , 
Н Н К  та 2М Н К . Х оча М Н К  в загальному випадку не п ідходить для си- 
м ультативних м оделей, його  м ож н а застосовувати  до так  званих рекур­
сивних моделей. М етод Н Н К  п ри й н ятн и й  для точно  ототож н ен и х  р івн ян ь. 
У цьом у методі М Н К  застосовується  до р івнянь с к о р о ч ен о ї ф орм и , а струк­
турні парам етри о ц ін ю ю ться  за ко еф іц ієн там и  ск о р о ч ен о ї ф орм и . М етод 
2М Н К  був спеціально розроб лен и й  для п ереототож н ен и х  р івн ян ь , хоча 
його також  м ож н а застосувати до точно  о тотож н ен и х  р івн ян ь . У таком у 
разі о ц ін ки , отрим ані Н Н К  та 2М Н К , будуть однакові. О сновна ідея методу 
2М Н К  полягає в зам іщ енні стохасти ч н о ї п о ясн ю вал ьн о ї зм ін н о ї л ін ій н ою  
ком бін ац ією  (н естохасти чн и х) попередньо визн ачених  зм ін н и х  у моделі.
Х арактерною  ри сою  обох м етодів (Н Н К  та 2М Н К ) є те, щ о отрим ан і за 
цим и м етодам и оц ін ки  є к о н си с те н тн и м и , тобто із зб ільш енням  к іл ькості 
спостереж ень вони  наближ аю ться до правильних значень.
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П ісл я  вивчення цього розділу ви зможете
1. Р озум іти  ек о н о м іч н і п р обл ем и , досл ідж ен н я  яких вимагає побудови  
симультативних м оделей .
2. Записувати ск о р о ч ен у  ф орм у сим ультативної м оделі. О тотож ню вати  
рівняння сим ультативної м оделі.
3. Тестувати за ум овам и п орядку та рангу точну о то т о ж н ен ість , н еото-  
ж н ен ість  та п ер ео то то ж н ен іст ь .
4. У міти оц ін и ти  н ев ідом і параметри точно ото ж н ен и х  рівнянь м етодом  
н епрям их н ай м ен ш и х квадратів.
5. Уміти оц ін и ти  н ев ідом і параметри п ер ео то то ж н ен и х  рівнянь м етодом  
д в ок р ок ов и х  н ай м ен ш и х квадратів.
6. Р оби ти  р озр ахунк и  на базі симультативних м оделей .
Короткий огляд розділу
1. Д о цього ми розглядали ок рем і регр есій н і р івняння. В даном у розділі 
було розглянуто симультативні м одел і. їхн ь ою  осо б л и в істю  є поява залеж ної 
зм ін н о ї одн ого  р івняння у ролі п оясн ю вал ь ної зм ін н о ї в ін ш ом у  рівнянні 
си стем и . У таком у разі для оц ін к и  н ев ідом и х параметрів не м ож н а застосу­
вати класичний метод найм енш их квадратів, бо отрим ані оц інк и  будуть зміще­
н им и .
2. Для сим ультативних рівнянь важ ливою  є проблем а о то т о ж н ен н я . Під  
п р обл ем ою  о то т о ж н ен н я  м ається на увазі м ож ливість отрим ання к ількісних  
о ц ін о к  структурних параметрів рівнянь сим ультативної м одел і за оц інен и м и  
к оеф іц ієн там и  ск о р о ч ен о ї ф орм и . Я к щ о це м ож н а зр оби т и , то р івняння в 
симультативній си стем і є отот ож н ен и м . І навпаки. О тотож нене рівняння м ож е  
бути як точно о т о т о ж н ен и м , так і п ер ео то то ж н ен и м .
3. Для перевірки м ож л и в ост і о то т о ж н ен н я  рівняння м ож на застосувати  
ум ови порядк у та рангу. У мова п орядку є лиш е д остат н ь ою , але не необхід­
н ою  ум ов ою  о т о т о ж н ен н я , в той час як умова рангу є н ео б х ід н о ю  і достатньою  
ум овою .
4. Для о т о т о ж н ен о го  рівняння сим ультативної м оделі є декілька методів  
оц ін к и  й ого  параметрів, а саме: М Н К , Н Н К  та 2М Н К . Х оча М Н К  в загально­
му випадку не п ідходить для симультативних м оделей , й ого м ож н а застосо­
вувати до так званих р ек урсив ни х м оделей . М етод Н Н К  придатний для точ­
но о т о т о ж н ен и х  рівнянь. М етод 2М Н К  був спеціально р озр обл ен и й  для пере­
о т о т о ж н ен и х  рівнянь, хоча його також  м ож н а застосувати до точно ототож не­
них. У таком у разі о ц ін к и , отрим ані Н Н К  та 2 М Н К , збігатим уться .
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О с н о в н і ф о р м у л и
С и с т е м а  с и м у л ь т а т и в н и х  р і в н я н ь  у  з а г а л ь н о м у  в и г л я д і:
Уи =  Рі2У2г + •  • '^ Р ш У м г Уі1ХИ+ " Л+УіКХКі + є и>
Узг = Р2І Уи+* • ^РзмУмг  +  Ї21Хи  +•  • •+Ї2КХКі +  Є2г ’
У мі -  РміУи +•  • • +Рмм-іУм-и  +  Уміх и+' • -+Умкх іи +  £мг • 
С ист ем а  р е к у р с и в н и х  р івн янь:
У\ =  Ї11Х1 +  Уі2Х2+-"+УікХк +Є1>
У2 ~ Ї21Х1 + У22х 2~^'• 2кХк + Р21У1 £2 ’
Уз = УзіХ 1 +  У32Х 2 "*"* * '^УЗкХк РзіУі +  Р32У2 ^ 3  >
У т  =  7 т 1 * 1  +  Ут2Х2+---+УткХк +  РтіУі +  А п 2 */2 +•  • • + £ ,„  *
З а г а л ь н і  п р и н ц и п и  о т о т о ж н е н н я  с т р у к т у р н о г о  р і в н я н н я  в  м о д е л і ,  
я к а  с к л а д а є т ь с я  М  с и м у л ь т а т и в н и х  р і в н я н ь
1. Я к щ о  К  -  к > т — 1 і ранг м атриці А дорівню ватиме М  -  1, то івдпов- 
ідне рівняння переототож нене.
2. Я кщ о К  — к = т -  1 і ранг м атриці А  дорішише М  -  1, р івняння точно 
ототожнене.
3. Я кщ о К  -  її < т  -  1„ р івняння неототож нене. Ранг м атриці А в даному 
разі менш ий за М  -  1.
В п р а в а  6 .1 . Р е к л а м а ,  к о н ц е н т р а ц ія  т а  г р а н и ч н і  ц і н и /в и т р а т и
Для вивчення взаєм о зв’язк ів  між  реклам ою , концентрац ією  (обчислюєть­
ся за пропорцією  спеціалізації) та ц іновим и витратами Аленд Стрікланд і 
Ленорд Вайс сформулювали таку модель*: 
ф ун к ц ія  ін т ен си вн о ст і р е к л а м и :
ВПРАВИ І КОМЕНТАРІ
(6Л 10)
ф у н к ц ія  к о н ц е н т р а ц ії:
С = Ь0 + b^AD/S) + b2(M E S /S ) ; (6 . 111)
* Strickland A.D., Weiss L. Advertising, Concentration and Price Margins / /  Journal of 
Political Economy. — 1976. — №5.
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ф ун кц ія  гр а ни ч ни х  вит рат :
сг(К /8 ^  + с2Ог + с3С + с4ОЛ + с5(А О /5 ) + сб( М £ 5 /5 ) ,  (6.112)М  = с0 + і
де А£> — витрати на рекламу; 5  — вартість перевезень; С — пропорція спеці­
алізації чотирьох фірм; СЛ — попит спож ивачів; М Е Б  — м інімально дію чий 
масш таб; М  — граничні ц іни/витрати; б г  — річний рівень зростання про­
м ислового  виробництва; Ліг — б іш тту-зм ін н а  для виробництва товарів 
багаторазового використання; К  — запас капіталу; в Л  — географічне розпов­
сю дж ення виробництва.
Р озв Язок
Т а б ли ц я  6 .6
О цінки, отрим ані за  м етодом  двок р ок ови х найм енш их квадратів  
трьох рівнянь (у  д у ж к а х  наведено середньоквадратичні відхилення)
Залежні змінні
А сі/в С М
Рівняння (1) Рівняння (2) Р ІВ Н Я Н Н Я  ( 3 )
Константа -0 .0245 0.2591 0.1736
(-3 .86) (21.30) (14.66)
с 0.0737 ... 0.0377
(2.84) (0.93)
с 2 -0 .0643 ... ...
(-2 .64)
м 0.0544 ... ...
(2.01)
С Б /в 0.0269 ... ' ...
(8.96)
в г 0.0539 •*\ 0.2336
(2.09) (2.61)
Б иг -0 .0018 ... ...
(-0 .93)
А сі/в ... 1.5347 1.6256
(2.42) (5.52)
М Е в/Б ... 4.169 0.1720
(18.84) (0.92)
К /Б ... ... 0.1165
(7.30)
в Б ... ... -0 .0003
(-2.79)
Відповідно до необхідних умов ототож нення, р івняння (6.111) є переото- 
тож неним, тоді як  (6.110) та (6.112) — точно ототож нені.
Інформацію для аналізу взято переважно з перепису виробництв за 1983 
рік. Вона стосується 408 з 417 галузей пром исловості. Невідомі параметри 
симультативної моделі автори оцінили, використовую чи 2М Н К . Відповідні 
результати подано в табл. 6.6.
В п р а в а  6 .2 . М о д е л ь  о ц ін ю в а н н я  к а п іт а л ь н и х  а к т и в ів  п о д а н а  у  в и г л я ­
д і р е к у р с и в н о ї  с и с т е м и
У досить незвичайному застосуванні моделювання рекурсивного симуль- 
тативного рівняння Лі і Лойд оцінили таку модель для нафтової промисло-
де Иг — ставка доходу від застави 1 (’’імператорська н аф та”);
я 2 — ставка доходу від застави 2 (’’сонячна наф та”);
Я — ставка доходу від застави 7 (’стандарт Ін д іан и ”);
М г — ринкова ставка доходу;
еи — випадкові величини (ї= 1 ,2 ,...,7 ) .
Перед тим, як  ми представимо результати, постає запитання: як  обирати 
заставу 1, 2 і т.д.? Лі та Лойд відповідають: емпірично. Вони будують регре- 
сійне рівняння залежності ставки доходу від застави і за ставками доходу від 
шести застав, як і залиш ились, і спостерігаю ть за і ?2. Таким чином , буде сім 
регресій. Потім вони впорядковую ть оцінені і?2 — від найменш ого до найбіль­
ш ого. Застава, яка має найниж чий Я 2, визначається як  застава 1, і відповідно 
та, що має найвищ ий і?2, є заставою 7. Ідея досить проста. Я кщ о ставка доходу 
Я2 від, скаж ім о, ’імператорської наф ти” найнижча у порівнянні з реш тою , це 
означає, що на дану заставу найменше впливають доходи інш их застав. Тобто 
є односторонній причинно-порядковий зв ’я зо к  ц ієї застави з інш ими.
Тепер представимо емпіричні результати, як і наводяться у табл. 6.7.
Результати регресії Лі — Лойда повідомляю ть про важливий міжгалузе­
вий зв’язок  між доходами від застави. Наприклад, доход від ’стандарту Індіа- 
н и ” залежить не тільки від ринкової ставки доходу, а й від ставок доходу від *
* Lee C., Loyd P. The Capital Asset Princing Model Expressed as a Recursive System: An 
Empirical Investigation / /  Journal of Financial and Quantitative.
вості*
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Т аблиця 6. 7
Р е к у р с и в н а  с и с те м а  о ц ін ок  д л я  н а ф т о в о ї п ро м и сл о в о ст і
"нафти Shell", "бензину Філліпа" та "сою зної нафти". Інш ими словами, зміну 
ставки доходу від "стандарту Індіани" можна пояснити , якщ о додатково до 
ринкового доходу ми також  розглянемо ставки доходу від "нафти Shell", "бен­
зину Філліпа" та "сою зної нафти".
ТЕСТИ
В ибрати правильну  відповідь н а  зап и тан н я
1. С им ульт ат ивна модель складаєт ься з:
а) р івно  п р івнянь т а п невідомих;
б) одного лінійного регресійного р івняння;
в) одного нелінійного регресійного рівняння;
г) одного та більше регресійних рівнянь;
д) більше ньж одного регресійного р івняння.
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2. Р івн я н н я  с и м у л ь т а т и в н о ї м оделі:
а) завж ди м ож на т очно от от ож нит и;
б) завж ди м ож на переот от ож нит и;
в) завж ди мож на недоот от ож нит и;
г) м ож ливі б уд ь-як і варіант и.
3. Р івн ян н я  си м ульт а т и вн о ї м оделі т очно от от ож нене, якщ о:
а) К  -  к > т -  І і р а н г  м а т р и ц і А  буде дорівню ват и М  — 1;
б) К  -  к = т -  1 і р а н г  м а т р и ц і А д о р івню є М  -  1;
в) К  — к > т — 1 і р а н г  м а т р и ц і А  м енш ий  за  М  -  1;
г )  К - к < т - 1  р а н г  м а т р и ц і А  м енш ий  за  М  -  1.
4. Р івн ян н я  с и м ульт а т и вн о ї м оделі переот от ож нене, якщ о:
а) К  -  к > т -  1 і р а н г  м а т р и ц і А  буде дорівню ват и М  -  1;
б) К  -  к = т -  1 і р а н г  м а т р и ц і А дор івню є М  -  1;
в) К  -  к > т -  1 і р а н г  м а т р и ц і А  м енш ий  за  М  -  1;
г) К  -  к < т -  1, р а н г  м а т р и ц і А  м енш ий  за  М -1 .
5. Р івн ян н я  сим ульт ат ивно ї моделі неототож нене:
а )  якщ о К  -  к > т -  1 і р а н г м ат риці А  буде дорівню ват и М - 1 ;
б ) якщ о К  — к — т  — 1 і ранг м ат риці А  дорівнює М - 1 ;
в ) якщ о К  -  к > т -  1 і ранг м ат риці А  м енш ий ніж М - 1 ;
г ) якщ о К  -  к < т  -  1, ранг м ат риці А  м енш ий за М  -  1.
6. М ет од  2 М Н К м о ж н а  заст осовуват и  для оц інки  парам ет рів:
а) т очно от от ож неного р івн яння;
б) недоот от ож неного р івн яння;
в) переот от ож неного р івн яння;
г) немож ливо використ овуват и в будь-яком у випадку;
д) у  ви п а д к у  р ек у р с и вн и х  м оделей.
7. М ет од  М Н К м о ж н а  заст осовуват и  для оц інки  парам ет рів:
а) т очно от ож неного р івн яння;
б) недоот от ож неного р івн яння;
в) переот от ож неного р івн яння;
г) немож ливо використ овуват и в будь-яком у випадку;
д) у  ви п а д к у  р ек у р с и вн и х  м оделей.
8. М ет од  Н е Н К м о ж н а  заст осовуват и  для оц інки  парам ет рів:
а) т очно от от ож неного р івн яння;
б) недоот от ож неного р івн яння;
в) переот от ож неного р івн яння;
г) немож ливо використ овуват и в будь-яком у випадку;
д) у  ви п а д к у  р ек у р с и вн и х  м оделей.
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9. Зробит и ост ат очний висновок про ототож неність р івняння мож на  
за умовою:
а) порядку;
б) порядку або рангу;
в )  рангу;
г) взагалі немож ливо зробит и.
ВІДПОВІСТИ НА ЗАПИТАННЯ: ТАК/НІ; ЯКЩО НІ, ПОЯСНІТЬ ЧОМУ
1. Чи еквівалентні обидва визначення умови порядку?
2. Для моделі
Уи А о +  А г ^ г «  +  Уцх и ^и9
У21 ~  Ао Р2іУи + 2^2Х21 + £2і
який  вигляд матимуть рівняння скороченої форми: а чи 61
а)
Уи= * 1 0 +  * 1 1 * 1 ,  +  П12Х2і+ “ V
У21 ~  *20 *21*1« *22Х2і + 1)а
б)
У и=П10+*12Х2і+ “V 
У * ~  * 2 0 +  * 2 1Х и  +  и Г
3. Нехай ми маємо таке визначення умови порядку:
яке стверджує, що кількість попередньо визначених змінних у системі може 
бути не м енш ою , ніж кількість невідомих коеф іцієнтів р івняння, яке ототож­
ню ється. Чи буде це визначення еквівалентне двом інш им визначеням умо­
ви порядку?
4. Чи об о в’язково  застосовувати метод 2М Н К до точно ототожнених рів­
нянь?
5. Чи буде ототож неним  у такій моделі хоча б одне рівняння?
Ф ункц ія  по п и т ц :
Я г ао + аА
Ф ункція  пропозиції:
де -  к ількість продукції, що вибирається; Р  — рівень цін.
6. Чи буде в цій моделі ототожнена функція пропозиції?
Ф ункція попиту:
(З, = а 0 + а1Р І + +
Ф ункція пропозиції:
Я  =  А> +  А Р , +  е2,’
де — кількість продукції; Р — рівень цін; і)  — доход споживача.
7. Чи буде в цій моделі ототож нена ф ункція попиту?
Ф ункція попиту:
я  = а0 + а у ( + а2Ш + Єи .
Ф ункція пропозиції:
Я  = А>+ А р <+ є21>
де — кількість продукції; Р  — рівень цін; І) — доход споживача.
8. Чи буде в даній моделі ототож нена функція пропозиції? 
Ф ункція попиту:
Ф ункція пропозиції:
де ф — кількість продукції; Р  — рівень цін; £) — доход споживача, 
багатство.
9. Я кщ о К  — к > т — 1 і ранг матриці А  буде дорівню вати М  — 1, то чи буде 
відповідне рівняння симультативної моделі переототож нене?
10. Я кщ о К  -  к = т  — 1 і ранг матриці .А дорівню є М  — 1, чи буде рівняння 
симультативної моделі неототож нене? Рівняння точно ототож нене?
ВІДПОВІДІ
Тест 1
1) д; 6) а, в;
2) г; 7) д;
3) б; 8) а;
4) а; 9) в.
5) г;
1. Так.
2. Ні. Рівняння скороченої форми мають вигляд:
3. Так.
4. Н і, до точно ототожнених рівнянь можна застосувати метод Н Н К.
5. Ні. Ця модель має дві ендогенні змінні Р  та ф і жодної попередньо визна­
ченої. Для ототожнення в кожному рівнянні має бути опущена щонайменше 
М - 1 = 2 - 1 = 1  змінна. У даному разі жодне з рівнянь не буде ототожненим.
6. Так.
7. Ні. В даній моделі Я  і Р  ендогенні, а я  — екзогенна. Застосовуючи 
умову порядку, бачимо, що функція попиту недоототожнена. З іншого боку, 
функція пропозиції ототожнена, бо вона виключає рівно М - 1=1 змінну
8. Ні. В даній моделі і ендогенні, а Х>^ , і Р( х попередньо визначені. 
У функції попиту опущено рівно одну змінну Рг за умовою порядку вона 
точно ототожнена. У функції пропозиції опущено дві змінні та і?,, отже, 
вона переототожнена. Я к зазначалось раніш е, в даному разі ми отримуємо 
декілька оцінок для одного параметра /?г
9. Так.
10. Рівняння точно ототожнене.
ВИКОНАЙТЕ САМОСТІЙНО
В п р а в и
В п р а в а  6 .3
У табл. 6.8 наведено дані: у — ВНП; С — власні споживчі витрати; І  — 
валові приватні внутрішні інвестиції (в мільярдах умовних одиниць 1982 р. 
та сезонно скориговані).
Т а б ли ц я  6 .8
Роки У С І Роки У С І
1970 2416.2 1492.0 381.5 1978 3115.2 1961.0 576.9
1971 2484.8 1538.8 419.3 1979 3192.4 2004.4 575.2
1972 2608.5 1621.9 465.4 1980 3187.1 2000.4 509.3
1973 2744.1 1689.6 520.8 1981 3248.8 2024.2 545.5
1974 2729.3 1674.0 481.3 1982 3166.0 2050.7 447.3
1975 2695.0 1711.9 383.3 1983 3277.7 2145.9 503.4
1976 2826.7 1803.9 435.5 1984 3492.0 2239.9 661.3
1977 2958.6 1883.8 521.3 1985 3473.5* 2312.6* 650.6*
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П рипустимо, щ о С лінійно залежить від у , я к  і у простій  кейнсіанській  
моделі визначення доходу у прикладі 6.3. Знайдіть М Н К -оц ін ки  параметрів 
ф ункції спож ивання. (Збережіть результати для наступних вправ.)
В п р а в а  6 .4
А. Для моделі ’попит — п р о п о зи ц ія” вправи 6.3 знайдіть вираз границі 
ім овірності для .
Б. За яких  умов це граничне значення буде дорівню вати правильному
В п р а в а  6 .5
Галавей і Сміт створили просту модель для економ іки  СШ А , яка  має та­
кий  вигляд:
У і ~ + р 2 У ^-і “*■ Рз^г + £ц 9
І  і ~ Р* + Рь(Уі- і ““ Уі-з) + Рв^г-і + є2і >
= Р? + Рз^ і-і +  %  9
де і/ — валовий національний доход; С — витрати на власне спож ивання; І  
— валові приватні внутріш ні інвестиції; в  — держ авні витрати плю с чисті 
іноземні інвестиції; уО — наявний доход (доход після сплати податків), М  — 
грош і, запропоновані на початку кварталу; Z  — власний доход до сплати 
податків; £ — час; £1? є2, £3 — випадкові величини.
Використовую чи дані щ оквартальників за 1948— 1957 pp ., автори засто­
сували метод найменш их квадратів до кож ного  р івняння окрем о і отримали 
такі результати:
у% = 0.09 + 0.43УД_! + 0.23М,
І, = 0.08 + 0.43(У<_1 -  У4_2) + 0.48^_! 
= 0.13 + 0 .67^ .!
В 2 = 0.23; 
В 2 = 0.40; 
В 2 = 0.42.
А. Я к  ви оціню єте використання методу найм енш их квадратів для одного 
р івняння?
Б. Ч ом у значення Я2 є досить малими?
В п р а в а  6 .6
Ж . М енгес розробив таку економ етричну модель для західнонім ецької 
економіки:
У і -  Ро + РіУі- 1  + р2 і^ + єи>
ї ї  = Рз + &  У г+ № <  +
= ^6 + А А - і
Qt ~ Рю Ри^і-І Рі2^і "*■ 4^<>
де у  — валовий національний доход; С — витрати на власне спож ивання; І  
— чисте ф ормування капіталу; <? — прибутки; Р  — витрати індексу життя; 
і? — продукція виробництва; і — час; Є — випадкові величини.
A. Я к і зм інні м и вважаємо ендогенними і як і екзогенними?
Б. Ч и  є у цій  системі хоча б одне р івняння, яке м ож на оцінити за допомо­
гою методу найменш их квадратів?
B. Щ о є причиною  введення зм інної Сі Х у функцію  спож ивання?
В п р а в а  6. 7
Розробіть симультативну модель пропозиції та попиту викладачів вузів в 
У країні. Визначте ендогенні та екзогенні зм інні ц іє ї моделі.
В п р а в а  6 .8
Створіть просту модель попиту та пропозиції грош ей в Україні і порівняйте 
ваш у модель з прикладом 6.8.4.
В п р а в а  6 .9
У своїй статті "М одель розподілу як існ их  продуктів особистого користу­
вання, вироблених у Ямайці" Д ж он У. Ф арлей і Гарольд Дж. Левіт створили 
таку модель (продуктами особистого користування були крем для гоління, 
крем для ш кіри , гігієн ічні серветки і зубна паста):
де у1 — кількість магазинів, у яких зберігається продукція ( %) ;  у 2 — місячний 
обсяг продажу продукції; у 3 — індекс безпосереднього зв’язку  з імпортером та 
виробником продукції; у4 — індекс активності оптової торгівлі у певному ре­
гіоні; у ь — індекс величини якості продукції, щ о є у запасі (наприклад, середнє 
значення якості продукції, запасеної магазином); х 1 — запланована кількість 
населення, щ о вж иває даний продукт; х 2 — доход на душу населення в регіоні; 
х 3 — відстань від населеного центру регіона до його крайньої точки; х 4 — 
відстань від населеного центру до найближчого м ісця оптової торгівлі.
А. Ч и  м ож на визначити ендогенні та екзогенні зм інні у попередній мо- 
і?дел  ?
Б. Ч и  м ож на у цій моделі оцінити одне або декілька рівнянь за допомо­
гою методу найменш их квадратів?
В п р а в а  6 .1 0
Щ об вивчити взаєм озв’язо к  між  витратами на рекламу і продажем цига­
рок , Ф ранк Бас використав таку модель:
Економетричні симультативні моделі 409
Уи — +  РіУзг +  РзУаї +  У і хи +  Угхи +
Угг =  Щ +  РзУзг +  Р^ Ум +  Узхи 74^'2* +  ^2£>
У зі = <*з + РьУи + РвУзі + єзі>
У 4г = &4 +  РїУи +  РзУ2і +  4^£>
де у 1 — логарифм продажу цигарок з фільтром (кількість цигарок, поділена 
на кількість населення віком  старше 20 рок ів); г/1 — логарифм продажу 
цигарок без фільтра (кількість цигарок, поділена на кількість населення віком 
старше 2 0 років); уг — логарифм кількості доларів, витрачених на рекламу 
цигарок з ф ільтром, поділений на кількість населення віком  старше 20 років , 
поділений на індекс рекламних цін; у4 — логарифм доларів, витрачених на 
рекламу цигарок без фільтра, поділений на кількість населення віком  стар­
ш е 20 років , поділений на індекс рекламних цін; х х — логарифм наявного 
власного доходу, поділений на кількість населення віком  старше 20 років , 
поділений на індекс спож ивчих цін; х 2 — логарифм цін на пакет цигарок без 
фільтра, поділений на індекс спож ивчих цін.
A. У попередній моделі у — ендогенні і х  — екзогенні зм інні. Ч ом у автор 
припускає, що х 2 — екзогенна змінна?
Б. Я кщ о х 2 взяти за ендогенну змінну, то яки м  чином  ви будете видозмі­
нювати попередню модель?
B. Ч и  повинна входити у модель ціна цигарок з фільтром? Я кщ о так, то 
вона виступає ендогенною чи екзогенною  зм інною ? Я кщ о ендогенна, то як  
видозміниться первісна модель?
Г. Ч и  можливо у моделі Басса одне або більше рівнянь оцінити за допомо­
гою методу найменш их квадратів? Доведіть вашу відповідь.
В п р а в а  6 .1 1
П окаж іть, щ о обидва визначення умови порядку, розглянуті в моделі б, 
еквівалентні.
В п р а в а  6 .1 2
Знайдіть структурні коеф іц ієнти  за коеф іц ієнтам и скороченої ф орми, на­
веденими в (6.67) і (6 .69).
В п р а в а  6 .1 3
Введіть скорочену форму таких моделей і визначте, в яком у  разі струк­
турні р івняння не-, точно, чи переототож нені:
а) (6.61);
б) (6.71);
в) (6.8).
В п р а в а  6 .1 4
Перевірте ототож нення моделей вправи 6.13, застосовую чи умови поряд­
ку та рангу.
410 Розділ б
В п р а в а  6 .1 5
У моделі (6.6) і (6.70) показано, щ о рівняння пропозиції — неототожнене. 
Я к і обмеж ення на структурні параметри зроблять це рівняння точно ототож­
неним? П оясніть ці обмеж ення.
В п р а в а  6 .1 6
З моделі
У и Р\0 Рі2 У 2\ 7п*и
Уи ~ Р20 Р21У 1і У22Х2і £2і
виведено такі р івняння скороченої форми:
Уи П10 П\ 1Х1і 1^2*2* +
У2г=П20+П21Хи +П22Х2і+ »і*
А Ч и  ототож нені структурні р івняння?
Щ о трапиться з ототож ненням , якщ о  відомо апріорі, щ о уп =0?
В п р а в а  6 .1 7
П овернем ося до вправи 6.19. Оцінені р івняння скороченої форми мають 
такий вигляд:
У и - 4 + З х и +
У21=  2 + 6 х и +  10*2(.
А Визначте значення структурних параметрів.
Б. Я к би ви тестували нуль-гіпотезу уп = 0?
В п р а в а  6 .1 8
Модель
У и Р\ о Р\ $ 2г Упхи £и9 
Уи = Р20 + РпУи + Є2І
утворю є такі р івняння скороченої форми:
Уі(= 4  + 8*и;
У и- 2 + 12хи•
А. Я к і структурні параметри (якщ о такі є) можуть бути оцінені за коефі­
ц ієнтам и скороченої форми? Обгрунтуйте вашу точку зору.
Б. Я к  зм іню ється відповідь н а  (А ), якщ о  Р12 = 0 і /310 = 0?
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Т а б ли ц я  6 .9
№ рівняння Ух У2 Ув У4 Уь *1 *2 хв *4
і 1 РХ2 0 Аи 0 Ги 0 0 Ги
2 0 1 > со А* 0 0 У22 ?23 0
3 ео 0 1 А* Аи 0 0 Узз У34
4 0 4 , 0 і 0 Ги 0 гі3 0
5 Аі 0 0 А. 1 0 Уь2 Уьз 0
В п р а в а  6 .1 9
Наступна модель (див. табл. 6.9) містить 5 рівнянь з 5 ендогенними змінни­
ми у  і з 4 екзогенними ЗМ ІНН И М И  X.
Визначте ототожненість кож ного рівняння за допомогою  умов порядку та 
рангу.
Вправа 6.20
Розглянемо таку розширену кейнсіанську модель визначення доходу: 
ф ун кц ія  спож ивання:
с г  Рі + Р & ,-Р » т*+ и >
ф ун кц ія  інвест ицій:
а0+ аіУ,-1+ Є2,‘>
ф ун кц ія  оп одат куван ня:
р івн я н н я  доходу:
Т г  У о + ш +
у = С + /  + б ,і і і’
де С — споживчі витрати; у  — доход; І  — інвестиції; Т  — податки; £ — 
випадкові величини.
У моделі С, І, Т у у  — ендогенні зм інні, а у і х і О — попередньо визначені.
Застосовуючи умову порядку, перевірте ототож неність кож ного рівняння 
в системі і систему загалом. Щ о трапилося б, якби  праворуч функції інвес­
тицій з’явилася екзогенна змінна, ставка процента г ?
В п р а в а  6 .2 1
П рипустимо, ми пропонуємо ще одне визначення умови порядку ототож-
нення:
яке стверджує, що кількість попередньо визначених зм інних у системі може 
бути не менш ою , ніж кількість невідомих коеф іцієнтів р івняння, яке ототож ­
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ню ється. П окаж іть, щ о це визначення еквівалентне двом інш им визначен­
ням  умови порядку.
В п р а в а  6 .2 2
Спрощ ена версія моделі ринку кавунів.
Р івн я н н я  п опит у:
Р ( =  а0 +  ,) +  а 2(г/(/ у )  +  а 3Р, +  еи.
Ф ункц ія  пропозиц ії врож аю :
я = Р о  + А ( і у  ж () +  / у > м  +  р3 с м  +  +  £2(,
де Р  — ціна; ( З /И )  — попит на одиницю  капіталу; (і//АГ) — доход на одини­
цю капіталу; — витрати на перевезення; (Р/1¥) — ціна, пов’язана з рівнем 
зарплати на фермі; С — ціна бавовни; Т  — ціна інш их овочів,
Р і () є ендогенними зм інним и.
А. Виведіть скорочену форму.
Б. Визначте, чи є ф ункція попиту, пропозиції або обидві ототож неними?
В п р а в а  6 .2 3
Чом у н ео б о в’язково  застосовувати метод 2М Н К  до точно ототожнених 
рівнянь?
В п р а в а  6 .2 4
Розглянемо змінену кейнсіанську модель визначення доходу:
= $ю  + $ п  Уг +
^ = Р20 + $21 Уг + $22Уг-1 2^* ’
Уі =  +  /* +  <?*,
де С — витрати на спож ивання; І  — інвестиційні витрати; у — доход; б  — 
витрати уряду.
Ог і у і Х попередньо визначені.
А. Виведіть рівняння скороченої форми і визначте, як і з попередніх рівнянь 
є точно або переототож неним и.
Б. Я кий  метод ви будете використовувати для оц інки  параметрів точно 
або переототож неного рівняння? Відповідь доведіть.
В п р а в а  6 .2 5
Розглянемо такі результати.
МНК: Щ = 0.276 + 0.258Р, + 0.046Р,_! + 4.95Щ  Д 2 = 0.924;
МНК: Р( = 2.693 + 0.232Щ -  0.544л:, + 0.247М, + 0.064М,_1 Д 2 = 0.982 ; 
2МНК: Щ = 0.272 + 0.257Р, + 0.046Р,,! + 4.966У, Д 2 = 0.920;
2МНК: Р{ = 2.686 + 0.2331^ -  0.544л:, + 0.246М, + 0 .046^ ,^  Д 2 = 0.981,
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де Т У ,,/* ,М , і х г — процентна зміна зарплати, ц ін , імпорту, продуктивності 
праці (всі зміни стосую ться попереднього року) і де У% подає незайняті робочі 
вакансії (процент від загальної к ількості зайнятих).
Оскільки результати М Н К  і 2М Н К  практично ідентичні, застосування 
методу 2М Н К  не має сенсу.
П роком ентуйте.
В п р а в а  6 .2 6
П рипустимо, щ о продуктивність характеризується виробничою  функцією  
Кобба — Дугласа
Я , = А К ? $ ,
де (і — випуск; К  — капіталовкладення; Ь  — інтенсивність праці;
А , а , /3 — параметри і-ї ф ірми.
М аючи ціну кінцевого продукту Р , ціну праці Ж  та ціну капіталу і ї  і 
припускаю чи максимізацію  прибутку, отримали таку емпіричну модель ви­
робництва.
Ф у н к ц ія  виробн ицт ва:
1п (З* = 1п А  + а 1п Кь + /З 1п + 1п єи .
Ф у н к ц ія  M P L  — граничного  п р о д укт у  праці:
111(2; =  -  ІП Р  +  ІП Ц  +  ІП —  +  ІП є 2і .
Ф у н к ц ія  М Р С  — граничного  п р о д укт у  к а п іт а лу :
/21п (}і = -  1п а + 1п Кі + 1п — + 1п єЗІ,
де є19 є2у ег — випадкові величини.
У попередній моделі є три рівняння з трьома ендогенними зм інним и (?, Ь 
та ІТ; Р, і? та ТУ — екзогенні.
A. З яки м и  проблем ами м ож на зіткнутися при оц ін ц і м оделі, якщ о  
а  + /З = 1, тобто за ум ови постійного масш табу виробництва?
Б. Навіть якщ о а  + /З Ф 1, чи м ож на оцінити рівняння? Відповідайте, 
розглядаючи ототож неність.
B. Я кщ о система неототож нена, щ о м ож на зробити, щ об вона стала ото­
тожненою?
В п р а в а  6 .2 7
Розглянемо таку модель попиту та пропозиц ії на грош і. 
П о п и т  на гроші:
= Ро + РіУі + + єи •
П ропозиц ія  грош ей:
де М  — гроші; у  — доход; і? — ставка проценту; Р — ціна.
П рипустимо, що і ї  і Р  — попередньо визначені.
A. Ч и ототожнена функція попиту?
Б. Чи ототожнена функція пропозиції?
B. Я кий метод ви б використали для оцінки параметрів ототожнених рів­
нянь? Чому?
Г. П рипустимо, ми модифікуємо функцію пропозиції, додаючи поясню ю чі 
зм інні у г х і М (_х, Щ о відбувається з проблемою ототожнення? Чи будете ви все 
ще використовувати метод, який застосовували у (В)? Чому так  або чому ні?
В п р а в а  6 .2 8
Розглянемо таку модель:
де М г визначена ендогенно.
A. Я к би ви пояснили модель?
Б. Чи ототожнені рівняння?
B. Використовую чи інформацію , наведену в табл. 6.5, оцініть параметри 
ототожнених рівнянь. П оясніть методи, як і ви використовуєте.
В п р а в а  6 .2 9
П рипустимо, ми змінили модель вправи 6.36 таким чином:
=  А) +  р2Уї РзУг-і »
У і = «о + « Л  +^2*-
А. Перевірте, чи ототожнена система.
Б. Використовую чи дані таблиці 6.5, оцініть параметри ототожнених 
р івнянь.
В п р а в а  6 .3 0
Розглянемо таку модель:
= А) + /к м , + Р2 у і + £і<;
У і = а 0 + + а 2І { + є2г
Змінні визначені у вправі 6.36. Вважаючи І  (витрати на інвестиції) і М  
екзогенними, визначте ототожненість системи, використовуючи дані табл. 6.5. 
Оцініть параметри ототожнених рівнянь.
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В п р а в а  6 .3 1
Припустимо, що модель вправи 6.38 змінено таким чином:
= Д) + Рі + /32 £ц> 
у, = а 0 + ахД( + а2/ ( + є2<;
А = Уо + /і-Я, + £3(-
Припустимо, що М  визначена екзогенно.
А. Визначте, які рівняння ототожнені.
Б. Оцініть параметри ототожнених рівнянь, використовую чи інформацію, 
наведену в табл. 6.5. Обгрунтуйте ваші методи.
ДОДАТОК 6.1 ч'І* ■'
н н
З м іщ е н іс т ь  о ц ін о к , о т р и м а н и х  м е т о д о м  н е п р я м и х  н а й м е н ш и х  
к в а д р а т ів  ( Н Н К )
Для того, щоб показати, що Н Н К-оцінки узгоджені, зміщені, але спроможні, 
використаємо модель попиту та пропозиції, подану в рівняннях (6.83) та (6.84). 
З (6.92) отримуємо:
7Гі
А -  Х МТепер л 3 = ~(із 6.89); п х = Ч 2( (і3 6 .87).
X
Підставивш и, отримуємо:
_ Х М  
X*?
и _ х м  -  —  .
X а *,
Використавши (6.85) та (6.86), матимемо:
р, = ягхх ( + (ш( -  ш ) ;
Яі =  к 3х ,  +  ( у , -  й ) ,
де щ, V — середні значення IV % І 1>, відповідно. 
П ідставляю чи (2) і (3) в (1), отримуємо:
ь 7Г3 £ £(2 + £(і>, -  у )х(
1 Xя,2 + £(ш( -  ш)х(
_ + Х(у< -  у )Хі X
7ГХ + Х(іУ( -  йї)х{ /  X х?
(1)
(2)
(3 )
(4)
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О ператор м атем атичного сподівання Е є л ін ійн и м  оп ер атор ом , том у ми не 
м о ж ем о  навести математичне сподівання (4 ) , хоча зр озум іл о , щ о в загальному 
випадку Ьг Ф (тГз / тГі ) -  Ч ом у?
Але коли кількість сп остер еж ен ь  прям ує до н еск ін ч ен н о ст і, ми м ож ем о  
отрим ати:
Р І і т ( ^ ) р  И т я’з + рІ іт  Х(у< -  и)*« /  X (2 
р  І іт  п1 + рІ іт  Х(и>( -  їії)х( /  X ’ (5)
де ви к ор и стов ую ть ся  такі властивості, як р  1іт(А+ІЗ) =  р  ІішА+р Ііш Б і 
р  1іт(А/В) = р  1ітА/р  Ііш Б.
О скільки кількість сп остер еж ен ь  прям ує до н еск ін ч ен н о ст і, другий вираз 
у зн ам енн и ку і чисельн и ку прям ує до нуля. Ч ом у?
п о к а зу є , щ о хоча зм іщ ен и й ,
р І і іО Д )  =
К \
він є ко н си ст е н т н о ю  ОЦІНКОЮ
(6 )
ДОДАТОК 6.2
Оцінка стандартних відхилень методом 2 М Н К
Завдання цього додатка полягає в том у, щ об показати, що стандартні відхи­
лення о ц ін о к , отрим аних на другом у к роц і регресії 2М Н К , не є в ідповідним и  
оц інкам и "реальних" стандартних відхилень. Щ об  пересв ідчитись у цьом у, 
в и к ор и стаєм о м одель д о х о д у  та п р о п о зи ц ії грош ей , наведену в (6 .9 5 ) і (6 .9 6 ) . 
О ц ін ю єм о параметри п ер ео т о т о ж н ен о ї ф унк ц ії п р о п о зи ц ії грош ей на друго­
му к р оц і:
^2 _ ) _ Х(У2і Р20 Р2іУи)
N - 2  N - 2
(9)
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2^*
&£іе — не те саме, щ о , котре є незміщ еною  оцінкою  реальної дисперсії 
Це можна довести з ( 7 ) .  Щ об отримати реальну , виконаєм о такі дії:
де р20 і Р21 є оцінками регресії на другому кроці.
Отже,
А А
£2 _  Ц*/2< ~ Р20 ~ )
N '
Зазначимо відмінність між ( 9 )  та ( 1 0 ) :  у р івнянні ( 1 0 )  м и використовува­
ли дійсне у х замість оціненого у г за регресією  перш ого кроку.
Маючи оцінену дисперсію  ( 1 0 ) ,  найлегшим способом  коригування стан­
дартних відхилень коеф іцієнтів, оцінених на другому кроці, є перемноження 
кож ного з них на /  С£. . Зазначимо: якщ о у и і у и дуже близькі, то Ое2 /  <Т£. 
буде близьке до 1 .5 . У цьому разі оцінені стандартні відхилення на другому 
кроці можуть вважатися правильними оцінкам и. Але в інш их ситуаціях їх 
потрібно коригувати.
Р О З Д ІЛ  7. Е Л Е М Е Н Т И  Т Е О Р ІЇ  М А Т Р И Ц Ь  ТА О С Н О В Н І
З А К О Н И  Р О З П О Д І Л У  В И П А Д К О В И Х  В Е Л И Ч И Н
7.1. ЕЛЕМ ЕНТИ ТЕОРІЇ М АТРИЦЬ
Ц ей розділ  п р и св яч ен о  м атем ати чн и м  і стати сти ч н и м  засобам , щ о 
ви к о р и сто ву ю ться  в еко н о м етр и ц і. В и кори стовую чи  м атричну алгебру, 
о сн о во п о л о ж н і твердж ення еко н о м етр и ки  м ож н а подати у ч ітк ій  і простій  
ф орм і. Але, щ о важ ливіш е, стає м ож ливим  узагальнення і сп рощ ен н я  ре­
зул ьтат ів .
7 .1 .1 .  О с н о в н і в и з н а ч е н н я
М а т р и ц я  — це у п о р яд ко ва н и й  м а си в  елем ент ів , 
ється:
А  К ]  або [А]^, і 1 »2,•••,/1, к 1 ,2 ,.
а и а і 2 ' • Я,
а 21 °2 2  ' " а:
а п і ° п2 ••• а ,
я к и й
..,771,
п о зн а ч а -
(7 .1)
П ерш ий  індекс (і) елем ента аік вказує на ном ер рядка, в як о м у  розташ о­
ваний  цей елем ент, а другий  індекс (к) — ном ер стовп ц я .
П риклад наведено у таблиці 7 .1 . У рядках  таблиці наводяться пара­
м етри за п евний  р ік , у стовп чи ках  — зм іни  парам етрів у р ізн і р о к и .
В ект ор  — це у п о р я д к о ва н и й  набір даних , за п и са н и й  у  ви гляд і р я д к а  
або ст овпця.
З огляду на викладене ви щ е, векто р -р яд о к  м ож н а розглядати  я к  мат­
рицю  з одним  р яд к о м , а вектор -стовп ец ь  — я к  м атрицю  з одним  стовп­
цем . Т обто 5 величин , зазначених для 1993 року , у таблиці 7.1 становлять 
в ек то р -р яд о к , а величини  сп о ж и ван н я  для к о н к р етн и х  рок ів  — вектор- 
стовпець.
Матрицю також можна розглядати як множину векторів- 
стовпців, що є природною інтерпретацією наведеного масиву даних, 
і, звичайно, як множину векторів-рядків.
Розмірністю (типом або порядком) матриці є кількість рядків 
та стовпців, що її складають. А  є матрицею розмірністю  [ті х т]  озна­
чає, що А  складається з п рядків і т  стовпців.
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Т а б ли ц я  7.1
Рядок Рік Споживання 
(млн. дол.)
ВНП
(млн. дол.)
ВНП
дефлятор
Величина
дисконтування
1 1987 737.1 1185.9 1.0000 4.50
2 1988 812.0 1326.4 1.0575 6.44
3 1989 808.1 1434.2 1.1508 7.83
4 1990 976.4 1549.2 1.2579 6.25
5 1991 1084.3 1718.0 1.3234 5.50
6 1992 1204.4 1918.3 1.4005 5.46
7 1993 1346.5 2163.9 1.5042 7.46
8 1994 1507.2 2417.8 1.6342 10.28
9 1995 1667.2 2633.1 1.7864 11.77
7 .1 .2 .  О с о б л и в і  в и д и  м а т р и ц ь
/ .  П р я м о к у т н а  м а т р и ц я  А
2 . К в а д р а т н а  м а т р и ц я  А  -
3 . С и м е т р и ч н а  м а т р и ц я  А
і т а  к .  Н априклад ,
— м а т р и ц я  р о з м ір н о с т і  \п  X лі].
— м а т р и ц я  р о з м ір н о с т і  [п  X п \.
— ц е  м а т р и ц я , у  я к о ї  а .Л=  акі д л я  в с іх
А  =
1 6  7
6 5 4 .
7 4 1
4 . Д іа г о н а л ь н а  м а т р и ц я  — м а т р и ц я ,  у  я к о ї  в с і  ї ї н е н у л ь о в і  е л е ­
м е н т и  м іс т я т ь с я  н а  г о л о в н ій  д іа г о н а л і ,  щ о  п р о х о д и т ь  з  л ів о г о  в е р х ­
н ь о г о  к у т а  у  п р а в и й  н и ж н ій .
Яц 0 •• 0 '
А  =
0 °22 ' •• 0
0 0 •* ’ &пп_
5 . С к а л я р н а  м а т р и ц я  — д іа г о н а л ь н а  м а т р и ц я ,  у  я к о ї  в с і  д іа г о ­
н а л ь н і  е л е м е н т и  р і в н і  м іж  с о б о ю .
6. О д и н и ч н а  м а т р и ц я  — м а т р и ц я  з  о д и н и ц я м и  н а  д іа г о н а л і .  В о н а  
завж ди п означаєт ься  я к  І . Ін д е к с  ін о д і в к а з у є т ь с я , щ о б  за зн а ч и т и  її 
р озм ірн ість  (або п о р я д о к ) .
Н априклад ,
І г=
1 0  0 
0  1 0 .  
0 0 1
(7.2)
7. Т р и к у т н а  м а т р и ц я  — т а к а  к в а д р а т н а  м а т р и ц я ,  у  я к о ї  а б о  
н и ж ч е , а б о  в и щ е  г о л о в н о ї  д іа г о н а л і  р о з т а ш о в а н і  в с і  н у л і .
8 . Н у л ь о в а  м а т р и ц я  — м а т р и ц я ,  в с і  е л е м е н т и  я к о ї  д о р ів н ю ю т ь  
н у л ю .
7 .1 .3 .  А л г е б р а їч н і  д і ї  н а д  м а т р и ц я м и
1. Р ів н іс т ь  м а т р и ц ь
М атриці (або вектори ) А  і В  називаю ться р івн и м и , я к щ о  вони маю ть 
одну й ту саму розм ірн ість  і к о ж н и й  елемент м атриці А  д ор івню є відпові­
дном у елем ентові м атриці В .
2 . Т р а н с п о н у в а н н я  м а т р и ц ь
Транспонованою матрицею  щ одо м атриці А  називається м атриця А \  
яку  м ож на отрим ати  за рахунок зам іни в м атриц і А  стовп чи ків  на рядки 
і оялків  на с то в п ч и к и , тобто
Т ран сп он ован а м атриця А  позн ачається  А % визн ачається я к  м атриця, 
-ий ряд ок  я к о ї дор івн ю є И-ому  стовп чи ку  п о ч атково ї м атриц і. Я к щ о  
розм ірн ість  м атриьА  д ор івн ю є [п X пі], то розм ірн ість  м атриці А 9 дорів­
нює [т х п]. Н априклад,
В означення си м етри чн о ї м атриц і випливає, щ о я к щ о  А  — сим етрична 
м атриця, то
А 9 =  А .  (7 .4)
для б уд ь-яко ї м атри ц і А
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Т ранспонування вектора-стовп ц я  дасть вектор -ряд ок :
а  [а1,а2,...,ап\.
3 . Д о д а в а н н я  м а т р и ц ь
Сумою двох матриць о д н аково ї р о зм ір н о ст і н ази вається  м атри ц я та­
к о ї ж  розм ірн ості, елем енти я к о ї д ор івню ю ть сумам в ідповідних елементів
м атриць А і В, тобто
С = А + В  = [а1к+ Ь ік]. ( 7 .6 )
М атриці не м ож н а додавати, я к щ о  вони  р ізн о ї р о зм ір н о с т і. У разі од­
н ако во ї ро зм ір н о ст і каж уть, щ о вон и  узгодж ені для додавання.
З а  а н а л о г іє ю  в и зн а ч а є т ь с я  операція в іднім ання м ат риць:
Л - В ( 7- 7)
О с н о в н і  в л а с т и в о с т і  о п е р а ц і ї  д о д а в а н н я  м а т р и ц ь
• А  +  В  =  В  +  А  (к о м у т а т и в н іс т ь ) ;  ( 7 .8 )
• (А  +  В )  +  С =  А  +  (В  +  С ) (а с о ц іа т и в н іс т ь ) ;  ( 7 .9 )
• ( 4  +  В )’ =  А 9 +  В9 ( т р а н с п о н у в а н н я ) ;  ( 7 .1 0 )
• А  +  ( - А )  =  0  (д о д а в а н н я  п р о т и л е ж н о ї  м а т р и ц і) ;
• А  +  0  =  А  (д о д а в а н н я  н у л ь о в о ї  м а т р и ц і) .
4. М н о ж е н н я  м а т р и ц ь
М атриці м н о ж аться  за д о п о м о го ю  скалярного добутку. С калярний  до­
буток двох вектор ів  а  і & є скаляром  і п о зн ачається  так:
а ’& =  \а1Ь1 + а2Ь2 + . . .+  а Ь п]. ( 7 .1 1 )
Зауваж им о, щ о п р о м іж н и й  д об уток  зап и сується  я к  доб уток  транспоно­
ваного вектора а н а  вектор  Ь, тобто  вектора-ряд ка  на  вектор -стовп ец ь . 
Н априклад,
а’Ь =  [3  5  4 ] =  3 ( 8 )  +  5 ( 2 )  +  4 ( 1 )  =  3 8 . ( 7 .1 2 )
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У (7 .11 ) к о ж н и й  д о б у то к  а Д д о р ів н ю є  &.а., отж е,
а ’Ь ** Ь’а. ( 7 .1 3 )
Д о б у т к о м  д во х  м а т р и ц ь  А  =  [ а Д и п у  [л  х  т ]  і  В  — |Д Л] ти п у  [ т  х р ] ,
заданих у п евн ом у  п о р яд к у  (-4 — п ерш а, В  — д руга), н ази вається  матри­
ц я  С =  [ с Д  елем енти  я к о ї ви зн ач аю ться  за правилом : елем ент і-го рядка 
і Іг-то с то в п ч и к а  м атри ц і С д о р ів н ю є сум і добутк ів  елем ентів і-ГО рядка 
м атри ц і А  і в ід п овід н и х  елем ентів й-го сто в п ч и к а  м атриц і В , тобто
т
^ іи > і =  1 ,2 , . . . ,п ,  й =
ї 8=1
Д об уток  м атри ц ь А  і В  п о зн ач аєть ся  таки м  ч и н о м :
С = і4В.
М айж е у всіх  н аступ н и х  випадках  будемо позначати  і-ий  стовп чи к  
м атриц і а, і а 1 — і-и й  р я д о к .
Д ля то го , щ об  п ерем нож ити  дві м атриц і, необхідно, щ об  к ільк ість  стовп­
ч и к ів  п ер ш о ї м атри ц і дор івню вала к іл ь к о с т і р яд к ів  д руго ї. У таком у  ви­
падку каж уть , щ о вон и  узгод ж ен і для м н о ж ен н я  А  на  В .
Н ап ри клад ,
А В  =
2  3  1
4  5  - 1
1 4  
0 6 
1 5
2 ( 1 ) +  3 ( 0 ) +  1(1) 2 (4 )  +  3 (6 )  + 1 ( 5 )
.4 (1 ) +  5 (0 )  +  ( -1 ) (1 )  4 ( 4 )  +  5 (6 )  +  (—1 )(5 )]
З 31 
З 4 1
М н о ж ен н я  двох м атри ц ь , взагалі, не є ком утати вн ою  оп ерац ією :
А В  *  В А .
Н априклад, у попередньом у обчисленн і А В і  є м атриця розм ірн істю  [2x2], 
у той  час я к  В А  м ає р о зм ір н іс ть  [ 3 x 3 ] :
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В  А  ш
1 4 
0 6 
1 5
2 3 1 
4 5 - 1
1(2)+ 4(4) 1(3)+ 4(5) 1(1) + 4(—1) 
0(2)+ 6(4) 0(3)+ 6(5) 0(1) + 6(-1) 
1(2) + 5(4) 1(3) + 5(5) 1(1) + 5(-1)
18 23 - З  
24 ЗО - 6  
22 28 - 4
В ін ш и х  випадках А В  м ож е існувати , а В А  м ож е бути невизначеною , і 
навіть я к щ о  вони існ ую ть, то м ож уть бути р ізн о ї р о зм ір н о ст і, я к  у попе­
редньому прикладі. А б о , я к щ о  вони і м атим уть однакову  р озм ірн ість , то 
не будуть р івн и м и . З ц іє ї точ ки  зору ви р ізн яєм о  м н о ж ен н я  зліва і мно­
ж ен н я справа. У добутку А В  А  буде п ом н ож ен а  зліва на В , а В п ом н ож ен а 
справа на А .
Д о б у т о к  м а т р и ц і  А  і в е к т о р а  Ь зап и сується  таким  чи н ом :
с =  А Ь .
К ількість  елементів у Ь пови н н а  дорівню вати  к іл ько ст і стовпц ів  мат­
риці А , а результатом буде вектор з к іл ьк істю  елем ентів, щ о дор івню є 
к ількості рядків  у м атриці А:
с =  А Ь  =  Ь1а 1 +  Ь2а 2+ ...+  Ькак, 
де а, — і-й рядок матриці А ,  і = 1,2
Н ап р и к л ад : А  —
го Г
(з']
г0(3) +1(4)" Ґ 4 '
1 2 , с = АЬ — 1(3)+ 2(4) = 11
СОсч [2(3)+ 3(4» [ і з )
Розглянем о т а к і з а г а л ь н і  п р а в и л а  м н о ж е н н я  м а т р и ц ь :
• (АВУС  =  А (В С )  (асоц іативний  зак о н );
• А ( В  +  С) =  А В  +  ВС  (дистрибутивний  зак о н ).
(7.14)
_ (7.15)
Зверніть увагу на п о р яд о к  м н ож ен н я  м атриць: В А  і С А  м ож уть бути
н е в и зн а ч ен и м и .
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• (АВУ =  В’Л ’ (транспонування добутку). 
Р о зш и р ю ю ч и  це правило , отри м аєм о :
(АВС)9 =  С’В’А \
(7 .16)
(7.17)
• А І  =  А  (множення матриці на одиничну матрицю).
• А О  =  О (множення на нульову матрицю).
• сА = [саік] (множення матриці А  на скалярну величину). (7.18)
М н ож ен н я м атриці на скалярну величину еквівалентне м нож енню  кож­
ного  елем ента м атриц і на  цю величину.
5. З а п и с  сум  у  м а т р и ч н о м у  в и гля д і
М атриці і вектори  м ож н а  д оси ть  зручно використовувати  для пред­
ставлення сум р ізн и х  величин . К о р и сн и м  інструм ентом  при цьом у . є век­
тор і , я к и й  складається із сто вп ч и ка  о д и н и ц ь. Суму елементів вектора х  
м ож н а подати як :
X = *1 + Х2+ .. -+Хп = ї х .
і-1
(7.19)
Я к щ о  всі елементи х дор івн ю ю ть одній  і тій сам ій  кон стан ті а, тоді 
х — аі і
=Г(аі) = а(і’і) = па. (7.20)
Для б удь-яко ї кон стан ти  а і вектора X
Хая* = а%х( = а і'х .
і і
Я к щ о  а =  1/л , о три м аєм о  середнє ариф м етичне:
(7.21)
З цього  ви п ли ває, щ о
-  I V  і ..х  = — У х, = — ї х .
Пі п
Х * і = ї х  = лх
(7.22)
Суму квадратів елем ентів вектора X м ож н а  записати  таким  чи н ом :
X*? = х’х, (7.23)
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а сум у добутк ів  елем ентів вектор ів  х та у:
= * ’«/• (7.24)
За озн ачен н ям  м н о ж ен н я  м атриць Х р і X ,  елем ент добутку
[ Х ’Х ] і Г [ х ’х і ] (7.25)
є п р о м іж н и м  д об утком  і-го ряд ка  та у-го с то в п ч и к а  м атри ц і X .
6. Р ів н о п о т у ж н а  м а т р и ц я
О сновною  м атрицею  стати сти ки  е м атри ц я  відхилень ф ак ти ч н и х  зна­
чень від середніх  (м атри ц я  п о м и л о к ) . " Введемо так і п о зн ач ен н я :
їх  = _ 1 . . ,= — а х .  
п
(7.26)
М атриця (1 /г і) іі 'є  матрицею [п X п], у я к ій  кож ен  елемент дор івн ю є (1/ті). 
В ектор відхилень м ож н а  записати  у вигляді:
Х г -  X
х2 - х
= [х - іх  ] 1X -----II X
п
О скільки  X — їх ,
(7.27)
" 1 ..  ' т 1 ...X ---- IIу X = ї х ---- иу X
. п . п
/  -  — іГ 
п
=  М °х.
(7.28)
Д о речі, п о зн ач к а  ІИГ° буде ви к о р и сто ву в ати сь  ли ш е для ц іє ї  м атриц і. 
Д іагональні елем енти м атриц і М °  дор івню ватим уть  ( 1 - 1 /л ) ,  а недіагональ- 
ні — 1/л.
М атриця  ЛП* переважно  ви к ори ст овує т ься  для обчислення  суми квад­
ратів відхилень, що дозволяє  спростити  деякі  результати, наприклад:
З цього  випливає ,  що і ’М ° = 0 \  Тоді сума відхилень дорівнюватиме:
Для певної  зм інної  X  сума квадратів відхилень від середнього дорів­
нює:
І (хі - х)2 = X (*? - 2хх, + х 2) = | х х 2^-  лх2. (7. ЗО)
Або у м атричном у  вигляді:
х (х, -  х )2 = (х -  х і ) ’ (X -  х і)  = (М °хУ (М °х)  =  х ’Л Г ’ЗГ’х. (7 .31)
І
У цьому разі є важливими такі дві властивості  ЛІ0. По-перше,  оскільки всі 
недіагональні елементи дорівнюють 1/ /І ,  то матриця є симетричною. І по ­
друге, що м ожна  легко довести, м °  дорівнює своєму квадрату: М ° М ° = М ° .
З а  о з н а ч е н н я м , р ів н о п о т у ж н а  матриця  — це така  матриця ,  яка  дор­
івнює своєму  квадрату, тобто АГАТ =  АГ. Я к щ о  М  — симетрична рівно-
потужна  м атриця ,  тоЛГЛГ =
Тобто М ° (  р ів н о п о т у ж н о ю  м атрицею.  П о р ів н ю ю ч и  результати, отри­
маємо:
С ф орм уєм о  м атрицю  квадратів відхилень та перехресних  добутків для 
двох векторів X та у
Я к щ о  з векторів х  т а у  утворити матрицю X  *= \х>у\ р о з м ір н іс т ю  [ ті X 2]» 
то Л#°І?буде м атрицею відхилень розм ір н істю [/І X 2].
т о д і  (м°ху(м°х) =  х’м°м»х =  х’м°х.
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7.2. М А ТРИ Ц І І ВИ ЗН А ЧН И КИ
7 . 2 . 1 .  Теорія визначників
1. В и з н а ч н и к  п - г о  п о р я д к у
Н ехай
а п « 1 2 -  « 1 *
« 2 1 « 2 2 * * ' а 2п
1--
---
---
-
Q
 
* 
з 
•
н*
 
•
« в 2 * * • & пп  _
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квадратична м атриця /1-го п оряд ку . П о р ів н яєм о  м атрицю  А з певним  
ч и сл ом , яке  будемо називати  в и зн ач н и к о м  (детерм інантом ) ц іє ї м атри ц і, і 
позначим о  його  за д о п о м о го ю  одного  з таки х  си м вол ів :
« 1 1 « 1 2  • • « 1 »
« 2 1 « 2 2  • • « 2 п
« п і « » 2  • * • & П П
detA = Д .
М атриця А  — певна таблиця чисел  В и зн ач н и к  гіеі А  — це ч и сл о , 
яке  знаходиться  за встановленим  п рави лом . В и зн ач н и ком  м атри ц і А  на­
звем о ч и сл о , як е  р о зр ах о в у єть ся  н а  о с н о в і елем ентів  ц іє ї м атр и ц і за 
формулою :
де сума береться за всім а п ідстановкам и > 2^ » • • • » Ь» з чисел  1 ,2 . ../і;
Г І 8  — ч и сл о  ін вер с ій  в ід п ов ід н о  у вер х н ьо м у  та н и ж н ь о м у  ряд ках  
п ідстан овки .
В изначник м атриц і 2-го п о р яд ку  о б ч и сл ю ється  таки м  ч и н о м :
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<*11 <*12 
<*21 а 22
~ Х (  і )  анііакк ~ аПа22 а12а21 ,
тобто  ви зн ач н и к  м атри ц і 2-го п оряд ку  д ор івн ю є р ізн и ц і м іж  добутком  
елем ентів, розташ ован и х  на  головн ій  та п об ічн ій  діагоналях.
Ц ю  ф орм улу м о ж н а  ілю струвати  такою  схем ою :
0 0 •V 0 0 •
— \ — /
0 0 0 • •  0
В и зн ачн и к  м атри ц і 3-го п оряд ку  об ч и сл ю ється  так:
а 11 а 12 а іЗ
<*21 <*22 <*23
<*31 <*32 <*33
—  <*іі<*22<*33 <*12<*23<*31 +  <*13<*21<*32 “  <*13<*22<*31 “  <*12<*21<*33 <*11<*23<*32 *
Для об чи слен н я ви зн ач н и ка  3-го п оряд ку  слід кори стувати ся  правилом  
С аррю са (правилом  тр и к у тн и к ів ) , яке  ілю струється  схем ою , наведеною  на 
мал. 7.1.
0 0 0 
0 0 0 
0 0 0
' о о 
= Ь \  0
0 0 ®
М а лю н о к  7.1. Ілю страція правила трикутників
Н априклад,
1
2
- 2
З - 2
0 З
1 2
= 1 0 - 2  + 3 - 3 ( - 2 )  +
+ 2 • 1 • ( -  2) -  ( -  2) • 0 • ( -  2) -  2 • 3 • 2 - 1 • 3 ■ 1 = -3 7 .
2 . Р о з к л а д а н н я  в и з н а ч н и к а  з а  р я д к а м и  а б о  з а  с т о в п ц я м и .
А л г е б р а їч н і  д о п о в н е н н я
А лгебраїчним  д о п о вн ен н ям  А., елемента а., н ази в ається  алгебраїчна 
сума добутків  (п -  1) елем ентів ви зн ач н и к а , в зяти х  по од н ом у  з к о ж н о го  
ряд ка  і с то в п ч и к а , за ви н я т к о м  того  р яд к а  і с то в п ч и к а , н а  п ерети н і я к и х  
знаходиться а...
З урахуванням  п о н яття  алгебраїчного  д о п о в н ен н я  в и зн ач н и к  м ож н а 
переписати  таки м  ч и н ом :
Д = а1А1) +а2А2+...+апіАпі = І о уАі;.
Ы1
(ф орм ула розкладан н я ви зн ач н и к а  А за елем ентам и  у-го с то в п ч и к а ) або
А -  сіцАа + аі2Аі2+...+аіпАіп
у=і
(7.34)
(ф орм ула розкладан н я ви зн ач н и к а  А за елем ентам и і-го  р я д к а ).
3 . М ін о р и .  З в  ’я з о к  д о п о в н ю ю ч и х м ін о р ів  з  а л г е б р а їч н и м и  д о п о в н е н ­
н я м и
М інором й-го  п оряд ку  ви зн ач н и ка  А називаю ть ви зн ач н и к  м атриц і, еле­
менти я к о ї знаходяться н а  перетин і певних  к  (А < п)  р яд к ів  і к  с то вп ч и к ів . 
М інор &-го п о р яд ку  п о зн ач ається  таки м  ч и н о м :
де ііУ і2> . . . ік— н ом ери  вказан и х  р яд к ів ,
Д, у2, ...уЛ— н ом ери  вказан и х  сто в п ч и к ів .
Д о п о в н ю ю ч и м и  м ін о р ам и  для м ін о р а  т н а зи в а ю т ь с я  в и зн а ч н и к и  
м атриц і (п-к)-то  п о р яд ку , я к и й  м ож н а  отри м ати  з м атри ц і А  за рахун ок  
ви креслен н я тих А -стовпчиків і й -рядк ів , н а  п ерети н і я к и х  сто їть  даний  
м інор 7П.
Д оп о в н ю ю ч и й  м інор  п о зн ач аєть ся  так:
м  = м 1* - 1! .}\Ь • • •/*
П р и к л а д
Н ехай дано м атрицю  п ’ято го  п о р яд ку
1 2 3 4 10
12 1 5 10 9
13 0 7 - 1 1 3
4 8 2 6 12
5 1 4 10 1
А =
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В и д іляєм о  в н ій  2 с то в п ч и к и  — 3 -й  і 5-й, і два р яд к и  — 1-й і 4-й. Тоді 
елем енти м атриц і А , щ о знаходяться н а  перетині вказаних стовпців і рядків , 
створю ю ть м атрицю  другого порядку , визн ачник  я к о ї являтим е собою  м інор 
2-го п о р яд к у  ' дан о ї м атри ц і.
14
Л І  — Ш-35 —
З 10 
2 12
Д о п о в н ю ю ч и м  м ін о р о м  для м ін ора  ТП буде в и зн ач н и к  м атриц і 3-го 
п оряд ку , щ о отри м ується  з даної м атриц і ви креслен н ям  3-го і 5-го стовпців 
і 1-го та 4-го р яд к ів .
12 1 10
* II 00 сл II 13 0 -11
5 1 10
Д о п о в н ю ю ч і м ін о р и  для елем ентів аі} м атри ц і (або її в и зн ач н и к а), тоб­
то д о п о вн ю ю ч і м ін о р и  виду
м  = м ‘
н ази ваю ться  п р о сто  м ін о р ам и  цих  елем ентів.
Теорема . А лгебраїчне д о п о вн ен н я  А ^  елемента а., у ви зн ач н и ку  мат­
ри ц і А  і м ін ор  м )  цього  елем ента з в ’я за н і ф орм улою :
А ц = ( - 1 ) І+ІМ ) . (7.35)
З урахуванням  ц іє ї ф орм ули  О  м о ж н а  переп и сати  таки м  ч и н ом :
а = ї ( - і  )І+Ч м ; (7.36)
(ф орм ула розкл ад ан н я  ви зн ач н и к а  за елем ентам и у -Г О с то в п ц я );
А = І ( - і ) ‘+Ч ;М‘ (7.37)
і=і
(ф орм ула розклад ан н я ви зн ач н и ка  за елем ентам и і-го р яд к а).
Ц і ф орм ули в и к о р и сто в у ю ться  для п р акти ч н о го  об чи слен н я  визнач­
н и к ів  (за рахун ок  зведення їх до ви зн ач н и к ів  н и ж ч ого  п о р яд к у ).
П р и к лад . О бчислити  ви зн ач н и к  за ф орм улою  (7 .36)
Д =
1
3
4
2 З 
5 -1  
1 2
Елементи теорії матриць 431
Розкладем о й ого  за елем ентам и  2-го с то в п ц я :
М - і Г И  4
З - 1
■ и
2-1-2 1 з
4 2 + и
3+2 1
З
з
- 1
= 2 10 + 5 ( - 1 0 ) - 1  ( -1 0 )  = -20 .
7 . 2 . 2 .  М а т р и ч н і  р ів н я н н я  і х а р а к т е р и с т и ч н і  п о л ін о м и
1. О б е р н е н а  м а т р и ц я
Р озгл ян ем о  квадратну м атрицю
« п «12 •” «1»
А  = «21 «22 •” «2д
«»1 «п2 ••
Ц я  м а т р и ц я  А  н а з и в а є т ь я  невиродж еною , а б о  несит улярною , я к щ о  її 
ви зн ач н и к  в ід м ін н и й  від нуля.
М атри ц я н ази вається  в и р о д ж е н о ю , або с и н г у л я р н о ю ,  я к щ о  ї ї  визнач­
н и к  дор івн ю є н у л ю .
К вадратна м атри ц я В  н ази вається  оберненою  для квад ратн о ї м атриц і 
А  того  ж  п оряд ку , я к щ о  їх д о б у то к
А В  =  В А  =  І ,
де /  — од и н и чн а  м атри ц я  того  ж  п о р яд ку , щ о й м атри ц і А  І В .
Т е о р е м а . Д л я  того, щ об  м атр и ц я  А  м ал а  об ерн ен у , н еоб х ід н о  і достат­
н ьо , щ об  її ви зн ач н и к  був в ід м ін н и м  від нуля [1 ].
Д ля обчи сл ен н я  об ерн ен о ї м атри ц і в и к о р и с т о в у є т ь с я  ф орм ула:
В
Д.1 •А2і Д ії
А А ‘■' А
■4-12 -^ 22 Д>2
А А '" А
-4-іп -^ 2в " л »
. А А ■'■ А .
де А.. — алгебраїчне д о п о вн ен н я  елем ента а і;. у ви зн ач н и к у  м атри ц і А .
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Л егко  п ер ев ір и ти  справедливість  таки х  р івн остей :
1) с Ц д -1) = (сіеїд)'1;
2) (Д-1) '1 = Д ;
3) (Д^а)"1 = А ? А [ 1;
4) ( Д 'Г 1 = ( д - х) -
П риклад
Знайти  оберн ен у  м атри ц ю  для м атриц і
Д  =
1 - 1
2 1
1 1
О скільки  в и зн ач н и к  м атриц і
сІеІД = Д =
1
2
1
1
1
1
= 5 * 0 ,
то м атри ц я Д  — н еви род ж ен а .
О бчислим о алгебраїчн і д о п о вн ен н я  А {. елем ентів а ^
А п  -
1 1 
1 2
= 1 , Д ‘21
1
1
-  З , Д 31 -
- 1
1
= - 2 ,
Ді2 _  “
2 1 
1 2
= —3» Д 22 —
1 1 
1 2 ^ » -^32 —
1
2
= 1 ,
Д із -
2 1 
1 1
— 1» Д г з ----
1 - 1
1 1
— —2 , Д 33 —
- 1
1
= 3 .
Тоді обернена м атри ц я д ор івн ю вати м е
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А~1 =
5
З
5
1
5
5
1
5
2
2. М атричні рівняння
Матричними рівняннями називаються рівняння виду А Х  — В, 
Х А  =  В, де А  і В —  задані квадратні матриці П-го порядку; X  —  
тукана матриця П-го порядку .
Розв'язком матричного рівняння називається матриця відповід­
ного порядку, яка при підстановці в матричне рівняння заміст ь м а ­
триці X  перетворює рівняння в тотож ність .
Матричні  р івн ян н я  мають  єд и н и й  р о з в ’я з о к ,  я к щ о  (Їеі-А * 0:Х  = А  1В .
П р и к л а д
Р о з в ’язати  матричне  р ів н я н н я
З 4 
1 1
Х  =
іеіА = - 1 * 0 ,  тобто матриця А =
2 9 
1 3
З 4 
1 1
— невироджена.
- 1  4' - 1  4 І 2  9 ' 2 3'
=> X = =
Н-ь 1 00 1 - з і і  3 1 І—* О
Я к щ о  матриця А вироджена,  тоді матричне р івняння або має нескінченно 
багато р о з в ’язк ів ,  або взагалі не має р о з в ’язку .  '
3. Характеристичний поліном
Н ехай А = [а) — квадратна м атриця  р о з м ір н о с т і  [її X /і]. 
Характеристичною матрицею матриці А називається матриця
і  А &12 * * * « і »
а 21 £^22 ”  А  • • • а 2п
. а Ш а п2  * * * О-пп ~  \
А-М =
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де Я — н езалеж на зм ін н а, І  — оди н и чн а м атри ц я п оряд ку  [п  X ті]
Х а р а к т е р и с т и ч н и м  п о л ін о м о м  м а т р и ц і  А н а з и в а є т ь с я  в и з н а ч ­
н и к  х а р а к т е р и с т и ч н о ї  м а т р и ц і ,  я к и й  я в л я є  с о б о ю  п о л ін о м  п - г о  с т у п е ­
н я  в ід  Я.
Він п о зн ач ається  <р(Я):
<р(Я) = |А -  Щ = 1) Я" + ( - 1) (ап + а22 +.. •+апп )+• • • \А\ •
Р ів н я н н я  (р(Я) = 0, або  | А -  Щ = 0 н а з и в а є т ь с я  х а р а к т е р и с т и ч н и м  
р ів н я н н я м  м а т р и ц і А. К орен і характери сти чн ого  р івн ян н я  м атриц А 
нази ваю ться  власн и м и  зн ач ен н ям и , або х арактери сти ч н и м и  ко р ен ям и .
7 .2 .3 «  Р а н г  м а т р и ц і і р ан г  с и с т е м и  в е к т о р ів
/ .  Р а н г  м а т р и ц і  і й о го  г о л о в н і  в л а с т и в о с т і
Р озгл ян ем о  м атрицю  типу  [п  X ні].
ап £ Н-* м • * * а іт
а 21 а 22 • • • а 2т
. “ п і Я „2 • * * а пт
Р а н г о м  м а т р и ц і  А  н а з и в а є т ь с я  н а й б іл ь ш и й  з  п о р я д к ів  м ін о р ів  
д а н о ї  м а т р и ц і , я к і  в ід м ін н і  в ід  н у л я .
П озн ач ається  через г(А).
О чевидно, щ о завж ди ви к о н у ю ть ся  сп івв ід н ош ен н я
0 < г < тіп(тп, /і) .
В л а с т и в о с т і
1. П ри  тран сп он уван н і м атриц і її ранг не зм ін ю ється .
2. Ранг м атриц і не зм ін ю ється :
— при  п ерестан овц і її ряд к ів  або стовп ц ів ;
— при  м н о ж ен н і всіх  елем ентів стовп ц я  (рядка) на  ч и сл о , відм інне від 
...я;
— я к щ о  до одного  із стовп ц ів  (рядк ів ) додати ін ш и й  стовпець (р яд о к ), 
п о м н о ж и вш и  його на певне число;
— я к щ о  ви к ресл и ти  з м атриц і стовп ец ь , створен и й  лиш е з нулів;
— я к щ о  ви к ресл и ти  з м атриц і стовп ец ь , я к и й  є л ін ій н ою  ком бін ац ією  
цих стовпців .
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2. Е л е м е н т а р н і п е р е т во р е н н я  м а т р и ц і . О б ч и с ле н н я  р а н г у  м а т р и ц і
Елем ентарним и перетворенням и  м атриц і є:
— перестановка двох будь-яких стовп ц ів  (р яд к ів );
— м н ож ен н я  стовпця (рядка) на  ч и сл о , яке  не д ор івн ю є нулеві;
— додавання до одного стовпця (рядка) л ін ій н о ї ком бін ац ії інш их стовп­
ців (рядк ів ).
Із вл а с ти в о сте й  р ан га  м ат р и ц і в и п л и в а є , щ о  при елем ент арних  пере­
т в о р е н н я х  м а т р и ц і  ї ї  р а н г  не  зм ін ю є т ь с я .
Д в і  м а т р и ц і А  і В н а зи ва ю т ь ся  е к в ів а л е н т н и м и , я к щ о  одну з н и х  
м о ж н а  о т р и м а т и  з ін ш о ї за  допом огою  в и к о р и ст а н н я  е л е м е н т а р н и х  
п ер ет во р ень .
Еквівалентність м атриці п озн ачається  таким  ч и н ом : А~В.
Канонічною м ат рицею  н ази вається  м атр и ц я , у я к ій  н а  головн ій  
д іа го н а л і с т о я т ь  п ід р яд  д е к іль к а  одиниць , а вс і ін ш і е л е м е н т и  
дор івню ю т ь нулю .
Н априклад,
1 0 0 0 “  
0 1 0  0 
0 0 1 0  
0 0 0 0
За доп ом огою  елем ентарних перетворень ряд к ів  і сто в п ч и к ів  будь-яку 
м атрицю  м ож н а звести до кан о н іч н о ї.
Ранг кан о н іч н о ї м атриц і д ор івн ю є числу  од и н и ц ь на її головн ій  діа­
гоналі.
П р и к л а д
Знайти ранг м атриц і
А
2 3 5 - 3 - 2
3 4 З - 1  - 3  •
5 6 - 1  3 - 5
В и кон аєм о  дії.
1. В іднімемо від 2-го ряд ка  1-й р яд о к , переставим о ряд ки  м ісц ям и :
1 1 - 2  2 - 1
2 3 5 - 3  - 2  •
5 6 - 1  3 - 5
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2. Від 2 і 3 рядків  віднім ем о 1-й ряд ок , пом нож ений  відповідно на 2 і 5:
1 1 - 2  2 - 1  
0 1 9 - 7 0  
0 1 9 - 7 0
3. Від 3-го рядка віднім ем о 2-й р яд о к , отрим аєм о:
1 1 - 2 2 - 1
в  = 0 1 9 - 7 0
0 0 0 0 0
М атриця В еквівалентна м атриці А ,  о ск ільки  вона отрим ана з неї за 
д оп ом огою  к ін ц ево ї м н о ж и н и  еквівалентних перетворень.
Ранг м атриц і В  г(В ) =  2, відповідно г іА )  =  2.
3 . Р а н г  с и с т е м и  в е к т о р ів  і й о го  з в  'я зо к  з  р а н г о м  м а т р и ц і
Р озглянем о систем у п  вектор ів-стовпц ів
---
---
---
---
1
’ * п '"
і
тЧ
* 1  =
Х 2 1
II
* 2 1
II
* 2 1
1--
---
---
---
--
а
*
1_
__
__
__
_ -------------1
тН
________і
-------------1
Й
*
________1
Т е о р е м а
Ранг систем и  вектор ів -стовп ц ів  (рядк ів) дор івн ю є рангу м атриці, яка  
утворена з цих стовпц ів  (рядк ів ).
7 . 2 . 4 .  К о м б ін о в а н і м а т р и ц і
У ф орм уванні елементів м атриць, наприклад у структуруванні систем 
р івн ян ь , ін кол и  ко р и сн о  згрупувати д еяк і елементи у п ідм атриці. Напри­
клад, м ож на записати:
4|
9І
9І
5 
З
6
' Л і
1
сч
_ Л і ^ 2 2  _
А є к о м б ін ован ою  м атрицею . Індекси  п ідм атриць визначаю ться таким  
же ч и н о м , як  і елементи м атриць. Загальновідомим  спеціальним  випад-
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ком  є блочно-діагональна м атри ц я
А  = Х11
0
^-22
де А п  і А 22 є квадратними матрицями.22
1. Д о д а в а н н я  і м н о ж е н н я  к о м б ін о в а н и х  м а т р и ц ь
О перації додавання і м н о ж ен н я  п о ш и р ю ю ть ся  і на к о м б ін о в ан і мат­
ри ц і. Д ля ком б ін о ван и х  м атриць А  і В
А  + В  = А и  + В 11 ^12 + “®12
_А21 + в 21_ -^22 В 22_
(7 .38 )
А В  = ' Л і а 121[ в , ,
В і2 -^ 11-®11 + -^ 12-®21 А ц В 12 + А 12В 2 2
_ -^21 -4-22 ] ■В22_ _А 2і В і 1 + А 22^21 ^2 \В \2  Т
(7 .39)
П ри  цьом у м атриц і м аю ть бути узгодж ен и м и  для в и к о н ан н я  операц ій . 
В ідносно стовп ц ів  додавання р о зм ір н ість  А ., і В.^.має бути о д н ак о во ю . Для 
добутку к іл ьк ість  к о л о н о к  у А ., м ає дор івню вати  к іл ьк о с т і ряд к ів  у В.к для 
всіх пар і та  /. Т аким  ч и н о м , усі необхідн і м атричн і доб утки  п ідм атриць 
м аю ть бути визн ачен і.
Два ви п адки , щ о часто  зустр ічаю ться , м аю ть ф орм у:
А і
>
Га ,1 „ > > ГАі і - -і = А г А 2 = Ау А 1 + А 2 А 2
_-^2_ Д^2_ _^2_
(7 .40 )
~Ап
1----
о >
'Л і
1----
о
1--- О -^ 22 _ і--- О со м 1__
а ’ а" ї ї  " ї ї  
0
о
А ’ А"22 "22
(7 .41)
2 . В и з н а ч н и к и  к о м б ін о в а н и х  м а т р и ц ь
В изначник  блочно-д іагональної м атриц і о б ч и сл ю ється  аналогічно до 
ви зн ач н и ка  д іагональної ' м атриц і:
^■иІ * 1^221 • ’ (7 .42)
А и 0
0 А 22
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Результатом  для загальної ко м б ін о в ан о ї м атриц і розм ірн істю  [2 х 2] 
буде:
А і Аг
Х21 Л 22
“  I А г А і А 2А 2 А і = Аї ї А22 ~ А іА і А12 (7.43)
3. О б ер н ен н я  к о м б ін о ва н и х  м а т р и ц ь
О берненою  до блочно-д іагональної м атриц і є:
-^ 11 0 '
-1
1-------
0н1гН
<
0 ■А22_ . 0 а 22-1ї
(7.44)
щ о м ож е бути перевірено ш ляхом  п рям ого  м н о ж ен н я .
Д ля загальної ко м б ін о в ан о ї м атриц і розм ірн істю  [2 x 2] одн ією  фор­
м ою  ко м б ін о в ан о го  обернення буде:
Мі
*21
М2
*22.
А її (/ + А12ґ2 А і А і ) А і А  2 *^2
“ ^ 2 А і А і
-і (7.45)
де
ф2 - 1 а22 -  а21ап а12 і .
Це м ож н а  перевірити  н ай п ростіш и м  сп особ ом  — ш ляхом  м н ож ен н я 
А  на  обернену м атри ц ю . З точ ки  зору сим етр ії обчислень, верхній  лівий 
блок  м ож е так о ж  бути зап и сан и й  я к
Фі = (Аі -  Аг Аг А і) •
4. В ід х и л е н н я  від  середн іх
Застосуєм о  попередн і ви сн о вки  у подальш их об чи слен н ях . П рипусти­
м о , щ о м и п о ч и н аєм о  з вектора-стовп ц я  з п  значень X і нехай
ТІ Хі і’х '
,н м н
(О
1__ х'і х 'х
Н ас ц ікави ть  н и ж н ій  правий елемент м атриці А ”1. В икористовую чи  
ви зн ач ен н я  Ф 2 з (7 .45), отри м аєм о :
Г 1 1-1 Г ГіЛ . ‘ Ґ 1 )= \х*х  -  (х’т ч у 1 (і’х)] = і Xу ї х - і — гх = 1* І -  - ІГ1п )  . 1 .
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= [х 'М 0*]"1 .
Т аким  ч и н о м , правий н и ж н ій  елемент об ерн ен о ї м атриц і буде:
т і  1
[х’М °* ]‘
-  х у
= а 22
Тепер п р и п у сти м о , щ о зам ість єд и н ого  сто вп ц я  Х м и  м аєм о  м атрицю  X  
з д ек ільком а сто в п ц ям и . М и ш у каєм о  н и ж н ій  правий  блок  \ ? г \  де 
І  =  [ ІД Т  А налогічним  результатом  буде:
( г ^ ) 22 = 1 = [ х ,м ° х ] ‘1,
і це означає, щ о м атри ц я [й X й] в н и ж н ьо м у  правом у кутку  ( 2 ’2 )  1 є обер­
н ен о ю  до м ат р и ц і р о зм ір н іс т ю  [й X й], уй-й елем ен т я к о ї  д о р ів н ю є  
-* ,) (* «  - х к).
Т аким  ч и н о м , як щ о  м атри ц я даних м ає стовпець /в, елем енти оберненої 
м атриц і з суми квадратів і перехресних  добутків  будуть п ідраховані з 
перви н н и х  даних у ф орм і в ідхилень від в ідповідних  середніх  значень 
стовпців .
7.3. ГЕОМЕТРИЧНА ІНТЕРПРЕТАЦІЯ ВЕКТОРІВ І М АТРИЦЬ
М атрична алгебра надзвичайно ко р и сн а  у р о зв ’язуван н і систем  л ін ійних 
р івн ян ь. У той  же час алгебраїчні результати м аю ть геом етричну  основу , 
необхідну для розу м ін н я  р озрахун к ів . Перед розглядом  м атем атичних  
результатів доц ільно  зробити  відступ для геом етри чн о ї ін терп ретац ії век­
торів і м атриць.
7 . 3 . 1 .  В е к т о р , о п е р а ц ії  н а д  в е к т о р а м и , в е к т о р н и й  п р о с т ір
Вект ор  — це л ін ій н и й  геом етричний  о б ’є к т , я к и й  характери зується  
д овж и н ою  і н ап р ям к о м .
й-елем ентний вектор-стовп ец ь
аг
а2
а = аз
а *
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м ож е розглядатися як  координати  точки  у Л -вимірному п ростор і (як  по­
казано на мал. 7.2 для двовим ірного  п ростору ).
О сновні операції над векторами
М ож ливі дві осн овн і дії над векторам и , а саме добуток на скаляр та 
додавання.
1. Д о б у т о к  в е к т о р а  н а  с к а л я р
Д о б у т к о м  в е к т о р а  а  н а  с к а л я р  Я є  ін ш и й  в е к т о р , н е х а й  ц е  б уд е  а*,
к о о р д и н а т а м и  я к о г о  є  п о м н о ж е н і  н а  с к а л я р  к о о р д и н а т и  в е к т о р а  а:
Т аким  ч и н о м , на мал. 7.2
а =
г
, а* = 2а = 2 і а * * = -  — а =
" 1'
2
2 4 2 - 1
М н о ж и н о ю  в с іх  м о ж л и в и х  д о б у т к ів  в е к т о р а  а  н а  с к а л я р  є  п р я м а ,  
що проходит ь через т о ч к у  0  т а  а . Б у д ь -я к и й  д о б у т о к  а  н а  с к а л я р  є 
в ідрізком  ц іє ї п рям о ї.
2 . Д о д а в а н н я  в е к т о р ів
С у м о ю  д в о х  в е к т о р ів  а і Ь є  т р е т ій  в е к т о р , ч и ї  к о о р д и н а т и  є  
с у м а м и  в ід п о в ід н и х  к о о р д и н а т  а і б Н а п р и к л а д ,
З геом етри чн о ї точ ки  зору, с отри м ується  зм іщ ен н ям  з початку векто­
ра а на величину та у н апрям і, визн аченом у Ь (додавання є ком унікатив­
ним : зм іщ ен н я з п очатку  вектора Ь на  величину і у н апрям і, визначеном у 
а). Це і є геом етричною  інтерпрета­
ц ією  м н ож ен н я  вектора на Скаляр і 
додавання в е к т о р ів .
О з н а ч е н н я . В е к т о р н и й  п р о с т ір  
— це б у д ь -я к а  м н о ж и н а  в е к т о р ів ,  
з а м к н е н а  в ід н о с н о  о п е р а ц ій  д о д а ­
в а н н я  в е к т о р ів  т а  м н о ж е н н я  в е к ­
т о р а  н а  с к а л я р .
Р о з м ір н іс т ю  п р о с т о р у Х н а зи -  
в а є т ь с я  м а к с и м а л ь н е  ч и с л о  л і н і й ­
н о  н е з а л е ж н и х  в е к т о р ів  п р о с т о - 
X .р у М а л ю н о к  7 .2 . Векторний простір
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П р и к л а д о м  в е к т о р н о г о  п р о с т о р у  є  д в о в и м ір н а  к о о р д и н а т н а  п л о щ и ­
н а  Я 2, т о б т о  м н о ж и н а  д в о х  в е к т о р ів  з  д в о м а  д ій с н и м и  к о о р д и н а т а м и .
Інш ий  приклад — м н ож и н а д ій сн и х  чисел , тобто Я 1 , щ о є м н ож и н ою  
векторів з одн ією  д ійсною  коорд и н атою . Взагалі м н ож и н а й-координат- 
них вектор ів , кож н а координата  як и х  є д ійсним  ч и сл ом , є й -вим ірним  
векторним  простором  і п означається Я*.
7 . 3 . 2 .  Л ін ій н а  к о м б ін а ц ія  в е к т о р ів .  Б а з и с н і  , в е к т о р и .  Л ін ій н а  
з а л е ж н іс т ь  в е к т о р ів
О з н а ч е н н я . В е к т о х  н а з и в а є т ь с я  л ін ій н о ю  к о м б ін а ц іє ю  в е к т о р ів  
а х, а п, я к щ о  м о ж е  б у т и  п о д а н и й  у  в и г л я д і  х  =  а 1а 1 +  ОС2а 2 +  ...+  ОСпа п, 
де ах, а2, (Хп — деяк і числа.
Н а мал. 7.3 с = а + Ь і с І  = а* + Ь. Але оск ільки  а* =  2а, то сі =  2а 4- Ь. 
Т акож  е =  а  +  2 & і /  = & +
Д руга  координат аТ ( -а )  =  Ь -  а. Я к  д о п у с к а є  
ця вправа, будь-який вектор 
у Я* м ож е бути отрим аний  
я к  л ін ійна ком б ін ац ія  а і Ь.
О значення. М н о ж и н а  
векторів у векторном у про­
сторі є  б а з и с о м  д л я  даного 
векторного  простору , я к щ о  
будь-який вектор цього  век­
торного  простору  м ож е бути 
поданий як  л ін ійна комбіна­
ція цих вектор ів .
Я к видно з мал. 7.3, будь- 
яка  пара двоелементних век­
торів , вклю чаю чи а і Ь, щ о 
вказую ть р ізн і н а п р я м к и , 
утворю ю ть базис для Я2. Р о з­
глянемо довільну м н ож и н у  векторів у Я2: а, Ь та с. Я к щ о  а та Ь є базисом , то 
ми м ож ем о знайти  числа осг та а2, такі щ о с = аха + а2Ь.
Н ехай
М а лю н о к  7.3. Л інійна комбінація векторів
а =
а*
, ь  = Ь,
. 2 .
І с =
Тоді
с1 =  + а 2Ьг,
с2 = сс-уЛ 2 + а2Ь2 •
(7.46)
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Р о з в ’я з о к  ц іє ї пари р івнянь:
Р о з в ’я зо к  буде Є Д И Н И М , Я К Щ О  ( а і &2 — & !# 2)  ^  0 . Я к щ о  ( л 1Ь 2 — Ь га 2)  =  0 , тоді 
а\ /а2 ~ Ьг/Ь29 щ о  озн ачає , щ о вектор Ь д ор івн ю є вектору  а, пом н ож ен ом у  на 
скаляр . Це повертає нас до вихідної ум ови , щ о а  та Ь р ізн осп рям ован і. 
М ається на увазі, щ о коли  а та & — будь-яка пара вектор ів , для яки х  
зн ам ен н и к  у (7 .47) в ідм інний  від 0, тоді довільний  ін ш и й  вектор с мож е 
бути складений я к  єдина л ін ійна ком бін ац ія  а та 6. Базис векторного  
п ростору  не є єд и н и м , оск ільки  ним  м ож уть бути всі м н ож и н и  векторів , 
щ о підходять під означення. Але для певного  базису є лиш е одна л ін ійна 
ко м б ін ац ія  його  вектор ів , щ о дасть ін ш и й  певний вектор цього простору.
Н а м алю нку 7.3 вектори  а і Ь створю ю ть базис в і?2, чого не м ож на 
сказати про вектори  а і а *. Це м ож на п оясн и ти  тим , щ о а і Ь л ін ійно 
незалеж ні вектори , а вектори  а і а* — л ін ій н о  залеж ні.
Означення. М н ож и н а векторів є л ін ій н о  залеж ною , я к щ о  будь-який 
вектор з ц іє ї м н ож и н и  м ож е бути записаний я к  л ін ійна ком б ін ац ія  інш их.
Н априклад, я к щ о
З цього ви п ли ває, щ о вектори  а, Ь і с — л ін ій н о  залеж ні.
Означення. М н ож и н а векторів  є л ін ійно  незалеж ною  тоді і тільки тоді, 
коли  єдиним  р о з в ’я зк о м  систем и  ССха х -І- (Х2а 2 +  ••• = 0  Є СС^ (Х2= ...  0 ^ = 0 .
Це еквівалентно означенню  базису.
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7.4. СИСТЕМИ Л ІН ІЙ Н И Х  РІВН ЯН Ь
Р озглянем о систем у п л ін ій н и х  р івн ян ь
А х  = &, (7 .48 )
у якій  к елементів м атриці X  є невідом им и. А  — відома м атриця ко­
еф іц ієнтів , а Ь — певний вектор значень. Н аш а мета — визн ачити , чи 
існую ть р о зв ’я зк и ; я к щ о  вони існую ть, то я к  їх визн ачити ; і нареш ті, чи є 
р о зв ’я зо к  даної систем и  єдиним .
У б ільш ості наш их прикладів ми будемо ви кори стовувати  квадратні 
систем и  р івн ян ь , тобто ті, у як и х  м атриця А  є квадратною . Том у далі ми 
будемо розглядати випадки , коли  п д о р івн ю є к. О скільки  к іл ьк ість  рядків  
дор івню є к іл ькості р івн ян ь, а к ільк ість  стовпц ів  є к ільк істю  зм ін н и х , це 
н ай п ош и рен іш и й  випадок “п рівнянь з п невідомими”.
Є два типи  систем .
2 . О д н о р ід н і  с и с т е м и :  А х  = 0
За о значенням , ненульовий р о зв ’я зо к  так о ї систем и  існуватим е тоді і 
лиш е тоді, коли  А  не має повного  рангу. Я к щ о  це справдж ується, то хоча б 
для одного стовп ц я А  м ож ем о записати таку р івн ість:
Це означає, я к  ми зн аєм о , щ о стовпц і А  л ін ій н о  залеж ні і щ о ІАІ = 0*
2 . Н е о д н о р ід н і  с и с т е м и :  А х  =  Ь
Вектор Ь є довільним і має бути вираж ений як  л ін ійна ком бінац ія  стовп­
ців А .  О скільки Ь має к  елем ентів, це буде м ож ливо  лиш е за ум ови , щ о 
л ін ійною  об олон кою  стовпц ів  А  є й -вим ірний  простір  Я к.
Це еквівалентно ви м озі, щ об с т о в п ц ів  були л ін ій н о  незалеж ним и , або 
щ об ви зн ачн и к  м атриц і А  не дорівню вав 0 .
Щ об  р о зв ’язати  систем у А х  =  Ь відносно х у необхідно ви кон ати  д ію , 
подібну до д ілення на м атрицю .
Розглянемо знаходж ення матриці, оберненої до даної. Для матриці [2 х 2]
з ум ови А ® == ^
випливає, що
ап «121
і----<м ' і 0'
_а21 а22 \к Ь22_ 0 1
а і1^1і"^а і2^21
а і1^12^а і2 ^ 2 2 ^ 9
або
Зверн ім о  увагу н а  н аявн ість  о б ерн ен о ї вели чи н и  до в и зн ач н и ка  А. Це 
не характерне лиш е для випадку  з м атрицею  р озм ірн істю  [2 х 2 ]. Н а 
о с н о в і ц ього  м и  м о ж ем о  ствердж увати , щ о к о л и  в и зн ач н и к  м атриц і дорів­
н ю є  0, то об ер н ен о ї до неї м атри ц і н ем ає .
Д ля н еод н ор ід н и х  систем
Ах = Ь,
я к щ о  А н еси н гу ляр н а , єд и н и м  р о з в ’я зк о м  буде
х = А^ Ь.
7.5.  ХАРАКТЕРИ СТИЧН І КОРЕНІ І ВЕКТОРИ, ХАРАКТЕРИСТИЧНЕ  
РІВН ЯН Н Я
К о р и с н а  група результатів для аналізу квадратних  м атриць А  ви т ік ає  
з р о зв ’я за н н я  си стем и  р івн ян ь
П ара р о з в ’я зк ів  є  х а р а к т е р и с т и ч н и м и  ч и с л а м и  ( в е к т о р а м и )  с і
х а р ак тер и сти ч н и м и  к о р е н я м и  А.Я к щ о  С є будь-яким  вектором  р о з в ’я зк ів , 
вектор  кс  є н и м  та к о ж  для будь-якого  к. Д ля усун ен н я  н еви зн ачен ості с 
н о р м а лізуєт ься , т а к  щ о
Тоді р о з в ’я з о к  скл адається  з Я і п-1  нев ід ом и х  елем ентів с.
7 . 5 . 1 .  Х а р а к т е р и с т и ч н е  р ів н я н н я
В загальном у випадку  р о з в ’я з о к  (7 .50 ) м о ж н а  п р о д о вж и ти  таки м  чи­
ном :
по-перш е, (7 .50) означає, щ о
Ас = А/с
або
\А-М\с = 0.
М аєм о  однорідну  си стем у , щ о м ає ненульовий  р о з в ’я з о к  с, т ільки  я к щ о  
м атри ц я  (А - Я І ) є ви род ж ен ою  або м ає нульовий  в и зн ач н и к . Т аки м  ч и н о м , 
я к щ о  А є р о з в ’я з к о м ,
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\А-Хі\с=0. (7.51)
Ц ей  п о л ін о м  від Я є х а р а к т е р и с т и ч н и м  р і в н я н н я м  м а т р и ц і А .  
Н априклад, як щ о
А = 5 1 
2 4
тоді
\а - Ц  =
5 -  Я І 
2 4 -  Я = (5 -  Я)(4 -  Я) -  2(1) = Я2 -  9Я + / 8 .
Д вом а р о зв 'я зк а м и  є А = З і А = 6 .
П ри р о зв ’я за н н і характери сти чн ого  р ів н ян н я  нем ає гарантії, щ о харак­
тери сти ч н і ко р ен і будуть д ій сн и м и  ч и сл ам и . В п оп ередн ьом у  прикладі 
я к щ о  зам ість  2 у н и ж н ьо м у  л івом у  куті м атри ц і буде -2 , р о з в ’я зк о м  буде 
пара к о м п л ек сн и х  чисел . Т ака ж  проблем а м ож е в и н и к н у ти  в загальном у 
випадку [п X п]. Х ар актер и сти ч н і к о р ен і с и м етр и ч н о ї м атри ц і є, однак , 
д ій сн и м и  ч и слам и .
Д ля м атриц і р о зм ір н істю  [п X п] х арактери сти ч н е  р ів н я н н я  є поліно­
м ом  П-го п оряд ку . Й ого  р о зв 'я зк а м и  м ож уть бути п р ізн и х  значень, я к  у 
попередньом у прикладі; вон и  м ож уть вм іщ увати  п о вто р ю в ан і зн ачен н я А, 
я к  у випадку
2 - А  0
0 2 - А
= (2 -  Я)2 => \ = 2 або -2;
або м ож уть так о ж  вм іщ увати  д ек іл ька  нулів , я к  у
1_Я  2 =Я2 - 5 Я  = 0=>Я,= 5 і Я, = 0 .
2 4 -  Я 1 4
7 . 5 . 2 .  Х ар а к тер и сти ч н і век тори
М аю чи А, характери сти ч н і вектори  м ож н а  ви вести  з п е р в и н н о ї задачСІ
Ас = Лс,
або
(А -XI)с = 0.
Д ля перш ого  прикладу м аєм о :
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'5 -  Я І  ' V 0
. 2 4 - Я .С2_ 0.
(7.52)
Д вом а зн ачен н ям и  для Я є 6 і 3. Тоді
1) для Я =  б, -с1 +  с2 =  0 і 2сг-  2с2 =  0, або сх =  с2;
2) для Я = 3, 2сх+ с2 = 0 і 2сх + с2= 0, або сх = (1/2)с2.
Ж о д н а  пара не визн ачає значення сх і с2. Але цей результат оч ікувався. 
П р и ч и н о ю  було те, щ о с’с = І. Т ак , наприклад, я к щ о  Я = б, будь-який век­
то р  С з р івн и м и  елем ентам и задовольнятим е ум ову (7 .5 2 ). О днак, додатко­
ве р івн ян н я  с’с= І  призводить  до п овн и х  р о зв 'я зк ів  для обох вектор ів .
1. Д ляЯ = 6, с
1 / 4 2
1 / 4 2
і / 4 ь  ' 
- 2 / 4 ь ,
2. Д ляЯ = 3, с =
Ц і вектори  — єд и н і, щ о задовольняю ть я к  (7 .5 2 ), так і ум ову с’с — І.
7 .5 .3 . З а г а л ь н і  р е з у л ь т а т и  д л я  х а р а к т е р и с т и ч н и х  к о р е н ів  '
і в е к т о р ів
Сим етрична м атриця розм ірністю  [к х к] м ає к  р ізних характеристичних 
в е к т о р ів ^ , С2, ..., Ск. Відповідні характеристичні корені Я1,Я2, ...,ЯЛ, якщ о  вони 
д ійсн і, не о б о в ’язк о в о  відмінні. Х арактеристичні вектори сим етричної ма­
триці є ортогональним и. Ортогональність характеристичних векторів озна­
ч ає , щ о для ко ж н и х  ІФ ] виконується умова с ’с .~  0 . Ц я умова не виконується, 
я к щ о  м атриця несим етрична. Для несим етричних м атриць є також  різниця 
м іж  ’’п р ави м и ” характеристичним и векторами Ас = Ас і ’’л ів и м и ” характе­
ристичним и  векторам и сГА =ДД’, як і мож уть не бути р івним и.
Зручно звести  характери сти ч н і вектори  у м атрицю  [& X Щ, і-й стовпець 
я к о ї  є С(, щ о відповідає Я.:
С = [сг с2 ... сл].
Зведемо х арактери сти ч н і ко р ен і в таком у  ж  п оряд ку  в діагональну 
м атрицю
А =
я 1 0 0 0
0 я 2 0 • 0
0 0 0 • • я
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Тоді п овна систем а р івн ян ь 
м істи ться  у
А сі = Ч і
АС  = СЛ.
Ч ерез те, щ о вектори  ортогон альн і і с ’Сг=*І9 м аєм о
= / .
(7.53)
'с;Сі сіс2 •••
С’С = С2<Н < ^ 2 - с^к
УкСі СкС2 '' ‘ СкСк.
Результат (7 .54) означає , щ о
С'-С"1.
(7.54)
(7.55)
Т аким  же ч и н ом
СС’-СС-1- / ,  (7.56)
тобто і ряд ки  С тако ж  ортогональн і.
7 . 5 . 4 .  П р и в е д е н н я  м а т р и ц і  д о  д іа г о н а л ь н о ї  ф о р м и
Ш ляхом  попереднього  м н о ж ен н я  (7 .53) н а  С і ви к о р и стан н я  (7 .54) 
отрим уєм о  д іа г о н а л ь н у  ф о р т у  Ь:
С9 АС  -  С9СА *  ІЛ -  Л.
7 . 5 . 5 .  Р а н г  х а р а к т е р и с т и ч н о ї  м а т р и ц і
(7.54)
За д оп ом огою  д іагональної ф орм и  м атри ц і м о ж н а  дуж е п росто  отри­
мати ранг м атриц і А.  Щ об  зроби ти  це, м и  м ож ем о  ви к о р и стати  таке твер­
дж ен н я про ранг добутку  м атриць.
Д ля будь-якої м атриці А  і невиродж ених  м атриць В І С ранг ВАС  
дор івн ю є р а н г о в ій .
О ск ільки  С і С9 н еви род ж ен і, м ож ем о  в и к о р и стати  їх для застосування 
цього  результату до (7 .5 4 ). Ш л яхом  очевидних  зам ін  отр и м аєм о
Знаходж ення рангу Л є тривіальним . О скільки  Л — діагональна матри­
ц я , її рангом  є к іл ьк ість  ненульових значень н а  її д іагоналі. Тоді загаль­
ни й  в и сн о в о к  такий :
р ангом  сим ет рично ї м а т р и ц і є к ільк іст ь  н енульових  (7 .5 5 )  
ха р а к т ер и ст и ч н и х  ко р ен ів , я к і  вона м ає.
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Здається , щ о це просте правило не буде к о р и с н и м , я к щ о  А  не квадрат­
на. Але згадаєм о, щ о
гапк(А) = гапк(А'<А).
О скільки  А 9 А  завжди квадратна, ми м ож ем о використовувати ї ї  замість 
А . Звичайно , м ож н а її  використовувати  навіть, коли  А  квадратна, щ о веде 
до такого  загального результату:
р а н г  б уд ь -яко ї м ат риц і А  дорівню є к ількост і (7 .5 6 )
н енульових  ха р а к т е р и ст и ч н и х  корен ів  у  А 9А.
Ц ей результат п о ш и р ен и й , бо дає простий  ш лях знаходж ення рангу 
н еси м етри ч н о ї м атриц і. З обчислю вальної точки  зору знаходж ення ха­
рактери сти ч н и х  корен ів  неси м етри чн и х  м атриць досить складне і потре­
бує в и к о р и стан н я  ариф м етики  ко м п л ек сн и х  чисел . Але сим етричн і мат­
ри ц і через сво ї д ій сн і корен і аналізую ться значно легш е.
О скільки  ранг ряд к ів  і ранг стовпц ів  м атриці однакові, ми м ож ем о та­
ко ж  застосувати (7 .56) до А 9А. Тоді отри м аєм о  такий  результат:
ненульові ха ракт ерист ичн і корен і А А ’ є т а к і, я к  у  А 9А. (7 .5 7 )
7 .5 .6 *  В л а с н і  значення матриці
Ф орм ально власним  значенням  для квадратної м атриці А  є 
у ^[максимальний корінь/ мінімальний корінь]1/2.
Д ля неквадратної м атриц і ^ в и к о р и с т о в у є м о  А = Х 9Х .  Для подальш ого 
вдосконалення, враховую чи, щ о на характеристичн і корен і впливає масш - 
табування стовп ц ів  Х> м асш табуєм о стовпц і так, щ об вони мали одиничну 
д овж ину  (ш ляхом  д ілення к о ж н о ї ко л о н к и  н а  її н орм у). П ри п усти м о , щ о 
для X  найб ільш им  характеристичним  коренем  А  є 4.9255 і найм енш им  
0.0001543, тобто  власне значення 178.67 є надзвичайно великим . Я к щ о  
к ор ін ь  близький  до нуля у п о р івн ян н і з найбільш им , це означає, щ о ма­
триця майж е виродж ена. М атриці з великим и власними значенням и важко 
точно  обертати.
7 . 5 . 7 .  Слід матриці
Слідом квадратної м атриц і є сума її д іагональних елементів:
Ъг(.А) = 2 Х  . (7.58)
І
Найпростішими результатами є:
іґ(сА ) = с ( Щ ) ) ,  (7.59)
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ітіА’) = М А ), 
ЩА+В) = И А ) + И В ), 
ЩІк) = К.
(7.60)
(7.61)
(7.62)
В и н ятково  к о р и сн и м  результатом  є слід добутку  м атриць:
Щ АВ ) = Щ ВА). (7.63)
О скільки  А є д іагональною  м атрицею  з к о р ен ям и  А  на її д іагоналі, 
загальний результат такий :
слід м а т р и ц і дорівню є сум і її  ха р а кт ер и ст и чн и х  коренів. (7 .6 6 )
7 . 5 . 8 .  В и зн ач н и к  м атр и ц і
Знаю чи , я к и м  стом лю ю ч и м  м ож е бути о б чи сл ен н я  детерм інанта, м и  
вваж аєм о подальш і викладки  в и н ятк о в о  к о р и с н и м и . О скільки
В и кори стовую чи  д ек ілька  попередн іх  результатів, м аєм о  для ортого­
нальної м атриц і С :
ви значн ик  м а т р и ц і дорівню є добут ку її х а р а кт ер и ст и чн и х  коренів. (7 .6 7 )
Зауваж им о, щ о оч ікуваний  результат буде лиш е за у м ови , я к щ о  будь- 
я к и й  з цих  корен ів  нульовий . О скільки  ви зн ач н и к  є доб утком  ко р ен ів , це 
означає, щ о м атри ц я виродж ена тоді і т ільки  тод і, ко л и  її ви зн ач н и к  до­
р івн ю є нулю , і в свою  чергу тоді й  тільки  тоді, ко л и  вона м ає хоча б один 
нульовий характери сти чн и й  к о р ін ь .
\С’АС\ = |Л|.
С’АС  = Л,
\С’АС\ = ІС’ИІСІ = |С*||С|И = \С’С\\А\
= \І\\А\ = 1|Л| = \А\ = |Л|.
О скільки НІ є якраз добутком  її ортогональних елементів, це означає, щ о
7 . 5 . 9 .  С п ек тр ал ь н а  д е к о м п о з и ц ія  м а т р и ц ь
П очи н аю чи  знову з АС  = СА, м аєм о АСС9 = САС9 або
А  = САС9. (7.68)
Це нази вається  спектральною  д ек о м п о зи ц ією  м атриці А . (7.68) м ож на 
записати  таким  ч и н ом :
А = ІЛ с ,сг . (7.69)
І=1
7 . 5 . 1 0 .  С теп ен і м атр и ц і
М и часто  в и к о р и сто ву єм о  вирази , щ о м істять степені м атриць, такі як  
А А  = А 2. Д ля додатних ц ілих п о казн и к ів  степені це м ож на обчислити 
ш ляхом  п овторн ого  м н о ж ен н я . О днак, таке обчислення не п оказує , як  
виріш увати цю проблему, коли , наприклад, треба знайти таке В, щ об В 2—А у 
тобто знайти квадратний ко р ін ь  м атриц і. Х арактеристичн і корен і і векто­
ри забезпечую ть просте р о зв ’я за н н я .
Розглянем о  спочатку
А А  = А 2 = (САС9)(САС9) = САС’САС' 
= САІАС9 = СААС9 = СА2С9. (7.70)
О скільки  А 2 є д іагональною  м атрицею , ненульові елементи я к о ї є квад­
ратами таких  же елем ентів у А, це означає, щ о
для б уд ь -я к о ї си м ет р и чно ї м а т р и ц і А  
характ ерист ичн і корен і А 2 є квадрат ам и  (7 .7 1 )
від повідних  корен ів  А  і х а р а кт ер и ст и ч н і вект ори  
в них  однакові.
Останній ряд ок  у (7.70) є спектральною  д еком п ози ц ією  м атриці В =  А А. 
О скільки А 3 = А А 2 і т. д ., (7 .71) п о ш и р ю ється  для будь-яких додатних 
цілих чисел . За дом овлен істю  для будь-якої А % А° = І .  Т аким  ч и н ом , для 
будь-яко ї си м етри чн о ї м атриц і А , А к= САкС9, к = 0,1.... Надалі характери­
сти ч н и м и  ко р ен ям и  А к є А*, тоді я к  характеристичн і вектори  такі ж , я к  у 
А. Я к щ о  А  невиродж ена, тобто всі її корен і А. є ненульовим и, це тверджен­
н я  м ож н а п ош и ри ти  також  на в ід ’єм н і степені. Я к щ о  А"1 існ ує , тоді
1-і = (САС9У1= (С,Ц1Л-1С~1= C A W 9, (7.72)
де ми використали  отрим аний раніш е результат С9 =  С“1. Я кщ о існує -А"1, 
характеристичн і корен і А"1 і характеристичн і вектори  є відповідним и до 
характеристичних  корен ів  А . Ш ляхом  розш и рен н я  п он яття  повторного
м н ож ен н я  ми м аєм о:
для будьяксіі невиродж ено ї сим ет рично ї м а т р и ц і А  
А к= САкС \  к -  ...,-2 , - 1 ,  0 , 1, 2 , . . . . (7 .73 )
Розглянем о загальну проблем у обчислення квадратного корен я  мат­
риц і. У скалярном у  випадку значення має бути н е в ід ’єм н и м . А налогом  
ц іє ї вим оги  для м атриць будуть н ев ід ’єм н і всі її характеристичн і корен і. 
Р озглянем о
Це задовольняє вим огу для квадратного к о р ен я , бо 
4 1 /2 4 1 /2»  СЛ1/2С'СЛ1/2С’ =  СЛС’ =  А .
Я к щ о  п родовж и м о  м іркування таким  ш л яхом , ми зм ож ем о  визначити  
степені м атриці більш  загально, все ще п р и п у скаю ч и , щ о всі характерис­
тичні корен і н ев ід ’єм н і. Н априклад, -А1/3=  СЛ1/3С \  Я к щ о  всі корен і строго 
додатні, м ож на зробити  ще один к р о к  і розш и ри ти  результат на будь-який 
реальний п о к азн и к  степені. М атриця з додатним и характеристичним и  
корен ям и  називається  додатно визн аченою .
Д л я  додат но в и зн а ч ен о ї м а т р и ц і А , А г=: СЛГС9 (7 .75)
для будь-якого д ій сн ого  числа г. Х арактери сти чн і корен і А г є характери­
стичним и корен ям и  А у  г-ій степені, те ж  саме м ож н а сказати  про харак­
теристичні вектори .
Я к щ о  А тільки н евід ’єм но  визначена, тобто має корен і, щ о є нульовими, 
або додатним и, (7 .75) в и к о н у ється  тільки для н ев ід ’єм н и х  г.
7 . 5 . 1 1 .  Р ів н о п о т у ж н і м а т р и ц і
Р ів н о п о т у ж н і  м а т р и ц і  — це м атриці, як і дорівню ю ть своєму квадра­
тові. Розглянем о деякі результати, щ о стосую ться р івнопотуж них м атриць, 
з точки  зору їхньої важ ливості в економ етриц і. П о-перш е, з (7.71) випли­
ває, щ о коли Я— характеристичний корінь р івнопотуж ної м атриці, то Л  =  А* 
для всіх цілих невід ’єм них  й. У цьом у разі, оскільки  А  — сим етрична 
рівнопотуж на м атриця, всі її корен і дорівню ю ть 1 або 0. П рипустим о , щ о 
всі її к о р е н і д о р ів н ю ю ть  о д и н и ц і. Т од і А  = / ,  А  = САС = СІС’ = 
= СС9 = / .  Я к щ о не всі корені рівні Я, то один або більш е дорівню ю ть 0. 
Отже, ми м аєм о такі результати для р івнопотуж них сим етричних матриць:
ли ш е  за  повного  р а н гу  м а т р и ц і  
сим ет рична  р івн опот уж на  м а т р и ц я  
є одиничною  м ат рицею .
В с і с и м е т р и ч н ір ів н о п о т у ж н і м а т р и ц і  
окрім  одиничної, є невиродж еним и.
(7 .7 6 )
(7 .7 7 )
К ін ц еви й  результат р івн оп отуж н о ї м атриці отрим ується  з того факту, 
щ о к іл ьк ість  ненульових корен ів  А  д ор івн ю є їх сумі. Т обто:
р а н г  сим ет рично ї р івн о п о т уж н о ї м а т р и ц і дорівню є їі сліду. (7 .7 8 )
7 . 5 . 1 2 .  Р о з к л а д а н н я  м а т р и ц і  н а  м н о ж н и к и
У д еяки х  прикладних  задачах м ож е знадобитись м атриця Р ,  квадрат 
я к о ї дор івн ю є обернен ій  м атриц і
Р 9Р = А г
Один з варіантів такий :
отж е,
Р'Р = (С^А-^Л-^С^С^С',
щ о і було п отр іб н о .
Корисною  альтернативою  ц іє ї залеж ності у  регресійном у ан ал із і є р о з ­
к л а д а н н я \  з а  м н о ж н и к а м и  Ч о л е с к і  си м етри чн о ї додатно визначеної мат­
ри ц і. Б удь-яка си м етри чн а  додатно визн ачена м атри ц я А  м ож е бути 
записана як  добуток н и ж н ьо-три кутн о ї м атриці Ь  і тран сп он ован о ї ма­
три ц і Ь 9 = II  (як а  є верхньо-трикутною  м атрицею ). Т аким  ч и н о м , А  =  Ш . 
Це є д ек о м п о зи ц ією  Ч о л еск і м атриц і А . К вадратні корен і квадратів діаго­
нальних елементів Ь> сі., є значенням и  Ч о л еск і для А . Звівш и їх у діаго­
нальну м атрицю  я ,  м ож ем о також  записати А  =  ЛВ^В20~ги  =  А*Ои*. 
А налогічно спектральн ій  д ек о м п о зи ц ії у (7 .6 9 ). К о р и сн ість  цих висновків  
стає очевидною , коли  треба побудувати м атрицю , обернену до А . О скільки 
Ь  уже підрахована, знаходж ення А~х =  и ^ Ь " 1 є надзвчайно ш видким  і 
точ н и м . Н айновіш е програм не забезпечення еко н о м етр и ки  ви кори стовує 
ці м етоди для обернення додатно визначених м атриць.
7 . 5 . 1 3 .  У з а г а л ь н е н і о б е р н е н і м а т р и ц і
О бернена м атриця є ф ундам ентальним  п о н яттям  в е к о н о м етр и ц і. Уза­
га льн ен о ю  оберненою  м а т р и ц е ю  до А  буде м атри і-4 .+, я к а  з а д о в о л ь н я є  
такі ум ови .
1. А А +А  = А .
2. А +А А += А +.
3. А +А  — симетрична.
4. А А + — симетрична.
Єдину м атрицю  А + м ож н а знайти  для б удь-яко ї м атриц і незалеж но від 
того , чи  вона виродж ена чи  н і, і навіть я к щ о  А  не квадратна. Ц я єдина 
м а т р и ц я , щ о  за д о в о л ь н я є  у с і ч о т и р и  у м о в и , н а зи в а є т ь с я  оберненою м а т ­
р и ц е ю  М у р а  — П е н р о у з а ,  або п с е в д о о б е р н е н о ю  м а т р и ц е ю . Я к щ о  мат­
р и ц я  А  є квадратною  і н еви р о д ж ен о ю , то узагальнена обернена буде така 
сам а, я к  і звичайна обернена м атри ц я . Але я к щ о  А~г не іс н у є , м атрицю  А + 
м ож н а розрахувати .
Розглянем о щ е один важ ливий випадок перевизначеної систем и  р івнянь
АЬ = у ,
де А  м ає ті р яд к ів , к<п стовпц ів  і ранг, р ів н и й И <к  . П р и п у сти м о , щ о і ї  =  к , 
тобто м атриця (А ’А ) '  існ у є . О бернена м атри ц я М ура — П енроуза  буде:
А += (А ’А ) 1 А ’.
Р о зв ’я з о к  систем и  р івн ян ь  м ож е бути зап и сан и й  таки м  ч и н о м :
Ь =  А +у.
Зауваж им о, щ о цей р о з в ’я з о к  іден ти чн и й  р о з в ’я зк о в і, отри м ан ом у  за 
м етодом  н ай м ен ш и х  квадратів.
Тепер п ри п усти м о , щ о м атриця А  не м ає п овн ого  рангу. П опередн ій  
р о зв ’я зо к  н ем ож ли ви й , але м ож н а знайти  альтернативний  р о з в ’я зо к . М и 
п родовж уєм о ви кори стовувати  м атрицю  А 9А . У спектральн ій  д еком п о- 
зи ц ії (розділ 7 .5 .9 ), я к щ о  А  м ає р а н гД , то у додаванн і (7 .69 ) є і? операц ій . 
У (7 .72) спектральна д е к о м п о зи ц ія , щ о в и к о р и сто в у є  обернен і величини  
характеристичних  к о р ен ів , в и к о р и сто в у ється  для о б чи сл ен н я  обернено ї 
м атриц і. Щ об  обчислити  обернену м атрицю  М ура — П ен роуза , застосо  
вуєм о ці розрахунки до А ’А , використовую чи  лиш е ненульові корен і, потім  
результат д о м н о ж у єм о  справа на  А \  Н ехай  Сх явл яє  собові?  характерис­
тичних  вектор ів , щ о відповідаю ть ненульовим  к о р е н я м , я к і  м и  зап и суєм о  
я к  м н ож и н у  д іагональних елем ентів м атриц і А ±. Тоді обернена м атриця 
М ура — П енроуза буде
щ о дуже схож е н а  попередн ій  р о з в ’я зо к .
Я к щ о  А  — квадратна м атри ц я з рангом  В,<К, то обернену м атрицю  
М ура — П енроуза  м о ж н а  обчи сли ти  аналогічно попередн ій  ф ормулі без 
м н о ж ен н я  справа на  А ’. Т обто для си м етри чн о ї м атриц і А
де Л 1— діагональна м атри ц я , щ о вклю чає обернен і величини  ненульових 
корен ів  А .
7.6- КВАДРАТИЧНІ Ф О РМ И  ТА ВИ ЗНА ЧЕНІ М А ТРИ Ц І
Багато задач о п ти м ізац ії вклю чаю ть под вій н і суми виду:
К ва д р а т и ч н а  ф орм а  м о ж е  б у ти  за п и с а н а :
q = х ’А х ,
де А  — си м етри чн а  м атри ц я . Взагалі q м ож е бути додатним , в ід ’єм н и м  
або р івн и м  0; воно  залеж ить від А  та X . Але є д еяк і м атриц і, для як и х  q 
буде додатним  незалеж но  від х ,  і так і, для як и х  у буде завж ди в ід ’єм н и м . 
Д ля даної м атри ц і А  справдж ується  теорем а.
1. Я к щ о  XіА х  > (<) 0  для всіх х, не р івних  нулю , тоді А  — додатно 
( в ід  'є м н о )  в и з н а ч е н а .
2. Я к щ о  х 9А х  >(<) 0 для всіх  х 9 не р івних  нулю , тоді А  — невід'ємно  
(н е д о д а т н о )  в и з н а ч е н а  а б о  д о д а т н о  (в ід 'є м н о )  н а п ів в и з н а ч е н а .
М ож е здаватися , щ о нем ож ливо  перевірити  м атрицю  н а  визначен ість , 
о с к іл ь к и  X ви б и р ається  довільн о . Але м и  вж е м аєм о  д еяк і результати для 
то го , щ об зробити  це. П оверн ем ось  до то го , щ о си м етри чн а м атриця м ож е 
бути д еко м п о н о в ан а  у
Я к щ о  А  додатна для всіх  і, тоді незалеж но від у, тобто  незалеж но від X, 
q буде додатним . Це буде ви п ад ок  додатно ви зн ачен о ї м атриц і. За анало­
гією , я к щ о  всі характери сти ч н і ко р ен і А  в ід ’є м н і, то м атри ц я є  в ід 'є м н о  
в и з н а ч е н о ю .  Я к щ о  д еяк і к о р ен і р івн і нулю , т о  м атри ц я є  н е в ід  'єм н о  ви ­
значеною , я к щ о  р е ш т а  к о р е н ів  д о д а т н і, і недодат но визначеною , я к щ о  
вони  в ід ’єм н і. Я к щ о  А м ає і додатн і, і в ід ’єм н і ко р ен і, то така м атриця
н а з и в а є т ь с я  н е в и зн а ч е н о ю .
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7 . 6 . 1 .  Н е в ід ’єм н о  в и зн ач ен і м атр и ц і
Н ев ід ’єм н о  визначен і м атриц і є досить  ц ікави м  ви п ад ком . З поперед­
н ьо ї теорем и випливає д ек ілька  важ ливих н аслідк ів .
Наслідок 1. Я кщ о А н е в ід ’ємно ви зна чена , т оді \А\ > 0. (7 .81)
Д оведення випливає з то го , щ о ви зн ач н и к  є д об утком  ко р ен ів .
Але обернене твердж ення неправильне. Н априклад м атри ц я  розм ірні­
стю  [2 х 2 ] з двом а в ід ’є м н и м и  к о р ен ям и  очевидно не є додатно визначе­
н о ю , але її ви зн ач н и к  додатний .
Наслідок 2. Я кщ о  А додат но ви зн а ч е н а , т о т а к  само ви зн а чен а  і 
А -1 (7.82)
Доведення. К орен і А~х є об ерн ен и м и  величинам и  до ко р ен ів  А , я к і, та­
ки м  ч и н о м , є додатним и.
Наслідок 3. О д инична  м а т р и ц я  І  додат но визначена . (7 .83 )
Д оведення: х ’Іх  =  х ’х >  0, якщо х  *  0.
Дуже важ ливим  насл ід ком  для регреси вн о ї м оделі є
Наслідок 4. Я к щ о  А  м а є  р о зм ір н іст ь  [п X Щ з п о вн и м  р а н го м  і п >  к, 
т о А*А додат но визначена  і А А ’ н е в ід ’єм но визначена .
Доведення. За  п р и п у щ ен н ям , А х  Ф 0 . О тж е, X іА * А х  =  ( А х ) 9( А х )  =  у 9у  =
=  2 (У,2> 0 .
А налогічне доведення для н е в ід ’є м н о ї ви зн ач ен ост і А А 9.
Наслідок 5. Я к щ о  А  додат но ви зн а ч е н а , а В — н е ви р о д ж ен а м а т р и ц я , 
то В9АВ додатно визначена. (7.84)
Доведення: х 9В9А Вх  =  у 9А у  > 0 , де у  =  Вх. Але у  не м ож е дор івню вати  
0 , бо В невиродж ена.
Н ареш ті зауваж им о, щ о для то го , щ об  А  була в ід ’єм н о  визначена, всі її 
характеристичн і ко р ен і м аю ть бути в ід ’є м н и м и . Але у цьом у  випадку \А\ 
є додатним , я к щ о  м атриця А  парного  п орядку , і в ід ’є м н и м , я к щ о  А  непар­
ного  порядку .
7 . 6 . 2 .  Р ів н о п о т у ж н і к в адр ати ч н і ф ор м и
Р івн оп отуж н і квадратичн і ф орм и  відіграю ть велику роль у розподіл і 
багатьох статистичних результатів. Н айваж ливіш им и є два наступних твер­
д ж ен н я.
Твердження 1. Б у д ь -я к а  с и м ет р и ч н а  р ів н о п о т у ж н а  м а т р и ц я  нк  
в ід ’ємно визначена. (7 .85)
Доведення. Всі корен і д ор івн ю ю ть або 0, або 1; звідси  ви п л и ває, щ о 
м атриця н ев ід ’єм н о  визначена за о зн ачен н ям .
Твердження 2 . Я к щ о  А  сим ет рична  і р івн о п о т уж н а  м а т р и ц я  р о зм ір ­
ніст ю  [п X п] і м а є  р а н г  J ,  т о б уд ь-яка  к ва д р а т и чн а  ф орма м ож е бут и  
за п и са н а  т а к:
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х'А х  =  ІІУі .
і=і
Доведення. Зд ій сн ю ється  п ідстановкою  в (7.80) А=1 або 0.
(7.86)
7 . 6 . 3 .  Р а н ж у в а н н я  м атриць
Я к м ож на пор івн яти  дві м атриці — не зовсім  очевидно. С початку, зви­
ч ай н о , необхідно , щ об вони були од н аково ї розм ірн ості. К о р и сн е , хоч і не 
завжди вичерпне, п о р івн ян н я  засноване на:
<і  = х ’А х  -  х ’Вх.
Я к щ о  ця величина завжди додатна, незалеж но від вибору х, тоді, при­
найм ні за цим  кр и тер ієм , м ож ем о сказати , щ о
А  > В. (7.87)
П ротилеж ну нер івн ість  о тр и м аєм о , я к щ о  (і завжди в ід 'єм н е . Для дея­
ких  м атриць ця величина м ож е бути невизначеною . З означення випли­
ває, що
якщо <і > 0, то А  -  В додатно визначена,
бо
іі = х ’(А  -  В)х.
Н априклад , ви зн ач и ти , чи А  >В за ум ов:
А  =
З - 1
- 1  49
В = 5
13
А - В  = 1  - 6
- 6  36
Х арактери сти чн і корен і ц іє ї м атриці рангу 1 д ор івню ю ть 37 та 0. Тому 
А —В н ев ід 'єм н о  визначена. Д ля цих Д  та В квадратична ф орм а з А  буде 
п ринайм н і така ж  велика, як  і квадратична ф орм а з В , при однаковом у X.
О собливий випадок загального результату такий : 
я к щ о  А  додатно визначена, а В в ід ’єм н о  визначена, то
А  + В > А . (7.88)
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7.7.  ОБЧИСЛЕННЯ І М АТРИ Ч Н А АЛГЕБРА
Багато задач екон ом етри ки  вклю чаю ть р о зш и р ен н я  д еяки х  відомих 
результатів з ариф м етики . Я к  приклади м ож н а вказати  ф орм улю вання 
наближ ених ф ун кц ій , м аксим ізац ію  або м ін ім ізац ію  значення ф ункц ії 
багатьох зм ін н и х , аналіз переходу від од н іє ї м н ож и н и  величин до ін ш ої.
7 . 7 . 1 .  Д и ф е р е н ц іа л и  т а  р я д и  Т е й л о р а
Зм інна у  є ф ун кц ією  від ін ш о ї зм ін н о ї х  і п озн ачається :
У =  Кх),  у  =  £ (X), у  =  у(х)  і т. д .,
я к щ о  ко ж н о м у  значенню  зм ін н о ї X відповідає єдине значення зм ін н о ї у . У 
таком у разі зм інн і X та у  часто називаю ть відповідно незалеж ною  зм інною  
та залеж ною  зм ін н ою .
П ри п ускаю чи , щ о ф ун кц ія  є неперервною  та ди ф ерен ц ій ован ою , отри­
муємо:
СІХ
/ ' ( * )  =
d y  ’
dx
і  Т. д.
П охідн і f(x) часто  ви к ори стовую ться  у н а б ли ж е н н і за  р я д а м и  Т е й ло ­
р а . Ряди Тейлора є поліном іальним  наближ енням  fix). Я к щ о  х (0є довіль­
но вибраною  точ кою  р озви н ен н я ,
/ ' ( * )  = д * ° ) + £ -  d i f { x )
і=і і ! d x 1 X = X (7.89)
Вибір к іл ькості членів є довільним : чим  більш е їх ви к о р и сто ву ється , 
тим точн іш им  буде наближ ення. В екон ом етри ц і найчастіш е використо­
вую ться л ін ій н і  н а б л и ж е н н я
f ( x )  = [ /(ж ° )  -  f \ x ° ) x °] + f ' ( x ° y  = & + Р 2х
і к в а д р а т и ч н і  н а б л и ж е н н я
f(x)= f° - f ,0x° + 1 /2 / ,,0(х0)2 +
+ [г °  -  Г 0* 0]* + 1 / 2  f"°x2 = b t + b2x  + b3x 2 ,
(7.90)
(7.91)
де верхні індекси  вказую ть, щ о ф ун кц ія  о ц ін ю ється  у д еяком у  окол і точ­
ки х°.
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М и  м о ж ем о  зад ати  ф ун кц ію  у =  f(xltx2, ,Хі)к ф унц ію  зі скалярним и  
значен ням и , тобто у =  f(x). В ектором  ч астко ви х  п ох ідних , або вект ором -  
г р а д іє н т о м ,  або просто г р а д іє н т о м  є :
 
# ( * ) _
дх
дУ/
А
дУ/
/дх1
''дх,
дУ/'дх„
/ і
Л
L /J
(7.92)
В ектор і ( х )  або g  ви к о р и ст о в у єт ься  для п озн ачен н я  вектора-градієн- 
та. Зауваж им о, щ о це векто р -сто вп ец ь .
М а т р и ц я  д р у ги х  п о х ід н и х , а б о  м а т р и ц я  Г е сс е  р о з р а х о в у є т ь с я  т а к :
Н  =
дгу!дххдхх дЛу)дх1дх2 . . .  д-2у/дхгдхп 
д2у!дх2дх1 д2у/дх2дх2 . . .  д2у/дх1дхп
д2у/дхпдхп дгу/дхпдх2 . . .  д2у/дхпдхп
(7.93)
У загальном у випадку  м атри ц я  Н  — квадратна і сим етрична. К ож н и й  
р яд о к  та стовп ец ь Н  є п ох ідн ою  вектора-град ієнта  за одн ією  із зм інних . 
Т аки м  ч и н о м :
я =  д [ д у / д х ]  д [д у /д х ]  д [д у /д х ]  =
[  дх1 дх2 дхп _
_ « 9 [< ? у /< 9 * ]  _  д [д у /д х ]
д(х1 х2 ••• хп) дх'
_ А
<9 х<9 х '
Н аб л и ж ен н я  п ерш ого  п о р яд ку  або л ін ій н і ряди  Т ейлора такі:
у = /(дс°) + І (^дс°Х  ^-*,°)
-  f(x0) + [df(x°)/dx°](x-x0) 
=  / ( х 0) +  * ( х ° ) ' ( х - х 0)
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/(* °) -  # (*0) х° + г(х°) X (7.94)
f 0 - g 0 х° + В° х
=  р1 + р 2 х .
Н аб л и ж ен н я  д ругого  п о р яд к у , або квад рати ч н е , дод ає  у н аб л и ж ен н я  
члени  д ругого  п о р яд к у
1/2 2 ( ї / ® ( *  -  х °) (х, -  х?) = і / 2  (х -  Х о )'я ° (х -  х ° ) .
Згрупувавш и члени  таки м  ж е ч и н о м , я к  у (7 .9 4 ) , о т р и м у єм о :
у = Д  + Дг х +1/2 х Т 3 х.
де
Д  = £° -  £° х° +1/2  х° Н °х°  
Рг = ~&° + Н °х°
Г 3 =  н °.
Л ін ій н а  ф у н к ц ія  м ож е бути записана:
у  = а ’х = х ’а =  Х А хг
Н адалі
<?(а’ х) 
дх
= а ■ (7.95)
Зауважимо, зокрема, що д(а’х)/<іх= а, а не а’. У системі лінійних функцій
У ~ А х
кожний елемент у( з у  є
У, =
де а* є і-им рядком А . Таким чином,
= а0 = транспонованому і-ому рядку А  
дх
і
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д у1/ д  х ’ V
д у 2 / д х ’ = а2
д у п / д  х ’ а \
Згрупувавш и всі ч лен и , зн ай д ем о , щ о дА х /дх ,= А > тоді я к  більш  знайо­
м ою  ф орм ою  буде:
дАх
дх
= А \
К вадратична ф орм а зап и сується :
х ’А х  =
(7.96)
(7.97)
Н априклад ,
тоді
Тоді
А  - 1  З 
З 4
х' А х  = Іх^ + 4х22 +  б х ^ .
дх’А х
дх
2х1 + 6х2 '2 (
}Т Хі'
6хх + 8х2 .6 і*1*2.
(7.98)
щ о є загальним  результатом , я к щ о  А  — си м етри чн а  м атр и ц я . Я к щ о  А  не 
є симетричною , то
д (х ’А х)
д х
= (А  + А ’)х. (7.99)
П осилаю чись на попереднє подвійне додавання, знаходим о, щ о для кож­
ного  члена ко еф іц ієн то м  при а у є х,х~ Т аким  ч и н о м ,
д(х’А х)
даи
— Х4Ху.
Квадратною матрицею, іу-им елементом якої є хрс., є х х \  отже,
д(х’А х> = Д.Д., (7.100)
дА
П охідн і, щ о м істять  ви зн ач н и ки , з ’явл яю ться  у м аксим ально  наближе­
них о ц ін ках . З в и к о р и стан н ям  алгебраїчних доповнень
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д\А\
даи
= (-1 ) і+'|С „ |,
де С ,є  у -им алгебраїчним  д о п о вн ен н ям  А . М атр и и ц я , обернена до А , 
м ож е бути обчислена з ви к о р и ста н н я м
-і
А „ =
* Зверніть увагу н а  зво р о тн и й  п о р я д о к  ін д ек с ів , з ч ого  ви ход и ть , щ о
'У Iд lnU I ( - l ) i+/|C J
Эац
або, за ум ови  групування членів:
д lnLil
дА
= А -і
7 . 7 . 2 .  О п ти м ізац ія
Багато прикладних  проблем  вим агаю ть зн ах о д ж ен н я  так о го  значення 
Х9 при  я к о м у  f(x ) є м ін ім альн и м  або м ак си м ал ь н и м . В раховую чи , щ о f (x)  
є н ахи лом  fix), м аєм о опт им ум  за ум ови  П х)  -  0 . У  ін ш и х  в и п ад к ах  
ф у н кц ія  від х буде зростати  або спадати . З цього  ви п л и ває  ум ова перш ого  
п о р я д к у ,  а б о  н е о б х ід н а  у м о в а  д л я  з н а х о д ж е н н я  е к с т р е м у м у :
4 - 0 .
дх
(7 .101 )
Ц я ум ова є н еобх ідн ою  я к  для м ак си м у м у , так  і для м ін ім ум у . Д ля 
м аксим ум у ф ун кц ія  м ає бути увігнутою ; для м ін ім ум у вон а  м ає бути опук­
лою.
Д о с т а т н я  у м о в а  о п т и м у м у
д 2удля м аксим ум у:
для м ін ім ум у:
дх2
дх2
< 0;
> 0 .
(7 .102 )
Д еяк і ф ун кц ії, та к і я к  синус і косинус, м аю ть багато л о к а л ь н и х  о п т и -  
м ум ів, тобто  багато м ін ім ум ів  і м ак си м у м ів . Т ака  ф у к ц ія , я к  sinх/\х\9кот­
ра є затухаю чою  си н у со їд о ю , так о ж  м ає багато л о кал ьн и х  оп ти м у м ів , але 
в ід р ізн яється  тим , щ о м ає один м акси м ум  при  X =  0, при  я к о м у  fix) є 
б ільш ою , н іж  у  будь-якій  ін ш ій  то ч ц і. Т аки м  ч и н о м , X =  0— глобальний
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м а к с и м у м , то д і я к  ін ш і м а к с и м у м и  — т іл ь к и  ло ка льн і м а к с и м ум и . 
Д еяк і ф ун кц ії, такі я к  квадратична, маю ть тільки один оптим ум . Ц і ф ункції 
глобально опуклі, я к щ о  о п ти м у м  є м ін ім у м о м , і глобально ув ігнут і, я к щ о  
він  є м ак си м у м о м .
Д ля м ак си м іза ц ії чи  м ін ім ізац ії ф у н к ц ії д ек іл ько х  зм ін н и х  ум овам и 
п ер ш о го  п о р яд к у  є:
Ц е ін тер п р ету ється  таки м  ж е ч и н о м , я к  і необхідна ум ова у разі одн ієї 
зм ін н о ї. П ри  о п ти м ум і м ає в и к о н у вати сь  ум ова, щ о н ія к а  м аленька зм іна 
у будь-якій  зм ін н ій  не сп р и ч и н и ть  п о л іп ш ен н я  значення ф ун кц ії. У ви­
падку о д н іє ї зм ін н о ї <і2у /й х 2 м ає бути додатним  для м ін ім ум у і в ід ’єм н и м  
для м ак си м у м у . У випадку  багатьох зм ін н и х  м ож н а  записати  аналогічну 
ум ову  для м атри ц і других п ох ідн и х  ц ільово ї ф у н кц ії. Зокрем а, ум овам и 
другого  п о р яд к у  для оп ти м ум у  є так і, щ о при  оп ти м альн ом у  значення 
м атри ц і других п ох ідн и х  (Гессе)
м аю ть бути додатно  ви зн ач ен и м и  для м ін ім ум у  і в ід ’єм н о  визн аченим и  
для м ак си м ум у .
У задачі з о д н ією  зм ін н о ю  ум ова другого  п о р яд ку  зви чай н о  м ож е бути 
перевірена. У загальном у випадку  для багатьох зм ін н и х  це не так . Я к  м и 
встан ови ли  р ан іш е , перев ірка  ви зн ач ен ост і м атриц і є, загалом , в ідносно 
складним  завд ан н ям . Д ля багатьох проб лем , з я к и м и  м ає справи  еконо­
м етри ка , ум ова другого  п о р яд ку  м ож е бути застосована залеж но від струк­
тури задачі. Т обто  м атри ц я  Н  буде зви чай н о  м ати таку ф орм у, щ о завжди 
буде в и зн ач ен о ю .
Д ля ілю страц ії ви щ енаведеного  розгл ян ем о  задачу:
( 7 .1 0 3 )
дх
М а х іт іг е  і? =  а ’х  -  XіА х ,
X
де
а ’ =  (5  4  2  )
і
2 1 3  
1 3  2
3  2  5
А  =
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В икористовую чи  деяк і вже відом і результати, ■ отри м уєм о
дв.
дх
= а -  2А х
'5" ‘ 4 2 6* хі
= 4 - 2 6 4 *2
2 6 4 10 *3
=  0. (7.105)
Р о зв 'я зк о м  буде:
’*1 '4 2 6 '
-1 'б' ' 11.25'
X 2 = 2 6 4 4 = 1.75
6 4 10 2 -7 .2 5
Д остатня ум ова полягає в том у, щ об
д2Щх)
дхдх'
= -2 А  =
- 4 - 2 - 6
- 2 - 6 - 4
- 6 - 4 - 1 0
(7.106)
були в ід 'єм н о  визн аченим и . Т рьом а характери сти ч н и м и  кор ен ям и  ц іє ї 
м атриці є -1 5 .7 7 6 , -4 і -0 .25403 . О скільки всі три корен і в ід 'єм н і, м атриця 
є в ід 'єм н о  визн аченою , я к  і вим агалося.
У вищ евикладеном у необхідно було обчислю вати  характери сти чн і ко­
рені гессіана для перевірки  достатньо ї ум ови . Д ля загальної м атриц і, щ о 
має п о р яд о к , б ільш ий 2, для ц ього , звичайно , потрібен  к о м п 'ю т е р . О днак, 
при п усти м о , що-А має ф орм у
А  = В’В,
де В є певною  відомою  м атрицею . Тоді, я к  було показано  ран іш е, А  завжди 
буде додатно визначеною  (за ум ови , щ о В м ає повни й  ранг). Н ем ає потреби 
обчислю вати характеристичн і корен і А  для перевірки  достатн іх  ум ов.
7 .7 .3 .  У м о в н а  о п т и м із а ц ія
Ч асто буває необхідним  р о зв 'я зати  оп ти м ізац ій н у  задачу з певним и 
обм еж енням и  р о зв 'я зк ів . Один метод полягає п росто  у "виведенні обме­
ж ень із задачі". Н априклад, у задачі м акси м ізац ії, щ о розглядалася вищ е, 
припустим о, щ о на р о зв ’я зо к  накладається обм еж ення Х х в  Х 2 — Х г. Для 
єдиного  обм еж ення, такого  я к  це, м ож на п росто  п ідставити праву частину
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р івн ян н я  для Хг у ц ільову ф ункц ію  і р о зв ’язати  задачу я к  ф ункц ію  двох 
зм інних , щ о залиш илися. Однак, для більш загальної ф орми обм еж ень, або 
я к щ о  м ож ливе б ільш е, н іж  одне обм еж ення, потуж ніш им  методом розв’я з ­
к у  з а д а ч і  є  м е т о д  м н о ж н и к ів  Л а г р а н ж а .
М акси м ізу єм о  по * / ( * )  при обм еж ен н ях
сх( де) = 0; 
с2( х) = 0;
с/де) -  0.
Ф орм улю вання лагранж иана полягає у
(7.107)
М а х іт іге  Ь*(х,Х) — /(де)+ £  А .с; (де),
* /=і 1
(7.108)
де сх(),........... ,сл()є«7 о б м еж ен н ям и , аА^ . — м н ож н и кам и  Л агранж а. Ви­
значим о вектор м н о ж н и к ів  Л агранж а А і уявім о обм еж ення я к  вектор 
с(х). Тоді ф ормула лагранж иана запиш еться' так:
Ь*(х, А) = /(ж) + Ас(х). (7.109)
У мовам и перш ого  п оряд ку  є:
дЬ*
Эх
дЬ*
дХ
<У(х) | дХ'с(х) 
дх дх
= с(де) = 0.
0;
Другим членом  у д ь * /д х  є
ЭХ ’с(де) дс(х)’Х
Эх
дс(х)’
дх
дх
X = С’А,
(7.110)
(7.111)
де С — похідні від обм еж ень заде і / - и й  рядок  м атр и ц іС , щ о має розм ірність 
[е7 X я] (є вектором  похідних /-ГО  обм еж ення С.(х) за де')- Для всіх членів 
ум овам и перш ого  п орядку  буде:
ЭЬ* дПх)
дх
дЬ*
дХ
дх
= с(де) = 0.
+ С’А = 0;
(7.112)
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Є дуже важ ливий аспект р о зв ’я зк у  систем и обм еж ень, я к и й  варто роз­
глянути. У безумовному р о зв ’я зк у  ми м аєм о /(х ) / ( х ) =  0. З (7.112) отри­
м уєм о для р о зв ’я зк у  задачі з обм еж енням и
дї(х)
дх
=  - С ’А <
що не дорівню є 0, якщ о  не виконується  А=0. Це має два важливих на­
слідки.
1. У м овний р о зв ’я зо к  має бути гірш им , ніж  безум овний р о зв ’я зо к . Це 
випливає із ненульового градієнта при ум овном у р о зв ’язку .
2. Я к щ о  м н ож н и ки  Л агранж а нульові, тоді ум овний  р о зв ’я зо к  буде 
дорівню вати безумовному р о зв ’язку .
Для продовж ення прикладу, розпочатого  ран іш е, п ри п усти м о , що ми 
додаємо такі умови:
*1 -  *2 + *3 = °»
+  * 2 +  * 3 =  °-
Щ об привести це до способу уявлення загальної задачі, запиш ем о об­
м еж ен н я  у ви гляд і
с(х) = Сх =  0,
де
С =
- 1
1
Запиш емо лагранж иан:
В*(х,Л) = о-’х -  х ’А х  + А'Сдс.
Зверніть увагу на розм ірн ість і групування різних частин . Зокрем а, С є 
матрицею  розм ірності [2  х  3] з одним рядком  для ко ж н о го  обм еж ення і 
одним стовпцем  для к о ж н о ї зм інної у цільовій  ф ункц ії. Таким  ч и н ом , 
вектор м нож ників  Л агранж а м ає два елем енти, один для к ож н ого  обме- 
зкєння. У мовами перш ого порядку є:
а — 2Адс + С’Х = 0 (три р івн ян н я) 
і
Сх = 0 (два р івн ян н я). (7.113)
Це м ож на об ’єднати  в одному р івнянн і
2 А
С1м
-  а
С о ] ІАІ 0
В икористовую чи ком біновану інверсію , отрим уєм о такі результати:
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і
Я =  -|СА_1С’|СА_1а 
х =  1/2А-1|/ -  С’(СА-1С’)_1СА_1|а.
(7.114)
(7.115)
Обидва результати (7 .114) і (7 .115) даю ть аналітичні р о зв 'я зк и  для Я і 
х. Для окрем и х  м атриць і векторів прикладу X— [-0.5 -7 .5 ] ’ і вектор 
р о зв 'я зк у  * * - [ 1 . 5  0 - 1 . 5 ] ’ . Зауваж им о, щ о при р о зв 'я зан н і задач такого 
типу нем ає потреби  використовувати  досить гром іздку формулу (7 .115). 
К оли  вже Я отрим ано  з (7 .1 1 4 ), р о зв 'я зо к  м ож е бути підставлено у (7.113) 
для набагато п ростіш и х  обчислень. Р о зв 'я зо к
дає к о р и сн и й  результат для ум овного  оптим ум у:
у м о вн и й  р о зв 'я зо к  = б езум овном у р о зв 'я зк у  +  1/[2АУ1С9Х. (7.116)
Н ареш ті, п ідставляю чи два р о зв 'я зк и  у первинну ф ун кц ію , знаходим о, 
щ о Я =  24.375 і ії*  =  2.25, а це знову ілю струє, щ о ум овний  р о зв 'я зо к  (у 
ц ій  задачі м ак си м ізац ії) є гірш им  за безум овний .
7 .7 .4 .  П е р е т в о р е н н я
Я к щ о  ф ун кц ія  є строго  м о н о то н н о ю , то вона є взаєм но  однозначною . 
К о ж н о м у  у відповідає точно  одне значення X, і навпаки . В таком у разі є 
обернена ф у н к ц ія , щ о визначає х я к  ф ун кц ію  у, як а  записується так:
Н априклад , обернена залеж ність м іж  логариф м ічною  та степеневою  
ф ун кц іям и . Н ахил оберненої ф ункц ії:
і називається  м атрицею  Я к о б і перетворення з х  в у . Н априклад, як щ о
х =  1/2А~1а +  І/гА^С'Я
у =  Кх) і х  =  / _1(у). (7.117)
<іу <іу
(7.118)
у =  ах +  Ь, (7.119)
ТОДІ
(7.120)
буде оберненим перетворенням і
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J  -  —  -  — 
dy b ’
(7.121)
Передбачаю чи потребу статистичного  застосування цього матеріалу, заз­
н ачи м о , щ о я к щ о  у = №  є вертикальною  л ін ією , то вона не буде функціо­
нальною  залеж н істю . О дному X буде відповідати більш е н іж  одне значен­
ня у . У цьом у разі при даном у значенн і X €/=0, щ о вказує на виродж еність  
ф ункц ії.
Я к щ о  у — вектор -стовп ец ь , */=/(#), то:
J  =
д х 
д у і
д х. д х .
/д у 2
д х1
д х9 д х9 д х9
дУі / д у 2
д х'п '/ д х „ 7  
/ д у х / д  у2
' д у п
4
д х„
дУп
(7.122)
Р озглянем о м н о ж и н у  л ін ій н и х  ф ун кц ій  у  =  А х  =  f(x ) .  Обернене пере­
творення буде *  =  / и1(у ), і м атим е вигляд:
х  =  А~ху,
я к щ о  .А невиродж ена, 
або
х  =  0,
я к щ о  А  виродж ена.
Н ехай J  — м атриця ч астко ви х  похідних  об ерн ен о ї ф ун кц ії.
J  =
dXj
д у }
А б солю тн а  величина ви зн ач н и ка  J
(7.123)
аЧ И )=
д х
д у ’
(7.124)
є  м атрицею  Я к о б і тран сф орм ац ії з х в у. У разі н еви род ж ен о ї м атриц і
abs(Vl) =  abs| А ' 1 1 = — . (7.125)\J\ (  ) \ —г 
Vl U { 1 abs(|A|)
У разі виродж ено ї м атриц і всі ч астко в і похідн і будуть дор івню вати  0,
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я к  і м атри ц я Я к о б і. У даній  ситуації з того , щ о м атриця Я к о б і є нульовою , 
випливає, щ о А  — виродж ена, і тран сф орм ац ія  з х  в  у  ф ункц іонально  
залеж на. В ипадок ви род ж ен н я  аналогічний випадку одн ієї зм ін н о ї.
О чевидно, щ о я к щ о  вектор  X заданий, то у = А х  м ож н а об числити . Ч и  
м ож е X бути вираж еним  через у  — це вж е інш е п и тан н я . Взагалі, це 
залеж ить від м атри ц і Я к о б і. Я к щ о  м атри ц я  Я к о б і ненульова, то обернена 
залеж н ість м ож ли ва , і м и  м ож ем о  виразити  х  через у . Я к щ о  н і, то м и  не 
м ож ем о  отрим ати  х .
В п р а в и
В п р а в а  1. Д л я  м а т р и ц ь
А  =
1 3  3 
2 4 1
В =
2 4 
1 5 
6 2
обчислити  АВ, А’В% і ВА.
В права  2 . Д о в е с т и , щ о  іт(АВ) — іг(ВА), деАіВ — дві д о в іл ьн і м атр и ц і, 
зручні для м н о ж ен н я  з обох стор ін , п ри ч ом у  вони  не о б о в ’я зк о в о  квад­
ратні.
Вправа 3. Р о зви н ути  д об уток  м атриць:
X  = ([АВ + (СВ),] [ ( ^ ) 1 + С?Я])\
П ри п уст іть , щ о всі м атриц і квадратн і, aJE l F  невиродж ен і.
В права  4 . Д о в е д іть , щ о  д л я  п  [k X І^ е к т о р ів -с т о в п ц ів  х. і~  1 ,  ,д  і
д еякого  ненульового  вектора а,
х  (*і -  а)(хі -  а)’ = X ’ М °Х  + п(х -  а)(х -  а)’ ;
І
де і-и й  р яд о к  X  п озн ачен о  х .\  а М° визначена в (7 .2 8 ).
Вправа  5. Нехай А  довільна квадратна м атри ц я , стовп ц ям и  я к о ї є 
[аі9а2,....,ап ], і нехай В — будь-яка п ерестан овка стовп ц ів  од и н и чн о ї ма­
три ц і р о зм ір н о ст і [М  X М ]. Я к а  операц ія  в и к о н у ється  при  м н ож ен н і АВ? 
П ри м н о ж ен н і В А?
Вправа 6. Р озглянем о м атрицю  В із вправи 5 розм ірн істю  [3 х 3]. 
Н априклад:
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0 1 0
0 0 1
1 0 0
В
Обчисліть В 2 і В3. П овторіть  обчислення для [4 X 4]. Ч и  м ож ете ви 
у загал ьн и ти  результати ?
-іВ права  7. О б ч и сл іть  в и з н а ч н и к  м а т р и ц і А , 1;г(А )  і А  1 д л я
"1 4 7“
А  =  3 2 5 
5 2 8
Вправа 8. О тримайте д еком п ози ц ію  Ч ол еск і для м атриц і
А  =
25 7
7 13 .
С користайтесь тим , щ о д еко м п о зи ц ією  Ч ол еск і м атриц і А  є добуток 
Ш  =  А , де Ь — н и ж н ьотри кутн а  м атриця і 17 =  £Л
Вправа 9. С им етрична додатно визначена м атриця Я м ож е бути запи­
сана як  А  =  Г/Х, де 17 — верхньотрикутна м атриця і і  =  17'. Але це не є 
деком п ози ц ією  Ч олескі. Зробіть цю д еком позиц ію  для м атриці з вправи 8.
В права 10. Я к і д ії в и к о н у ю т ь с я  п р и  м н о ж е н н і зл іва  м а т р и ц і н а  діаго­
нальну м атрицю ?
Щ о м ож на сказати  з приводу м н ож ен н я  справа?
Вправа 11. Ч и  є такі квадратичні ф орм и додатним и при всіх значен­
нях х ?
а) у  = х * - 28x ^ 2+ ( 1 1 х 2)2;
б) у  = 5х12+ х 22 + 7х 32 +  4* ^ 2+  6x ^ 3+  8х 2х 3.
В п р а в а  12 . Д оведіть , щ о 1;гО<4®В) =
В п р а в а  13 . О бчисліть х а р а к те р и с ти ч н і к о р ен і м атр и ц і
А  =
2 4 3 
4 8 6
3 6 5
В права  14. П р и п у с т и м о , щ о  А =  А(г), де 2 — с к а л я р н а  в е л и ч и н а . Щ о  
являє собою  В (х’Ах)/ В 2 ? П рипустим о , щ о к о ж н и й х  є ф ун кц ією  ВІД2. Щ о 
являє собою  д(х'Ах)/д2 І
В права 15. П о к а ж іт ь , щ о  р о з в ’я з к и  в и з н а ч н и к о в и х р ів н я н ь  |В — ІА\ =  0 
І \А~гВ  -  II  =  0 однакові. Я к  р о зв ’я зк и  цих р івн ян ь  сп івв ід н осяться  з роз­
в ’я зк ам и  р івн ян н я  В~1А  — ЦІ — 0?
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В права 16. В и к о р и с т о в у ю ч и  м атр и ц ю  А  з вп рави  8 , зн ай д іть  так и й  
вектор X, щ о м ін ім ізує у  = х ’А х  + 2хх + Зх2-  10. Я к и м  є значення у  в 
цьом у м ін ім ум і? М ін ім ізуйте у , щ о задовольняє обм еж ен н я Х 1 + Х 2 =  1. 
П о р івн яй те  обидва р о зв 'я зк и .
Вправа 17. Я к и м  буде якоб іан  таких  перетворень:
*і
У і = —  *
*2
1п уг = 1п х1 -  1п х2 + 1п х3,
Уз = *1*2*3 ?
 
Вправа 18. Д оведіть , щ о п ерестан овка  двох стовпц ів  квадратної мат­
р и ц і зм ін ю є на  п роти л еж н и й  зн ак  її ви зн ач н и к .
В п р а в а  19. Д л я  м а т р и ц і
1 1 1 1 ■"
4 - 2 3 - 5
обчисліть Р  =  Х (Х 'Х )"1 І М  =  ( / - Р ) .
В права  20. ■ З н ай д іть  о б е р н ен у  м а т р и ц ю  до
Р  =
соз(х) 
-  8Іп(х)
зіп(х)
соз(х)
Знайдіть характери сти ч н і ко р ен і Р .
7.8. ОСНОВНІ П О Н ЯТТЯ ТЕО РІЇ ЙМ ОВІРНОСТЕЙ
7 . 8 . 1 .  І н т е г р а л ь н а  ф у н к ц ія  р о з п о д іл у  й м о в ір н о с т е й  
в и п а д к о в о ї  в е л и ч и н и
І н т е г р а л ь н о ю  ф у н к ц іє ю  р о з п о д іл у  називаю ть ф ун кц ію  Р (х ), я к а  ви­
значає для к о ж н о го  зн а ч е н н я х  ім ов ірн ість  того , щ о випадкова вел и ч и н аХ  
набере зн ачен н я , м енш е н іж  X, тобто
Р(х) = Р(Х < х).
Г еом етрично цю  р івн ість  м ож н а  уявити  я к  Х -імовірність 
то го , щ о випадкова в е л и ч и н аХ  набере зн ачен н я, м енш е за т е , 
яке  в ід об раж ається  н а  ч и сл ов ій  осі т о ч к о ю , котра  знаходиться ліворуч від 
точки  х .
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В и п а д к о в а  в е л и ч и н а  б у д е  н а з и в а т и с я  н е п е р е р в н о ю , я к щ о  ї ї  ф у н к - 
ц ія р о з п о д іл у  н е п е р е р в н о  д и ф е р е н ц ій о в а н а .
Р озгл ян ем о  власти вості інтегрально ї ф у н к ц ії розпод ілу .
1. Значення ф у н кц ії розп од ілу  належ ать в ідр ізку  [0 ,1 ]:
0 < F ( x ) < l .
2. F{x) — неспадна ф у н к ц ія , тобто
F іх2) > F(xt), якщо х2 > х г
Н а с л ід о к  1. Ім ов ірн ість  того, щ о ви п ад кова величина набере зн ачен н я, 
яке  належ ить інтервалу (а , b),  д о р ів н ю є  п р и р о сту  ін тегральн о ї ф ун кц ії н а  
ц ьом у інтервалі:
P (а < X  < b) = F (b) -  F(a).
Н а с л ід о к  2 . Ім о в ір н ість  того, щ о ви п ад кова  вели чи н а X  набере одного 
ви зн ачен ого  зн ачен н я , д о р ів н ю є  нулеві. Р(х =  х г) =  0.
Р(а < X  < Ь) = Р(а < X  < Ь) = Р(а < X  < Ь) = Р(а < X  < Ь).
Н аслідок 3. Я к щ о  м ож ли ві зн ачен н я ви п ад ко в о ї вели чи н и  належ ать 
інтервалу (а,Ь),  то
F (х) = 0 при х < а;
F (х) = 1 при х > Ь.
Н аслідок 4. Я к щ о  м ож ли ві зн ачен н я н еп ерервн о ї ви п ад к о в о ї величи­
н и  належ ать усій  ч и сл о в ій  осі х 9 то правильне таке граничне в ід н ош ен н я:
lim F(x) = 0; lim F(x) = 1.я—>-оо
7 .8 .2 .  Д и ф е р е н ц ій н а  ф у н к ц ія  ( ф у н к ц ія  г у с т и н и )  р о з п о д іл у
й м о в ір н о с т е й  в и п а д к о в о ї  в е л и ч и н и
П ерш а похідна від ф ун кц ії розподілу  нази вається  диф ерен ц ій н ою  функ­
цією : fix) = F'ix).
7 .8 .2 .1 .  Ім о в ір н ість  в л у ч ен н я  н еп ер ер вн о ї в и п а д к о в о ї вел и ч и н и  у  виз­
начений  ін те р в а л
Т е о р е м а . Ім ов ірн ість  того, щ о неперервна ви п ад кова  в е л и ч и н а х  набе­
ре зн ачен н я, яке  належ ить інтервалу (а,Ь ), д о р ів н ю є  ви зн ач ен ом у  інтегра­
лу від д и ф ер ен ц ій н о ї ф у н к ц ії у м еж ах від а до Ь.
ь
Р іа <  X  <  Ь) =  \ f { x ) d x .
а
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Я к щ о f  (х ) — ф у н к ц ія  парна і к ін ц і інтервалу сим етричн і в ідносно 
початку коорд и н ат , то .
а
Р (~а< X  < а) = Р  (М < а) = 2 } / ( * )  .
0
7 .8 .2 .2 .  В л а с ти в о ст і д и ф ерен ц ій н о ї ф ун кц ії
1 . Д и ф е р е н ц ій н а  ф у н к ц ія  н е в ід  \є м н а : і  (х) > 0.
2. Н е в л а с н и й  ін т егр а л  в ід  д и ф е р е н ц ій н о ї  ф у н к ц ії  у  м е ж а х  в ід  — «> до 
оо д о р ів н ю є  1 .
 
7 . 8 . 3 .  І м о в ір н іс н и й  з м іс т  д и ф е р е н ц ій н о ї  ф у н к ц і ї
f(x) -  П х ) ;
F(x + Дл:) -  F(x)
f(x) = lim
A jc- » o Ax
Ч и сел ь н и к  — це й м ов ірн ість  то го , щ о X  прийм е значення, яке  нале­
ж ить інтервалу (х, х  + Дх).
Т аким  ч и н о м , гран и ц я  в ід н ош ен н я  й м о в ір н о ст і того , щ о неперервна 
випадкова величина набере значення, яке  належ ить інтервалу (х, х+Дх), до 
д о вж и н и  цього  інтервалу (при Дх—>0), дор івн ю є значенню  д иф еренц ійної 
ф у н кц ії в точ ц і х .
f  (х) в точ ц і х — це густина ім о в ір н о сті в ц ій  точц і.
З теор ії д и ф ерен ц ій н и х  обчислень відом о:
F (х+Дх) -  F(x) = dF(x),
F (х+Дх) -  F(x) = F'(x) dx  => F \x )  = f  (x), 
dx  = Ax.
F (x+Ax) — F(x) £ f  (x) Ax.
Ім о в ір н існ и й  зм іст ц іє ї р івн ості: ім ов ірн ість  того , щ о випадкова вели­
чина набере значення, яке  належ ить інтервалу (х, х+Дх), приблизно дорів­
н ю є (з точ н істю  до н еск ін ч ен н о  м алих ви щ ого  п оряд ку  в ідносно  Ах) добут­
ку густини  й м о в ір н о ст і в точ ц і X  н а  д овж и н у  інтервалу Ах.
7 . 8 . 4 .  З а к о н  р ів н о м ір н о г о  р о з п о д іл у  й м о в ір н о с т е й
Д и ф е р е н ц ій н і  ф у н к ц і їр о з п о д іл у  т а к о ж  н а з и в а ю т ь  з а к о н а м и  р о з ­
п о д іл у
Розподіл  ім ов ірн остей  називаю ть р ів н о м ір н и м ,  я к щ о  н а  інтервалі, в  
я к о м у  зн аход яться  всі м ож ли ві зн ачен н я ви п ад ково ї величини , диферен­
ц ій н а  ф у н к ц ія  м а є  с т а л е  з н а ч е н н я .
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Приклад. Д и ф ерен ц ій н а  ф у н кц ія  р івн о м ір н о го  розп од ілу , всі м ож ливі 
значення я к о ї знаходяться в пром іж ку  (а, Ь), н а  яко м у  вона зберігає постійне 
зн ачен н я  с.
П ри  цьом у: f  (де) = 0 при х < а; х > Ь.
О скільки  всі м ож ливі значення зн аход яться  в інтервалі [а,&], то спра­
ведлива р івн ість:
/ ( * ) =
}с сіх = і ;  с = ь ~~
а 1 йх
а
0 при де < а
----- а < х < Ь
-  а
0 при х > Ь
Ъ -  а
7 .8 . 5 .  Н о р м а л ь н и й  з а к о н  р о з п о д іл у
Ч и с л о в і  х а р а к т е р и с т и к и  н е п е р е р в н и х  в и п а д к о в и х  в е л и ч и н
Н ехай неперервна ви п ад кова  в е л и ч и н а Х  задана д и ф ер ен ц ій н о ю  функ­
ц ією  f  (де). Н ехай усі м ож ли ві зн ачен н я X  належ ать п р о м іж к у  [а,Ь]. Розі­
б ’єм о  в ід р ізок  н а  п ч астк о ви х  в ідр ізк ів  д о в ж и н о ю Аде1, Дде2, Ддел і вибе­
рем о у к о ж н о м у  з них  довільну  точку  Х.(і  = 1 , п).
М атем атичні сп од іван н я:
ь
Кх.)  Ах. => / * / ( * )  <іх.
а
/Хде.)-Дде. наближ ено  д о р ів н ю є  й м о в ір н о ст і влучення де в інтервалі Дде..
М а т е м а т и ч н и м  сп о д іва н н ям  н е п е р е р в н о ї в и п а д к о в о ї  в е л и ч и н и  X , 
м ож ливі значення я к о ї р о зташ ован і на  в ідр ізку  [а,Ь], н ази ваю ть визначе­
ни й  інтеграл:
ь
М(х)  = І де/(де) сіх .
а ’
Я к щ о  м ож ливі зн ачен н я належ ать усій  о с і, то М(х)  = ] * / ( * )
Д и сп ер с ія  неперервн о ї в и п а д к о во ї величини  відповідно  визначаєт ься  
за  ф орм улам и:
В(х) = \[х М(х)]2 Дх) 4х, хє[а,Ь]
а
Ь
Щх) =  |  [ *  М ( * ) ] 2 / ( X)  СІХ, X Є [ о о , - о о ]
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Щ х ) = ] х 2 Д х )  dx  [ЛСД]2 ,
а
D(x)  = J*2 f ( x )  dx [ M( x ) f  ,
Н о р м а ль н и м  н а зи ва ю т ь р озпод іл  ім ов ірност ей , я к и й  описуєт ься  
диф еренційною  ф ункц ією  виду:
^ /jg Cl) ^  І____
f(x) = — ■== е -   ---- , де а — математичне сподівання, а  = ^і)(х) —
ОлІ2Їс 2 а
серед н є квадратичне в ід хи лен н я ви п ад к о в о ї вели чи н и . 
Н о р м о ва н и м  н а з и в а ю т ь  р о зп о д іл  з  о =  0  і <Т= 1,
t  = х - а нормована випадкова величина з Af(f) = 0, о  (і) = 1.
/ ч 1 - х 2
« * т Т й *  т -
В ла с т и во с т і ф у н к ц ії густ и н и  норм ального  за к о н у  розпод ілу .
1. При х  — а функція має максимум = — т = .
сгл/2лг
2. Г раф ік ф у н к ц ії є си м етри чн и м  відносно  п р ям о ї X = а.
3. Т о ч к и  граф іка
а -с т ,
a -j2ne
та \ а + <т,
СТл/2:яе
точки перегину.
М а л ю н о к  7.4. Функція густини нормального закону розподілу нормованої
випадкової величини
7 . 8 . 5 . 1 .  Вплив параметрів нормального розподілу на форму нормаль­
ної кривої
Я к  бачим о з м алю нка, ф ун кц ія  густини норм ального  закон у  розподілу  
сим етрична відносно свого  м атем атичного  сп од іван н я .
Із  зр о ст а н н ям  м а т е м а т и ч н о го  спод іван ня  а (н а  м а л .7 .4 . м атема­
тичне сподівання дор івн ю є нулю ) ф ункція густини зсувається право­
р у ч  відносно осі X . І з  с п а д а н н я м  а вона  зсува єт ься  л ів о р у ч .
Я кщ о а зрост ає, крива  ст ає більш  похилою , т о б т о  о п у с к а є т ь с я  до  о с і 
х ;  при  зм е н ш е н н і зн а ч е н н я  а  н о р м а льн а  к р и ва  ст а є  го ст р о вер хо ю .
Будь-яку випадкову  величину х9 розпод ілену  норм ально  з математич­
ним  сподіванням  а та д и сп ерсією  СТ2, м ож н а  п рон орм увати , тобто  звести 
до ви п адково ї величини з м атем атичним  сп од іван н ям  нуль та диспер­
с ією  о д и н и ц я , ш ляхом  такого  перетворення:
, ДЄ X — випадкова величина;
а  — м атематичне спод івання ц іє ї ви п ад ково ї величини
Г~І2О — її середнє квадратичне відхилення (7 = л/СУ 
Для норм ального  закон у  розподілу  50% значень ви п ад ково ї величини
леж ать  у м еж ах  ^0 ± — 0 ^ ,  68%  — у м еж ах  (а ±  (У) і 95% — у м еж ах
(а ± 2СУ) та 99.7% — у м еж ах (а =ь Зсу).
Щ о б  п р о іл ю с т р у в а т и  н о р м а л ь н и й  за к о н  р о зп о д іл у , р о з г л я н е м о  
д е к іл ь к а  п р и к л а д ів .
П риклад  1. П оказати , щ о при д оси ть  великій  к іл ьк о ст і класів  (В )  та
при частоті п. к о ж н о го  окрем ого  значення х{ зм ін н а  Т  = х -  а м ає нульове
м атематичне сподівання (Ь =  0) і ди сп ерсію  <У2 =  1.
Р озв'язок. За означенням  м атем атичного  сп од іван н я для д и скретн и х  
випадкових величин м аєм о :
Т І  н ( .
І  = - І д ,
Я і=1
і  и  / ч і  і Г л  ї  і  і  л п
=  - •  —  У тіЛХі - а )  = ------------ 2 3 * ,  - п  а \  = -------------------0  =  0
о ) п о і '  ' п о  \^_і ) п о ’
_  1 * *враховуючи, що а = х  = — £  щ = п .
Я і=1 |=і
Дисперсія величини Т  обчислюється за формулою:
/т\ 1 £  ( х, -  а  ч2 ’ ■* ” 2уаг(Т) = -  У —------
' ' Я і=іі о
- ° )  = - \ ї , { х і - а )  = - -^ - (п<72) = 1.
) п о  і=і п о х '
476 Розділ 7
Приклад 2. Н ехай нам  в ідом о , щ о надходж ення чек ів  до банку відпо­
відає н орм альн ом у  закон у  розподілу  з м атем атичним  сподіванням  х=5232 
(грн .) та середнім  квадратичним  в іхиленням  СТ =  1972 (гр н .). Н ам по­
тр ібно  знайти  й м о в ір н ість  надходж ення ч ека , вартість як о го  перевищ ує 
6000 (гр н .) . Ф орм ал ізован о  це м ож н а записати  таким  чи н ом :
X  -  випадкова величина (вартість ч ек ів );
X  -  N  (52329 1972).
Треба знайт и: Р  (X  > 6000) = ?
Розв'язок . П р о н о р м у єм о  випадкову  величину х. та знайдем о значення
6000 -  5232 . оп
і., яке  в ідповідає х  = 6000: і  — -----  ^ ------= О.оУ .
1972
Далі в и к о р и ста єм о  таблицю  норм ального  розподілу . Враховую чи си­
м етри чн ість  ф у н к ц ії густини  н орм ального  закону  розподілу , отрим аєм о 
й м о в ір н ість  то го , щ о Р (Т  > t.) буде дор івню вати  Р (Т  >  0.39) =  0.5 -  Р (Т  < 
< 0.39) = 0.5 — 0.1517 = 0.3483. Отже, ім ов ірн ість  того , щ о до банку надій­
де ч ек  вартістю  більш е н іж  6000, дор івн ю є 0.3483. Тепер нас ц ікавить 
ім ов ірн ість  то го , щ о до банку надійде ч ек  н а  суму м енш у н іж  6000 (гри­
вен ь). О скільки  м и вже м аєм о Р (х  >  6000) =  0.3483, то знайти Р (х  < 6000) 
дуже п р о сто , знаю чи , щ о Р (х  > 6000) -ЬР(х < 6000) =  1. О тж е,Р(я: < 6000) = 
=  0.6517.
Але я к б и  нам  був невідом ий  попередн ій  результат, м и б ш укали цю 
ім ов ірн ість  аналогічно п опередньом у розрахунку . Справді, для наш ого 
прикладу: Р (Т  < 0.39) = 0.6517. 3 властивості того , щ о ф ун кц ія  густини 
н орм ального  зако н у  розпод ілу  си м етри чн а відносно  свого м атем атичного 
спод івання, ви п л и ває:
Приклад 3. За ум ов прикладу 2 необхідно знайти й м овірн ість  того , щ о 
до банку потрапить  ч ек  вартістю  ниж че н іж  4000 (гривень).
Розв'язок. Н орм ую чи випадкову величину х , отрим аєм о значення і:
4 0 0 0 -5 2 8 2  .
1972
звідки  Р (х  <  4000) = Р (Т  <  -0 .6 2 ) = 0.2676.
Приклад 4. За ум ов прикладу 2 визн ачим о ім ов ірн ість  того , щ о зна­
ч ен н я  ви п ад ково ї величини  п отрапить до інтервалу ( х г;х^). Н априклад, 
нас ц ікави ть  ім ов ірн ість  то го , щ о вартість чека, як и й  надходить, знахо­
диться  у м еж ах 4000 та 7000 (гр н .) . Н орм ування значення 4000 (грн .) та 
7000 (грн .) дасть нам:
Елементи теорії матриць 477
*1 =
4000 -  5232 = -0.62; и  = 7000 -  5232 
1972
= 0.90
1972
В раховую чи ці м еж і, м ож на розп и сати :
Р(4000 < х  < 7000) = Р(*х < Т < *2) = Р(Т < і а) -  Р(Т < і х) =
=  Р(т <  д -  Р(т >  -д.
За таблицею  норм ального  закону  розподілу , зроби вш и  додаткові розра­
хунки , знаходим о: Р{Т > 0.62) = 0.267 та Р(Т  < 0.90) = О.фбЭ.
Звідси м аєм о р о з в ’я зо к : Р(4000 < х  <  7000) =  0.8159 — 0.2676 =  0.5483.
Звичайно , на практи ц і нас ц ікави ть  і п роти леж н а проблем а: я к , знаю­
чи йм овірн ість  того , чи відбулася п од ія , встановити  її значення. Це м ож на 
зробити , ви кори ставш и  таблицю  норм ального  закон у  розпод ілу  та про­
вівш и зворотн і перетворення, щ о м ож н а зобразити  за д о п о м о го ю  схеми 1 :
р ( х < * . )  = р  = ? ^ ( .
X. -  X І____ -> Р^Г < = р  = ? —> табл. —» відповідь: р ;
Р(Х < Хі) =  р;х\ = ? -> табл Р(Т < іь) =■/>->*. = ^ —— -> відповідь: х..
7 . 8 . 6 .  Р озп од іл  X2 (х і— к в адр ат)
Н ехай м и м аєм о ряд норм ально розпод ілених  та незалеж них зм ін н и х  
Х г, Х 2> П рон орм уєм о  їх та отри м аєм о  стандартні норм алізован і зна­
чення:
_  *і —  т і ) ;  2 2 = N(0,1). . . ,  г ,  = ^^  п  -о  а 0 „2 ~ и
Сума квадратів норм алізованих  величин р о зп о д іл яється  за розподілом  
X2 (х  — квадрат) із ступеням и  вільності, я к і дор івн ю ю ть  \):
1 2 ,  = Х
і=1 і—1 V °1 )
де V — к ільк ість  зм ін н и х , я к і м и сум уєм о .
Ф ун кц ія  густини розподілу  X2 зм іщ ена праворуч в ідн осн о  осі ординат, 
п очи н ається  на початку координат та прям ує до н еск ін ч ен н о ст і. Із зрос­
танням  п  ф ун кц ія  густини стає дедалі си м етр и ч н іш о ю . Є спеціальна таб­
лиця розподілу Х2> я к а  є кум ульованою : вона дає й м ов ірн ість  того , щ о X2 
більш е, н іж  якесь  значення при певних ступенях  вільності та заданому 
рівні значим ості.
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М и си м во л іч н о  м ож ем о  записати  ^ 002& Для о ц ін к и  £ 2, для я к о ї 2,5% 
сп остереж ен ь  м атим уть значення б ільш е, н іж ^ 2, тобто  будуть знаходитися 
праворуч  в ід ^ 2 н а  осі абсцис ф у н кц ії густи н и .
Т ак , для ступен ів  в іл ьн о сті V =10 та р івн я  зн ачи м ості 5% за таблицею  
Л'2 зн аход и м о  к р и ти ч н е  зн ачен н я  18.3, щ о м ож н а  записати :
Р {18.3 < X2 <°°} -  0.05 (для V =10).
Т обто  й м о в ір н ість  то го , щ о X2 > 18.3, дор івню ватим е 0.05 для • 10 сту­
пен ів  в іл ьн ості.
7 . 8 . 7 .  Г - р о з п о д іл  С т ’ю д е н т а
Я к щ о  зм ін н а  Z  м ає стандартний  н орм альн и й  розпод іл  з нульовим  ма­
тем ати чн и м  сп од іван н ям  та д и сп ер с ією  1 ; Z i ~ЛГ(0 , 1 ), та ін ш а незалеж на 
зм ін н а  V2 розп од іл ен а  за X2 розп од іл ом  з V ступеням и  в ільн ості, то число 
* = 2л/г>/У м ає і-р о зп о д іл  з V ступ ен ям и  в ільності.
Х а р а к т е р и с т и к и  І-розподілу  т а к і:
1 ) /-розподіл є розпод ілом , я к и й  м ає ф орм у дзвона, сим етричного  віднос­
но нульового  зн ачен н я  (див. мал. 7 .5);
2 ) зн а ч е н н я  і  належ ат ь  п р о м іж к у  —°°< і  <-Ь»;
3) ф у н к ц ія  густини  ^-розподілу більш  розтягн ута , н іж  ф ун кц ія  нор­
м ального  зак о н у  розпод ілу . Ц е о зн ачає , щ о п лощ а н а  к ін ц я х  більш а у £- 
розп од іл і, н іж  у стандартном у  н орм альн ом у  розпод іл і;
4) із зб іл ьш ен н ям  ч и сла сп о стер еж ен ь  (/і) і-розп од іл  н аб ли ж ається  до 
стандартного  норм ального  розподілу . В ідм ітим о, я к щ о  п  >30, ТО і-розподіл 
С т’ю д ен та в н орм ал ьн ом у  зак о н і розподілу ;
М алю нок 7.5. Функція густини і-розподілу Ст’юдента
5) і-р о зп о д іл  залеж ить від ступеня  в іл ьн ості, тобто  нам  п отр іб н о  знай­
ти ступен і в іл ьн ості, щ об  отрим ати  кри ти чн е  значення з і-таблиц і. Вона
від р ізн яється  від таблиці стандартного  норм ального  розпод ілу  тим , щ о 
вклю чає ступені в ільності. Т аблиця перераховує значення з правої сторо­
н и  я к о го  м и  знаходим о 10, 5, 2.5 та 0.5 в ідсотка  п л ощ і під к р и в о ю . Симво­
лічно м и будемо записувати 0^025 для о ц ін к и  £, праворуч — площ а під 
к р и в о ю , як а  становить 2 .5% ; *001 для о ц ін к и  праворуч п л ощ а під кри­
вою  становить 1% від загальної сум и і так  далі. Н априклад , п р и п усти м о , 
ступені в ільності дор івн ю ю ть 15 (<*/= 15). М и м ож ем о  знайти  з таблиці 
критичн і значення я к і відповідаю ть р ізн и м  р івн ям  зн ачи м ості. Д ля 
.рівня зн ачи м ості 5% та ( і/  =  15 м аєм о : *0.025= ±2.131.
Ц е м ож н а  розп и сати  таки м  ч и н о м :
Р  {-2.131 <  * <  2.131} -  0.95 з 15 ступ ен ям и  в ільн ості.
П е р е т в о р е н н я  н о р м а л ь н о  р о з п о д іл е н о ї  в е л и ч и н и  X. і ї ї  ви б іркового  
середнього в ^-величини ви к о н у єтьс я  за д о п о м о го ю  ф орм ул:
де о х — о ц ін ка  середнього  квадратичного  в ідхилення для м алої ви б ірки  
(п<30).
де а гх
х ( * і - * ) 2
п - 1
о ц ін к а  д и сп ерсії генеральної су ку п н о ст і.
7 . 8 . 8 .  F -p o зп o д iл  Ф іш ер а
Я к щ о  дві зм ін н і м аю ть незалеж ні х і-квадрат розп од іл и  Хі і х і  , відпо­
відно з ^  і У2 ступеням и  в ільн ості, тоді стати сти ка
м ає /-р о зп о д іл  Ф іш ера з V1 і У2 ступ ен ям и  в ільності.
/ ’-статистику  м ож н а розглядати  так о ж  я к  в ід н ош ен н я  двох незалеж­
них о ц ін о к  д и сп ер с ій , і том у на  п р акти ц і / -р о з п о д іл  найчастіш е викорис­
товується  для тестування р івн ості цих  о ц ін о к  д и сп ер с ій . З ц іє ї п ри ч и н и  
/-с т а т и с т и к у  ін ко л и  називаю ть в ід н ош ен н ям  д и сп ерсій :
в ід н ош ен н я  д и сп ерсій
З V! і У2 ступеням и  в ільності.
Слід зазначити , щ о значення ^-в іднош ення завжди додатне і знаходиться 
в м еж ах від нуля до плю с н е с к ін ч ен н о ст і (0 <2? < +©о). Значення і^-відно- 
ш е н н я  з р ізн и м и  ступ ен ям и  в ільн ості (і р ізн и м и  р івн ям и  зн ачи м ості) зве­
дені в таблицю  іР-розподілу Ф іш ера . С тупені в ільності і У2 залежать 
від о ц ін о к  д и сп ер с ій  ч и сел ьн и к а  та зн ам ен н и ка  2',-в іднош ення, Т -таблиця 
дає к р и ти ч н і зн ачен н я  праворуч сп р ям о ван о го  хвоста. Я к щ о  дві о ц ін ки  
д и сп ер с ії бл и зьк і одна до од н о ї, тоді в ід н ош ен н я  їх н аб ли ж ається  до оди­
н и ц і. Ч и м  б ільш а р ізн и ц я  м іж  двом а д и сп ер с іям и , тим  більш е значення 
^ -в ід н о ш е н н я . Т аки м  ч и н о м , загалом , вели кі зн ачен н я 2^  допускаю ть , щ о 
р ізн и ц я  м іж  двом а о ц ін к ам и  є зн ачн ою .
Р о згл ян ем о  приклад  п ерев ірки  на  адекватність багатоф акторно ї ре- 
гр ес ій н о ї м оделі з в и к о р и стан н ям  2ЇТ-критер ію  Ф іш ера.
Н агадаєм о , щ о при  цьом у  м и ф о рм уєм о  нуль-гіпотезу р івн ості всіх па­
рам етрів багатоф акторної регресії нулеві на противагу альтернативній гіпо­
тезі, щ о хоча б один  парам етр  не д ор івн ю є нулю , тобто  м ає м ісце регресій- 
н и й  з в ’я з о к . П ри  ц ьом у  нуль-гіпотеза м ає вигляд:
н а  противагу  альтернативн ій  г іп отезі, щ о
Я і : хоча б  одне значення відмінне від нуля.
Я к щ о  нуль-гіпотеза Н 0 неправильна, то тоді правильна гіпотеза 
тобто  не всі парам етри  н езначно  в ід р ізн яю ться  від нуля, щ о дає підставу 
вваж ати, щ о побудована регресійна модель відповідає д ій сн ості, тобто адек­
ватна. Д ля п ерев ірки  Н 0 -гіпотези  р о зраховується  2'’-в ід н ош ен н я  Ф іш ера 
з р  та  (п  — р  — 1 ) ступ ен ям и  в ільності:
де р  — к іл ьк ість  ф актор ів , я к і увійш ли  в м одель; п  — загальна к ільк ість  
спостереж ень.
За .Р-таблицями Ф іш ера, я к  і у випадку п р о сто ї регресії, знаходим о 
критичне значення Р з р  та (п  — р  — 1 ) ступеням и  в ільності, задавш и 
попередньо рівень значим ості а-100%  (або р івень довіри  (1 - а )* 1 0 0 % ). 
Я к щ о  Р  > Р  , тоді нуль-гіпотеза в ід ки д ається , щ о свідчить про адек-кр
ватність побудованої м оделі. У проти л еж н ом у  випадку вона п ри й м ається  
і модель вваж ається неадекватною .
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ДОДАТКИ
ДО ДА ТО К 1
Г р а ф ік  і т а б л и ц я  н о р м ал ьн о го  за к о н у  розпод ілу
ъ .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0 .0 .0000 .0040 .0080 .0120 .0160 .0199 .0239 .0279 .0319 .0359
0.1 .0398 .0438 .0478 .0517 .0557 .0596 .0636 .0675 .0714 .0753
0.2 .0793 .0832 .0871 .0910 .0948 ,0987 . .1026 .1064 .1103 .1141
0.3 .1179 .1217 .1255 .1293 .1331 .1368 .1406 .1443 .1480 .1517
0.4„ .1554 1 5 9 1 - .1628 Л 664 .1700 .1736 .1772 .1808 .1844 .1879
0 .5 .1915 .1950 .1985 .2019 .2054 .2088 .2123 .2157 .2190 .2224
0.6 .2257 .2291 .2324 .2357 .2389 .2422 .2454 .2486 .2517 .2549
О.Х .2580 .2611 .2642 .2673 .2704 .2734 .2764 .2794 .2823 .2852
0.8 .2881 .2910 .2939 .2967 .2995 .3023 .3051 .3078 .3106 .3133
0.9 .3159 .3186 .3212 .3238 .3264 .3289 .3315 .3340 .3365 .3389
1.0 .3413 ' .3438 .3461 .3485 .3508 .3531 .3554 .3577 .3599 .3621
1.1 .3643 .3665 .3686 .3708 .3729 .3749 .3770 .3790 .3810 .3830
1.2 .3849 .3869 .3888 .3907 .3925 .3944 .3962 .3980 .39^7 .4015
1:3 .4032 .4049 .4066 .4082 .4099 .4115 .4131 .4147 .4162 .4177
1.4 .4192 .4207 .4222 .4236 .4251 .4265 .4279 .4292 .4306 .4319
1.5 .4332 .4345 .4357 .4370 •4382. .4394 .4406 .4418 .4429 .4441
1.6л .4452 .4463 .4474 .4484 .4495 4 .4505 .4515 .4525 .4535 .4545
1.7 .4554 .4564 .4573 .4582 .4591 .4599 .4608. .4616 .4625 .4633
1.8 .4641 .4649 .4656 .4664 .4671 .4678 .4686 .4693 .4699 .4706
1.9 .4713 .4719 .4726 .4732 .4738 .4744 .475Й" > .4756 .4761 .4767
2.0 .4772 .4778 .4783 .4788 .4793 .4798 .4803 .4808 .4812 .4817
2.1 .4821 .4826 .4830 .4834 .4838 .4842 .4846 .4850 .4854 .4857
2.2 .4861 .4864 .4868 .4871 .4875 .4878 .4881 .4884 .4887 .4890
2.3 .4893 .4896 .4898 .4901 .4904 .4906 .4909 .4911 .4913 .4916
2.4 .4918 .4920 .4922 .4925 .4927 .4929 .4931 .4932 .4934 .4936
2.5 .4238 .4940 .4941 .4943 .4945 .4946 .4948 .4949 .4951 .4952
2.6 .4953 .4955 .4956 .4957 .4959 .4960 .4961 .4962 .4963 .4964
2.7 .4965 .4966 .4967 .4968 .4969 .4970 .4971 .4972 .4973 .4974
2.8 .4974 .4975 .4976 .4977 .4977 .4978 .4979 .4979 .4980 .4981
2.9 .4981 .4982 .4982 .4983 .4984 .4984 .4985 .4985 .4986 .4986
3.0 .4987 .4987 .4987 .4988 * .4988 .4989 .4989 .4989 .4990 .4990
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Ф ун кц ія  щ ільності норм ального  закону  розподілу  сим етрична віднос­
но осі 2 =  0 , том у вся п лощ и н а під кривою  зліва від нуля також  дорівню є 
0,5. Це д озволяє  ш ляхом  досить легких  перетворень отрим увати  ймовір­
ності, як і не передбачені в наведеній вищ е таблиці.
Н априклад, Р (г  < 1.84) = 0.5+ Р( 0 < г  < 1.84) = 0.5 +0.4671 = 0.9671.
Д О Д А ТО К 2
Г р а ф ік  і т а б л и ц я  Г -розподілу  Ф іш е р а
У а )
02/  
О 1 2 ^ 3 4 5 6
7 8 9 10 12 15 20 24 зо 40 60 120 00
1 161,4 199,5 215,7 224,6 230,2 234,0 236,8 238,9 240,5 241,9 243,9 245,9 248.0 249,1 250,1 251,1 252.2 253,3 254,3
2 18.51 19,00 19,16 19,25 19,30 19.33 19,35 19,37 1,9,38 19,40 19,41 19,43 19,45 19,45 19,46 19,47 19,48 19.49 19,50
3 10,13 9,55 9,28 9,12 9,01 8,94 8,89 8,85 8,81 8,79 8,74 8,70 8,66 8.64 8,62 8,59 8,57 8.55 8,53
4 7,71 6,94 6,59 6,39 6,26 6,16 6,09 6,04 6,00 5,96 5,91 5,86 5,80 5,77 5,75 5,72 5,69 5,66 5,63
5 6,61 5,79 5,41 5,19 5,05 4,95 4Т88 4,82 4,77 4,74 4,68 4,62 4,56 4,53 4,50 4,46 4,43 4.40 4,36
6 5,99 5,14 4,76 4,53 4,39 4,28 4,21 4,15 4,10 4,06 4,00 3,94 3,87 3,84 3,81 ' 3,77 3,74 3,70 3,67
7 5,59 4,74 4,35 4,12 3,97 3,87 3,79 3,73 3,68 3,64 3,57 3,51 3,44 3,41 3,38 3,34 3,30 3,27 3,23
8 5,32 4,46 4,07 3,84 3,69 3,58 3,50 3,44 3,39 3,35 3,28 3,22 3,15 3,12 3,08 3,04 3,01 2,97 _ 2,93
9 5,12 4,26 3,86 3,63 3,48 3,37 3,29 3,23 3,18 3,14 3,07 3,01 2,94 2,90 2,86 2,83 2,79 2,75 2,71
10 4,96 4,10 3,71 3,48 3,33 3,22 3,14 3,07 3,02 2,29 2,91 2,85 2,77 2,74 2,70 2,66 2,62 2,58 2,54
11 4,84 3,98 3,59 3,36 3,20 3,09 3,01 2,95 2,90 2,85 2,79 2,72 2,65 2,61 2.57 2,53 2,49 2,45 2,40
12 4,75 3,89 3,49 3,26 3,11 3,00 2,91 2,85 2,80 2,75 2,69 2,62 2,54 2,51 2,47 2,43 2,38 2,34 2,30
13 4,67 3,81 3,41 3,18 3,03 2,92 2,83 2,77 2,71 2,64 2,60 2,53 2,46 2,42 2,38 2,34 2,30 2,25 2,21
14 4,60 3,74 3,34 3,11 2,96 2,85 2,76 2,70 2.65 2,60 2,53 2,46 2,39 2,35 2,31 2,27 2,22 2,18 2,13
15 4,54 3,68 3,29 3,06 2,90 2,79 2,71 2,64 2,59 2,54 2,48 2,40 2,33 2,29 2,25 2,20 2,16 2,11 2,07
16 4,49 3,63 3,24 3,01 2,85 2,74 2.66 2,59 2,54 2,49 2,42 2,35 2.28 2,24 2,19 2,15 2,11 2,06 2,01
17 4,45 3,59 3,20 2,96 2,81 2,70 2,61 2,55 2,49 2,45 2,38 2,31 2,23 2,19 2,15 2.10 2,06 2,01 1,96
18 4,41 3,55 3,16 2,93 2,77 2,66 2,58 2,51 2,46 2.41 2.34 2,27 2,19 2,15 2,11 2,06 2,02 1,97 1,92
19 4,38 3,52 3,13 2.90 2,74 2,63 2,54 2,48 2,42 2,38 2,31 2,23 2,16 2,11 2,07 2,03 1,98 1,93 1,88
20 4,35 3,49 3,10 2,87 2,71 2,60 2,51 2,45 2,39 2,35 2,28 2,20 2,12 2,08 2,04 1,99 1,95 1,90 1,84
21 4,32 3,47 3,07 2,84 2.68 2,57 2,49 2,42 2,37 2,32 2.25 2,18 2,10 2,05 2,01 1,96 1,92 1,87 1,81
22 4,30 3,44 3,05 2,82 2,66 2,55 2,46 2,40 2,34 2,30 2,23 2,15 2,07 2,03 1,98 1,94 1,89 1,84 1,78
23 4,28 3,42 3,03 2,80 2,64 2,53 2,44 2,37 2,32 2,27 2,20 2,13 2,05 2,01 1,96 1,91 1.86 1,81 1,76
24 4,26 3,40 3,01 2,78 2,62 2,51 2,42 2,36 2,30 2,25 2,18 2,11 2,03 1,98 1,94 1,89 1,84 1,79 1,73
25 4,24 3,39 2,99 2,76 2,60 2,49 2,40 2Г34 2,28 2,24 2,16 2,09 2,01 1,96 1,92 1,87 1,82 1,77 1,71
26 4,23 3,37 2,98 2,74 2,59 2,47 2,39 2,32 2,27 2,22 2,15 2,07 1,99 1,95 1,90 1,85 1,80 1,75 1,69
27 4,21 3,35 2,96 2,73 2,57 2,46 2,37 2,31 2,25 2,20 2,13 2,06 1,97 1,93 1,88 1,84 1,79 1,73 1,67
28 4,20 3,34 2,95 2,71 2,56 2,45 2,36 2,28 2,24 2,19 2,12 2,04 1,96 1,91 1,87 1,82 1,77 1.71 1,65
29 2,18 3,33 2,93 2,70 2,55 2,43 2,35 2,28 2,22 2,18 2,10 2,03 1,94 1,90 1.85 1,81 1,75 1,70 1,64
зо 4.17 3,32 2,92 2,69 2,53 2,42 2,33 2,27 2,21 2.16 2,09 2,01 1,93 1,89 1,84 1,79 1 т 74 1,68 1,62
4(5 4,08 3,23 2,84 2,61 2,45 2,34 2,25 2,18 2,12 2,08 2,00 1,92 1,84 1,79 1,74 . 1,69 1,64 1,58 1,51
60 4.00 3.15 2,76 2,53 2,37 2.25 2,17 2,10 2,04 1,99 1,92 1,84 1,75 1.70 1,65 1,59 1,53 1,47 1,39
120 3,92 3,07 2,68 2,45 2,29 2,17 2.09 2,02 1,96 1,91 1,83 1,75 1,66 1,61 1,55 1,50 1,43 1,35 1,25
00 3,84 3,00 2,60 2,37 2,21 2,10 2,01 1,94 1,88 1,83 1,75 1,67 1,57 1,52 1,46 1,392 1,32 1,22 1.00
484 Додатки
ДОДАТОК З
Граф ік і таблиця Т-розподілу С т'ю дента
ВЦРг 0 ,25
0 ,50
0 ,10
0 ,20
0 ,05  
0,10. *
0 ,025
0 ,05
0,01
0 ,02
0 ,005
0 ,0 1 0 ^
0,001
0 ,002
1 1,000 3 ,078  • 6 ,314 12,706 31,821 63 ,657 318,31
2 0 ,861 1,886 2,920 4 ,303 6 ,965 9,925 22,327
3 0 ,765 1 ,638 2,353 3,182 4,541 5,841 10,214
4 0 ,741 1,533 2,132 2,776 3 ,747 4 ,604 7,173
5 0 ,727 1,476 2 ,015 2,$71 3 ,365 4 ,032 5,893
6 0 ,718 1,440 1,943 2,227 3,143 3 ,707 3,208
7 0 ,711 1,415 1,895 2,365 2 ,998 3 ,499 4,785
8 0,*706 1,397 1,860 2,306 2,896 3 ,355 4,501
9 0 ,703 1,383 1,833 2,262 2,821 3 ,2 5 0 і 4 ,297
10 0 ,700 1,372 1,812 2,228 2,764 3 ,169 4,144
11 0 ,697 1,363 1,796 2,201 2,718 3 ,106 4,025
12 0 ,695 1,356 1,782 2 ,179 2,681 3 ,055 3,930
13 0 ,694 1 ,350 1,771 2 ,160 2 ,650 3,012 3,852
14 0 ,692 1,345 1,761 2,145 2,624 2 ,977 3 ,787
15 - - и —1 Д 5 3 2,131 2 ,£02  ' 2 ,947 3,733
16 0 ,690 1,337 1,746 2,120 2,583 2,921 3,686
17 0 ,689 1,333 1 ,740 2 ,110 2 ,567 2,898 3,646
18 0 ,688 1 ,330 1,434 2,101 2 ,552 2,878 3,610
19 0 ,688 1 ,328 1,729 2,093 2,539 % 2,861 *3,579
20 0 ,687 1,325 1,725 2,086 2,528 2,845 3,552
21 0 ,686 1,323 1,721 2 ,080 2 ,518 2,831 3,527
22 0 ,686 1,321 1,717 2 ,074 2 ,508 2,819 3,505
23 0 ,685 1,319 1,714 2 ,069 2 ,500 2,807 3,485
24 0 ,685 1Д 18 1,711 2 ,064 2,492 2 ,797 3,467
25 - 0 ,684 1,316 *1,708 2 ,060 2,485 2,787 3,450
26 0 ,684 1,315 1,706 2,056 2,479 2,779 3,435
27 0 ,684 1,314 1,703 2 ,052 2,473 2,771 3,421
28 0 ,683 1,313 1,701 2,048 2,467 2,763 3,408
29 0 ,683 1,311 1,699 2,045 2,462 2,756 3,396
з о 0 ,683 1 ,310 1,697 2,042 2,457 2 ,750 3 ,385
40 0,081 1,303 1,684 2,021 2,423 2,704 3 ,307
60 0 ,679 1,296 1,671 2 ,000 2 ,390 2 ,660 3,232
120 0 ,677 1,289 1,658 1,980 2,358 2 ,167 3 ,160
00 0 ,674 1,282 1,645 1,960 2,326 2,576 3 ,090
Приклад. Для сії = 20 
Р г  (і > 2,089) = 0,025; 
Р г  (* > 1,725) = 0,05; 
Р г  (| і | > 1,725) = 0,10.
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ДО ДА ТО К 4
D W -с т а т и с т и к а  Д арб ін а  — У о тс о н а .
Критичні точки d L та d v  при рівні значимості d  =  0 . 0 5
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*=11 *=12 *=13 *=14 *=15 *=16 *=17 *=18 *=19 *=20
п Ч Ч , * і сіг. Ч Ч Ч (Іу Ч Ч <іт. Ф і Ч Ч Ч ч Ч ч
16 0.098 3.503 ... ... ... ... ...
17 0.138 3.378 0.087 3.557 ... ... ... ... ... . . . ... ... — . . . ... ... ... —
18 0.177 3.265 0.123 3.441 0.078 3.603 ... ... . . . . . . . . . ... . . . . . . ... . . . ... ... . . .
19 0.220 3.159 0.160 3.335 0.111 3.496 0.070 3.642 . . . . . . . . . ... ... . . . . . . ... . . . ... . . . . . .
20 0.263 3.063 0.200 3.234 0.145 3.395 0.100 3.542 0.063 3.676 . . . ... . . . . . . . . . ... . . . ... . . . . . .
21 0.307 2.976 0.240 3.141 0.182 3.300 0.132 3.448 0.091 3.583 0.058 3.705 . . . . . . . . . ... . . . . . . . . . . . .
22 0.349 2.897 0.281 3.057 0.220 3.211 0.166 3.358 0.120 3.495 0.083 3.619 0.052 3.731 . . . ... . . . — . . . . . .
23 0.391 2.826 0.322 2.979 0.259 3.128 0.202 3.272 0.153 3.409 0.110 3.535 0.076 3.650 0.048 3.753 . . . . . . . . . . . .
24 0.431 2.761 0.362 2.908 0.297 3.053 0.239 3.193 0.186 3.327 0.141 3.454 0.101 3.572 0.070 3.678 0.044 3.773 . . . . . .
25 0.470 1.702 0.400 2.844 0.335 2.983 0.275 3.119 0.221 3.251 0.172 3.376 0.130 3.494 0.094 3.604 0.065 3.702 0.041 3.790
26 0.508 2.649 0.438 2.784 0.373 2.919 0.312 3.051 0.256 3.179 0.205 3.303 0.160 3.420 0.120 3.531 0.087 3.632 0.060 3.724
27 0.544 2.600 0.475 2.730 0.409 2.859 0.348 2.987 0.291 3.112 0.238 3.233 0.191 3.349 0.149 3.460 0.112 3.563 0.081 3.658
28 0.578 2.555 0.510 2.680 0.445 2.805 0.383 2.928 0.325 3.050 0.271 3.168 0.222 3.283 0.178 3.392 0.138 3.495 0.104 3.592
29 0.612 2.515 0.544 2.634 0.479 2.755 0.418 2.874 0.359 2.992 0.305 3.107 0.254 3.219 0.208 3.327 0.166 3.431 0.129 3.528
ЗО 0.643 2.477 0,577 2.592 0.512 2.708 0.451 2.823 0.392 2.937 0.337 3.050 0.286 3.160 0.238 3.266 0.195 3.368 0.156 3.465
31 0.674 2.443 0.608 2.553 0.545 2.655 0.484 2.776 0.425 2.887 0.370 2.996 0.317 3.103 0.269 3.208 0.224 3.309 0.183 3.406
32 0.703 2.411 0.638 2.517 0.576 2.625 0.515 2.733 0.457 2.840 0.401 2.946 0.349 3.050 0.299 3.153 0.253 3.252 0.211 3.348
33 0.731 2.382 0.668 2.484 0.606 2.588 0.546 2.692 0.488 2.796 0.432 2.899 0.379 3.000 0.329 3.100 0.283 3.198 0.239 3.293
34 0.758 2.355 0.695 2.454 0.634 2.554 0.575 2.654 0.518 2.754 0.462 2.854 0.409 2.954 0.359 3.051 0.312 3.147 0.267 3.240
35 0.783 2.330 0.722 2.425 0.662 2.521 0.604 2.619 0.547 2.716 0.492 2.813 0.439 2.910 0.388 3.005 0.340 3.099 0.295 3.190
36 0.808 2.306 0.748 2.398 0.689 2.492 0.631 2.586 0.575 2.680 0.520 2.774 0.467 2.868 0.417 2.961 0.369 3.053 0.323 3.142
37 0.831 2.285 0.772 2.374 0.714 2.464 0.657 2.555 0.602 2.646 0.548 2.738 0.495 2.829 0.445 2.920 0.397 3.009 0.351 3.097
38 0.854 2.265 0.796 2.351 0.739 2.438 0.683 2.526 0.628 2.614 0.575 2.703 0.522 2.792 0.472 2.880 0.424 2.968 0.378 3.054
39 0.875 2.246 0.819 2.329 0.763 2.413 0.707 2.499 0.653 2.585 0.600 2.671 0.549 2.757 0.499 2.843 0.451 2.929 0.404 3.013
40 0.896 2.228 0.840 2.309 0.785 2.391 0.731 2.473 0.678 2.557 0.626 2.641 0.575 2.724 0.525 2.808 0.477 2.892 0.430 2.974
45 0.988 2.156 0.938 2.225 0.887 2.296 0.838 2.367 0.788 2.439 0.740 2.512 0.692 2.586 0.644 2.659 0.598 2.733 0.553 2.807
50 1.064 2.103 1.019 2.163 0.973 2.225 0.927 2.287 0.882 2.350 0.836 2.414 0.792 2.479 0.747 2.544 0.703 2.610 0.660 2.675
55 1.129 2.062 1.087 2.116 1.045 2.170 1.003 2.225 0.961 2.281 0.919 2.338 0.877 2.396 0.836 2.454 0.795 2.512 0.754 2.571
60 1.184 2.031 1.145 2.079 1.106 2.127 1.068 2.177 1.029 2.227 0.990 2.278 0.951 2.330 0.913 2.382 0.874 2.434 0.836 2.487
65 1.231 2.006 1.195 2.049 1.160 2.093 1.124 2.138 1.088 2.183 1.052 2.229 1.016 2.276 0.980 2.323 0.944 2.371 0.908 2.419
70 1.272 1.986 1.239 2.029 1.206 2.066 1.172 2.106 1.139 2.148 1.105 2.189 1.072 2.232 1.038 2.275 1.005 2.318 0.971 2.362
75 1.308 1.970 1.277 2.006 1.247 2.043 1.215 2.080 1.184 2.118 1.153 2.156 1.121 2.195 1.090 2.235 1.058 2.275 1.027 2.315
80 1.340 1.957 1.311 1.991 1.283 2.024 1.253 2.059 1.224 2.093 1.195 2.129 1.165 2.165 1.136 2.201 1.106 2.238 1.076 2.275
85 1.369 1.946 1.342 1.977 1.315 2.009 1.287 2.040 1.260 2.073 1.232 2.105 1.205 2.139 1.177 2.172 1.149 2.206 1.121 2.241
90 1.395 1.937 1.369 1.966 1.344 1.995 1.318 2.025 1.292 2.055 1.266 2.085 1.240 2.116 1.213 2.148 1.187 2.179 1.160 2.211
95 1.418 1.929 1.394 1.956 1.370 1.984 1.345 2.012 1.321 2.040 1.296 2.068 1.271 2.097 1.247 2.126 1.222 2.156 1.197 2.186
100 1.439 1.923 1.416 1.948 1.393 1.974 1.371 2.000 1.347 2.026 1.324 2.053 1.301 2.080 1.277 2.108 1.253 2.135 1.229 2.164
150 1.579 1.892 1.564 1.908 1.550 1.924 1.535 1.940 1.519 1.956 1.504 1.972 2.489 1.989 1.474 2.006 1.458 2.023 1.443 2.040
200 1.654 1.885 1.643 1.896 1.632 1.908 1.621 1.919 1.610 1.931 1.599 1.943 1.588 1.955 1.576 1.967 1.565 1.979 1.554 1.991
486 
Д
одатки
Додатки 487
ДО ДА ТО К 5
DW -статистика Дарбіна — Уотсона.
Критичні точки йь та сІи при рівні значимості <7=0.01
43
[3
.3
74
 
|
*н©СЧ
00 13
.0
53
 
1
12
.9
25
 
І
12
.8
13
 
І
12
.7
14
 
І
12
.6
25
 
|
[2
.5
48
 
і
12
.4
79
 
|
[2
.4
17
 
|
12
.3
62
 
|
[2
.3
13
 
І
12
.2
69
 
І
[2
.2
29
 
|
[2
.1
93
 
|
[2
.1
60
 
І
[2
.1
31
 
І
12
.1
04
 
|
[2
.0
80
 
|
12
.0
57
 
І
[2
.0
37
 
|
[2
.0
18
 
|
[2
.0
01
 
|
[1
.9
85
 
|
[1
.9
70
 
|
[1
.9
56
 
|
[1
.9
02
 
|
[1
.8
64
 
І
[1
.8
37
 
|
[1
.8
17
 
|
[1
.8
02
 
І
[1
.7
92
 
|
[1
.7
83
 
І
[1
.7
77
 
І
[1
.7
73
 
І
11
.7
69
 
І
[1
.7
67
 
І
[1
.7
65
 
1
[1
.7
67
 
І
[1
.7
79
 
|
•в
10
.0
68
 
|
3©
© 10
.1
27
 
1
І0
.1
60
 
І
10
.1
96
 
І
10
.2
32
 
|
10
.2
68
 
|
10
.3
04
 
|
[0
.3
40
 
|
10
.3
75
 
|
10
.4
09
 
|
10
.4
41
 
|
10
.4
73
 
|
10
.5
04
 
|
[0
.5
33
 
|
10
.5
62
 
|
10
.5
89
 
|
[0
.6
15
 
|
тНТІ*
©
© [0
.6
65
 
|
10
.6
89
 
І
10
.7
11
 
І
10
.7
33
 
|
[0
.7
54
 
|
[0
.7
74
 
|
[0
.7
49
 
|
10
.8
81
 
|
10
.9
55
 
|
11
.0
18
 
|
11
.0
72
 
|
11
.1
20
 
|
[1
.1
62
 
|
11
.1
99
 
І
[1
.2
32
 
І
Ц
.2
62
 
|
11
.2
88
 
|
11
.3
13
 
І
[1
.3
35
 
І
11
.4
86
 
І
і—4Е­©
"в
13
.2
87
 
1
13
.1
01
 
|
12
.9
44
 
|
12
.8
11
 
|
12
.6
97
 
І
[2
.5
97
 
І
12
.5
10
 
|
12
.4
34
 
|
[2
.3
67
 
|
[2
.3
08
 
|
[2
.2
55
 
|
[2
.2
09
 
|
12
.1
68
 
|
12
.1
31
 
|
12
.0
98
 
|
12
.0
68
 
|
І2
.0
41
 
|
Е-
О
СЧ [1
.9
95
 
|
11
.9
75
 
І
11
.9
57
 
1
11
.9
40
 
І
11
.9
25
 
|
і-4тЧ05
[1
.8
99
 
|
11
.8
87
 
|
© с— 00
11
.8
34
 
|
[1
.8
05
 
|
11
.7
85
 
І
[1
.7
71
 
І
11
.7
61
 
|
ті«©Е~
г—4 11
.7
48
 
|
©ті*Е-
11
.7
43
 
|
і—іті«Е- ТІ*Ет-
і—іті*Е~
сч©Е-
1—4 11
.7
68
 
|
43 о
©
Е­©
© 10
.1
42
 
І
І0
.1
79
 
1
10
.2
16
 
І
[0
.2
55
 
І
10
.2
94
 
|
10
.3
31
 
|
10
.3
68
 
|
оті«
© 10
.4
39
 
|
10
.4
73
 
|
[0
.5
05
 
|
[0
.5
36
 
|
10
.5
66
 
|
10
.5
95
 
І
10
.6
22
 
|
[0
.6
49
 
|
[0
.6
74
 
|
[0
.6
98
 
|
[0
.7
22
 
|
[0
.7
44
 
|
[0
.7
66
 
|
с—00Е­
© [0
.8
07
 
|
[0
.8
26
 
|
[0
.8
44
 
|
[0
.9
27
 
|
10
.9
97
 
|
[1
.0
57
 
І
11
.1
08
 
І
[1
.1
53
 
|
11
.1
92
 
|
11
.2
27
 
|
[1
.2
59
 
І
[1
.2
87
 
|
[1
.3
12
 
|
І1
.3
36
 
|
[1
.3
57
 
|
11
.5
01
 
|
11
.5
82
 
|
43
13
.1
82
 
І
12
.9
81
 
1
12
.8
17
 
І
12
.6
81
 
І
12
.5
66
 
1
12
.4
67
 
|
0000
сч 12
.3
08
 
І
12
.2
44
 
|
12
.1
88
 
|
12
.1
40
 
|
[2
.0
97
 
|
12
.0
59
 
І
12
.0
26
 
І
11
.9
97
 
І
[1
.9
70
 
І
[1
.9
47
 
|
11
.9
25
 
|
11
.9
06
 
І
11
.8
89
 
І
гоо
11
.8
60
 
І
11
.8
47
 
|
11
.8
36
 
|
11
.8
25
 
|
11
.8
16
 
|
Ц
.8
07
 
|
Ц
.7
99
 
|
11
.7
68
 
І
[1
.7
48
 
|
11
.7
34
 
|
[1
.7
26
 
І
|1
.7
20
 
І
[1
.7
16
 
|
Ті«
Е-
ті«
Е—
Ті«*4
гЧ
ті*тЧь-
©
Е-
1—4 [1
.7
17
 
І
[1
.7
37
 
|
11
.7
57
 
|
"в
10
.0
90
 
І
10
.1
22
 
1
10
.1
61
 
|
10
.2
00
 
І
10
.2
41
 
І
10
.2
82
 
І
10
.3
22
 
|
10
.3
62
 
і 1 
оогої 10
.4
37
 
І
10
.4
73
 
|
10
.5
07
 
|
10
.5
40
 
І
10
.5
72
 
І
10
.6
02
 
|
10
.6
30
 
І
[0
.6
58
 
І
[0
.6
84
 
|
©
Е­
©* [0
.7
34
 
1
[0
.7
57
 
|
10
.7
79
 
|
10
.8
00
 
І
10
.8
21
 
І
[0
.8
41
 
І
[0
.8
60
 
І
00Е—00
© [0
.8
95
 
І
10
.9
74
 
І
11
.0
39
 
І
11
.0
95
 
І
[1
.1
44
 
І І 
981*11 11
.2
23
 
І
|1
.2
56
 
І
11
.2
85
 
І
[1
.3
12
 
|
[1
.3
36
 
І
11
.3
58
 
І
800
[1
.5
15
 
|
11
.5
92
 
]
•в
ІЗ
.0
53
 
1
000000
сч 12
.6
67
 
1
12
.5
30
 
|
12
.4
16
 
І
12
.3
19
 
І
12
.2
38
 
І
12
.1
69
 
І
12
.1
10
 
І
12
.0
59
 
І
12
.0
15
 
І
11
.9
77
 
|
11
.9
44
 
|
11
.9
15
 
|
11
.8
89
 
І
11
.8
67
 
|
11
.8
47
 
|
11
.8
30
 
І
ті«
00
11
.8
00
 
|
11
.7
88
 
|
[1
.7
76
 
І
11
.7
66
 
І
11
.7
57
 
|
11
.7
49
 
|
11
.7
42
 
|
11
.7
35
 
І
11
.7
29
 
|
11
.7
24
 
|
Ц
.7
04
 
|
11
.6
92
 
І
11
.6
85
 
І
11
.6
82
 
І
11
.6
80
 
І
11
.6
80
 
І
11
.6
82
 
|
11
.6
83
 
І
[1
.6
85
 
|
[1
.6
87
 
І
11
.6
90
 
|
[1
.6
93
 
|
11
.7
22
 
[
11
.7
46
 
|
"О
10
.1
05
 
1
І0
.1
40
 
І
І0
.1
83
 
1
0.
22
6 
|
0.
26
9 
|
10
.3
13
 
1
0.
35
5 
|
10
.3
96
 
|
10
.4
36
 
І
10
.4
74
 
|
10
.5
10
 
І
[0
.5
45
 
І
[0
.5
78
 
| 1 
0І90І [0
.6
40
 
І
[0
.6
69
 
|
[0
.6
96
 
|
[0
.7
23
 
І
[0
.7
48
 
І
[0
.7
72
 
|
[0
.7
94
 
І
[0
.8
16
 
І
[0
.8
37
 
І
[0
.8
57
 
|
[0
.8
77
 
|
[0
.8
95
 
І
[0
.9
13
 
І
10
.9
30
 
|
10
.9
46
 
І І 
6І0 ТІ 11
.0
81
 
1
ті*00
і—і [1
.1
79
 
|
11
.2
18
 
І
[1
.2
53
 
І
11
.2
84
 
|
[1
.2
13
 
І
11
.3
37
 
|
11
.3
60
 
І
0000
©
©ті«
11
.5
30
 
І
11
.6
03
 
І
"в
12
.8
92
 
І
І2
.6
65
 
1
І2
.4
90
 
І
І2
.3
54
 
1
5еч
сч 12
.1
53
 
1
12
.0
78
 
1
12
.0
15
 
|
|1
.9
63
 
І
11
.9
18
 
І
11
.8
81
 
|
[1
.8
49
 
|
[1
.8
21
 
1
[1
.7
97
 
І
[1
.7
76
 
І
[1
.7
59
 
І
[1
.7
43
 
І
[1
.7
29
 
І
00
[1
.7
07
 
І
[1
.6
98
 
І
[1
.6
90
 
І
[1
.6
83
 
|
[1
.6
77
 
|
[1
.6
71
 
І
[1
.6
66
 
І
11
.6
62
 
|
[1
.6
58
 
І
[1
.6
55
 
|
[1
.6
52
 
І
[1
.6
43
 
І
[1
.6
39
 
І
оо 00 
©  
і—і [1
.6
39
 
І
11
.6
42
 
І
11
.6
45
 
І
[1
.6
49
 
|
11
.6
53
 
І
11
.6
57
 
|
11
.6
61
 
|
[1
.6
66
 
1
11
.6
70
 
|
11
.7
08
 
|
[1
.7
35
 
|
43
10
.1
24
 
І
10
.1
64
 
І
10
.2
11
 
І
10
.2
57
 
1
00О00
о 10
.3
49
 
|
0.
39
3 
|
10
.4
35
 
|
10
.4
76
 
|
10
.5
15
 
І
10
.5
52
 
|
10
.5
87
 
І
[0
.6
20
 
|
[0
.6
52
 
|
[0
.6
82
 
|
[0
.7
11
 
І
[0
.7
38
 
І
[0
.7
64
 
|
[0
.7
88
 
|
10
.8
12
 
І
[0
.8
34
 
І
[0
.8
56
 
І
10
.8
76
 
І
[0
.8
96
 
І
10
.9
14
 
|
10
.9
32
 
І
[0
.9
50
 
І
10
.9
66
 
І
[0
.9
82
 
|
10
.9
97
 
І
11
.0
65
 
|
11
.1
23
 
1
11
.1
72
 
|
Ті*
СЧ
гН [1
.2
51
 
І
[1
.2
83
 
|
11
.3
13
 
|
11
.3
38
 
І
[1
.3
62
 
|
11
.3
83
 
І
[1
.4
03
 
|
тЧсчч*
тЧ 11
.5
43
 
|
[1
.6
13
 
І
43
12
.6
90
 
1
12
.4
53
 
1
12
.2
80
 
І
12
.1
50
 
І
12
.0
49
 
1
11
.9
67
 
|
11
.9
00
 
І
11
.8
47
 
І
00
©00
гН 11
.7
67
 
|
Ц
.7
37
 
|
[1
.7
12
 
|
11
.6
91
 
І
11
.6
73
 
І
[1
.6
58
 
|
11
.6
45
 
І
[1
.6
35
 
І
[1
.6
26
 
І
11
.6
18
 
І
гЧ
<£>
гЧ 11
.6
06
 
І
[1
.6
01
 
І
11
.5
97
 
І
[1
.5
94
 
|
11
.5
91
 
І
о>оо
©
[1
.5
88
 
|
11
.5
86
 
І
11
.5
85
 
І
11
.5
84
 
|
11
.5
84
 
|
3
©
11
.5
87
 
І
[1
.5
92
 
І
11
.5
98
 
І
11
.6
04
 
І
©
Е—
©
11
.6
24
 
І
11
.6
30
 
|
11
.6
36
 
|
11
.6
42
 
|
11
.6
47
 
І
[1
.6
93
 
|
11
.7
25
 
|
43
І0
.1
50
 
1
І0
.1
93
 
1
10
.2
44
 
|
І0
.2
94
 
І
00
00
О [0
.3
91
 
|
[0
.4
37
 
І
[0
.4
80
 
|
10
.5
22
 
|
[0
.5
61
 
І
10
.5
98
 
|
[0
.6
33
 
|
10
.6
67
 
| 1 
869
 01 [0
.7
28
 
|
[0
.7
56
 
|
[0
.7
83
 
І
[0
.8
08
 
|
[0
.8
32
 
І
[0
.8
55
 
|
[0
.8
77
 
І
ї0
.8
97
 
|
[0
.9
17
 
І
[0
.9
36
 
|
[0
.9
54
 
І
[0
.9
71
 
|
[0
.9
88
 
І
[1
.0
04
 
|
[1
.0
19
 
|
[1
.0
34
 
|
[1
.0
48
 
|
гЧ [1
.1
64
 
|
11
.2
09
 
І
11
.2
49
 
І
[1
.2
83
 
І
00
00
[1
.3
40
 
|
[1
.3
64
 
|
[1
.3
86
 
|
8ч*
гЧ 11
.4
25
 
|
11
.4
41
 
|
11
.5
57
 
|
00сч
©
43
12
.4
33
 
1
12
.1
93
 
1
12
.0
30
 
І
11
.9
13
 
І
|1
.8
26
 
І
її
.7
57
 
1
Ц
.7
04
 
|
11
.6
63
 
І
її
.6
30
 
1
11
.6
04
 
|
11
.5
84
 
|
Ц
.5
67
 
|
1.
55
4 
|
11
.5
43
 
І
[1
.5
34
 
І
11
.5
28
 
|
1.
52
3 
|
11
.5
18
 
І
[1
.5
15
 
І
11
.5
13
 
І
11
.5
12
 
І
ю
гЧ 11
.5
10
 
І
[1
.5
10
 
|
[1
.5
10
 
|
гЧтЧЮ
11
.5
12
 
І
11
.5
13
 
|
11
.5
14
 
|
1.
51
5 
|
?Чю
гЧ 11
.5
18
 
|
11
.5
28
 
|
11
.5
38
 
І
[1
.5
48
 
|
[1
.5
58
 
І
11
.5
68
 
І
[1
.5
78
 
І
11
.5
87
 
|
11
.5
95
 
І
11
.6
03
 
І
со
гЧ 11
.6
18
 
|
©сч
©
11
.6
79
 
І
©гЧЕ-
43
10
.1
83
 
І
10
.2
30
 
І
І0
.2
86
 
1
І0
.3
39
 
1
І0
.3
91
 
І
0.
44
1 
|
10
.4
88
 
|
[0
.5
32
 
|
10
.5
74
 
І
10
.6
13
 
І
10
.6
50
 
|
10
.6
85
 
|
10
.7
18
 
|
10
.7
48
 
|
[0
.7
77
 
|
0.
80
5 
|
СО00
© [0
.8
55
 
І
Є00
О [0
.9
00
 
|
10
.9
21
 
І
10
.9
41
 
|
10
.9
60
 
І
10
.9
79
 
І [ 
966
*0
] [1
.0
12
 
І
00счО
[1
.0
43
 
|
[1
.0
58
 
І
[1
.0
72
 
|
[1
.0
85
 
|
11
.0
98
 
І
11
.1
56
 
І
[1
.2
05
 
І
[1
.2
47
 
|
[1
.2
83
 
І
11
.3
15
 
І
11
.3
43
 
І
11
.3
68
 
І
[1
.3
90
 
І
та*
11
.4
29
 
|
11
.4
46
 
І
11
.4
62
 
|
Е—
©
1—4 11
.6
33
 
І
43
12
.1
02
 
І
|1
.8
75
 
І
11
.7
33
 
І
її
.6
40
 
1
її
.5
75
 
1
11
.5
26
 
І
11
.4
90
 
І
11
.4
64
 
|
11
.4
46
 
|
її
.4
32
 
І
11
.4
22
 
|
[1
.4
15
 
|
-ч«
[1
.4
08
 
І
11
.4
07
 
|
[1
.4
07
 
|
[1
.4
07
 
|
[1
.4
09
 
|
гЧ
ч*
00 
Ті* 
і—4 [1
.4
15
 
І
00
т*
г-1счті«
1.
42
5 
І
00счті«
і—« і 1
.4
32
 
|
[1
.4
35
 
І
[1
.4
39
 
|
11
-4
42
 
1
[1
.4
46
 
|
11
.4
49
 
І
[1
.4
53
 
|
і 1
.4
57
 
|
11
.4
74
 
І
[1
-4
91
 
1
[1
.5
06
 
І
[1
.5
20
 
І
[1
.5
34
 
І
11
.5
46
 
І
11
.5
57
 
І
11
.5
86
 
І
11
.5
78
 
І
[1
.5
87
 
І
[1
.5
96
 
І
[1
.6
04
 
І
11
.6
65
 
|
Ц
.7
04
 
|
43
10
.2
29
 
1
10
.2
79
 
І
10
.3
40
 
І
10
.3
96
 
1
10
.4
49
 
1
І0
.4
99
 
І
І0
.5
47
 
1
і—4 
©  
©  
© ' 10
.6
33
 
1
10
.6
72
 
1
10
.7
08
 
|
10
.7
42
 
|
10
.7
73
 
|
10
.8
03
 
І
10
.8
31
 
І
10
.8
58
 
І
10
.8
82
 
|
[0
.9
06
 
І
[0
.9
28
 
І
[0
.9
49
 
І
10
.9
69
 
І
[0
.9
88
 
І
11
.0
06
 
І
11
.0
23
 
І
О
гЧ 11
.0
55
 
|
[1
.0
70
 
І
11
.0
85
 
|
[1
.0
98
 
|
[1
01
12
 
І
І1
01
24
 
І
11
01
37
 
|
Ц
01
48
 
|
[1
.2
01
 
|
11
.2
45
 
І
11
.2
84
 
|
[1
.3
17
 
І
її
.3
46
 
1
[1
.3
72
 
1
[1
.3
95
 
І
11
.4
16
 
І
11
.4
35
 
|
СЧ
©ті*
і—І 11
.4
68
 
І
11
.4
82
 
|
11
.5
84
 
|
11
.6
43
 
|
£з43
її
.6
76
 
1
11
.4
89
 
1
11
.3
89
 
1
11
.3
33
 
І
11
.2
97
 
І
її
.2
74
 
І
11
.2
61
 
|
її
.2
54
 
І
1.
25
2 
|
її
.2
52
 
І
11
.2
55
 
І
[1
.2
59
 
|
11
.2
65
 
|
11
.2
71
 
І
11
.2
77
 
|
[1
.2
84
 
І
[1
.2
91
 
І
[1
.2
98
 
І
[1
.3
05
 
|
[1
.3
12
 
І
[1
.3
19
 
І
[1
.3
25
 
І
[1
.3
32
 
І
[1
.3
39
 
І
[1
.3
45
 
І
[1
.3
52
 
|
00
©00
1-І [1
.3
64
 
|
[1
.3
70
 
І
[1
.3
76
 
|
[1
.3
82
 
|
[1
.3
88
 
|
[1
.3
93
 
|
[1
.3
98
 
|
[1
.4
23
 
|
11
.4
46
 
І
11
.4
66
 
[
[1
.4
84
 
|
[1
.5
00
 
І
11
.5
15
 
І
11
.5
29
 
|
[1
.5
41
 
|
00
©
©
1—1 [1
.5
63
 
І
11
.5
73
 
|
11
.5
83
 
І
[1
.6
51
 
1
11
.6
93
 
;
43
10
.2
94
 
1
10
.3
45
 
1
10
.4
08
 
1
10
.4
66
 
І
10
.5
19
 
І
10
.5
69
 
1
10
.6
16
 
І
10
.6
60
 
І
10
.7
00
 
|
10
.7
37
 
І
10
.7
72
 
1
10
.8
05
 
І
10
.8
35
 
І
10
.8
63
 
І
10
.8
90
 
І
10
.9
14
 
І
10
.9
38
 
1
[0
.9
60
 
1
10
.9
81
 
1
©
©
гН
І 
610*11
[1
.0
37
 
І
11
.0
54
 
|
11
.0
70
 
І
11
.0
85
 
І
[1
.1
00
 
І
ч*
гН 11
.1
28
 
І
[1
.1
40
 
|
11
.1
53
 
І
[1
.1
65
 
І
[1
.1
76
 
І
[1
.1
87
 
І
11
.1
98
 
|
11
.2
45
 
|
11
.2
85
 
І
©сч00
11
.3
50
 
І
ь-Е—00
[1
.4
00
 
І
11
.4
22
 
І
11
.4
41
 
І
11
.4
58
 
І
[1
.4
74
 
І
11
.4
89
 
|
[1
.5
03
 
|
11
.5
98
 
1
11
.6
53
 
|
■в
СЧт*
11
.0
36
 
1
її
.0
03
 
І
10
.9
98
 
1 І 
100
' І
|
оі—іо
11
.0
23
 
1
11
.0
38
 
І
11
.0
54
 
1
11
.0
70
 
|
11
.0
86
 
1
11
.1
02
 
І
00гЧ
тН 11
.1
32
 
І
е-ТІ« © г
11
.1
87
 
І І 
661
*1
]
»4і-ЧN
[1
.2
22
 
І
[1
.2
33
 
І
[1
.2
44
 
|
[1
.2
54
 
І
[1
.2
63
 
І
[1
.2
73
 
1
[1
.2
82
 
І
[1
.2
91
 
|
11
.2
99
 
І
[1
.3
07
 
|
[1
.3
15
 
І
11
.3
23
 
І
11
.3
30
 
|
[1
.3
37
 
|
11
.3
44
 
|
[1
.3
76
 
І
11
.4
03
 
|
11
.4
27
 
І
11
.4
49
 
І
[1
.4
68
 
І
[1
.4
85
 
[
11
.5
01
 
І
11
.5
15
 
І
11
.5
28
 
І
11
.5
40
 
!
11
.5
52
 
І
[1
.5
62
 
1
[1
.6
37
 
1
11
.6
84
43
10
.3
90
 
1
10
.4
35
 
1
І0
.4
97
 
І
І0
.5
54
 
І
10
.6
04
 
І
10
.6
53
 
1
10
.6
97
 
І
10
.7
38
 
1
10
.7
76
 
1
[0
.8
11
 
І
10
.8
44
 
1
10
.8
74
 
І
©
©
© 10
.9
28
 
І
очі
©
©
© 10
.9
75
 
І
10
.9
97
 
І
[1
.0
18
 
І
[1
.0
37
 
І
[1
.0
55
 
І
[1
.0
72
 
І
©00о
[1
.1
04
 
І
ОііН»-і
0000 е-т*і—«
1 
09Г
ІІ 1.
17
2 
І
З
гЧ
[1
.1
95
 
І
[1
.2
06
 
|
[1
.2
17
 
І
[1
.2
27
 
|
[1
.2
37
 
|
11
.2
46
 
І
0000сч
[1
.3
24
 
|
[1
.3
56
 
І
11
.3
83
 
І
11
.4
07
 
І
11
.4
29
 
І
11
.4
48
 
1
[1
.4
66
 
І
11
.4
82
 
І
11
.4
96
 
]
11
.4
10
 
1
Ц
.5
22
 
1
гЧгЧСО
*ч [1
.6
64
 
|
Є (О е- 00 © Ог-4 тНсч*4 00гЧ Ч*і-Чю*4 СО*ч 00 О) ©сч 1-4сч счсч 00сч Ті«СЧ©сч ©сч е-сч 00сч ©СЧ©00 00 еч00 0000 ТІ«00 ©00 ©оо Е—СО ооСО ©00 ©ті« ©ті* ©© ©© ©© ©© ©Е-
©Е- ©00 ©00 ©© ©©
ГРОТІ
§гЧ 8сч
£=11 £=12 £=13 £=14 £=15 £=16 £=17 £=18 £=19 £=20
п * т. * п * т. * п * т. * и * і. * и * т. *тг * т. * т. *тт * и
16 0.060 3.446
17 0.094 3.286 0.053 3.506
18 0.113 3.146 0.075 3.358 0.047 3.357
19 0.145 3.023 0.102 3.227 0.067 3.420 0.043 3.601
20 0.178 2.914 0.131 3.109 0.092 3.297 0.061 3.474 0.038 3.639
21 0.212 2.817 0.162 3.004 0.119 3.185 0.084 3.358 0.055 3.521 0.035 3.671
22 0.246 2.729 0.194 2.909 0.148 3.084 0.109 3.252 0.077 3.412 0.050 3.562 0.032 3.700
23 0.281 2.651 0.227 2.822 0.178 2.991 0.136 3.155 0.100 3.311 0.070 3.459 0.046 3.597 0.029 3.725
24 0.315 2.580 0.260 2.744 0.209 2.906 0.165 3.065 0.125 3.218 0.092 3.363 0.065 3.501 0.043 3.629 0.027 3.747
25 0.348 2.517 0.292 2.674 0.240 2.829 0.194 2.982 0.152 3.131 0.116 3.274 0.085 3.410 0.060 3.538 0.039 3.657 0.025 3.766
26 0.381 2.460 0.324 2.610 0.272 2.758 0.224 2.906 0.180 3.050 0.141 3.191 0.107 3.325 0.079 3.452 0.055 3.572 0.036 3.682
27 0.413 2.409 0.356 2.552 0.303 2.694 0.253 2.836 0.208 2.976 0.167 3.113 0.131 3.245 0.100 3.371 0.073 3.490 0.051 3.602
28 0.444 2.363 0.387 2.499 0.333 2.635 0.283 2.772 0.237 2.907 0.194 3.040 0.156 3.169 0.122 3.294 0.093 3.412 0.068 3.524
29 0.474 2.321 0.417 2.451 0.363 2.582 0.313 2.713 0.266 2.843 0.222 2.972 0.182 3.098 0.146 3.220 0.114 3.338 0.087 3.450
ЗО 0.503 2.283 0.447 2.407 0.393 2.533 0.342 2.659 0.294 2.875 0.249 2.909 0.208 3.032 0.171 3.152 0.137 3.267 0.107 3.379
31 0.531 2.248 0.475 2.367 0.422 2.487 0.371 2.609 0.322 2.730 0.277 2.851 0.234 2.970 0.196 3.087 0.160 3.201 0.128 3.311
32 0.558 2.216 0.503 2.330 0.450 2.446 0.399 2.563 0.350 2.680 0.304 2.797 0.261 2.912 0.221 3.026 0.184 3.137 0.151 3.246
33 0.585 2.187 0.530 2.296 0.477 2.408 0.426 2.520 0.377 23633 0.331 2.746 0.287 2.858 0.246 3.969 0.209 3.078 0.174 3.184
34 0.610 2.160 0.556 2.266 0.503 1.373 0.452 2.481 0.404 2.590 0.357 2.699 0.313 2.808 0.272 2.915 0.233 3.022 0.197 3.126
35 0.634 2.136 0.581 2.237 0.529 1.340 0.478 2.444 0.430 2.550 0.383 2.655 0.339 2.761 0.297 2.865 0.257 2.969 0.221 3.071
36 0.658 2.113 0.605 2.210 0.554 2.310 0.504 2.410 0.455 2.512 0.409 2.614 0.364 2.717 0.322 2.818 0.282 2.919 0.244 3.019
37 0.680 2.092 0.628 2.186 0.578 2.282 0.528 2.379 0.480 2.477 0.434 2.576 0.389 2.675 0.347 2.774 0.306 2.972 0.268 2.969
38 0.702 2.073 0.651 2.164 0.601 2.256 0.552 2.350 0.504 2.445 0.458 2.540 0.414 2.637 0.371 2.733 0.330 2.828 0.291 2.923
39 0.723 2.055 0.673 2.143 0.623 2.232 0.575 2.323 0.528 2.414 0.482 2.507 0.438 2.600 0.395 2.694 0.354 2.787 0.315 2.879
40 0.744 2.039 0.694 2.123 0.645 2.210 0.597 2.297 0.551 2.386 0.505 2.476 0.461 2.566 0.418 2.657 0.377 2.748 0.338 2.838
45 0.835 1.972 0.790 2.044 0.744 2.218 0.700 2.193 0.655 2.269 0.612 2.346 0.570 2.424 0.528 2.503 0.488 2.582 0.448 2.661
50 0.913 1.925 0.871 1.987 0.829 2.051 0.787 2.116 0.746 2.182 0.705 2.250 0.665 2.318 0.625 2.387 0.586 2.456 0.548 2.526
55 0.979 1.891 0.940 1.945 0.902 2.002 0.863 2.059 0.825 2.117 0.786 2.176 0.748 2.237 0.711 2.298 0.674 2.359 0.637 2.421
60 1.037 1.865 1.001 1.914 0.965 1.964 0.929 2.015 0.893 2.067 0.857 2.120 0.822 2.173 0.786 2.227 0.751 2.283 0.716 2.338
65 1.087 1.845 1.053 1.889 1.020 1.934 0.986 1.980 0.953 2.027 0.919 2.075 0.886 2.123 0.852 2.172 0.819 2.221 0.786 2.272
70 1.131 1.831 1.099 1.870 1.068 1.911 1.037 1.953 1.005 1.995 0.974 2.038 0.943 2.082 0.911 2.127 0.880 2.172 0.849 2.217
75 1.170 1.819 1.141 1.856 1.111 1.893 1.082 1.931 1.052 1.970 1.023 2.009 0.993 2.049 0.964 2.090 0.934 2.131 0.905 2.172
80 1.205 1.810 1.177 1.844 1.150 1.878 1.122 1.913 1.094 1.949 1.066 1.984 1.039 2.022 1.011 2.059 0.983 2.097 0.955 2.135
85 1.236 1.803 1.210 1.834 1.184 1.866 1.158 1.898 1.132 1.931 1.106 1.965 1.080 1.999 1.053 2.033 1.027 2.068 1.000 2.104
90 1.264 1.798 1.240 1.827 1.215 1.856 1.191 1.886 1.166 1.917 1.141 1.948 1.116 1.979 1.091 2.012 1.066 2.044 1.041 2.077
95 1.290 1.793 1.267 1.821 1.244 1.848 1.221 1.876 1.197 1.905 1.174 1.934 1.150 1.963 1.126 1.993 1.102 2.023 1.079 2.054
100 1.314 1.790 1.292 1.816 1.270 1.841 1.248 1.868 1.225 1.895 1.203 1.922 1.181 1.949 1.158 1.977 1.136 2.006 1.113 2.034
150 1.473 1.783 1.458 1.799 1.444 1.814 1.429 1.830 1.414 1.847 1.400 1.863 1.385 1.880 1.370 1.897 1.355 1.913 1.340 1.931
200 1.561 1.791 1.550 1.801 1.539 1.813 1.528 1.824 1.518 1.836 1.507 1.847 1.495 1.860 1.484 1.871 1.474 1.883 1.462 1.896
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