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Abstract
Let D be a unique factorization domain and S an infinite subset of D. If f (X) is an element in the
ring of integer-valued polynomials over S with respect to D (denoted Int(S,D)), then we characterize
the irreducible elements of Int(S,D) in terms of the fixed-divisor of f (X). The characterization
allows us to show that every nonzero rational number n/m is the leading coefficient of infinitely
many irreducible polynomials in the ring Int(Z) = Int(Z,Z). Further use of the characterization
leads to an analysis of the particular factorization properties of such integer-valued polynomial rings.
In the case where D = Z, we are able to show that every rational number greater than 1 serves as the
elasticity of some polynomial in Int(S,Z) (i.e., Int(S,Z) is fully elastic).
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A great deal of recent literature has been devoted to the study of integral domains and
monoids where factorization of elements into irreducible elements is not unique. Given
an integral domain (or more generally a commutative cancellative monoid) D, let I(D)
represent the set of irreducible elements of D, U(D) the set of units of D and D• = D−{0}
the multiplicative monoid of D. We say that D is atomic if every element of D• can be
written as a product of elements from I(D). Given a nonzero nonunit x of D, the principal
object of interest in the study of non-unique factorizations is
L(x) = {n | ∃α1, . . . , αn ∈ I(D) with x = α1 · · ·αn}
or the set of lengths of x. If D is atomic and |L(x)| < ∞ for all x ∈ D•, then D
is called a bounded factorization domain (BFD). Given a BFD D and x ∈ D• with
L(x) = {n1, . . . , nt } where ni  ni+1 for 1 i  t − 1, set
ρ(x) = maxL(x)
minL(x) =
nt
n1
.
While ρ(x) describes the local character of non-unique factorizations, this function can be
extended to the global descriptor
ρ(D) = sup{ρ(x) | x ∈ D•}.
The value ρ(x) is known as the elasticity of x and ρ(D) as the elasticity of D. An extensive
amount of literature is devoted to the study of elasticity (see [1] for a survey). In particular,
if D is the ring of integers in an algebraic number field, then the elasticity of D can be
bounded above using the class number [10]. Moreover, an algorithm exists for computing
the elasticity of any Krull monoid with finite divisor class group [7].
This paper continues the study begun in [2,5] (which is summarized in [6]) concerning
factorization properties of rings of integer-valued polynomials. If D is an integral domain
with quotient field K and S is a subset of D, then the ring of integer-valued polynomials
over D with respect to S is defined by
Int(S,D) = {f (X) | f (X) ∈ K[X] with f (s) ∈ D for all s ∈ S}
(if S = D, then we use the notation Int(D,D) = Int(D)). In [2, Proposition 1.7], it is shown
that if D is an integral domain and S an infinite subset of D such that
(1) Int(S,D) is atomic;
(2) there exists a discrete valuation v on K ;
(3) there exists a principal prime ideal M in D with |D/M| < ∞,
then ρ(Int(S,D)) = ∞. In fact, there is no known example of an atomic ring of integer-
valued polynomials with finite elasticity.
Our interest in further studying factorization properties of Int(S,D) came from a close
examination of the elasticity arguments in [2,5]. In both these papers, it is shown that
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valued polynomial (in these arguments, only lower bounds on ρ(f (X)) are used). More-
over, while some conditions are presented in these papers to ensure that certain polynomials
in Int(S,D) are irreducible (such as Theorem 2.1 and Corollary 2.2 in [2] or Proposi-
tions VI.3.4, VI.3.7, Corollary VI.3.8 and Proposition VI.3.10 in [6]), no characterization
of these irreducible elements is offered (no matter how strong a hypothesis is placed on D).
In this paper, we deal with the case where D is a unique factorization domain and S is an
infinite subset of D (under the UFD hypothesis, [2, Proposition 1.1 and Theorem 1.2]
implies that Int(S,D) is atomic if and only if |S| = ∞). We give in Section 2 a character-
ization, in terms of the fixed divisor of an element f (X) of Int(S,D), of the irreducible
elements of Int(S,D). We use this characterization in Section 3 to show that polynomials
in D[X] whose fixed divisors are 1 (which we call image primitive) have unique factor-
ization in Int(S,D). We further show in this section that if n/m is any nonzero rational,
then n/m is the leading coefficient of infinitely many irreducible polynomials in Int(Z).
We use the characterization of irreducibles to examine in Section 4 factorization properties
in the specific case where S ⊆ Z = D. We compute ρ(f (X)) for a large class of polyno-
mials in Int(S,Z) and these calculations are used to show that Int(S,Z) has full elasticity
(i.e., every rational greater than or equal to 1 can serve as the elasticity of some integer-
valued polynomial). This property was recently introduced in a paper co-authored by the
first author [8] where it is shown that certain rings of algebraic integers satisfy this prop-
erty (if ρ(D) < ∞, then only elasticities less than or equal to ρ(D) can be attained), while
non-cyclic numerical monoids do not.
The notation we use will be consistent with that of [6] and any undefined terminol-
ogy can be found there. As outlined above, we assume throughout the remainder of
this paper that D is a unique factorization domain and S is an infinite subset of D. If
f (X) = ∑ti=0 fiXi is a polynomial in D[X], then set c(f ) = gcd{f0, . . . , ft } to be the
content of f . Our work in Section 3 will be heavily dependent on the binomial polynomi-
als. These are defined for each n 1 as,
(
X
n
)
= X(X − 1) · · · (X − n + 1)
n!
and
(
X
0
) = 1. The set {(X
n
)}n0 is a basis of Int(Z) as a free Z-module. Since (nn) = 1 for
all n 0, each
(
X
n
)
is image primitive (see Definition 2.1). Moreover, for n > 0 each (X
n
)
is
irreducible in Int(Z) (see [6, Corollary VI.3.5]).
2. On irreducible polynomials and fixed divisors in Int(S,D)
We open with two definitions.
Definition 2.1. Let D be a unique factorization domain, S ⊆ D and f (X) ∈ Int(S,D). The
fixed divisor of f over S, denoted d(S,f ), is defined as
d(S,f ) = gcd{f (s) | s ∈ S}.
If d(S,f ) = 1, then we call f (X) image primitive over S.
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where D is a Dedekind domain (see the papers of Bhargava [3,4] or Wood [11]). The
monograph of Narkiewicz [9] contains a chapter on this subject, and can be used as a
general reference. While Gauss’ Lemma indicates that the content behaves nicely under
our hypothesis (i.e., c(fg) = c(f )c(g)), the same is not the case for the fixed divisor. While
we do not have in general that d(S,fg) = d(S,f )d(S, g), we can show the following.
Lemma 2.2. Let f (X) be a nonzero polynomial in Int(S,D). Suppose f1(X), . . . , fk(X)
are nonzero polynomials in Int(S,D) with
f (X) = f1(X) · · ·fk(X)
then
(1) d(S,f1(X)) · · ·d(S,fk(X)) | d(S,f (X)),
(2) if f1(X) = f2(X) = · · · = fk(X), then d(S,f (X))=d(S, (f1(X))k)= (d(S,f1(X)))k .
Proof. (1) Let m = d(S,f1(X)) · · ·d(S,fk(X)). Then for all z ∈ D, f (z) = f1(z) · · ·fk(z)
and since m |f1(z) · · ·fk(z), m |f (z). Thus m |d(S,f (X)). For (2), set n=d(S, (f1(X))k).
By (1), m | n. Since for all z ∈ D, (f1(z))k = (f k1 )(z), n | (f1(z))k and hence n | m. Thus
n = m. 
We state the relationship between the image primitive and primitive conditions in D[X].
The proof is left to the reader, and we note that simple examples in the case where D = Z
show that the converse does not hold.
Lemma 2.3. If f (X) ∈ D[X] is image primitive with respect to S, then f (X) is primitive
in D[X].
The following statements involving image primitive polynomials in Int(S,D) will be
important in our later arguments.
Lemma 2.4. Let f (X) ∈ Int(S,D) be of degree r  1. The following hold.
(1) If f (X) is irreducible in Int(S,D), then f (X) is image primitive.
(2) If f (X) is image primitive over S, and f (X) = f1(X)f2(X) · · ·fw(X), with each
fj (X) ∈ Int(S,D), then each fj (X) is also image primitive over S. Moreover, if
deg(fi(X)) = 0 for some i ∈ [1, k], then fi(X) is a unit in Int(S,D).
Proof. Assertion (2) follows directly from Lemma 2.2. For (1), assume that d(S,f ) = m.
Then
f (X) = d(S,f ) f (X) = mf (X),
d(S,f ) m
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d(S,f ) = ±1. 
Elementary examples in the case where D = Z show that the converse of Lemma 2.4(1)
is not true. Notice that part (2) of the lemma implies that a nonunit image primitive poly-
nomial in Int(S,D) cannot be divisible in Int(S,D) by a nonunit constant polynomial. In
the special case where S = D = Z, we can give a better description of the fixed divisor.
Lemma 2.5. Let F(X) ∈ Int(Z) have degree r , so that F(X) = F0 +F1
(
X
1
)+ · · ·+Fr(Xr ),
where Fi ∈ Z and Fr = 0. Then
d(Z,F ) = gcd(F(0),F (1), . . . ,F (r))= gcd(F0,F1, . . . ,Fr).
Proof. That d(Z,F ) = gcd(F (0),F (1), . . . ,F (r)) is well known (see for example
[2, Lemma 2.7]). We show that d(Z,F ) = gcd(F0,F1, . . . ,Fr). Clearly, gcd (F0, . . . ,Fr) |
d(Z, f ). On the other hand, using the fact Int(Z) is a free Z-module generated by the bino-
mial polynomials, we infer that every coefficient Fi must be divisible by d(Z, f ). Hence,
d(Z, f ) | gcd(F0, . . . ,Fr), completing the proof. 
If D is a unique factorization domain with quotient field K and f (X) is a primitive
polynomial in D[X], then f (X) is irreducible in K[X] if and only if f (X) is irreducible
in D[X]. This result fails if the polynomial ring K[X] is replaced by Int(D). It can be
recovered by applying the image primitive condition.
Theorem 2.6. Let D be a unique factorization domain with quotient field K and f (X)
a primitive polynomial in D[X]. f (X) is irreducible in Int(S,D) if and only if f (X) is
irreducible and image primitive in D[X].
Proof. (⇒) If f (X) is irreducible in Int(S,D), then f (X) is image primitive by
Lemma 2.4(1). Suppose f (X) = f1(X)f2(X) is a proper factorization of f (X) in D[X].
Since the units of Int(S,D) and D[X] agree (see [5, Lemma 1.1]), this is also a proper
factorization of f (X) in Int(S,D).
(⇐) If f (X) is irreducible and image primitive in D[X], f (X) is irreducible in K[X].
Suppose f (X) = f1(X)f2(X) is a proper factorization of f (X) in Int(S,D). Since f (X)
is image primitive, both f1(X) and f2(X) are nonconstant, which contradicts the irre-
ducibility of f (X) over K[X]. 
We show that image primitive polynomials can be expressed uniquely in terms of quo-
tients.
Lemma 2.7. Let f (X) be image primitive in Int(S,D). There exists a unique (up to
associates) primitive polynomial f ∗(X) ∈ D[X] and unique (up to associate) n ∈ D such
that
f (X) = f
∗(X)
n
. ()
600 S.T. Chapman, B.A. McClain / Journal of Algebra 293 (2005) 595–610Proof. Write f (X) = h(X)/m, where h(X) ∈ D[X] and m ∈ D. If h(X) is not primitive
in D[X], then write h(X) = c(h(X))h1(X) with h1(X) primitive in D[X]. So
f (X) = c(h(X))h1(X)
n
.
Since f (X) is image primitive, d(S, c(h(X))h1(X)) = n. Now d(S, c(h(X))h1(X)) =
c(h(X))d(S,h1(X)). So
f (X) = c(h(X))h1(X)
c(h(X))d(S,h1(X))
= h1(X)
d(S,h1(X))
.
Setting f ∗(X) = h1(X) and n = d(h1(X)) yields the desired representation. Now, suppose
f ∗(X)
n
= f
∗∗(X)
n∗
with f ∗(X), f ∗∗(X) primitive and n, n∗ in D. Then unique factorization in D[X] and
n∗f ∗(X) = nf ∗∗(X) yield f ∗(X) = f ∗∗(X) and n = n∗. 
Lemma 2.7 is vital in determining exactly which elements of Int(S,D) are irreducible.
The next theorem explores this for nonconstant polynomials.
Theorem 2.8. Let f (X) be a nonconstant primitive polynomial in D[X]. The following
statements are equivalent.
(a) f (X)
d(S,f (X))
is irreducible in Int(S,D).
(b) Either f (X) is irreducible in D[X] or for every pair of nonconstant polyno-
mials f1(X), f2(X) in D[X] with f (X) = f1(X)f2(X), d(S,f (X))  d(S,f1(X))×
d(S,f2(X)).
Proof. (a) ⇒ (b) Suppose (a) holds and that f (X) is not irreducible in D[X]. As-
sume there exists a pair f1(X) and f2(X) with f (X) = f1(X)f2(X) and d(S,f (X)) |
d(S,f1(X))d(S,f2(X)). Then u · d(S,f1(X))d(S,f2(X)) = d(S,f (X)) where u is a unit
of D. Hence
f (X)
d(S,f (X))
= u−1 f1(X)f2(X)
d(S,f1(X))d(S,f2(X))
= u−1 f1(X)
d(S,f1(X))
· f2(X)
d(S,f2(X))
is a nontrivial factorization of f (X)/d(S,f (X)) in Int(S,D), a contradiction.
(b) ⇒ (a) If f (X) is irreducible in D[X] then clearly f (X)/d(S,f (X)) is irre-
ducible in Int(S,D). Suppose that the second statement in condition (b) holds and that
f (X)/d(S,f (X)) is not irreducible. Then
f (X) = h1(X)h2(X)d(S,f (X))
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h1(X) and h2(X) are nonconstant and image primitive by Lemma 2.4(2). By Lemma 2.7,
write each
hi(X) = zi(X)
mi
with zi(X) primitive in D[X] and mi ∈ D. Thus
f (X)
d(S,f (X))
= z1(X)
m1
· z2(X)
m2
.
By using unique factorization in D[X] and the fact that m1m2f (X) = d(S,f (X))z1(X)×
z2(X), we obtain that f (X) = z1(X)z2(X) and m1m2 = d(S,f (X)). Moreover, the image
primitive condition implies that d(S,f (X)) = m1m2 = d(S, z1(X))d(S, z1(X)), contra-
dicting condition (b). 
The following characterization of irreducible elements in Int(S,D) follows directly
from Theorem 2.8 and [6, Lemma VI.3.1(ii)].
Corollary 2.9. Let f (X) be a nonunit in Int(S,D). f (X) is irreducible in Int(S,D) if and
only if
(1) deg(f (X)) = 0 and f (X) is irreducible in D or
(2) deg(f (X)) > 0, f (X) is image primitive in Int(S,D) and when expressed in the
form () either
(a) f ∗(X) is irreducible in D[X] and n = d(S,f ∗) or
(b) n = d(S,f ∗) and for every factorization f ∗(X) = f1(X)f2(X) into non-units of
D[X], n  d(S,f ∗1 )d(S,f ∗2 ).
3. On irreducible polynomials and their leading coefficients
Arguments surrounding infinite elasticity in [2,5] tend to focus on polynomials of the
type (X− i1) · · · (X− it ) where the elements i1, . . . , it are chosen in some careful manner.
In particular, in Int(Z) the observation that
n ·
(
X
n
)
=
(
X
n − 1
)(
X − (n − 1))
leads to an elementary proof that ρ(Int(Z)) = ∞. It is interesting to note that such argu-
ments center on the fact that the choice of i1, . . . , it forces d((X − i1) · · · (X − it )) = 1.
We open this section by showing that this approach was wise, since image primitive poly-
nomials in D[X] factor uniquely as products of irreducible elements of Int(S,D).
Theorem 3.1. Let f (X) ∈ D[X] be of degree d  1. If f (X) is image primitive, then f (X)
factors uniquely as a product of irreducible elements of Int(S,D).
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D[X]. By Lemma 2.4(2), each qi(X) ∈ D[X] is also image primitive and hence each is
primitive by Lemma 2.3. Suppose f (X) factors in Int(S,D) as
f (X) = j1(X)j2(X) · · · jr (X),
where each ji(X) is irreducible in Int(S,D). By Lemma 2.4(2), no ji(X) is a nonunit of D.
Notice also that ji(X) /∈ K[X] \D[X]. To see this, we apply Lemma 2.7 to each ji(X) and
obtain
ji(X) = j˜i (X)
pi
,
where j˜i (X) is primitive in D[X] and pi ∈ D. Then
f (X) = j1(X)j2(X) · · · jr (X) = j˜1(X)
p1
j˜2(X)
p2
· · · j˜r (X)
pr
=
(
j˜1(X)j˜2(X) · · · j˜r (X)
p1p2 · · ·pr
)
.
By Gauss’s Lemma, the product j˜1(X)j˜2(X) · · · j˜r (X) is a primitive polynomial. Since
f (X) is primitive in D[X], we have that (p1p2 · · ·pr) divides each coefficient in the poly-
nomial j˜1(X)j˜2(X) · · · j˜r (X) in D. Since this polynomial is primitive, (p1p2 · · ·pr) is a
unit. This yields that pi is a unit for each i ∈ [1, r] and hence, ji(X) and j˜i (X) are asso-
ciates in D[X] for each i ∈ [1, r]. So each ji(X) ∈ D[X] and
f (X) = j1(X) · · · jr (X) = q1(X) · · ·qt (X),
implies that r = t and for some permutation of the ji ’s, each ji(X) ∼ qi(X). We have thus
shown that f (X) factors in Int(S,D) uniquely as a product of irreducible elements. 
In Example 3.6 we will show that Theorem 3.1 fails if f (X) is chosen to be an arbitrary
image primitive polynomial in Int(S,D). We now use our prior results to show that every
rational can serve as the leading coefficient of an irreducible integer-valued polynomial in
Int(Z).
Theorem 3.2. For every m,n ∈ N, there are infinitely many irreducible polynomials
f (X) ∈ Int(Z) with leading coefficient n/m.
Proof. For ease of notation, let us write the falling factorial polynomials in the following
manner:
X(n) = X(X − 1) · · · (X − n + 1) = α(n)1 X + α(n)2 X2 + · · · + α(n)n−1Xn−1 + α(n)n Xn.
Note that since X(n) is monic for each n, we have α(i)i = 1 for each i. Observe that for every
m ∈ N, there is a least r ∈ N for which m | r!. Let us denote such a pair as {m,r}. Given
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theorem.
If F(X) is an arbitrary integer-valued polynomial of degree r , then F(X) can be written
in the form
F(X) = F0 + F1X + F2
(
X
2
)
+ · · · + Fr−1
(
X
r − 1
)
+ Fr
(
X
r
)
= F0 + F1X + F2 X
(2)
2! + · · · + Fr−1
X(r−1)
(r − 1)! + Fr
X(r)
r! .
Since m | r!, we have mβ = r!, with some β ∈ N. Let F ′2, . . . ,F ′r−1 be nonnegative
integers such that F2 = 2!F ′2, . . . ,Fr−1 = (r − 1)!F ′r−1 and set Fr = nβ . Clearly, F(X)
may be written as
F(X) = F0 + F1X + F ′2X(2) + · · · + F ′r−1X(r−1) +
nX(r)
m
. (1)
Now, we can rewrite Eq. (1) as
F(X) = mF0 + mF1X + mF
′
2X
(2) + · · · + mF ′r−1X(r−1) + nX(r)
m
.
Let us expand about the X(i), so that
F(X) = mF0 + mF1X
m
+ mF
′
2(α
(2)
1 X + α(2)2 X2)
m
+ · · · + mF
′
r−2(α
(r−2)
1 X + α(r−2)2 X2 + · · · + α(r−2)r−2 Xr−2)
m
+ · · · + mF
′
r−1(α
(r−1)
1 X + α(r−1)2 X2 + · · · + α(r−1)r−1 X(r−1))
m
+ n(α
(r)
1 X + α(r)2 X2 + · · · + α(r)r Xr)
m
.
Recalling that α(i)i = 1 for each i and combining like powers of X, we arrive at
F(X)=mF0 + X(mF1 + mF
′
2α
(2)
1 + · · · + mF ′r−1α(r−1)1 + nα(r)1 )
m
+ X
2(mF ′2 + mF ′3α(3)2 + · · · + mF ′r−2α(r−2)2 + mF ′r−1α(r−1)2 + nα(r)2 )
m
+ · · · + X
r−2(mF ′r−2 +mF ′r−1α(r−1)r−2 +nα(r)r−2)+Xr−1(mF ′r−1 +nα(r)r−1)+nXr
.
m
604 S.T. Chapman, B.A. McClain / Journal of Algebra 293 (2005) 595–610Set F0 = p, for some prime integer p such that gcd(p,nr!) = 1. Note that gcd(p,m) = 1
as well since m | r!, and that gcd(p,nβ) = 1 since nβ | nr!. Hence, p | F0 while p2  F0
and p  Fr . Consider the system of congruences:
mF ′r−1 ≡
[−nα(r)r−1] (mod p), (2)
mF ′r−2 ≡
[−mF ′r−1α(r−1)r−2 − nα(r)r−2] (mod p), (3)
...
mF ′2 ≡
[−mF ′3α(3)2 − · · · − mF ′r−2α(r−2)2 − mF ′r−1α(r−1)2 − nα(r)2 ] (mod p), (4)
mF1 ≡
[−mF ′2α(2)1 − · · · − mF ′r−1α(r−1)1 − nα(r)1 ] (mod p). (5)
Since gcd(p,m) = 1, Eq. (2) has a solution F ′r−1. Using the value F ′r−1, we can now
recursively solve Eq. (3) for F ′r−2. Iterate this process to obtain integers F ′r−1,F ′r−2, . . . ,F1
which solve the system. Now, set
G1 = mF1 + mF ′2α(2)1 + · · · + mF ′r−1α(r−1)1 + nα(r)1 ,
G2 = mF ′2 + mF ′3α(3)2 + · · · + mF ′r−2α(r−2)2 + mF ′r−1α(r−1)2 + nα(r)2 ,
...
Gr−2 = mF ′r−2 + mF ′r−1α(r−1)r−2 + nα(r)r−2,
Gr−1 = mF ′r−1 + nα(r)r−1,
so that
F(X) = mF0 + G1X + G2X
2 + · · · + Gr−2Xr−2 + Gr−1Xr−1 + nXr
m
.
By construction, p | mF0, p2  mF0, p | G1, . . . , p | Gr−1, and p  n. Hence, the numerator
of F(X) is irreducible in Z[X] by an application of Eisenstein’s Criterion.
To see that d(Z,F ) = 1, recall that Fr = nβ , and that F0 = p. Since we have cho-
sen p so that gcd(p,nr!) = 1, and nβ | nr!, we have that gcd(F0,Fr) = 1. Hence,
gcd(F0,F1, . . . ,Fr−1,Fr) = 1. By Lemma 2.5, we have d(Z,F ) = 1. Finally, to see that
there are infinitely many such irreducible polynomials, notice that in congruence (5) alone,
there are infinitely many solutions F1 that we might have chosen. (For, having found one
such solution, say x0, there are infinitely many integers congruent to x0 modulo p.) Trans-
lating this observation into infinitely many valid G1 completes the claim. 
Notice that by our method of constructive proof in Theorem 3.2, we make the following
claim (which may be of greater intrinsic interest to the reader).
Corollary 3.3. For every nonzero m and n ∈ N, there are infinitely-many irreducible poly-
nomials f (X) ∈ Z[X] with leading coefficient n for which d(Z, f ) = m.
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which will later be of interest. The following terminology will be required. If m is an
integer, then set
RS(m) =
{
n | 0 nm − 1 and ∃s ∈ S so that n ≡ s (mod m)}.
We refer to RS(m) as the set of residues of m with respect to S. If |RS(m)| = t , then we
refer to the integers b1, b2, . . . , bt as a complete set of residues of m with respect to S if
(1) for all i there exists an n ∈RS(m) such that bi ≡ n(mod m), and
(2) bi ≡ bj (mod m) for i = j .
We say that the integers c1, c2, . . . , ck lack a complete set of residues of m with respect to
S if no subset of this sequence forms a complete set of residues of m with respect to S.
Proposition 3.4. Let p be a prime number. There exists a sequence i1, i2, . . . , it of integers
such that the polynomial
fp(X) = (X − i1)(X − i2) · · · (X − it )
p
is irreducible in Int(S,Z).
Proof. Suppose
RS(p) = {n1, . . . , nt }.
Since S is infinite, there are at most finitely many primes q = p such that
∣∣RS(q)∣∣ ∣∣RS(p)∣∣.
Enumerate the primes q which satisfy this condition by Q = {q1, . . . , qk}. For each qj ,
choose a sequence of integers
aj,1, aj,2, . . . , aj,t
which lacks a complete set of residues for qj with respect to S. For each 1 i  t , consider
the system of residues
X ≡ ni (mod p),
X ≡ a1,i (mod q1),
X ≡ a2,i (mod q2),
...
X ≡ a (mod q ).
(∗)k,i k
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modulo pq1 · · ·qk . For each i, let ci be such a solution. By construction, the sequence
c1, . . . , ct forms a complete set of residues of p with respect to S and lacks a complete set
of residues for all primes q = p. If h(X) = (X − c1)(X − c2) · · · (X − ct ), then p | h(s)
for every s ∈ S. Hence pr | d(S,h(X)) for some r ∈ N. For each prime q = p, let sq be
an element of S which lacks a residue in RS(q). Then q  h(sq) and q  d(S,h(X)). Thus
d(S,h(X)) = pr . If r = 1, then fp(X) = (X − c1)(X − c2) · · · (X − ct )/p is irreducible
by Theorem 2.8 and setting ij = cj for all j completes the argument. Suppose r > 1.
Let s be an element of S with s − c1 ≡ 0 (mod p). Since r > 1, there exists a v > 1
so that pv exactly divides s − c1. If c′1 = c1 + pq1 · · ·qk , then c′1 is another solution
to (∗) for i = 1. Now, p exactly divides s − c′1, and the sequence c′1, c2, . . . , ct yields
d(S, (X− c′1)(X − c2) · · · (X − ct )) = p. Setting i1 = c′1 and ij = cj for all j = 1 and,
proceeding as in the former case, completes the proof. 
Hence, for each prime p, we let IS(p) denote a sequence i1, . . . , it so that the polyno-
mial fp(X) of Proposition 3.4 is irreducible in Int(S,Z).
Example 3.5. In the proof of Proposition 3.4, the condition that r = 1 is vital. To see this,
let S = {1 + p2t,3 + p2t}∞t=0 and p  5 a prime integer. If I = {1,3}, then I forms a
complete set of residues modulo p with respect to S but an incomplete set of residues
modulo any other prime q . But notice that for f (X) = (X − 1)(X − 3),
f
(
1 + p2t)= p2(t)(p2t − 2), f (3 + p2t)= p2(t)(p2t + 2)
so that p  5 implies d(S,f ) = p2. Set h(X) = (X − 1)(X − 3)/p. Then
(X − 1)(X − 3)
p
= (X − 1)(X − 3)
p2
· p
in Int(S,Z) so h(X) is not irreducible. Choose I ′ = {1 + p,3 + p}. In this case,
(X − (1 + p))(X − (3 + p))
p
is irreducible in Int(S,Z), since d(S, (X − (1 + p))(X − (3 + p)) = p.
Example 3.6. While image primitive polynomials in Z[X] factor uniquely in Int(S,Z), the
same cannot be said for a general image primitive polynomial in Int(S,Z). Set S = Z and
let p > q be distinct primes. Choose polynomials
fp(X) = (X − i1)(X − i2) · · · (X − ip)
p
and fq(X) = (X − j1)(X − j2) · · · (X − jq)
q
using Proposition 3.4 with the following additional restrictions on the sequences i1, . . . ,
ip, j1, . . . , jq :
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(2) j1 ≡ ip−q+1 (mod p), . . . , jq ≡ ip (mod p).
(3) is ≡ j1 (mod q) for all s.
(4) i1, . . . , ip, j1, . . . , jq does not form a complete set of residues for any prime q ′  p+q ,
q ′  pq .
By the proof of Proposition 3.4, fp(X) and fq(X) are each image primitive. Moreover,
the construction in the proof yields integers s1 and s2 such that p exactly divides (s1 − ii)
and q exactly divides (s2 − j1). Set k(X) = (X− i1) · · · (X− ip)(X− j1) · · · (X− jq). For
each prime q ′ distinct from p and q , condition (4) implies that q ′  d(Z, k(X)) and hence
d(Z, k(X)) = puqv for nonnegative integers u and v. Condition (2) implies that p exactly
divides k(s1) and condition (3) implies that q exactly divides k(s2). Thus d(Z, k(X)) = pq
and h(X) = fp(X)fq(X) is also image primitive. Now
h(X) = (X − i1) · · · (X − ip)
p
· (X − j1) · · · (X − jq)
q
= (X − i1) · · · (X − ip−q)(X − j1) · · · (X − jq)
pq
· (X − ip−q+1) · · · (X − ip)
are two irreducible factorizations of h(X) in Int(Z). Since the first has length 2 and the
second has length q + 1, ρ(h(X)) > 1.
4. On elasticity in Int(S,D)
Definition 4.1. Let D be an atomic integral domain. The set of elasticities of nonunits in D,
is defined as
R(D) = {ρ(x) | x ∈ D•}.
If ρ(D) < ∞, then D is fully elastic if R(D) = Q ∩ [1, ρ(D)]. If ρ(D) = ∞, then D is
fully elastic if R(D) = Q ∩ [1,∞).
One can easily generalize this definition in a natural way to an atomic commutative
cancellative monoid M . The fully elastic property is studied in detail in [8], where two
principle results are derived:
(a) Any numerical monoid S which requires more than one generator is not fully elastic [8,
Theorem 2.2].
(b) If D is a ring of integers in finite extension of Q with class number pk , where p is a
prime, then D is fully elastic [8, Corollary 3.10].
We note that the results from [6] mentioned previously in the introduction indicate that
if D is a one-dimensional Noetherian domain and |S| = ∞, then ρ(Int(S,D)) = ∞. As a
consequence, we focus our attention in this section on the case where D = Z and argue
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fp(X) constructed in Proposition 3.4 and the related polynomial
hp(X) = (X − i1) · · · (X − it ),
where IS(p) = {i1, . . . , it }. Note with this notation that fp(X) = hp(X)/p and hp(X) is
monic (and hence primitive) in Z[X]. We begin by looking at the nonconstant irreducible
divisors of hkp(X)f sp(X).
Lemma 4.2. Let S be an infinite subset of Z, p a prime integer, k and s nonnegative
integers and Ip(S) as in Section 3. The only possible nonconstant irreducible divisors in
Int(S,Z) of hkp(X)f sp(X) are:
(1) fp(X).
(2) The monomials (X − i1), . . . , (X − it ).
Proof. Suppose q(X) is a nonconstant irreducible divisor of hkp(X)f sp(X) over Int(S,Z).
By Lemma 2.7, q(X) = f ∗(X)/n for some primitive f ∗(X) in Z[X] and n ∈ Z. By
the uniqueness of factorization in Z[X], f ∗(X) | ∏tj=1(X − ij )k+s and hence f ∗(X) =∏t
j=1(X − ij )nj where each 0 nj  k + s. We have two cases.
Case 1. Some nj = 0. By the choice of Ip(S), d(S,f ∗(X)) = 1 and hence n = 1. Since
q(X) is irreducible, q(X) = (X − ij ) for some j .
Case 2. Each nj > 0. In this case, d(S,f ∗(X)) = pα where α = min{nj }tj=1. It follows
that d(S,
∏t
j=1(X − ij )nj−1) = pα−1, and hence
q(X) = fp(X) ·
∏t
j=1(X − ij )nj−1
pα−1
.
Since q(X) is irreducible, each nj = 1 and α = 1. 
The last lemma allows us to compute the set of lengths of hkp(X)f sp(X) for any nonneg-
ative integers k and s.
Lemma 4.3. Let S, p, k, s and Ip(S) be as in Lemma 4.2. In Int(S,Z),
L(hkp(X)f sp(X))= {2j + (k − j)t + s | 0 j  k},
for natural numbers k and s, and |IS(p)| = t .
S.T. Chapman, B.A. McClain / Journal of Algebra 293 (2005) 595–610 609Proof. If n ∈ Z divides hkp(X)f sp(X) over Int(S,Z), then n | d(S,hk+sp (X)) and hence
n = pα for some nonnegative α. By Lemma 4.2, every irreducible factorization of
hkp(X)f
s
p(X) is of the form
hkp(X)f
s
p(X) = pjf wp (X)(X − i1)r1 · · · (X − it )rt .
Obviously, r1 = · · · = rt and hence setting r1 = r we have
hkp(X)f
s
p(X) = pjf wp (X)(X − i1)r · · · (X − it )r .
Notice that for each 0  j  k such a factorization is possible by setting w = s + j and
r = k − j . Since unique factorization in Z[X] forces j + s = w, for a fixed j both w and r
are also fixed. The length of this factorization is j +w+ tr = 2j + t (k−j)+s, completing
the argument. 
Lemma 4.3 immediately yields a computation of the elasticity of hkp(X)f sp(X).
Corollary 4.4. In Int(S,Z), for all primes p with |IS(p)| = t and k, s ∈ N,
ρ
(
hkp(X)f
s
p(X)
)= kt + s
2k + s .
We now proceed to show that Int(S,Z) is fully elastic for every S ⊆ Z, |S| = ∞.
Theorem 4.5. If q = t/u ∈ Q with t > u 2, then there is a polynomial f (X) ∈ Int(S,Z)
for which ρ(f (X)) = t/u. Equivalently, Int(S,Z) is fully elastic for any infinite S ⊆ Z.
Proof. Let q = t/u > 1 be as given in the theorem. Since S is infinite, choose a prime p′
such that |IS(p′)| = j where s = uj − 2t  0. As before, we set IS(p′) = {i1, . . . , ij },
fp′(X) = (X − i1) · · · (X − ij )
p′
,
and hp′(X) = (X − i1) · · · (X − ij ). If k = t − u, then
kj + s
2k + s =
(t − u)j + uj − 2t
(t − u)2 + uj − 2t =
tj − 2t
uj − 2u =
t (j − 2)
u(j − 2) =
t
u
.
By Corollary 4.4,
ρ
(
hkp′(X)f
s
p′(X)
)= kj + s
2k + s =
t
u
completing the argument. 
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