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Abstract In this paper, we present a fast implementation of the Singular
Value Thresholding (SVT) algorithm for matrix completion. A rank-revealing
randomized singular value decomposition (R3SVD) algorithm is used to adap-
tively carry out partial singular value decomposition (SVD) to fast approxi-
mate the SVT operator given a desired, fixed precision. We extend the R3SVD
algorithm to a recycling rank revealing randomized singular value decompo-
sition (R4SVD) algorithm by reusing the left singular vectors obtained from
the previous iteration as the approximate basis in the current iteration, where
the computational cost for partial SVD at each SVT iteration is significantly
reduced. A simulated annealing style cooling mechanism is employed to adap-
tively adjust the low-rank approximation precision threshold as SVT pro-
gresses. Our fast SVT implementation is effective in both large and small
matrices, which is demonstrated in matrix completion applications including
image recovery and movie recommendation system.
Keywords Singular Value Thresholding · Randomized SVD · Matrix
Completion
1 Introduction
Given a matrix A ∈ Rm×n with missing entries, the objective of matrix com-
pletion [18] is to recover the matrix by inferring the missing ones from the
known set of entries (i, j) ∈ Λ. The formulation of the mathematical model
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for matrix completion is low-rank assumption, i.e., A has rank r  m,n. Un-
der the low-rank assumption, there exist an m × r matrix M and an r × n
matrix N such that MN = A. Then, the matrix completion problem becomes
an optimization problem such that
min
X
rank(X)
s.t.,Xij = Aij , (i, j) ∈ Λ.
(1)
Unfortunately, the above rank minimization problem is known to be NP-hard
and thus is impractical for large-scale matrix completion problems. A relax-
ation form is proposed by minimizing the sum of the singular values of A,
which is known as the nuclear norm of A. Then, the matrix completion prob-
lem is reformulated as a convex optimization problem [17] such as
min
X
‖X‖∗
s.t.,Xij = Aij , (i, j) ∈ Λ,
(2)
where ‖.‖∗ denotes the nuclear norm. Candes and Recht [2] have shown that
under certain conditions, the solution obtained by optimizing the nuclear norm
is equivalent to the one by rank minimization.
The nuclear norm optimization problem for matrix completion can be effi-
ciently addressed by using the singular value thresholding (SVT) algorithm [1],
which is a first-order algorithm approximating the nuclear norm optimization
problem by
min
X
1
2
‖X‖2F + τ‖X‖∗
s.t.,Xij = Aij , (i, j) ∈ Λ
(3)
with a threshold parameter τ . Then, starting from an initial matrix Y(0),
where Y
(0)
ij = Aij for (i, j) ∈ Λ and Y(0)ij = 0 for (i, j) /∈ Λ, SVT applies
an iterative gradient ascend approach formulated as Uzawas algorithm [9] or
linearized Bregmans iterations [10] such that
X(i) = Dτ (Y
(i))
Y(i+1) = Y(i) + δPΛ(A−X(i)),
(4)
where δ is the step size, PΛ is an orthogonal projector onto Λ, and Dτ is
known as the SVT operator. Given Y(i) at the ith SVT iteration step and
its singular value decomposition (SVD) Y(i) = U(i)Σ(i)V(i)
T
, where U(i) and
V(i) are orthonormal matrices and Σ(i) = diag(σ
(i)
1 , σ
(i)
2 , , σ
(i)
r ) is a diagonal
matrix with σ
(i)
1 ≥ σ(i)2 ≥, ,≥ σ(i)r ≥ 0 as the singular values of Y(i), the SVT
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operator Dτ (Y
(i)) is defined as shrinking the singular values less than τ as
well as their associated singular vectors, i.e.,
Dτ (Y
(i)) =
σ
(i)
j ≥τ∑
j
(σ
(i)
j − τ)u(i)j v(i)j
T
, (5)
where u
(i)
j and v
(i)
j are column vectors in U
(i) and V(i), respectively.
Computing Dτ (Y
(i)) is the main operation in SVT, which is required to be
repeatedly carried out at every iteration. A straightforward way to estimate
Dτ (Y
(i)) is to compute full SVD on Y(i) and then shrink the small singular
values below threshold. However, for a relatively large matrix Y(i), comput-
ing full SVD is costly, which prevents SVT from scaling up to large matrix
completion problems. There are two different strategies to reduce the compu-
tational cost of evaluating the SVT operators. One is to replace full SVD with
matrix operations of lower computational cost. For example, Cai and Osher
[3] reformulate Dτ (Y
(i)) by projecting Y(i) onto a 2-norm ball and then apply
complete orthogonal decomposition and polar decomposition to the projection
to obtain Dτ (Y
(i)), which saves 50% or more computational time compared
to SVT using full SVD. A more popular strategy is to compute partial SVD
using Krylov subspace algorithms for the singular values of interest. This is
due to the fact that only those singular values exceeding τ and their associated
singular vectors in Y(i) are concerned at each SVT iteration step [15][16]. As
a result, Krylov subspace algorithms can efficiently compute partial SVD that
only reveals the singular values of interest. In fact, several SVT implemen-
tations [1][15][19][20] use Lanczos algorithm with partial re-orthogonalization
provided by PROPACK [4]. Combined with a rank prediction mechanism that
can predict the number of singular values/vectors needed, partial SVD can ef-
ficiently accelerate SVT operator calculation if the number of singular values
over τ is small compared to min(m,n). Nevertheless, the computational cost of
Krylov subspace partial SVD relies on the number of singular values/vectors
that need to be computed. As shown in [5][26], if the number of singular val-
ues/vectors needed exceeds 0.2 min(m,n), computing partial SVD is usually
even more costly than carrying out full SVD.
In this paper, we design randomized algorithms to adaptively carry out
partial SVD in order to fast approximate SVT operator computation. The
fundamental idea of the randomized SVD algorithms [8] is to condense the
sparse matrix Y(i) into a small, dense matrix by projecting Y(i) onto a sam-
pling matrix as an approximate basis while keeping the important information
of Y(i). Then, performing a deterministic SVD on this small, dense matrix can
be used to approximate the top singular values/vectors of Y(i). Here, we first
use a rank-revealing randomized singular value decomposition (R3SVD) al-
gorithm to adaptively carry out partial SVD to fast approximate Dτ (Y
(i))
under a fixed precision. Moreover, the accuracy of the randomized SVD algo-
rithm relies on the quality of the sampling matrix - if the projection of Y(i)
onto the approximate basis captures a significant portion of the actions in
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Y(i), it can lead to a good approximation of the top singular values/vectors
of Y(i) that can be used to compute the SVT operator. Therefore, based on
R3SVD, we design a recycling rank-revealing randomized SVD (R4SVD) al-
gorithm according to the fact that during SVT iterations, the change between
the subsequent matrices Y(i) and Y(i+1) is relatively small, particularly at
the later phase. As a result, the singular vectors obtained from the previous
iteration step can potentially be recycled to build up the approximate basis in
the next iteration during matrix sampling so that the computational cost of
the subsequent SVT operator can be significantly reduced. In R4SVD, starting
from the left singular vectors of Y(i) obtained from the previous iteration step,
the sampling matrix is incrementally built up while the approximation error
of Y(i+1) projected onto the approximate basis derived from the sampling
matrix is monitored to determine the appropriate rank to satisfy the given
precision. We also adopt a simulated annealing-style cooling scheme [13][14]
to adaptively adjust the required partial SVD precision along SVT iterations.
The computational efficiency of our fast SVT implementation is demonstrated
on the applications of image recovery and movie recommendation system.
2 Description of Algorithms
The fundamental idea of our fast SVT implementation is to use random-
ized SVD algorithms to fast approximate partial SVD in order to acceler-
ate the SVT operator Dτ (Y
(i)) at the ith SVT iteration. This is a fixed
precision problem, i.e., given the desired error percentage threshold , the
goal is to minimize the rank parameter k of a low-rank SVD approximation
Y
(i)
L = U
(i)
L Σ
(i)
L V
(i)
L
T
, so that ‖Y(i)L − Y(i)‖/‖Y(i)‖ ≤ threshold. Neverthe-
less, the original randomized SVD (RSVD) algorithm is designed to address a
fixed rank problem, i.e., given the fixed rank parameter k, the goal of RSVD
is to obtain a k-rank SVD approximation Y
(i)
L = U
(i)
L Σ
(i)
L V
(i)
L
T
in order to
minimize ‖Y(i)L − Y(i)‖/‖Y(i)‖. To address the fixed precision problem, we
first present a rank revealing randomized SVD (R3SVD) algorithm where the
appropriate rank parameter to satisfy the fixed precision is gradually revealed
by incrementally building up the low-rank SVD approximation while estimat-
ing the approximation error. Then, we introduce a Recycling Rank-Revealing
Randomized SVD (R4SVD) algorithm that can take advantage of the sin-
gular vectors obtained from previous iterations to accelerate the randomized
SVD computation. Finally, by putting all pieces together, we present our fast
implementation of SVT algorithm.
2.1 Randomized SVD (RSVD)
The RSVD method was proposed by Halko et al. [8] to approximate the top
k singular values and singular vectors of a given matrix Y(i), where k is a
given fixed rank. The fundamental idea of the RSVD algorithm using Gaussian
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random sampling is to construct a small condensed subspace from the original
matrix, where the dominant actions of Y(i) could be quickly estimated from
this small subspace with relatively low computation cost and high confidence.
The procedure of RSVD [8] is described as follows.
Algorithm 1: Randomized SVD Algorithm with Gaussian Sampling
Input: Y(i) ∈ Rm×n, number of power iteration np ∈ N, k ∈ N and p ∈ N satisfying
k + p ≤ min(m,n)
Output: U
(i)
L ∈ Rm×k, Σ
(i)
L ∈ Rk×k, and V
(i)
L ∈ Rk×n
Construct an n× (k + p) Gaussian random matrix Ω;
X← Y(i)Ω;
for j ← 1 to np do
X← Y(i)X ; /* power iterations */
end
[Q,R]← qr(X) ; /* construct orthogonal subspace */
B← QTY(i) ; /* QB decomposition */
[UB ,ΣB ,VB ]← svd(B);
UB ← QUB ;
U
(i)
L ← UB(:, 1 : k), Σ
(i)
L ← ΣB(1 : k, 1 : k), and V
(i)
L ← VB(:, 1 : k)
Starting from a Gaussian random matrix Ω, the RSVD algorithm projects
the original matrix Y(i) onto Ω as X ← Y(i)Ω. Let ωj ∈ Rn and xj ∈ Rn
denote the jth column vector of random matrix Ω and the jth column vector
of matrix X, respectively. Since each element in Ω is chosen independently, ωj
can be represented as
ωj = c1jv1 + c2jv2 + ...+ cnjvn, for j = 1, ..., k + p (6)
where vl ∈ Rn is lth right singular vector of matrix Y(i) and clj 6= 0 with
probability 1.0. In RSVD, after simply projecting Y(i) onto Ω, we could have
xj = σ1c1jv1 + σ2c2jv2 + ...+ σncnjvn, (7)
where σl is the lth singular value of Y
(i) sorted by non-decreasing order such
that σ
(i)
1 ≥ σ(i)2 ≥, ...,≥ σ(i)t ≥ 0 and σlclj constitutes the weight of xj on vi.
Consequently, Gaussian sampling ensures that all singular vectors are kept in
the subspace but the singular vectors corresponding to larger singular values
likely yield bigger weights in xj . Therefore, compared to ωj , weights of the
dominant right singular vectors are amplified by the corresponding singular
values. As a result, the space spanned by the columns of X reflects dominat-
ing weights in high probability on the singular vectors corresponding to the
top k singular values. Moreover, for stability consideration, an oversampling
parameter p is used to serve as a noise-filter to get rid of unwanted subspace
corresponding to relative small singular values, when the SVD decomposition
on B is carried out to approximate the top k singular values/vectors of Y(i).
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In practice, p is given with a small value, such as 5 or 10, as suggested by
Halko et al. [8].
Compared to full SVD directly operating on the m×n matrix Y(i), which
is rather computational costly when both m and n are large, the major op-
erations in RSVD are carried out on the block matrices instead. These block
matrix operations include matrix-block matrix multiplications as well as QR
and SVD on the block matrices. Specifically, matrix-block matrix multipli-
cations between Y(i) and the block matrices take O((np + 2)(k + p)Tmult)
floating-point operations, where Tmult denotes the computational cost of a
matrix-vector multiplication.
Notice that given the fixed rank parameter k, the goal of RSVD is to
obtain a k-rank SVD approximation Y
(i)
L = U
(i)
L Σ
(i)
L V
(i)
L
T
to minimize ‖Y(i)L −
Y(i)‖/‖Y(i)‖, which is a fixed rank problem. In SVT, the appropriate rank
parameter k to obtain a partial SVD approximation with desired precision is
unknown beforehand. This is a fixed precision problem. The R3SVD algorithm
described in Section 2.2 is designed to address the fixed precision problem by
adaptively determining the approximate rank parameter k and incrementally
build up the low-rank SVD approximation.
2.2 Rank-Revealing Randomized SVD (R3SVD)
The R3SVD algorithm is designed to address the fixed precision problem.
Compared to RSVD, R3SVD incorporates three major changes including or-
thogonal Gaussian sampling, adaptive QB decomposition, and stopping crite-
ria based on error percentage estimation. Moreover, since the sampling error
is precisely estimated, oversampling in the RSVD is no longer necessary in
R3SVD. To illustrate the R3SVD algorithm, for a given matrix Y(i) ∈ Rm×n
at the ith iteration of SVT and its k-rank approximation Y
(i)
L , we first define
the error percentage of Y
(i)
L with respect to Y
(i) measured by the square of
Frobenius norm, i.e.,
 =
‖Y(i)L −Y(i)‖
2
F
‖Y(i)‖2F
. (8)
Measuring the percentage of error of a low-rank approximation with respect
to a large matrix has been popularly used in a variety of applications for
dimensionality reduction such as Principle Component Analysis (PCA) [21],
ISOMAP learning [22], Locally Linear Embedding (LLE) [23], and Linear Dis-
criminant Analysis (LDA) [24]. According to the Eckart-Young-Mirsky theo-
rem [25], for a fixed k value, the optimal k-rank approximation has the minimal
error percentage of Y(i), which is
min =
‖Y(i)L −Y(i)‖
2
F
‖Y(i)‖2F
=
∑min(m,n)
j=k+1 σ
(i)
j
2
‖Y(i)‖2F
, (9)
where σj is the jth singular value of Y
(i).
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The adaptivity of R3SVD is achieved by gradually constructing the low-
rank approximation of Y(i) while estimating the error percentage. The ratio-
nale of R3SVD is to build a low-rank QB decomposition incrementally based
on orthogonal Gaussian projection and then derive the low-rank SVD. There
are a couple of attractive properties of QB decomposition:
1). Assuming that QB = Y
(i)
L is a k-rank QB decomposition to approximate
Y(i), where Q ∈ Rm×k is orthonormal and B ∈ Rk×n, then the error
percentage can be evaluated as
‖Y(i)L −Y(i)‖
2
F
‖Y(i)‖2F
=
‖Y(i)‖2F − ‖B‖2F
‖Y(i)‖2F
=
1− ‖B‖2F
‖Y(i)‖2F
; (10)
2). Assuming that Q = [Q1, ...,Qr] where Q1, ...,Qr are block row matrices
and correspondingly, B =
B1...
Br
, then,
‖Y(i)L −Y(i)‖
2
F
‖Y(i)‖2F
=
1−∑j ‖Bj‖2F
‖Y(i)‖2F
. (11)
The mathematical proofs of the above properties of QB decomposition can
be found in [6]. According to property 1), the error percentage of the low-
rank approximation can be efficiently evaluated by computing the Frobenius
norms of B and Y(i). According to property 2), the error percentage can
also be evaluated incrementally by adding up the Frobenius norm of Bj when
incrementally building up the low-rank approximation.
By taking advantage of the nice properties of QB decomposition, we are
able to design QB decomposition that can be built adaptively to satisfy a
specific error percentage. Instead of using a fixed rank k, a rank value r is
adaptively derived. Initially, a t-rank QB decomposition is obtained and its
error percentage is calculated accordingly, where t is an initial guess of the
appropriate rank r and can also be justified according to the amount of memory
available in the computer system. If the error percentage obtained so far does
not satisfy the desired error percentage, a new ∆t-rank QB approximation is
built in the subspace orthogonal to the space of the previous QB approximation
and is integrated with the previous QB decomposition. The error of the ∆t-
rank QB decomposition is also calculated and is then used to estimate the error
percentage of the overall QB decomposition. The above process is repeated
until the incrementally built low-rank approximation has error percentage less
than the fixed precision threshold threshold. Finally, based on the obtained
QB decomposition, a low-rank SVD decomposition satisfying the specific error
percentage with its estimated rank r is derived.
The matrix-block matrix multiplications between Y(i) and the block ma-
trices in R3SVD take O((np + 2)rTmul) floating point operations. Here, r is
derived adaptively for a given precision. Assuming that, in a low-rank matrix
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wherem,n r, the computational cost of matrix-block matrix multiplications
dominates those of QR, SVD, and orthogonalization operations, the main com-
putational gain of R3SVD compared to RSVD with an overestimating rank k
(k > r) is the saving of O((np+ 2)(k − r)Tmul) floating operations.
Algorithm 2: Rank Revealing Randomized SVD (R3SVD)
Input: Y(i) ∈ Rm×n, initial sampling size t ∈ N, sampling incremental step ∆t ∈ N
per iteration, number of power iteration np ∈ N, and error percentage
threshold threshod ∈ R.
Output: Low-rank approximation U
(i)
L Σ
(i)
L V
(i)
L
T
with U
(i)
L ∈ Rm×r, Σ
(i)
L ∈ Rr×r,
V
(i)
L ∈ Rr×n, and estimated rank r
/* build initial QB decomposition */
Construct an n× t Gaussian random matrix Ω;
X← Y(i)Ω;
for j ← 1 to np do
X← Y(i)X ; /* power iterations */
end
[Q,R]← qr(X) ; /* QR decomposition */
B← QTY(i) ; /* QB decomposition */
normB ← ‖B‖2F ;
← (‖Y(i)‖2F − normB)/‖Y(i)‖
2
F ; /* error percentage */
r ← t;
/* incrementally build up QB decomposition */
while  > threshod do
Construct an n×∆t Gaussian random matrix Ω;
X← Y(i)Ω;
for j ← 1 to np do
X← Y(i)X ; /* power iterations */
end
X← X−QQTX ; /* orthogonalization with Q */
[Q′,R]← qr(X) ; /* QR decomposition */
B′ ← Q′TY(i) ; /* QB decomposition */
Q← [Q′,Q] ; /* build up approximate basis */
B←
(
B′
B
)
; /* gradually build up B */
normB ← normB + ‖B′‖2F ;
← (‖Y(i)‖2F − normB)/‖Y(i)‖
2
F ; /* error percentage */
r ← r +∆t;
end
[U
(i)
L ,Σ
(i)
L ,V
(i)
L ]← svd(B);
U
(i)
L ← QU
(i)
L ;
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2.3 Singular Vectors Recycling
The SVT algorithm uses an iterative process to build up the low rank approx-
imation, where SVD operation is repeatedly carried out on Y(i). By observing
the SVT process, one can find that the subsequent matrices Y(i) and Y(i+1) do
not changes dramatically, particularly in the latter stage of the SVT process.
Based on Equation (4), we have
‖Y(i+1) −Y(i)‖F = ‖δPΛ(A−Y(i))‖F ≤ δ‖A−Y(i)‖F . (12)
According to Theorem 4.1 in [1], ‖Y(i) −A‖F → 0 as SVT is designed as a
convex optimizer. Hence, the left singular vectors U(i) of Y(i) can be taken
advantage as an approximate basis to capture a significant portion of actions
of Y(i+1) in the subsequent SVT iteration. As a consequence, the partial SVD
operation on Y(i+1) can be accelerated.
2.4 Recycling Rank Revealing Randomized SVD (R4SVD) Algorithm
At every SVT iteration except for the very first one, the R4SVD algorithm
reuses the left singular vectors of Y(i−1) from the previous iteration. Compared
to subspace reusing proposed by [7] in the FRSVT implementation, the reused
subspace in R4SVD does not involve in the power iterations, which is the main
computational bottleneck of FRSVT [7]. Instead, R4SVD uses the left singu-
lar vectors obtained from the previous iteration as the starting approximate
basis and then incrementally builds up the QB decomposition satisfying the
desired error percentage by constructing subspace orthogonal to the previous
approximate basis. In the meanwhile, the approximation errors are monitored
until the error percentage threshold is reached. Finally, carrying out SVD on
the obtained QB decomposition provides the low-rank SVD approximation of
A satisfying the specified error percentage threshold threshold. The complete
R4SVD algorithm is described in pseudocode as follows.
2.5 Fast SVT Algorithm
At the ith SVT iteration, only the singular values greater than τ and their
corresponding singular vectors are needed in Dτ (Y
(i)). The number of singu-
lar values needed increases gradually as SVT iterates. At the early stage of
estimating Dτ (Y
(i)), there are often only a few singular values exceeding τ .
Therefore, the QB decomposition with high error percentage is sufficient to es-
timate these singular values and their associated singular vectors with desired
accuracy. Nevertheless, as SVT progresses, the rank of the approximated low-
rank decomposition increases gradually, which demands the error percentage
of QB decomposition to decrease accordingly.
Here, we employ a simulated annealing style cooling scheme in the fast SVT
implementation to adaptively adjust the error percentage threshold threshod.
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Algorithm 3: Recycling Rank Revealing Randomized SVD (R4SVD)
Input: Y(i) ∈ Rm×n, left singular vectors from previous iteration U(i−1) ∈ Rm×s,
sampling incremental step ∆t ∈ N, number of power iteration np ∈ N, and
error percentage threshold threshod ∈ R.
Output: Low-rank approximation U
(i)
L Σ
(i)
L V
(i)
L
T
with U
(i)
L ∈ Rm×r, Σ
(i)
L ∈ Rr×r,
V
(i)
L ∈ Rr×n, and estimated rank r
/* build initial QB decomposition */
Q← U(i−1) ; /* Recycling */
B← QTY(i) ; /* QB decomposition */
normB ← ‖B‖2F ;
← (‖Y(i)‖2F − normB)/‖Y(i)‖
2
F ; /* error percentage */
r ← s;
/* incrementally build up QB decomposition */
while  > threshod do
Construct an n×∆t Gaussian random matrix Ω;
X← Y(i)Ω;
for j ← 1 to np do
X← Y(i)X ; /* power iterations */
end
X← X−QQTX ; /* orthogonalization with Q */
[Q′,R]← qr(X) ; /* QR decomposition */
B′ ← Q′TY(i) ; /* QB decomposition */
Q← [Q′,Q] ; /* build up approximate basis */
B←
(
B′
B
)
; /* gradually build up B */
normB ← normB + ‖B′‖2F ;
← (‖Y(i)‖2F − normB)/‖Y(i)‖
2
F ; /* error percentage */
r ← r +∆t;
end
[U
(i)
L ,Σ
(i)
L ,V
(i)
L ]← svd(B);
U
(i)
L ← QU
(i)
L ;
We keep track of the approximation error (i) defined as
(i) = ‖PΛ(A−Y(i))‖. (13)
Due to the fact that SVT is a convex optimization algorithm, (i) is supposed
to decrease continuously. Once (i) stops decreasing, it indicates that the error
in the approximated partial SVD operation is too high. This triggers the an-
nealing operation to reduce the error percentage threshold parameter threshold
for the subsequent R4SVD operations such that
threshold = βthreshold, (14)
where 0 < β < 1 is the annealing factor.
By putting all puzzles together, the fast implementation of SVT algorithm
using R4SVD to perform partial SVD operation is described as follows.
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Algorithm 4: Fast Singular Value Thresholding
Input: Sample set Λ and sampled entries PΛ(A), step size δ ∈ R, maximum number
of iterations maxit ∈ N, sampling incremental step ∆t ∈ N, number of power
iteration np ∈ N, error tolerance  ∈ R, and threshold parameter τ ∈ R.
Output: Low-rank approximation U
(i)
L Σ
(i)
L V
(i)
L
T
with U
(i)
L ∈ Rm×r, Σ
(i)
L ∈ Rr×r,
V
(i)
L ∈ Rr×n, and estimated rank r
/* initialization */
Y(0) ← d τ
δ‖PΛ(A)‖ eδ‖PΛ(A)‖;
Q← ∅,B← ∅;
U
(0)
L ← ∅;
min ←∞;
/* SVT iterations */
for i← 1 to maxit do
[U
(i)
L ,Σ
(i)
L ,V
(i)
L ]← R4SVD(Y(i), U
(i−1)
L , ∆t, np, threshold); /* R
4SVD */
(i) ← ‖PΛ(A−Y(i))‖;
if (i) < min then
min ← (i);
else
threshold ← βthreshold; /* simulated annealing style cooling */
end
if (i) <  then
return U
(i)
L Σ
(i)
L V
(i)
L
T
;
end
X(i) ← Dτ (U(i)L ,Σ
(i)
L ,V
(i)
L ); /* linearized Bregmans iterations */
Y(i+1) ← Y(i) + δPΛ(A−X(i));
end
3 Numerical Results
We compare the performance of several SVT implementations using SVT-
R4SVD, SVT-Lanczos [1], SVT-full SVD [1], and FRSVT [7] on two matrix
completion applications, including image recovery and movie recommendation.
The initial sampling size t and the sampling incremental step ∆t in SVT-
R4SVD are set to b0.05 min(m,n)c and 10, respectively. The annealing factor
β in SVT-R4SVD is 0.95. SVT-Lanczos is an SVT implementation based on
PROPACK [11] using the Lanczos procedure with partial re-orthogonalization.
SVT-full SVD carries out full SVD in every SVT iteration step. FRSVT is
implemented according to Algorithm 1 in [7]. In all SVT implementations,
threshold parameter τ is set to ‖PΛ(A)‖F and step size δ is
√
m× n/ns as
suggested by [1], where ns is the total number of known entries in Λ. The
computations are carried out on a Linux server with 40 2.3GHz, 10-core Xeon
processors and 512GB memory using Matlab version 2016a. The measured
CPU time is obtained by the Matlab cputime() function, which is irrespective
of the number of threads and cores used in different SVT implementations.
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3.1 Image Recovery
Fig. 1 compares the performance of SVT-R4SVD, SVT-Lanczos, SVT-full
SVD, and FRSVT in recovering a small 512 × 512 image (Fig. 1(a)) from
20% uniformly distributed pixel samples (Fig. 1(b)). The image is represented
as a 512 × 512 matrix whose entries are the 8-bit grayscale values ranging
from 0 to 255. The overall image recovery error is then measured by the Mean
Absolute Error (MAE) defined as
1
mn
∑
(i,j)
|Aij −YLij |, (15)
where YL is the obtained low-rank approximation obtained by SVT. The SVT
termination condition is set to when the MAE on the sample set is less than 1.0,
i.e, 1ns
∑
(i,j)∈Λ |Aij −YLij | < 1.0. The images recovered from various SVT
implementations are shown in Fig. 1(c)-1(f). The image recovered by SVT-
R4SVD yields slightly larger recovery error (0.17% bigger error compared to
that of SVT-full SVD) and slightly bigger matrix rank than those from the
other SVT implementations, due to the approximation error in partial SVD.
However, the CPU time of SVT-R4SVT is significantly reduced, which is less
than half of the CPU time of SVT-full SVD and about 2/3 of that of FRSVT.
The CPU time of SVT-Lanczos is even much higher than that of the SVT
implementation with full SVD, indicating that SVT-Lanczos is not suitable
for completing small matrices.
Fig. 2 provides a comparison of CPU times of (partial) SVD operations in
SVT-R4SVD, SVT-Lanczos, SVT-full SVD, and FRSVT at every SVT itera-
tion step. Due to the fact that full SVD is carried out on full rank and FRSVT
is based on a fixed-rank SVD approximation, the CPU times of SVD opera-
tions at each SVT iteration step remain almost constant in SVT-full SVD and
FRSVT. Partial SVD approximation using Lanczos algorithm in SVT-Lanczos
is fast at the very beginning, but its computational cost increases rapidly af-
ter 20 steps, even significantly higher than that of computing the full SVD,
which agrees with the observation found in [5]. In comparison, SVT-R4SVD
is an adaptive partial SVD approximation algorithm where the size of the
sampling matrix is adjusted adaptively according to the number of singular
values/vectors needed to approximate the SVT operator at every step. As a re-
sult, the CPU time of partial SVD operations increases gradually but remains
lower than that of FRSVT, due to avoidance of costly power iterations.
Fig. 3 compares the performance of SVT-R4SVD, SVT-Lanczos, SVT-full
SVD, and FRSVT in recovering a big 8, 192 × 8, 192 image Fig. 3(a) with
20% uniformly distributed samples showed in Fig. 3(b). Similar to recovering
the small one, the image recovered by SVT-R4SVD (Fig. 3(c)) yields slightly
larger recovery error (0.86% more error compared to that of SVT-full SVD)
and slightly bigger recovery matrix rank than those by SVT-full SVD, SVT-
Lanczos, and FRSVT (Figs. 3(d)-3(f)). However, the CPU time of SVT-R4SVD
is only 6.9%, 18.5%, and 38.5% of those of SVT-full SVD, SVT-Lanczos, and
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(a) 512× 512 Original (b) 20% Uniform Pixel Samples from
Original Image
(c) SVT-R4SVD
(Rank: 142, MAE: 17.22, CPUTime: 211.6s)
(d) SVT-Lanczos
(Rank: 141, MAE: 17.19, CPUTime:
1, 038.1s)
(e) SVT-Full SVD
(Rank: 141, MAE: 17.19, CPUTime: 445.9s)
(f) FRSVT
(Rank: 141, MAE: 17.19, CPUTime: 316.5s)
Fig. 1: Image recovery using SVT-R4SVD, SVT-Lanczos, SVT-full SVD, and
FRSVT on 20% pixel samples of a 512× 512 image.
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Fig. 2: Comparison of CPU times of (partial) SVD operations in SVT-R4SVD,
SVT-Lanczos, SVT-full SVD, and FRSVT at every SVT iteration step when
recovering a 512× 512 image.
FRSVT, respectively. Fig. 4 compares the CPU times at every SVT iteration
step. For a large matrix, full SVD becomes very costly. Partial SVD based
on Lanczos algorithm is fast initially but its computational cost eventually
catches up with that of full SVD in later SVT iterations. FRSVT and SVT-
R4SVD using partial SVD based on randomized sampling demonstrate clear
advantages. Compared to FRSVT, SVT-R4SVD yields more significant com-
putational gains due to two reasons. One is that R4SVD uses adaptive sam-
pling, which leads to computational saving at the early stage of SVT when the
number of singular values/vectors needed to approximate the SVT operator is
small. The other reason is that R4SVD avoids the costly power iterations in
FRSVT.
It is important to notice that FRSVT uses a fixed-rank randomized SVD
approximation, which requires good estimation of the appropriate rank of the
recovered matrix. In the above computational results showed in recovering
the 512 × 512 and 8, 192 × 8, 192 images, FRSVT uses fixed ranks of 150
and 400, respectively, which are close to the final recovered matrix rank, due
to the fact that we know the appropriate ranks. However, in practice, such
good estimations of the final matrix rank are often difficult to obtain before-
hand. Consequently, an underestimation of the fixed rank will lead to SVT
divergence while an overestimation will result in unnecessary computations.
In contrast, R4SVD is a fixed precision RSVD algorithm while SVT-R4SVD
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(a) 8, 192× 8, 192 Original (b) 20% Uniform Pixel Samples from
Original Image
(c) SVT-R4SVD
(Rank: 364, MAE: 2.34, CPUTime:
16, 223.0s)
(d) SVT-Lanczos
(Rank: 341, MAE: 2.32, CPUTime:
87, 496.8s)
(e) SVT-Full SVD
(Rank: 341, MAE: 2.32, CPUTime:
234, 963.9s)
(f) FRSVT
(Rank: 342, MAE: 2.33, CPUTime:
42, 120.9s)
Fig. 3: Image recovery using SVT-R4SVD, SVT-Lanczos, SVT-full SVD, and
FRSVT on 20% pixel samples of an 8, 192× 8, 192 image.
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Fig. 4: Comparison of CPU times of (partial) SVD operations in SVT-R4SVD,
SVT-Lanczos, SVT-full SVD, and FRSVT at every SVT iteration step when
recovering an 8, 192× 8, 192 image.
adaptively adjusts partial SVD precision requirements along SVT iterations,
where estimating a fixed recovery matrix rank beforehand is not necessary.
It is also interesting to notice that with 20% pixel samples, the recovery
error on the large image is much smaller than that on the small one. This is
due to the fact that 20% samples in the large image has 256 times more pixels
than the small one while the actual rank ratio between the two images is less
than 3.0. Therefore, with significantly more information, the SVT algorithm
recovers the large image with better accuracy.
3.2 Movie Recommendation
Here we apply various SVT implementations to a movie recommendation prob-
lem. Considering an incomplete matrix with rows as users, columns as movies,
and entries as ratings, the goal of a movie recommendation system is to pre-
dict the blanks in the user-movie matrix to infer the unknown preferences of
users on movies. We use a large user-movie matrix from MovieLens [12] con-
taining 10, 000, 054 ratings (1-5) from 71, 567 users on 65, 133 movie tags. We
randomly select 80% of the ratings to construct a training set and use the
rest 20% as the testing set. We use various SVT implementations to complete
the user-movie matrix constructed from the training set and then validate the
results using the testing set. The SVT termination condition is set to when
MAE on the training set is less than 0.1. Since carrying out full SVD on this
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Fig. 5: Performance comparison of movie recommendation using SVT-R4SVD,
SVT-Lanczos, and FRSVT on the 71, 567 × 65, 133 user-movie matrix from
MovieLens.
large matrix is very costly, we only compare the performance of SVT-R4SVD,
SVT-Lanczos, and FRSVT here.
Fig. 5 plots the MAEs on the training set as well as the testing set with
respect to the CPU times spent by SVT-R4SVD, SVT-Lanczos, and FRSVT.
For the training set, SVT-R4SVD takes 55, 878 seconds of CPU time to reach
MAE < 0.1, which is 39.4% of that of FRSVT (141, 624s) and 5.8% of that
of SVT-Lanczos (956, 746s). The MAEs on the testing set cannot reach 0.1.
Instead, overfitting starts to occur after certain SVT iteration steps - the
testing set MAE curves reaches a minimum and then slowly increases, as shown
in the inner figure in Fig. 5. After all, SVT-R4SVD reaches the optimal testing
results at 7, 867s while in comparison, FRSVT and SVT-Lanczos obtains the
optimal testing results at 49, 432s and 62, 425s. The tradeoff is, SVT-R4SVD
yields slightly higher optimal testing MAE (0.7228) compared to 0.7214 in
FRSVT and 0.7212 in SVT-Lanczos.
4 Conclusions
In this paper, a fast implementation of the SVT algorithm is developed for
matrix completion applications. We propose an SVT-R3SVD algorithm to fast
approximate the SVT operator so as to satisfy a given fixed precision. We also
show that the singular vectors obtained from the previous SVT iteration can
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be recycled as the approximate basis in the subsequent iteration to reduce the
computational cost of partial SVD when estimating the SVT operator. The
corresponding algorithms is so-called the SVT-R4SVD algorithm. The SVT-
R4SVD algorithm adopts a simulated annealing style cooling mechanism to
adaptively adjust the low-rank approximation error threshold along SVT it-
erations. The effectiveness of SVT-R4SVD, in comparison with SVT-Lanczos,
SVT-full SVD, and FRSVT, is demonstrated in matrix completion applica-
tions including image recovery and movie recommendation systems. The adap-
tiveness of SVT-R4SVD leads to significant computation savings in completing
both small and large matrices, with very small scarification of accuracy.
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