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Abstract:  
 
The reproducibility of scientific research has become a point of critical concern.  We argue that 
openness and transparency are critical for reproducibility, and we outline an ecosystem for open 
and transparent science that has emerged within the human neuroimaging community.  We 
discuss the range of open data sharing resources that have been developed for neuroimaging 
data, and the role of data standards (particularly the Brain Imaging Data Structure) in enabling 
the automated sharing, processing, and reuse of large neuroimaging datasets.  We outline how 
the open-source Python language has provided the basis for a data science platform that 
enables reproducible data analysis and visualization.  We also discuss how new advances in 
software engineering, such as containerization, provide the basis for greater reproducibility in 
data analysis.  The emergence of this new ecosystem provides an example for many areas of 
science that are currently struggling with reproducibility. 
Introduction 
 
The last decade has seen an avalanche of concern regarding the reproducibility of scientific 
research, across fields as diverse as psychology (1, 2), cancer biology (3), and economics (4, 
5), among others.  While this crisis has inspired a significant degree of hand-wringing, it also 
has spurred the development of new approaches to improve the reproducibility and 
transparency of scientific research. In this article we will describe a particular approach to open 
sharing and reproducible data analysis that has emerged within the brain imaging community, 
driven in part by this crisis. We focus primarily on the analysis and sharing of data obtained from 
magnetic resonance imaging (MRI), which is currently the principal method for human 
neuroscience research (6).  Our goal is to highlight how open practices regarding software and 
data have transformed the scientific landscape, allowing major advances in knowledge and 
providing the means to improve scientific reproducibility. 
 
Reproducibility means many different things to different people (7–9).  In the present paper we 
will focus on the computational aspects of reproducibility, by which we mean that a scientific 
workflow should be able to produce quantitatively near-identical results when applied to the 
same input data by the same or other researchers.  We hasten to note that reproducibility is 
orthogonal to the mathematical or conceptual validity of the results; one can generate highly 
reproducible but invalid results from a data analysis workflow by simply setting every result to a 
constant value.  For this reason, we argue that reproducibility must be contextualized by validity, 
such that a workflow should provide answers that are both reliable and valid in order to be 
considered to be “reproducible.” 
 
 The recent increase in the volume of data and computing power used to analyse them implies 
that the pipelines that produce modern scientific results are increasingly complex, with an 
increasing number of analytic degrees of freedom. In this context, reproducibility is a growing 
challenge: Not only is computational reproducibility harder to achieve in the face of greater 
complexity, but also it matters more, as an increasingly large set of different conclusions may 
arise from the same data.   
The importance of open science 
 
In our view openness is central to reproducibility, which implies that other researchers must be 
able to run the workflow on the same data; for this reason, the use of closed software and/or 
data that are not available to other researchers leads to irreproducible research by definition.  
The term “open” is also subject to a broad range of interpretations, so it is useful to specify 
exactly what we mean by the term and how it is applied.  Foremost, we view openness in terms 
of licensing for reuse, which implies that any research objects should have an explicit license or 
usage agreement attached.  In the context of software, this means the specification of a 
particular open source license, with a strong preference for minimally restrictive licensing (e.g. 
using the permissive BSD, MIT, or Apache licenses rather than licenses with restrictions on 
commercial use or “viral” licenses such as the GNU Public License).  We also believe that open 
platform availability is also essential; for example, while a researcher might release MATLAB 
code under a open source license, the platform on which the code runs is not open (unless it 
has been tested to run on the open-source Octave clone), thus limiting the ability of other 
researchers to reproduce the work. In the context of data, openness means that the data should 
be shared under a data usage agreement that has the least possible restrictions on reuse while 
still protecting the confidentiality of the research participants.   
 
In what follows, we outline a set of technical, scientific, and social developments that have 
contributed to the emergence of an ecosystem for open and reproducible research in 
neuroimaging.  We first outline the emergence of radically open data sharing within the 
neuroimaging community, and show how the availability of these open data have transformed 
the ability to study the human brain, particularly through the development of community 
standards for shared data and “Science-as-a-service” models for data analysis and sharing.   
We then outline the ways in which open source software developers (particularly via the Python 
language) have generated a computational infrastructure for transparent research practices, 
mostly notably in the context of machine learning.  We conclude by discussing the importance of 
software engineering best practices for reproducible data analysis. 
Data sharing in neuroimaging 
 
Data sharing practices vary remarkably across research fields, due to a combination of social 
and technical factors.  The debate over “research parasites” (10–12) provided a stark 
demonstration of how researchers in some subfields of biomedical science remain stubbornly 
opposed to wide-scale open data sharing.  However, in other subfields including human 
 neuroimaging, the broad and open sharing of data has become relatively common, and in doing 
so has obviated many of the concerns raised by opponents of data sharing.   
 
Data sharing in the neuroimaging community began with a project known as the fMRI Data 
Center (fMRIDC), which was founded in 1999 at Dartmouth by Michael Gazzaniga and Jack 
Van Horn (13).  This project was far ahead of its time, and did not have sufficient community 
buy-in to become highly successful, though it did share more than 100 datasets until its demise 
in 2012.  The current era of large-scale open sharing of neuroimaging data was heralded by the 
1000 Functional Connectomes Project (organized by the International Neuroimaging Data-
sharing Initiative (INDI)), which assembled a large international consortium of 35 imaging 
groups to share resting state functional MRI (rsfMRI) data from more than 1,400 individuals.  
This project allowed the group to amass a dataset that was an order of magnitude larger than 
any previous dataset, and used these data to demonstrate new features of variability in the 
human connectome across individuals (14).  Perhaps more importantly, it provided a signal 
example of open data sharing, which other projects have subsequently followed.  An notable 
difference between data sharing in neuroimaging and in other fields (such as genomics) is that it 
has arisen from the ground up, driven by the needs of researchers for larger datasets rather 
than through mandates or requirements from funding bodies or journals. 
 
The sharing of neuroimaging data has not only increased transparency, but has also resulted in 
substantial cost savings (15),  For example, de novo data generation required to replicate the 
publicly shared INDI data would cost roughly $1,000,000,000 (16).  The quality of research 
performed using publicly available data is comparable to other research, as indicated by the 
citation counts of the resulting manuscripts. For example in case of the INDI datasets, each 
study reusing the data accrued on average 20.4 citations.  In addition to new scientific 
discoveries, shared data have also enabled other uses, such as the development of hands-on 
courses (17) and the benchmarking of new data analysis methods (18). 
 
Varieties of data sharing  
The data that a researcher might share come in various forms, in particular with regard to their 
“rawness” (i.e. the degree to which they have been processed after acquisition) (see Figure 1). 
The most robust reproducibility comes from the availability of raw data, because it allows end-
to-end reproduction of the data processing and analysis workflow as well as the ability to modify 
the workflow in order to assess the degree to which results are robust to particular analysis 
decisions (e.g. “vibration” analysis;(19)).  However, the sharing of raw data also exacts 
substantial costs due to the size and complexity of the data, and also raises greater concerns 
regarding the confidentiality of research participants.  In addition, one often wants access to 
intermediate results, such as images containing the statistical values computed in a workflow, 
so that a researcher could examine and reuse these without necessarily reproducing the entire 
workflow.   
  
Figure 1. Common levels of data sharing in neuroimaging. Data sharing varies in the cost 
(both monetary and human time) required prepare and share the data, which is directly related 
to its potential for reuse.  ANIMA: Archive of Neuroimaging Meta-analyses (20), BALSA: Brain 
Analysis Library of Spatial maps and Atlases , INDI: International Neuroimaging Data-Sharing 
Initiative (21), NKI: Nathan Kline Institute-Rockland Study (22), HCP: Human Connectome 
Project (23).   
It is also worth noting that although “big data” is almost exclusively interpreted in terms of large 
numbers of individuals, the size of a dataset can actually vary along three important axes.  The 
first, which we call “width”, refers to the number of individuals participating in the study; this is 
the usual definition of “big data” in the context of neuroimaging.  The second, which we call 
“breadth”, refers to the number of phenotypes measured in the study.  The third, which we call 
“depth”, refers to the amount of measurement performed on each individual. Concerns about 
the statistical power of neuroimaging studies (1, 24) have led to a general increase in the width 
of datasets in the imaging literature.  However, recent demonstrations of the value of broad and 
deep phenotyping (25–29) have led to increased interest in those versions of “big data” as well. 
Within the neuroimaging community, there is a large set of data sharing initiatives that span the 
range from raw data to highly processed results.  Individual researchers share small to medium 
size raw datasets (1-100 participants) using dedicated platforms such as OpenNeuro or NITRC. 
In other cases, multiple labs have joined forces to build consortia that share larger datasets 
(1,000-10,000 participants). This approach allows for spreading the financial burden of data 
collection across multiple entities and leads to diverse datasets (e.g. multiple scanners and 
sites) that allow better estimation of generalizability. Good examples of such initiatives are 1000 
Functional Connectomes (14) and Consortium for Reliability and Reproducibility (30). Most 
consortia provide data access to all interested parties (pending adherence to user agreements), 
 though some opt to only share data with their own members. While this approach may 
incentivize more labs to contribute data to the project in order to obtain access to the consortium 
data, it limits reusability of the data by other skilled researchers who do not have data to 
deposit.   
Although sharing of Individual datasets and consortia have made a substantial amount of data 
accessible, the most prominent initiatives have involved large-scale prospective data acquisition 
and sharing. Those centrally funded initiatives involve planning data acquisition explicitly to 
maximize the potential for reuse, and often yield large sample sizes (up to 100,000 participants). 
Prospective planning allows for broader phenotyping meant to accommodate the needs of the 
entire community of scientists. The most successful such effort to date has been the Human 
Connectome Project (HCP)(23), which collected extensive imaging and other phenotypic data 
from 1,200 individuals during the period from 2009 to 2014.  The data were shared 
prospectively in batches, and the complete dataset was released in 2017.  Researchers can 
obtain the data through a data use agreement, with different types of data available through 
different levels of approval.  The NIH has subsequently funded a number of extensions to the 
HCP, including ones focused on several aspects of lifespan development and a number of 
psychiatric and neurological diseases.  The HCP data have had remarkable impact, leading to 
more than 600 publications (Jennifer Elam, personal communication).  Importantly, this project 
has been an example of a data sharing “win-win”, with the project investigators acheiving a 
number of high profile papers while still making the entire dataset publicly available with no 
restrictions on publication or requirements for coauthorship. 
Other more recent initiatives will generate even larger datasets.  The Adolescent Brain and 
Child Development (ABCD) study plans to image more than 10,000 children longitudinally for 
ten years, in order characterize brain development and its relation to mental illness and drug 
abuse(31).  An even more ambitious effort is the UK Biobank, which plans to scan 100,000 
participants and then follow them as they enter the age range for onset of common disorders of 
aging(32). Large scale initiatives are important because they provide large, carefully planned 
resources and homogeneous data, and are generally acquired using epidemiological 
approaches that result in more diverse and systematically acquired samples. The homogeneity 
of the data is potentially advantageous due to less variance in the data arising from data 
acquisition protocols and equipment. However, results generated using homogenous data may 
not generalize to data acquired using slightly different protocols or hardware. Additionally there 
is a potential concern with large studies that since they are very expensive, they tend to become 
flagship projects for funding agencies and risk overshadowing smaller initiatives and 
contributing to a lack of diversification of research investments.   By focusing heavily on width, 
they also have the potential to crowd out other studies that could focus more heavily on depth or 
breadth. 
Low-cost approaches to data sharing and aggregation 
Given the many diverse ways that data have been shared and the different varieties of data,  
there is a need for repositories and services that aggregate data. The simplest and most 
common form of shared data in neuroimaging is usually embedded in the manuscript itself, in 
the form of tables that list coordinates of the peaks of activation in a standard stereotactic 
 format. Without aggregation this data would be difficult to use and require extensive literature 
reviews. To help with this, two projects have provided aggregation services. Brainmap (33) has 
generated a database of manually extracted coordinate data labelled according to the cognitive 
and behavioral features of the study. However, this publicly-funded resource has been 
unfortunately copyrighted, and gaining full access to it requires signing an extensive 
collaborative use agreement with the Principal Investigator that precludes open sharing of the 
data and requires coauthorship. A different approach, both in terms of data access and data 
aggregation, has been pursued by the Neurosynth project (34). The aim is very similar to 
Brainmap - extract and aggregate peak coordinate data - but it is achieved via automated text 
parsing algorithms rather than manual annotation. The accuracy of manual extraction and 
annotation is thus traded for scalability leading to larger coverage of the field. The Neurosynth 
database is openly shared with an accessible web API, released under the Open Database 
License (ODbL).   
Community-driven standards for data sharing 
Shared data are only useful if they are formatted and organized in such a way that other 
researchers can fruitfully work with them.  The minimum requirement is the use of common file 
formats that are broadly readable.  Within the neuroimaging community, a common file format 
for imaging data known as NIfTI (Neuroimaging Informatics Technology Initiative) has emerged 
over the last two decades, and is now supported by all major neuroimaging software packages.  
While the NIfTI format is designed to represent volumetric data, other common formats have 
been developed to represent surface-based (Gifti) and combined surface/volume data (Cifti).  
The availability of software libraries to read and write these formats in a variety of languages 
has also enhanced their use. 
 
Whereas common file formats are necessary for effective data sharing, they are not sufficient.  
First, because an imaging dataset usually comprises many different types of images, it is 
necessary to know which files correspond to which types of data, for which individual, etc.  
Second, for complex neuroimaging datasets it is also necessary to represent higher-order 
information regarding the dataset, for example, demographics of the individuals studied, or 
details of the cognitive task paradigm used in the experiment.  To address these issues, in 2015 
a group of neuroimaging researchers (supported by the International Neuroinformatics 
Coordinating Facility) convened to develop a new data organization standard for brain imaging 
data, which was called the Brain Imaging Data Structure (BIDS)(35).  A draft standard was 
released for comment in September 2015, and version 1.0.0 of the standard was released in 
2016.   
 
The BIDS standard is an example of a Data Container specification (see Sidebar) and has two 
components.  First, it provides a standard for file naming and directory organization, with 
file/directory naming templates that attempt to accommodate the large majority of use cases in 
neuroimaging research.  The use of human-readable file organization reflects the fact that most 
research labs in neuroimaging use flat-file data storage rather than database storage; although 
other data organization schemes might be more powerful, the requirement for easy adoption by 
researchers led to the use of an approach that closely approximates common practices in the 
 field.  The second component of the BIDS standard is a scheme for the organization of 
metadata.  These include metadata regarding data acquisition, cognitive paradigm and stimuli , 
as well as metadata regarding higher-order aspects of the dataset (such as authors and 
licensing). BIDS uses a common metadata format (JSON) to maximize the ease of writing 
compatible software. Each metadata term is defined in the specification and when possible 
linked to existing ontologies (such as DICOM).    
 
Validator-driven standards development 
Development and implementation of a new data standard is a challenging task. Understanding 
the needs of all parties involved is crucial, and consequences of mistakes or inefficiencies of the 
proposed standard can cause issues for many years to follow, since necessary fixes can 
compromise backward compatibility. The BIDS community has adopted a validator-driven 
approach to standards development, wherein the standard is formally defined in terms of a 
validation tool that can check any dataset for adherence to the standard.   
 
The BIDS Validator (see link in Resources) is a software package implemented in JavaScript 
that checks any dataset for standard compliance and issues a report outlining errors (missing 
required elements) or warnings (e.g. missing recommended elements or potential errors).  
Because it only examines image headers rather than loading entire images, it can process even 
very large datasets in a matter of seconds.  The validator plays three important roles in the 
BIDS ecosystem.  First, it has driven the standard developers to more formally specify the 
standard, and has highlighted important missing elements or edge cases. For example, writing 
JSON Schemas for the validator requires defining data types for dictionary fields: Is the field 
“Authors” a single string or a list of strings? Second, it has served as an important tool for users 
who are converting data into the standard, providing them with immediate feedback.  Third, the 
implementation in JavaScript has enabled the use of the BIDS Validator as a client-side element 
in the automated sharing of data via the OpenNeuro project, ensuring that any shared datasets 
meet the standard and preventing the need to upload large but possibly invalid datasets. 
Computational advances 
In concert with the availability of increasingly rich neuroimaging datasets, analysis pipelines 
have also become increasingly complex. Reproducible use of such complex workflows requires 
a well-engineered software stack. Here we highlight the ways in which rapid advances in data-
science software libraries can be elegantly combined with neuroimaging libraries to achieve 
reproducible and transparent analysis of large neuroimaging datasets. 
A consistent ecosystem is emerging based on the Python language 
 
Neuroimaging analysis is both a programming and a modeling exercise. As a programming 
exercise, it calls for solid development practices in a language with modern features such as 
object-oriented programming, parallel computing, and package management. As a scientific 
modeling exercise, it requires rapid experimentation, simple and readable code, and interactive 
visualizations integrated with the analysis code. The Python language has emerged as a strong 
 basis for tools that fulfill these needs, in neuroimaging as well in many other fields of science. 
General usage of Python is rapidly growing (see Figure 2). In 2018, Python is ranked as the 
third most used language worldwide1, while MATLAB ranks 13th. As it is a widely-used general-
purpose language used in many commercial settings, Python has many strong features 
including static code analysis to detect bugs, asynchronous computing, and an almost seamless 
interface to C, C++, or FORTRAN libraries. At the same time it is also a high-level language that 
can be used interactively, does not require variable typing or memory management, and hides a 
substantial amount of complexity from non-expert users. The marriage of both aspects has 
enabled expert developers to build scientific libraries that are easy to use for scientists without 
deep programming expertise. 
 
 
 
Figure 2: Usage of the Matlab and Python programming language; left: general usage (data: pypl), right: usage in 
biomedical research. 
 
Scientific computing in Python revolves around the numpy library, which provides numerical 
arrays with a flexible memory layout and rich operations (36). This well-specified memory layout 
is crucial to exchange data across the stack without memory copies, including when calling 
external libraries written in C or FORTRAN. It has fostered the development of libraries 
exposing rich numerical-analysis algorithms in universal and easy-to-use interfaces. A central 
and prototypical example is the scipy library (37), which encompases many classic algorithms in 
applied mathematics including signal processing, optimization, Fourier transforms, linear 
algebra, interpolation, and more. 
 
Another reason for the growth of Python in science is that it is an open-source stack that is 
strongly community-driven. Multiple communities, as varied as web developers, system 
administrators, or academic researchers, have built the Python ecosystem by contributing code 
and guidance, and the use of Python in large scale commercial enterprises such as Youtube, 
Instagram, Spotify, Industrial Light and Magic, and Redhat Linux provides further incentive to 
maintain and extend the language. This diversity of actors and interests also ensures long-term 
sustainability. The open-source model is well aligned with the objectives of reproducible 
science, since the code is available and can be audited by experts and there is an open tracking 
of issues and changes to the code over time. The fact that the software is distributed under a 
permissive license greatly facilitates academic usage, teaching, and large-scale deployments in 
cloud or cluster environments. 
                                               
1 https://www.tiobe.com/tiobe-index/  
  
The Jupyter notebook has garnered particular interest within the open science community, as it 
provides easy interaction with code and execution on distant computers (38).  It unites in a 
single interactive document, notes, blocks of code, their results, and interactive visualization (as 
in Figure 3). Such an environment lowers the barrier of entry to analyzing and understanding 
data. To produce reusable, library-level, code while interacting with data, there are plugins to 
integrate Jupyter functionality in advanced code editors such as atom, VScode, or Pycharm. 
 
  
Figure 3: A Jupyter notebook, running an independent component analysis of rest-fMRI with nilearn and visualizing 
the results. 
 
Unlike code written to analyze a dataset, library code must geared toward well-specified 
functionality that can be reliably reused. Good libraries require the use of software-engineering 
best practices (39). In particular, systematic automated testing helps ensure the validity of the 
options and the numerical stability of each function. Documentation and examples also need 
testing and maintenance, and an industry-grade language like Python comes with many tools to 
 facilitate these tasks. As a result, the Python scientific-computing ecosystem has grown to 
provide robust tools to tackle large datasets, in particular in neuroimaging. 
Statistical learning packages enable more powerful analysis 
 
Advances in multivariate statistics combined with computational thinking have fueled a 
revolution in data processing, combining methods from statistics and computer science into the 
new field known as “data science”. The core scientific progress happens in the field of machine 
learning, which combines statistics and algorithms to fit models that are tuned for prediction, 
unlike conventional statistics which is more focused on testing model parameters. This 
paradigm shift in data modeling is important as it enables the use of more complex models, for 
which statistical control of the parameters would be very different. In machine learning, a model 
is useful and valid if it accurately predicts unseen data. Machine learning has opened new alleys 
in extracting information from texts, images, genomes, etc (40), with applications ranging from 
spam detection to medical diagnosis (41). 
 
Many scientific data-processing problems can be reformulated with the help of predictive 
models, including in psychology and brain imaging (42, 43). Various applications of brain 
imaging draw different benefits from machine learning (43). In cognitive neuroscience, models 
that generalize explicitly to new data or new conditions provide the basis for establishing 
generalizable associations between mind and brain (44). Supervised machine learning can be 
used to link brain activity to a corresponding mental state, as created in a psychological 
experiment, allowing the ability to decode psychological states from neuroimaging data (45). 
In clinical applications, predicting individual traits from brain images can provide potential 
biomarkers for psychiatric or neurological disorders (46); in this case, prediction is typically 
performed across individuals, in a population study (47).  
 
All these approaches have strongly benefitted from progress in data sharing, as it has enabled 
them to learn more general markers from more diverse data. For instance, in biomarker 
development, pooling sites can to lead to markers that are robust to site variance (48). For 
decoding mental processes, probing various types of pain –physical and social– reveals a clear 
signature of physical pain (49), an analysis enabled by pooling across multiple studies. Indeed, 
multiple studies bring different paradigms that investigate a variety of mental processes with 
different psychological manipulations. Decoding mental processes allows characterization of the 
functions of particular brain structures that support such prediction: decoding across many 
studies shows that activity in these regions indeed does imply the corresponding mental 
process (50). At the level of a single study, this conclusion would be an invalid reverse 
inference, as the data only shows that the activity is a consequence of the behavior triggered in 
the experiment, and not the cause (51). Aggregating many studies is thus needed to draw 
general conclusions on links between brain and cognition, and progress in data sharing has 
made this aggregation much easier. 
 
In computational anatomy settings, predictive models have been used to segment particular 
features from images,eg predicting the presence of lesions. Here larger databases of brain 
 images have enabled training of richer machine learning models that lead to improved 
segmentation of brain structures (52, 53). 
 
Predicting from brain images raises specific challenges to machine learning methods, as the 
data –3D or 4D images– are very complex, with a large number of features (in the hundreds of 
thousands), whereas the number of observations is usually quite small in comparison. For 
functional imaging, data accumulation is often easier outside of controlled psychological 
manipulations, such as resting-state fMRI (14). With such recordings, the time series 
themselves do not contain any consistent features as they would in a controlled task; machine 
learning is instead performed on a functional connectome, built from the correlation across 
features (54), to distinguish brain states or individual traits. 
 
Machine learning also provides tools to characterize structure in data without the presence of 
explicit labels to predict, known as unsupervised learning. For instance, applied to many brain 
images without labels, unsupervised learning can build brain parcellations, eg by clustering 
voxels (55), or extract brain networks from resting-state data using matrix factorization 
techniques such as independent component analysis (56). A significant benefit of unsupervised 
learning, compared to supervised learning, is that it can leverage data without extra information 
on mental or clinical state, which are easier to collect and to share than more deeply annotated 
datasets. With large collections of resting-state acquisition, unsupervised learning, for instance 
independent component analysis (ICA) – see Figure 3–  extracts brain networks or regions that 
form a good basis for supervised learning on resting-state (48) or on task data (57). 
  
Figure 4: A complete decoding analysis with nilearn: learning to discriminate whether a subject is seeing faces or 
places from brain activity. 
 
The availability of high-quality machine learning libraries has fostered their adoption in 
neuroimaging. The first widespread adoption came from libsvm (58), via its MATLAB binding. 
Within the Python ecosystem, the scikit-learn library (59) provides a very versatile tool with 
many statistical models and utilities, and has become heavily used for machine learning 
analyses of neuroimaging data. 
  
Beyond the classic models, there is active methods research to develop machine-learning 
models tailored to the specifics of brain imaging data. Accounting for the properties of the data, 
such as its spatial structure, can bring benefits to statistical analysis. Yet, for reproducible 
research it is a double-edged sword as the multiplication of methods increases the analytic 
flexibility of researchers, widening the “garden of forking paths” (60). For this reason, careful 
validation of methods is paramount: as new methods are developed, standard pipelines should 
be reassessed with the goal of selecting only a small number of recommended options. Current 
practices in neuroimaging unfortunately span variations in analytic choices that are arguably too 
broad (61). As the application of machine learning to brain imaging data is comparatively more 
recent, it is still often performed via custom-written code for which reproducibility is harder to 
ensure. 
 
Neuroimaging-specific libraries for the last mile 
 
Neuroimaging-specific libraries are important for reproducibility of results of neuroimaging 
analysis, but also to make such analysis easier. Analyzing brain images calls for a complex 
pipeline composed of many steps. The pipeline typically starts with a set of spatial or 
computational neuroanatomy steps that strive to identify anatomical structures and align them 
across images or across subjects. It is then followed by statistical modeling steps that 
characterize the link between a particular psychological or clinical effect and the data. There are 
software challenges for steps of the pipeline, ranging from assembling many diverse tools to 
enabling and recording analysis choices and tracking provenance of the resulting derivative 
data. Recent advances in the neuroimaging software landscape has brought tools that make 
such complex analyses easier and more reproducible. 
 
To tackle the many steps and software components that can be combined in an end-to-end 
analysis pipeline, Nipype (62) provides Python interfaces to all of the major command-line tools 
used by neuroimaging research. As a result, it enables users to leverage classic neuroimaging 
software packages, such as Freesurfer (63), FSL (64) or ANTS (65), that have traditionally been 
combined via custom shell scripts. With nipype, users write these pipelines in the Python 
language, which is much more structured than a shell script. The resulting code is more 
universal when combining tools. Type checking of the input and output of each step leads to 
better error management. In addition, it makes it easy to vary parameters of pipeline. Nipype 
also comes with a dataflow engine, an explicit description of how data and parameters flow 
through a processing pipeline. This enables the speedup of re-execution of a pipeline by 
computing only steps that changed, and also supports efficiently distribution of computations 
across a computing cluster, managing data dependencies between the different steps and 
consequently minimizing data transfer across the cluster. This scalability is important to tackle 
increasingly large brain imaging datasets. 
 
The neuroimaging preprocessing pipelines are used to align brain images to a common 
reference across subjects and to output features or maps describing specific anatomical 
 structures. These can then be readily used in a statistical modeling or machine learning 
analyses. Nilearn (66) is a Python library that facilitates typical applications of  machine-learning 
techniques to brain imaging data, combining models from scikit-learn with neuroimaging-specific 
code. An important aspect of nilearn is that it provides many tools that go from the data given in 
a brain-imaging specific representation, such as a Nifti file, to a more abstract data-matrix, the 
typical input of a machine-learning model, where features of the data are numerical columns 
and observations are rows. As can be seen from Figure 4, an end-to-end machine-learning 
workflow written with nilearn is fairly short and expressive, starting directly from the 
neuroimaging data and finishing with a visualization adapted to the needs of neuroimaging 
experts. 
 
Generic machine-learning models do not capture all properties of the data, such as the fact that 
features are on a three-dimensional grid or a two-dimensional surface; nilearn thus also 
provides models that are specific to neuroimaging data. Indeed, capturing the spatial structure is 
often important, for instance in decoding, to find the regions that predict behavior (67, 68), or 
when clustering brain-activity time series, to extract regions of coherent activity in the absence 
of task (69). Having a library of models tailored to brain imaging modalities also helps by 
providing useful defaults and a combination of general-purpose machine-learning algorithms 
that properly tackle tasks of interest to the scientist. Removing from users the burden of 
assembling signal-processing steps and building a complex pipeline makes them more 
productive and makes the code easier to read, edit, and reproduce. Nilearn however remains a 
very versatile tool, in that it does not make all the choices for the user. Indeed, it can be 
employed to solve many different machine learning tasks –from decoding or encoding cognition, 
to predictive modeling based on anatomical or resting-state data. Narrowing the usage patterns 
and applications gives even tighter code, such as that developed in Pymvpa (70) which focuses 
on a smaller number of decoding methods. 
 
Most brain images are volumetric images, acquired via magnetic resonance (MR) or positron 
emission tomography (PET) imaging. However, other imaging modalities involving 
electrophysiological measurements are of great interest to neuroscience and psychology, in 
particular electroencephalography (EEG) and magnetoencephalography (MEG). MNE-Python 
(71) is a Python toolbox focused on analysing these data. It also provides connections to scikit-
learn machine  learning models, for instance used in decoding applications. The Python 
ecosystem (72) for brain imaging is strong and diverse, with many libraries of various size and 
focus, such as –in addition to these mentioned previously– dipy (73) for processing of diffusion-
weighted MRI data, or nibabel (74), which provides tools to read and operate on many of the file 
formats used in neuroimaging. 
 
The role of visualization in reproducibility 
 
Producing figures in an important aspect in the full process of going from data to a scientific 
publication. Figures that are didactic and visually engaging improve the impact of publications. 
However, for transparency and reproducibility, it is essential that figures can be linked directly to 
 the data and processing steps used to create them. Programmatically generating beautiful 
figures from data is difficult, because there are many different ways of representing data, 
because it requires a careful attention to details, and because choices are often more easily 
specified interactively. Visualisation is much less often discussed in the context of reproducibility 
than data processing and statistical analysis. However, powerful libraries that can generate rich 
and meaningful figures with simple code from data also contribute significantly to reproducibility.  
Within the Python ecosystem, one general-purpose visualization toolbox of note is the Seaborn 
package (see Resources).   
 
Visualization is also important during the exploratory step of data analysis, for instance to 
understand the data, perform quality assurance, or debug an analysis pipeline. Interactive 
visualization is a strong benefit for such tasks. Yet interactivity can quickly come at the cost of 
reproducibility. Hence visualization tools navigate these competing goals, exploring trade offs or 
pushing scripting as far as possible.   Visualization libraries for brain imaging make it easy to 
represent data in a way that is meaningful to neuroscientists, for instance by relating it to 
neuroanatomical landmarks. This task is challenging because the data are three-dimensional, 
sometimes four-dimensional. Yet, as a research field, neuroimaging has developed standard 
displays that summarize well the information. For reproducibility, they can be used in data 
analysis scripts, for instance with nilearn (see Figures 3 and 4). 
 
Software engineering for reproducible science 
Being able to reproduce the findings of an academic paper increases faith in the presented 
results. However, despite growing availability of data and a mature ecosystem of computational 
libraries, numerical reproducibility is still hard to achieve. Existing libraries and tools can be 
combined in many different ways that are not always captured by the methods section of a 
manuscript. Furthermore, results can differ drastically depending on platform, software library 
version, and even order of compilation (75). Numerical reproducibility requires not only access 
to data and code, but also a snapshot of the environment used for the analysis (capturing all of 
the dependencies and their configuration). This feat can be achieved via software containers - a 
lightweight successor to virtual machines that capture the entire software stack above the 
operating system kernel. Two most popular implementations of this technology are Docker (well 
suited for cloud deployment and desktop development) and Singularity (preferred to Docker in 
multi tenant environments such as HPCs) (76). Since they both capitalize on the Linux kernel, 
the building of reproducible container images benefits from repositories of Linux neuroimaging 
software such as Neurodebian (77). 
Software containers can be extremely useful for capturing the environment for a given project 
for the purpose of executing the same analysis on another machine (i.e. prototype on a desktop 
- run on an HPC system). They are also helpful in the context of longitudinal studies with 
ongoing analyses, and for switching between projects. Software containers can also be a useful 
mean to distribute analysis pipelines with complex binary dependencies. This idea has been the 
key feature of BIDS Apps - portable neuroimaging pipelines with a common command line 
interface and the ability to parse BIDS datasets as an input (78). BIDS Apps consist of a 
 growing collection of existing neuroimaging pipelines conformed to the standard of inputs and 
encapsulated in a container. This not only helps with installation issues, but also increases 
reproducibility of analyses since each container image has a unique version that can be used to 
rerun the analysis. All BIDS Apps also use automated testing via continuous integration 
systems, to improve software quality and prevent regressions. 
The glass box philosophy of tool development 
Ease of installation and use can unfortunately come at a cost: Lack of understanding of the 
minutiae of a tool can lead to misuse or misinterpretation of the result by users. This trade-off 
can be to some extent mitigated by adapting the glass box philosophy of software development 
(first introduced in context of the FMRIPREP tool - (79)). This approach follows three rules: I) 
writing thorough didactic documentation that lets user understand how the tool works, II) 
providing visual reports explaining the results and intermediate steps for each invocation of the 
tool, and III) assisting users with accurate dissemination of the methods encapsulated in the tool 
by providing boilerplate text ready to use in a methods section of a paper. Glass box does not 
completely remove the risk of misuse, but reduces the cost of automation while still 
democratizing access to powerful and well-engineered but complex methods. 
Lack of easy access to reproducible tools and workflows, especially those that are 
computationally expensive, can reduce adoption. One way to improve this is to provide the 
ability to perform reproducible analyses accessible via the browser, an approach known as 
“Science as a service”. Platforms such as OpenNeuro and commercial counterparts such as 
Kaggle or CodeOcean allow users to share and version their data as well as run versioned and 
reproducible pipelines. OpenNeuro, for example, heavily relies on the BIDS standard and allows 
user to run BIDS Apps. Each execution is performed on an immutable snapshot (version) of an 
input dataset using a specific version of requested BIDS App. Data versioning and software 
containers thus provide analysis reproducibility neatly packaged in a web interface. There are 
many challenges to running Science as a Service platforms, particularly with regard to 
sustainability given the ongoing cost of computing and data storage, but it is so far the the most 
user-friendly model for computational reproducibility. 
Archival reproducibility does not guarantee validity 
Controlling the environment and archiving data and processing operations ensures that results 
are reproducible, but not that they are correct. A computational pipeline can be considered as 
correct only if it performs the operations that it claims it should. However, validity is not always 
easy to define or control. In the case of data analysis, correct control of statistics, such as p-
values or false discovery rate, is even harder to ensure, as it depends upon assumptions about 
the data; further, a pipeline composed of many steps is difficult to study mathematically. In 
neuroimaging, studies using resting fMRI as “null” data have shown that invalid assumptions 
about spatial autocorrelation in a popular software have led to inflated error rates (80). 
Statistical assumptions of data-processing pipelines must be checked empirically, validating 
them in multiple ways on multiple datasets. Extra efforts are needed to ensure that pipelines 
provide the same results on different platforms, as small numerical errors –such as differences 
in floating-point representations– can lead to substantially different end results (81). Beyond 
 statistical assumptions or numerical instabilities, logical errors –bugs– where the analysis does 
not behave as expected, can hide in the code (82). When these errors do not lead to visible 
failures of the pipeline, they can lead researchers to publish results obtained with incorrect 
analysis, or simple analyses that deviate heavily from the methods reported in the publication.  
Of particular concern is that researchers are less likely to detect bugs that produce results that 
confirm their hypotheses compared to those that disconfirm them. 
To check for potential errors, a publication must build upon open code that can be analysed a 
posteriori, but analysing and understanding code is difficult. The respected software developer 
Brian Kernighan wrote: “Everyone knows that debugging is twice as hard as writing a program 
in the first place. So if you're as clever as you can be when you write it, how will you ever debug 
it?” (83 chap 2). Code must be curated and maintained, to ensure that it is correct and robust. 
For these reasons, it is important that analysis code be turned into libraries, sharing efforts 
across many developers. Indeed, “many eyes make all bugs shallow” (84). Libraries also 
facilitate formal testing of the code, which is crucial to ensure that it is correct. 
The more a publication relies on standard libraries rather than custom code, the more 
understable it is and the less likely it is to contain major bugs. Archiving complex and custom 
code, e.g. in a software container, enables reproducibility, though the long-term sustainability of 
any particular container system is always uncertain.  In addition, although containers provide 
some degree of transparency, their complexity can make this somewhat challenging (e.g. 
through inclusion of binaries without source code).  The use of modified library versions within a 
container can also result in a processing stream that diverges from community standards.  
Archival reproducibility is necessary but not sufficient for a healthy scientific process; While 
reproducibility of analyses builds the memory of science, reusability builds its future. 
Conclusion 
 
Ensuring the quality of scientific research is an ongoing battle, which is made increasingly 
challenging by the availability of large datasets and complex analysis workflows.  Reproducibility 
requires openness and transparency, which has been greatly enhanced in the field of 
neuroimaging by open data sharing and the use of open source software.  The growth of 
software complexity requires increasing sophistication in software engineering methods, which 
motivates the development of high-quality software libraries and analysis platforms that follow a 
“glass box” philosophy.  The success of an open science ecosystem within the field of 
neuroimaging provides a guiding example for researchers in other fields. 
 
Future Issues list: 
 
- Long-term sustainability is a continuing challenge for community data sharing projects, 
given the inability of funding agencies to guarantee long-term support.  How can we 
ensure that data will remain accessible in the long term? 
 - What is the best model for analyzing petascale neuroimaging datasets that are 
challenging to copy between sites? 
- Researchers are driven by institutional incentives (for publications, grants, and academic 
credit) to develop multiple databases within the same sphere of research. How can 
incentives be realigned to promote the development of collaborative databases?   
- The expanding landscape of data sharing across multiple projects drives a need for 
better ways for searching through available data. The recent development of Google 
Datasets provides a potential resource, but further work is needed to identify the best 
approach for indexing and searching the range of openly available datasets. 
 
Summary Points List: 
 
- Open data and analysis software are essential for reproducibility in data analysis 
- Data sharing has grown from the ground up within the neuroimaging community, with 
large databases of open data now available. 
- The Brain Imaging Data Structure has provided a common language in which to 
describe and organize a broad range of neuroimaging datasets. 
- The Python ecosystem for neuroimaging provides a set of open source tools for 
reproducible and transparent analysis of neuroimaging data. 
-  
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Acronyms and Definitions list (glossary):  
 
BIDS: Brain Imaging Data Structure - A data container standard for neuroimaging datasets 
fMRI: functional magnetic resonance imaging - The primary method for functional imaging of the 
human brain 
PET: Positron emission tomography - A method for metabolic imaging of the brain 
MEG: Magnetoencephalography - A method for imaging of electrical signals in the brain via 
measurement of their electromagnetic signatures 
EEG: Electroencephalography - A method for imaging of electrical signals in the brain via 
recordings from electrodes on the scalp 
INDI: International Neuroimaging Data-sharing Initiative - A data sharing initiative that organized 
the 1000 Functional Connectomes Project 
HCP: Human Connectome Project - A major NIH-funded effort to generate a shared dataset 
intended to map the human connectome. 
 NIfTI: Neuroimaging Informatics Technology Initiative: A standard format for storage of 
neuroimaging data 
JSON: JavaScript Object Notation - A standard format for structured data storage, used in the 
BIDS standard 
DICOM: Digital Imaging and Communications in Medicine - A standard format for the storage of 
medical imaging data 
ICA: independent component analysis - A matrix factorization technique commonly used in the 
neuroimaging field. 
NITRC - Neuroimaging Informatics Tools and Resources Clearinghouse - A portal for software 
and data resources in neuroimaging 
 
 
Related Resources list:  
 
- http://scikit-learn.org/: The scikit-learn project for machine learning 
- http://bids.neuroimaging.io - The BIDS standard for neuroimaging data containers 
- https://incf.github.io/bids-validator/: The BIDS validator, which performs client-side 
validation using the BIDS standard 
- https://bids-apps.neuroimaging.io/: The BIDS-Apps specification for containerized BIDS-
aware software applications 
- https://nilearn.github.io/: The nilearn project for machine learning analysis in Python 
- http://openneuro.org: The OpenNeuro data sharing and analysis project 
- https://www.nitrc.org/: The Neuroimaging Informatics Tools and Resources 
Clearinghouse 
 
 
Sidebar  
 
Data Containers (sidebar) 
Data container is a data science concept that describes a dataset organization and annotation 
that makes the dataset maximally reusable without the need for additional information. In 
other words, all of the data and metadata necessary to use the data are contained in the 
same structure. This property makes data containers an excellent data exchange format, both 
in the sense of communication between two databases as well as traditional data sharing 
between individual researchers. EEG Study Schema (ESS - (85)) and BIDS are good 
examples of data containers. BIDS serves as a data exchange format in OpenNeuro.org (all 
incoming datasets need to be BIDS) as well as SchizConnect (queries across multiple data 
sources return a single data container in BIDS format). 
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