dedicate this in memory of their warm, generous and inspirational friend Gene Golub.
Introduction.
Given an approximate solution to a problem, the aim of backward perturbation analysis is to find a minimum size perturbation in the data such that the approximate solution is an exact solution of the perturbed problem. In the analysis one tries to find a formula for, or good bounds on, the size of the minimal perturbation (to be referred to as the minimal backward error) and design an efficient algorithm to evaluate or estimate the formula or the bounds. If the relative minimal backward error (i.e., the size of the minimal perturbation divided by an acceptable measure of the size of the data) is of the order of the unit round-off then we say that the approximate solution is a (normwise) backward stable solution. Backward perturbation analyses are useful in practice. Sometimes we may not know if an algorithm for solving a problem is numerically stable, e.g., the backward numerical stability of some fast algorithms for structured matrix problems is unknown. But if we know that a computed solution of a specific problem is a backward stable solution, we are satisfied with this computed solution. Also when we solve a large scale problem by an iterative algorithm, the results of a backward perturbation analysis can often be used to design effective stopping criteria, see, for example, [1] , [20] and [25] .
There has been a lot of work on the backward perturbation analysis of linear systems, especially in recent years. For example, for consistent linear systems, see [14] , [25] , [30] , [31] , [32] , [34] , [37] ; for unconstrained least squares problems, see [9] , [12] , [17] - [19] , [26] - [30] , [35] ; and for constrained least squares problems, see [4] , [18] and [19] .
The main purpose of this paper is to give a norm-wise backward perturbation analysis for the general linear data least squares (DLS) problem. As a result the structure of the matrix and magnitudes of individual elements of the matrix in the DLS problem will not be considered. We derive formulas for an "extended" minimal backward error in section 2. This extended minimal backward error is at worst a lower bound on the minimal backward error. But we show that when the given approximate solution is a good enough approximation to the exact solution of the DLS problem (which is the aim in practice), the extended minimal backward error is the actual minimal backward error. Section 2.1 deals with perturbations in both A and b, while section 2.2 considers perturbations in A alone, and shows how these are limiting cases of those in section 2.1. Since computing the extended minimal backward error directly is time consuming, in section 3 we derive a lower bound on, and in section 4 an asymptotic estimate for, this extended minimal backward error. We give numerical examples in section 5. Finally a summary is given in section 6.
We use I = [e 1 , . . . , e n ] to denote the unit matrix. For any matrix B ∈ R m×n , its column range is denoted by R(B), its Moore-Penrose generalized inverse is denoted by B † , its smallest singular value (the p-th largest singular value with p = min{m, n}) by σ min (B), and its condition number in the 2-norm is denoted by κ 2 (A). For any symmetric B ∈ R n×n , its eigenvalues are labeled in non-decreasing order: λ min = λ 1 ≤ λ 2 ≤ · · · ≤ λ n , but when only λ min is of interest we will write λ = λ min . For any vector v ∈ R n , its Moore-Penrose generalized inverse is
Note that vv † is the orthogonal projector onto R(v) and I − vv † is the orthogonal projector onto the orthogonal complement of R(v).
Backward perturbation analysis.
Given A ∈ R m×n and b ∈ R m , the data least squares (DLS) problem defined by DeGroat and Dowling [5] is:
See also, for example, [21, 22] . The purpose of the DLS problem is to find the optimal x. For applications of the DLS method to some signal processing problems, see [5] . Let U min (A) be the left singular vector subspace of A corresponding to its minimum singular value σ min (A). In [21] it was explained that a satisfactory condition for building the theory for the DLS problem (2.1) is the condition that we will now assume holds:
A has full column rank, and b ⊥ U min (A).
With this condition the solution to (2.1) must exist and be unique. From (A+E)x = b we have Ex = b − Ax. Thus the minimal E must satisfy
But (2.2) implies b = 0, so the solution x must be nonzero and this allows us to eliminate E and reformulate the DLS problem (2.1) as
From [21, (5.14)-(5.17)],x solves the DLS problem (2.1) if and only if
Differentiating the objective function in (2.4) and setting the result to zero gives (2.5), corresponding to a stationary point. The global minimum also satisfies (2.6).
The DLS formulation is designed for problems where the right hand side b is accurately known, but the matrix A is only known approximately. Given a nonzero approximate solution y ∈ R n to Ax ≈ b, two questions are of particular interest here: Q1: Is y a feasible (not necessarily DLS) solution, given the accuracy of the data? Q2: Is y a backward stable solution to the DLS problem for the given data A, b? Q1 will often be easy to check: for example if it is known that the given data matrix A approximates an unknown ideal matrixÂ to within A −Â {F or 2} ≤ α while b is accurately known, then from (2.3) we need only check that b − Ay / y ≤ α. If the answer to Q1 is positive and we are not interested in the DLS solution, we might accept y. But then in practice there will be an infinite set of y satisfying Q1, and we will often seek some additional criterion, for example "does y make sense physically?"-a difficult question we might ask of an ill-posed problem. Here we consider the more generally approachable question Q2, since if we can answer this affirmatively we will know that y is a desirable computational solution to (2.1). Even if the answer to Q1 is "no" we might still check Q2, since it is possible for y to satisfy Q2 but not Q1, in that y can be a DLS solution for A + ∆A, b + ∆b for very small ∆A and ∆b, but the minimal norm E in (A + ∆A + E)y = b + ∆b can be too large for Q1. This would indicate that there are difficulties with the data.
To answer Q2 we would like to solve the minimal backward error problem:
[∆A, ∆b θ] F subject to y = arg min
see (2.4) , where the chosen scalar θ ≥ 0 allows a different emphasis on each data error. From (2.5) and (2.6) we see that [∆A, ∆b] is a backward perturbation for the DLS problem with the given solution y if and only if it is in the set C A,b where
The inequality in (2.9) makes it difficult to derive a general expression for [∆A, ∆b] ∈ C A,b , so we initially ignore it and consider the larger set C + A,b , which we will show is also useful. The following result from Theorem 5.1 of [3] 
, and y ∈ R n is nonzero, then [∆A, ∆b] ∈ C 2.1. Allowing backward perturbations in A and b. Based on Lemma 2.1 we will first find a computable expression for µ F (y, θ) in the following "extended" minimal backward error problem:
We call µ F (y, θ) the extended minimal backward error because we minimize over the extended set C + A,b , giving at worst a lower bound on the minimal backward error. If b = 0 the DLS problem (2.1) has the solutionx = 0; if y = 0 then it cannot be the DLS solution of any problem with b = 0. We do not need to consider these cases further. For the remainder of this paper we will assume the conditions and notation of the following theorem.
The following will simplify the presentation:
where w θ is the ('unique' when λ min (M (θ)) < 0) eigenvector of M (θ) corresponding to λ min (M (θ)), also the left singular vector of N (θ) corresponding to σ min (N (θ)).
Proof.
T is nonnegative definite, so from [15, Theorem 4.3.4(b) ] with k = 1, M (θ) has at most one negative eigenvalue. Now we want to determine the optimal w, Z, ∆A and ∆b in (2.10) to minimize ∆A, ∆b θ F . In the following we discuss two cases separately.
Case 1: The optimal w = 0. Let Y = [y/ y 2 , Y 2 ] ∈ R n×n be an orthogonal matrix. From (2.10) we have (b + ∆b)
T w = 0 automatically, and
It follows that
and from (2.10) we see that the optimal ∆A must satisfy
In Case 2 we will show that if λ min (M ) ≥ 0 then w = 0 is optimal.
Case 2: The optimal w = 0. Let Y be as in Case 1, and W = [w/ w 2 , W 2 ] ∈ R m×m be an orthogonal matrix. Since w T (b + ∆b) = 0 we can write
From (2.10) we have
Thus the objective function can be written as five additive nonnegative terms:
To minimize this we take Z = Z ≡ A and note the sum of terms involving s is
The normal equations forŝ, the optimal s, give ( 
Substituting this in the first line of (2.23) gives with
Then from (2.22), we obtain
We will minimize ψ 2 (w), which is a function of w/ w 2 alone, and then show that we can set ψ 1 (w) to zero by scaling w, leading to the optimal w. Since
whose minimum is ρθ 2 r 2 2 + λ min (M ) given by w = w θ α for any nonzero α ∈ R and w θ satisfying M w θ = w θ λ min (M ), w θ 2 = 1, since we assumed w = 0.
If Only when λ min (M ) < 0 do we need to consider the possibility that w = 0.
Assume that λ min (M ) < 0. It is easy to verify that ψ 1 (ŵ) = 0 if
which is impossible since the right hand side is nonnegative, see (2.12), proving that the inequality in (2.29) holds. Therefore from (2.25) we see that when λ min (M ) < 0 the extended minimal backward error µ F (y, θ) satisfies the two bottom equalities in (2.15). The bottom equality in (2.17) follows immediately from (2.21) and (2.24), and substituting this with Z = A and (2.29) in (2.10) gives ⊥ . Eigenvalues of a parameterized matrix that are zero independent of the parameter (here θ) will be called "trivial zero eigenvalues". Because they remain zero, their limiting behavior is trivial.
Allowing a backward perturbation in
A alone. In DLS problems only the matrix A is assumed to have uncertainty, so it is also important to consider the case where there is a backward perturbation in A alone. Then the corresponding minimal backward error problem becomes min ∆A∈CA ∆A F where
and these two sets are just C + A,b and C A,b in (2.8) and (2.9) with ∆b = 0, so that
We can force ∆b = 0 by taking the limit as θ → ∞ in (2.11), giving for the extended minimal backward error in this more limited case
Here we have abused the notation a little by using both µ F (·) and µ F (·, ·). The proof using θ → ∞ (we use ε ≡ θ −2 ց 0) is made possible by a beautiful classical result. Lemma 2.3. (Rellich [24, pp. 29-37] , see also Kato [16, ). For ε ∈ R suppose H(ε) = H(ε)
T ∈ R n×n is analytic about ε = 0, then its eigenvalues and an orthonormal set of eigenvectors can be chosen analytic about ε = 0.
We need some more results to prepare for Theorem 2.6. To make later analysis easier, we use ε to replace θ −2 . From (2.12)
In our limits we only consider ε ≥ 0, so ε → 0 will always mean ε ց 0.
m ≥ 2 and λ(0) ≡ λ min (H(0)), then for small enough ε ≥ 0 the minimum eigenvalue λ(ε) and its normalized eigenvector w(ε) can be chosen analytic with the forms
Let λ * (0) ≡ λ min (T (0)), then for small enough ε ≥ 0 the minimum eigenvalue λ * (ε) and its normalized eigenvector w * (ε) can be chosen analytic in
Finally lim ε→0 ε −1 λ(ε) exists (see (2.35)), and for λ * (0) and w * (0) in (2.37),
Proof. The expression for T (0) in (2.36) follows from (2.34) and (2.33), and then
Clearly H(ε) and T (ε) are analytic about ε = 0, so w(ε), λ(ε), w * (ε), and λ * (ε) can be chosen to be analytic with w(ε) 2 = w * (ε) 2 = 1, see Lemma 2.3. Also H(ε) can have at most one negative eigenvalue, see the start of the proof of Theorem 2.2, so from Lemma 2.4 T (ε) can have at most one negative eigenvalue. Since m ≥ 2, H(0) = bb T has minimum eigenvalue λ(0) = 0, proving the first part of (2.35). Since bb T w(0) = w(0)λ(0) = 0, we must have b T w(0) = b T w 0 = 0, proving the rest of (2.35). Next (2.35) proves (2.38), and we have
When λ * (0) < 0 it is a singleton, see Lemma 2.4, so for small enough ε, λ * (ε) < 0; then b T w * (ε) = 0 from (2.37) and (2.36), giving
Taking the limit as ε → 0 and using (2.43) with w(ε) 2 = w * (ε) 2 = 1 gives
proving equality throughout, so that 
and
From this y T xν = −y T A T w 0 , and with (2.45)
Remark 2.2. In (2.41) the case b = Ax & ∠(x, y) = ±π/4 is extremely unlikely (it has "probability zero"), requiring b ∈ R(A) (a highly unlikely situation when we are solving DLS problems), and y to be a terrible approximation to the unique x for which b = Ax, giving exactly ∠(x, y) = ±π/4.
We can now obtain the equivalent of Theorem 2.2 for a backward perturbation restricted to A alone. Theorem 2.6. Suppose that we are given A ∈ R m×n , m ≥ 2, with nonzero b ∈ R m and y ∈ R n ; suppose also that (2.2) holds. Let r ≡ b − Ay and Furthermore µ F (y) is given by the backward perturbation:
where w * is the eigenvector of M ∞ corresponding to λ min (M ∞ ) < 0, or equivalently the left singular vector of 
Since M (θ) can have at most one negative eigenvalue, when lim θ→∞ λ min (M (θ)) < 0, λ min (M (θ)) is the unique minimum eigenvalue for large enough θ, and w θ in (2.16) can be taken as w(ε) in Theorem 2.5. This, and noting that λ(θ 2 H(θ −2 )) is equal to λ min (M (θ)) for large enough θ, gives from (2.38)-(2.41)
But from (2.12) lim θ→∞ ρ = 0 and lim θ→∞ ρθ 2 = y −2 2 , so that (2.48) is the limiting value of both cases of (2.15) as θ → ∞. If lim θ→∞ λ min (M (θ)) = 0 it can also be seen that in the limit the two criteria in (2.16) become the respective criteria in (2.49), where if lim θ→∞ λ min (M (θ)) < 0, b T w * = lim θ→∞ b T w θ = 0, so that in the limit the two expressions for ∆A in (2.16) become the respective expressions in (2.49). If lim θ→∞ λ min (M (θ)) = 0 and this corresponds to trivial zero eigenvalues only, the top row of (2.49) is clearly once again the correct limit. Only the probability zero case of lim θ→∞ λ min (M (θ)) = 0 with b = Ax, ∠(x, y) = ±π/4, allows the possibility that λ min (M (θ)) < 0 for arbitrarily large θ, and since in this case λ min (M ∞ ) = 0, this suggests that (2.16) could fail to give the correct limiting perturbation in (2.49). That is, although (2.49) is correct, until proven otherwise there remains the possibility that taking the limit in (2.16) could lead to ∆A = ry † −w * w † * A(I −y2y † ) rather than ry † in this one strange case, see (2.49).
Deriving µ F (y) directly as we did for µ F (y, θ) also leads to the results down to the sentence including (2.49). But Theorem 2.5 describes the limiting behavior as well.
To parallel the remark given in [13, Sec. 20.7] for some formulas for the minimal backward error of ordinary least squares problems, computing and adding the eigenvalue in (2.15) or (2.48) is not wise computationally. Catastrophic cancellation may occur when it is negative. Furthermore the computed value may have very poor accuracy even using well-known software such as MATLAB 7.0, e.g., in (2.48) the computed value of λ min (M ∞ ) may be smaller than − r 2 2 / y 2 2 . The singular value is much more reliable for computation. If we computed that using the Golub-Reinsch singular value decomposition algorithm it would need about 8/3m
3 + 4mn 2 flops, but one point of this paper is that we can use cheaper lower bounds or estimates instead.
In Theorem 2.2 we have either λ min (M (θ)) < 0 or λ min (M (θ)) ≥ 0, while in Theorem 2.6 we have either λ min (M ∞ ) < 0 or λ min (M ∞ ) = 0. By substituting the resulting perturbations in the relevant inequalities it is straightforward to see that the inequality in (2.9) is satisfied when λ min (M (θ)) ≥ 0 and rank(A + r(1 − ρ)y † ) = n and the inequality in (2.31) is satisfied when λ min (M ∞ ) = 0 and rank(A + ry † ) = n. It follows that in these two special cases the extended minimal backward error is actually the true minimal backward error, and that nothing was lost by using the "supersets" C + A,b and C + A . We will supply further justification for the use of these supersets later. The following result indicates that the extended minimal backward error µ F (y) is continuous at y =x, wherex is the DLS solution in (2.5)-(2.6), where of course µ F (x) = 0. In order to save space, here and in the rest of the paper we will only consider the case where A is perturbed, but all the results could be extended to the more general case where both A and b are perturbed.
Corollary 2.7. With the notation and conditions of Theorem 2.6, and the DLS solutionx in (2.5)-(2.6), defineM ∞ ≡ M ∞ (x) (see (2.47)), andr ≡ b − Ax. Then with (2.15),
Proof. First we see that (2.5) just says
, and multiplying this on the left byx T shows that Since in (2.32)
i.e., µ F (y) is a lower bound on the minimal backward error. However we have found computationally, see section 5, that when y is a reasonable approximation to the exact solution of the DLS problem (2.1), the minimal perturbation ∆A usually satisfies the inequality in (2.31). Therefore in such cases µ(y) is actually the minimal backward error. The following result partially justifies this finding.
Theorem 2.8. For given A ∈ R m×n and b ∈ R m suppose that (2.2) holds. Let x be the DLS solution to (2.1). Then there exists an ǫ > 0 such that if y −x 2 < ǫ, then µ F (y) above is the true minimal backward error.
Proof. For any given y Theorem 2.6 shows that ∆A satisfying (2.49) is the minimizer of (2.32). Notice that when y →x we have from Corollary 2.7 that ∆A → 0. Thus
− σ min (A) < 0, there must exist ǫ > 0 such that when y −x 2 < ǫ,
Therefore ∆A ∈ C A and µ F (y) = min ∆A∈CA ∆A F , i.e., when y −x 2 < ǫ, µ F (y) is the true minimal backward error.
A lower bound on min ∆A∈C
+ A ∆A 2 . Since computing µ F (y) directly is expensive, in this section we suggest a good lower bound which can be estimated easily.
First we give the following result, which is analogous to Theorem 3.1 in [35] for ordinary least squares problems.
Theorem 3.1. With the notation and conditions of Theorem 2.6, and with C
Proof. For any ∆A ∈ C 
where the last inequality is due to the fact that
leading to the first inequality in (3.1). The second inequality in (3.1) is easy to prove. In fact, if ∆A is a minimal solution to (2.32), then
Now we give a lower bound on µ 2 (y) ≡ min ∆A∈C + A ∆A 2 . Theorem 3.2. With the notation and conditions of Theorem 2.6, and with Then taking the 2-norm on both sides of this equation, we obtain the inequality
that is, with (3.3), the quadratic inequality in terms of ξ ≡ ∆A 2 :
Since ξ and β 1 are nonnegative, ξ ≥ ξ + , where ξ + is the positive root of β 0 = β 1 ξ + ξ 2 , so
The lower bound in (3.2) can usually be evaluated in O(mn) flops, since A 2 can usually be estimated by a standard norm estimator in O(mn) flops, see [13, Sec. 15.2] . In fact a good estimate of A 2 might already be available from whatever method is used for obtaining y, and the cost will essentially be the 4mn flops for computing
, Corollary 2.7, and (3.1). 4. An asymptotic estimate for µ F (y). Computing µ F (y) directly is expensive and the lower bound (3.2) may not be very tight. In this section we would like to give an asymptotic estimate by following the general approach given in [9] .
Let
Note that f (A,x) = 0 (see (2.5)). The extended minimal backward perturbation ∆A is the matrix satisfying f (A + ∆A, y) = 0 and µ F (y) = ∆A F . But by Taylor's expansion, for small enough E ∈ R m×n ,
where J A f (A, y) ∈ R n×mn is the Jacobian matrix of f with respect to vec(A). Thus an approximation to ∆A is that E giving the minimum 2-norm solution to
that is, E such that
Theorem 4.1. With the notation and conditions of Theorem 2.6,μ F (y) in (4.2) is an asymptotic estimate of µ F (y) in (2.32), i.e. forx solving (2.1),
Proof. By Taylor's expansion,
Thus from (4.2),
Taking the 2-norm and noticing
is an orthogonal projection matrix, we obtainμ
which, with Corollary 2.7, leads to lim y→xμF (y)/µ F (y) ≤ 1.
On the other hand, from (4.1) and (4.3) we can obtain
. Since ∆A is a matrix satisfying the above equality with minimum F-norm, we must have
which, with Corollary 2.7, leads to lim y→xμF (y)/µ F (y) ≥ 1, completing the proof.
Note that
Then from (4.5) with (4.4) and (4.7), it follows that
T is an orthogonal projector onto R(B). The asymptotic estimateμ F (y) is analogous to an estimate for the minimal backward error for ordinary least squares problems whose various forms have been studied in [9] , [11] , [12] , and [17] . One method for computingμ F (y) is to use the QR factorization. If B = QR where Q ∈ R (m+n)×n satisfies Q T Q = I n , and R is upper triangular, then we see that
If we use Householder QR factorization, this method will cost 2(m + 2/3n 2 )n 2 flops. The other method is to use the moment method by following [27, Part I] . For brevity, we will not give details here.
5. Numerical tests. In section 2 we gave an extended minimal backward error µ F (y), which is a lower bound on the minimal backward error. But if the inequality in (2.31) holds for the extended minimal backward perturbation ∆A given in (2.49), then µ F (y) is in fact the minimal backward error. Our numerical tests indicate that if the given vector y is a reasonable approximation to the true DLS solution, the inequality in (2.31) holds, where ∆A is the minimal ∆A given in (2.16). We will give some examples in this section to illustrate this. In sections 3 we gave a lower bound µ lb 2 (y) on µ 2 (y), which is also a lower bound on µ F (y) (since µ 2 (y) ≤ µ F (y)). In section 4 we presented an asymptotic estimateμ F (y) of µ F (y). We will give numerical examples to show how good µ lb 2 (y) andμ F (y) are as approximations to µ F (y). We carried out computations using MATLAB 7.4 on a MacBook running Mac OS X 10.4.11.
In our numerical tests the data was constructed as follows (randn and rand are two MATLAB built-in functions for generating random matrices with normal and uniform distributions, respectively):
• We use two types of test matrix for A:
and V ∈ R 40×40 are the Q-factors of the QR factorizations of two random matrices randn(100, 40) and randn(40, 40), respectively. Note that κ 2 (A) = 10 4 .
rand(100, 40) (note that E F ≤ δ A ), δ A = 10 −7 , 10 −6 , . . . , 10 −1 for type 1 matrices A, δ A = 10 −7 , 10 −6 , 10 −5 , 10 −4 for type 2 matrices A. The DLS estimate usually has no accurate digits compared with x if δ A is taken to be larger.
• y =x+ 1 √ 40 δx x 2 rand(40, 1),x is the computed solution to the DLS problem (2.1) and δx = 0, 10 −7 , 10 −6 , . . . , 10 −1 .
• For each pair of δ A and δx and each type of matrix, we generated 1000 sample problems.
The solutionx to the DLS problem satisfies (see [5] ):
where v D is the right singular vector corresponding to the smallest singular value of (I − bb † )A. The equality (5.1) can also be obtained from [21, Sec. 9] , which suggests a way to computex. In our numerical tests we used the MATLAB built-in function svd to find v D and then computedx. To compute the asymptotic estimateμ F (y), we first computed the QR factorization of B (see (4.6) ) to find the Q-factor and then used (4.9).
In our numerical tests single precision was used to generate the data A, b and y, and to compute the DLS solutionx; and both single precision and double precision were used to compute both sides of the inequality in (2.31) (where ∆A gives the minimum). The number of failures to satisfy the inequality for each case by single (S) and double (D) precision is reported in Table 5 .1 for type 1 matrices, and in Table 5 .2 for type 2 matrices. When δ A is small or δx is large, we see that the computed version of the inequality by single precision sometimes fails. In particular for ill-conditioned type 2 matrices, when δ A = 10 −7 or δx = 10 −1 , the failure percentage is very large. However the computed version of the inequality by double precision always holds for these test cases. This shows that these failures were due to rounding errors in the single precision computed version of the inequality, and for these test cases the extended minimal backward error is actually the true minimal backward error. The reason single precision rounding errors caused some tests to fail is almost certainly the following: in each failed case the gap between the smallest and the second smallest singular values of N ∞ was small, making the computation of the singular vector w * (see (2. All these figures and the figures we did not display here indicate that the lower bound µ lb 2 (y) is a reasonable approximation to the minimal backward error µ F (y) in the sense that these two always had the same order of magnitude, although the case for type 1 matrices is worse than the case for type 2 matrices. We also see that the asymptotic estimateμ F (y) is an excellent approximation to µ F (y), even when y is not close to the DLS solutionx, see 6. Summary and future work. For a given approximate solution y to the DLS problem (2.1), we first presented formulas (2.15) in Theorem 2.2 for an extended minimal backward error µ F (y, θ) for the case where backward perturbations in both A and b are allowed. Then by taking θ → ∞ we obtained the corresponding formulas (2.48) in Theorem 2.6 for an extended minimal backward error µ F (y) for the case where only backward perturbations in A are allowed-this is the case we considered later in the paper. In theory µ F (y) is a lower bound on the minimal backward error, but if the inequality in (2.31) is satisfied for the optimal perturbation ∆A given in (2.49), it is in fact the the minimal backward error. Our simulations showed that if y is a reasonable approximation to the exact DLS solution (that is, having a relative error in y of less than 10 −1 for our test cases), then, apparently the inequality in (2.31) holds in the absence of rounding errors in checking the inequality. Thus we believe in practice that µ F (y) can usually be used as the minimal backward error. Since the formula (2.48) for µ F (y) involves the minimum singular value of a matrix, it is expensive to compute directly. In order to overcome this problem we derived a lower bound µ lb 2 (y) (see (3.2) ) and an asymptotic estimateμ F (y) (see (4.6), (4.8) and (4.9)). These can be computed or estimated more efficiently. For our numerical test cases µ lb 2 (y) always had the same order of magnitude as µ F (y), andμ F (y) was an excellent approximation to µ F (y). Since the computation of µ lb 2 (y) is so inexpensive, it would seem to give a simple and effective indicator.
Several problems need to be investigated in the future. To check if the extended minimal backward error is the actual minimal backward error we need an efficient and reliable way to test the inequality in (2.31) (or the inequality in (2.9) when perturbations in both A and b are allowed). The relationships between µ F (y) and µ F (y) needs to be studied further. We would also like to incorporate the results obtained in this paper to design effective stopping criteria for iterative algorithms for solving the DLS problem, and extend the results here to total least squares problems (see [7] and [33] ) and scaled total least squares problems (see [23] and [21] ).
