In the salient object detection, the given image can be decomposed into background regions (low-rank part) and salient regions (sparse part). In this paper, we present a novel sparse gradientbased structured matrix decomposition model for salient object detection. We use the l 1 norm of logistic function on the singular values to approximate the rank function, which avoid over-penalized problem of the nuclear norm. And a group sparsity induced norm regularization is imposed on the salient part to explore the relationship among superpixels. In order to widen the gap between salient regions and background regions in feature space, we suggest a sparse gradient regularization to replace the conventional Laplacian regularization. Finally, the model is solved through an augmented Lagrange multipliers method, and highlevel priors are embedded into our model to promote the performance. Experiments indicate that the proposed method performs better in terms of various evaluation metrics than the state-of-the-art methods.
I. INTRODUCTION
Salient object detection aims to identify the most attractive regions in an image, which is similar to the selective mechanism of human vision [1] . It has attracted considerable research interest in recent years. In the early stage, visual saliency was defined as tracking and locating the visual attention regions, thus the vast majority of works focus on fixationlevel saliency detection, i.e., eye-fixations [2] . Later, it was extended to object-level saliency detection, namely, salient object detection. Different from conventional prediction of eye fixations, salient object detection emphasizes to find visual objects by measuring the dissimilarity of each region. Thus how to deal with the cluttered background and diversity of object parts within an image is always one of the major challenges for salient object detection. As an essential preprocessing step, saliency detection plays a significant role in computer vision. Several applications benefit from saliency detection, including image segmentation [3] , image compression [4] , object discovery [6] , image retargeting [5] , object recognition [7] , etc.
Over the past decades, many successful saliency detection methods have been proposed. In general, existing visual attention methods can be mainly categorized into two classes: bottom-up [8] (stimuli-driven) and top-down schemes [9] (goal-oriented). Bottom-up methods is task-free and usually exploit low-level features and cues, such as color, intensity, texture, gradient, edges, etc, to construct saliency maps. The main advantage of such methods is fast and doesn't require specific prior knowledge. By contrast, top-down methods are based on the tasks, which learn high-level knowledge from training examples with manually labeled ground truth, such as center, boundary, connectivity, objectness, etc. A supervised learning process is generally required. A recent trend is to combine bottom-up cues with top-down priors to facilitate detection. In our paper, we focus on the combination of both classes.
In recent years, the sparse and low rank matrix structure decomposition has attracted considerable research interest from the computer vision and machine learning communities. As all known, the l 1 -minimization is equivalent to the l 0 -minimization under certain incoherence conditions for certain problems [37] . And the nuclear norm is widely used as a convex surrogate of the rank function. However, the solution of the nuclear norm minimization is usually suboptimal. This motivates us to approximate the l 0 -norm by nonconvex continuous surrogate functions. Many known nonconvex surrogates of l 0 -norm have been proposed, including L p -norm (0 < p < 1) [17] , Smoothly Clipped Absolute Deviation (SCAD) [18] , Logarithm [19] , and so on. In [20] , Lu et al. proposed to use a family of nonconvex surrogates of l 0 norm on the singular values to approximate the rank function. Jia et al. [21] obtained an adaptive regularizer learning method by using full MAP (maximum a posterior). In our paper, we extend the methods and use the l 1 norm of the logistic function on the singular values of a matrix to replace the nuclear norm. The background constrained by our regularizer is cleaner and much closer to the ground truth. In addition, we treat the salient object detection as a problem of low-rank and sparse-structured matrix decomposition. When the object is consisted of several regions with different representations, the saliency values of the object will be not consistent. Therefore, we use the clustering method to model the image as a graph, and then adopt a group sparsity induced norm to encode potential relationships of patches in feature space, making salient object highlighted consistently. This regularization takes the spatial relationships into account. The similar patches of an image will share similar saliency values in the result map.
As is well known, Laplacian-based methods have been widely exploited in the graph-based applications in computer vision. Therefore, many Laplacian-based approaches have been proposed in various contexts, such as dimensionality reduction [22] , unsupervised clustering [23] , and semisupervised classification [24] , etc. Although the Laplacian criterion contributes a lot to distinguish the foreground and the background, some deficiencies still exist. It generally preserves the local homogeneous data structure, but suppresses the discrimination of the cross features. To some extent, the Laplacian criterion leads to the chaos in the similar observations among the different regions. Motivated by [28] , we propose a sparse gradient regularization to replace the conventional Laplacian regularization in our model. As shown in Fig.1 , there is a challenging example for salient object detection. In this image, we can see that the background regions are quite similar with the salient object in color image, so that many methods cannot accurately distinguish boundaries between salient object and background. In contrast, our method is more effective for such complicated [10] - [13] , [15] , [16] , [25] ; (j) Our method achieved the best performance.
scenes, yielding higher contrast between salient objects and the background. Therefore, the proposed method can abstract the more complete objects, which makes the results very close to the ground truth and hence better than other methods.
In summary, the main contributions of this paper are as follows:
1) We use the l 1 norm of the logistic function on the singular values of a matrix to replace the nuclear norm as the low-rank constraint, which is motivated by the Bayesian perspective [21] . Compare to the traditional nuclear norm minimization model, our model has achieved better performance. 2) A group sparsity induced norm is used to encode potential relationships of patches in feature space, where the similar patches of an image share similar saliency representation. It not only has less operation time than the tree-structured sparsity-inducing norm in [14] , but also can achieve the same effect. 3) Motivated by [28] , we propose the sparse gradient regularization to extract the salient regions from the background. Compared to the Laplacian criterion, the proposed criterion avoids isotropic smoothing on the data graph and benefits the separation effect. The rest of this paper is organized as follows. We review related works in Section II. Section III describes the proposed model. And then Section IV performs the optimization algorithm. The experiment results are shown in Section V. Finally, the conclusion is given in Section VI.
II. RELATED WORK
In the field of salient object detection for images, the lowrank matrix recovery (LRMR) theory [26] has motivated many kinds of models. In 2012, Shen et al. has proposed a unified low-rank model (ULR) [12] with a learning linear transformation in the feature space to integrate the low-level features and high-level priors. But the spatial relations of image patches are not considered. To address the problem of non-uniformly highlighted in the salient regions, a segmentation driven low-rank matrix recovery model (SLR) [16] is proposed, which is guided by a bottom-up segmentation prior. In [27] , collaborative multiple features and high-level priors are integrated into multi-task sparsity pursuit (MSP) model. It assumes that the background patches are highly correlated and represented by a low-rank term, while salient regions are some special areas and represented by the sparse term. Then, Peng et al. presented the LSMD [13] and SMD [14] models to seek the underlying structures of image patches.
These methods are based on a common hypothesis that the background usually contains the redundant information while the saliency regions are usually sparse. Therefore, the feature matrix of an image can be treated as the combination of a low-rank matrix and a sparse matrix, corresponding to the background and the salient regions, respectively. Although these models may yield effects, the salient object detection still plague with complex backgrounds and scattered objects. When the background and foreground are similar VOLUME 6, 2018 in appearance, the saliency maps of previous methods may be incomplete compared with the ground truth. To address these issues, we propose our sparse gradient based structured matrix decomposition model. Finally, the experiment results indicate that our method is intuitive, effective and achieves the state-of-the-art results on three benchmarks.
III. SPARSE GRADIENT BASED STRUCTURED MATRIX DECOMPOSITION MODEL
In this section, we present our sparse gradient based structured matrix decomposition model for salient object detection. We first segment the image into superpixels and obtain the feature matrix. Next, we decompose the feature matrix into a low-rank matrix and a sparse matrix. We further impose a nonconvex low-rank regularization on the low-rank part as a constraint. Then, in order to involve the potential spatial relationships of image patches, we adopt a group sparsity induced norm to regularize the sparse part. Finally, the l1 norm of the gradient of S is suggested to increase the margin between the subspaces induced by low-rank part and sparse part.
A. BASIC FORMULATION
Similar to [12] , we first get a feature representation by extracting three different low-level features of an image, including color, steerable pyramids [30] and Gabor filters [31] . Then we use SLIC [29] to over-segment the image into N non-overlapping patches {B i } i=1,...,N to get homogeneous consistent regions, where N is the number of segmentations. Here, a D dimensional feature vector is extracted for each superpixel B i and denoted as f i . These feature vectors form a feature matrix
In addition, we consider an image as a combination of low-rank matrix and sparse matrix. Correspondingly, the feature matrix F can be decomposed into two parts F = L + S. Our model is denoted by the following formula:
where (L) is the nonconvex low rank constraint. ϒ (S) represents the weighed group sparsity norm regularization. The last term (L, S) refers to the sparse gradient regularization. And α, β are positive trade-off parameters. We will explain the details in the next section.
B. NON-CONVEX LOW RANK REGULARIZATION
In [20] , the authors proposed that the nuclear norm is a loose approximation of the rank function and usually leads to a suboptimal solution. Therefore, the goal is to find a better low rank constraint that makes the background cleaner. In [21] , the authors sought the scale parameter iteratively by using full MAP (maximum a posterior) and obtained an adaptive regularizer learning method (i.e. low rank approximation regularized by Logarithm on singular values). In this paper, we extend the method in [21] and use the l 1 norm of logistic function on the singular values instead of nuclear norm. Since it is a stronger constraint, the background will lie in a feature subspace with lower rank. The low-rank term for background is defined as follows:
where r is the rank and σ i is the i-th singular value of the low rank part L. We introduce an arbitrary small positive constant ε to guarantee the stability of the algorithm. In addition, the work of [21] proved that Logarithm regularizer used in model has closed form solution. To verify the effectiveness of the proposed low rank term, we give an intuitive visual comparison as shown in Fig.2 . In the first column, there are the input original images. Results of the SMD [14] with the nuclear norm are shown in the second column. To guarantee the validity and rationality of the results, we fix other terms and use the l 1 norm of logistic function on the singular values to replace the nuclear norm in SMD [14] . The saliency maps are shown in the third column. As we can see, the improved method has much clearer background than SMD [14] method, which illustrates that the background under the new constraint has a lower rank. Further, we show the results of our method in the fourth column. It is obviously that the boundaries of the backgrounds in the fourth column are clearer, and the salient objects are more integrated and much similar to the ground truths in the last column.
C. GROUP SPARSITY NORM REGULARIZATION
In our paper, we introduce a group sparsity norm regularization to explore the spatial structure information, which can be used to improve salient object detection. We first obtain a graph of an image based on a graph-based image segmentation algorithm [32] . According to the degree of relationship within the patches, we set a segmentation threshold T . It determines the groups the patches reside in. Specially, an original segment graph G 0 for arbitrary image is obtained by over-segmentation. Then we set G i be the i-th node and
The number of nodes in the segment graph is inversely proportional to the segmentation threshold T and denoted as n. The nodes also satisfy two conditions: (1) there is no overlap between the two nodes, i.e. for any
Finally, we get a rough segmentation result of an input image. And then we impose it on the salient part S as a constraint, which is encoded by a group sparsity norm [33] in our model, defined as follows:
where S G i is a sub-matrix of S corresponding to i-th node G i in the graph. S G i ∈ R D×|G i | ( · is the cardinality of a set), n is the number of nodes. And ω i > 0 is a weight corresponding to the node G i as the prior. The group sparsity norm ϒ (S) takes the spatial relationships into account and induces the similar patches to share similar saliency values in the result map.
D. SPARSE GRADIENT REGULARIZATION
In the process of matrix decomposition, we hope to increase the distance of low-rank part and sparse part in the feature space. And it is difficult for traditional matrix decomposition models to separate the salient regions and the background when the background is complicated or two parts are extremely similar. As all known, the Laplacian matrix can describe many properties of graphs. Therefore, Laplacianbased methods have been widely exploited in graph-based applications. In this paper, we denote Laplacian criterion as
), where ∇S represents the gradient of S. In [14] , Peng et al. proposed the Laplacian regularization to achieve the purpose of increasing the gap between salient parts and background parts and acquire certain effect. However, the Laplacian criterion usually preserves the local homogeneous data structure, but suppresses the discrimination, which usually leads to the problem of isotropic smoothing on the graph. To address this issue, we adopt the l1 norm of the gradient of S [28] (i.e., ∇S l1 ) to model the sparsity of salient regions. In summary, when decomposing the feature matrix F into a low-rank part L plus a structured-sparse part S, we hope to increase the margin between the subspaces induced by L and S. To this end, we introduce a novel sparse gradient regularization as ∇S l1 . We define the regularization as:
where s i is the i-th column of sparse matrix S, and υ i,j denotes the similarity of patches (B i , B j ). It forms a symmetric weight matrix V , which is defined as:
where N (B i ) denotes the set of neighbors of B i . Because the l1 norm leads to a nonconvex minimization problem. For convenience of calculation, we rewrite ∇S l1 = SK T 1 , where K denotes the gradient matrix of the adjacency KNN (K-nearest neighbor) graph [38] , [39] . Then we construct the gradient matrix K according to the structure of weight matrix V . Specifically, for any edge (i, j) ∈ {(i, j) ν i,j = 0 } in the graph, the corresponding k-th row in the matrix K satisfies that K ki = −K kj = ν i,j . Due to the symmetry of the matrix V , only half the nonzero element needed. Then we reformulate Eq.(4) as:
The sparse gradient regularization is explicitly related with F and S, which can be illustrated by (F, S) = (L + S, S) = (L, S). It encourages patches within the same semantic region to share similar or identical representation, and also patches from heterogeneous regions to have different representation. As shown in Fig.3 , we present an illustration of the sparse gradient criterion. First column is the input original images. Second column is the results of the salient object detection in SMD [14] . We use the the sparse gradient criterion to replace the Laplacian regularization in SMD [14] and the corresponding saliency maps are shown in third column. As shown, the improved method can detect the salient object accurately, and the boundary between the background is more clear. This experiment shows that the proposed sparse gradient regularization benefits the separation effects than the Laplacian regularization and avoids isotropic smoothing on the data graph. Finally, the results of our method are shown in the fourth column, where the saliency maps is more complete and more similar to the ground truth (the last column).
E. HIGH-LEVEL PRIORS INTEGRATION 1) HIGH-LEVEL PRIORS
Following the work in [12] , we get the prior map by integrating the gaussian distribution of color, location and VOLUME 6, 2018 background priors [25] . Then high-level priors are embedded into our model as the weights. For each superpixel B i , prior value π i represents the possibility that superpixel B i is the salient object. Specifically, we define ω i as:
It means that nodes with small prior values has a large punishment, and vice versa.
2) SALIENCY MAP
According to the group sparsity matrix S, we define the saliency value function Sal(·) respect to S i in superpixel patch B i as follow formulation:
where S i represents the i-th column of S, and · ∞ means the maximum absolute value. The larger value Sal(B i ), the higher possibility that B i is a salient region. After all patches are evaluated, an appearance-based smooth [40] process is implemented. Then the final saliency map will be generated. Finally, our model Eq.(1) can be rewritten as:
In summary, the proposed framework is consisted of four stages: 1) Feature extraction stage. We extract three different low level features of an image, including color, steerable pyramids [30] and Gabor filters [31] . After oversegmentation and feature extraction, we get a feature matrix. 2) Clustering stage. A graph of an image will be obtained in this step. It is based on a graph-based image segmentation algorithm, which determines whether patches reside in the same group. 3) Matrix decomposition stage. We use the sparse gradient and structured matrix decomposition model to decompose the feature matrix into the low-rank part L and a sparse part S. 4) High-level priors integration stage. High-level priors are embedded into our model as a weight to boost the performance. Then we get our saliency map.
IV. OPTIMIZATION METHOD FOR SOLVING OUR MODEL
In our paper, the alternating direction method of multipliers (ADMM) is applied to solve the optimization problem. Firstly we introduce auxiliary variables H and J , corresponding to S and H K T in Eq. (9), respectively. The augmented Lagrangian function of Eq. (9) is: 
where µ is a penalty parameter, and · 2 F is the matrix Frobenius norm. This problem can be optimized by alternately updating one variable while others fixed. The complete algorithm is presented in Algorithm1. In the following, we describe each iteration respectively.
A. COMPUTATION OF L
Fixing S, H and J , to seek L, we get the following optimization problem:
where τ = 
The Euler-Lagrange equation of the energy in Eq. (17) is:
It has closed form solution [21] . For convenience, we use to denote (
Thus we get the i-th singular value σ i of L:
where σ M i is the i-th singular value of M L . Finally, we obtain L = U V T . 
Step 4:
Step 5:
Where λ= α 2µ , and
Step 11: End While Output: L k and S k B. COMPUTATION OF J When L, S and H are fixed, updating J is equivalent to optimize the following function:
The problem Eq. (20) has the following solution,
where S β µ k (·) represents the shrinkage operator [42] defined
C. COMPUTATION OF H
Fixing S, J and L, then updating H is equivalent to optimize the following function:
The Euler-Lagrange equation of energy in Eq. (22) is:
Then, we have
Then we get:
We update S while L, H and J are fixed. Then we get the optimization problem as follows:
where
, and λ= α 2µ . This optimization problem can be solved by the proximal operator, which is equal to compute the orthogonal projection of the matrix onto the ball of the dual norm · 2 F . Details are described in Algorithm2.
Algorithm 2 Solving the group sparsity
Input: The segmentation graph G with the set of nodes G i , weight ω i , the matrix M S , parameter α = 1.1, and we set λ= α 2µ k .
Step 1: Initialize S = M S
Step 2: for i = 1 → n do
Step 3:
Step 5: end for Output: S
V. EXPERIMENTS
In this section, we present an evaluation of the proposed method against several methods on three public datasets. Experimental setup, performance evaluation and visual comparison will be discussed. VOLUME 6, 2018 A. EXPERIMENTAL SETUP AND EVALUATION CRITERIA
1) DATASETS
To evaluate the performance of the proposed method, we use three widely used datasets including SOD, 1 ECSSD 2 and MSRA10K. 3 Each dataset provides pixel-wise ground truth annotations for the salient objects.
The SOD dataset [41] is known for the most challenging dataset of saliency detection. It is a collection of salient object boundaries based on Berkeley Segmentation Dataset. SOD is challenging as it has 300 images with multiple objects and covers a variety of natural scene categories, such as portraits, animals, landscapes, beaches and so on. And the ECSSD [34] dataset consists of 1000 images and contains more salient objects under complex scenes and some images come from the challenging Berkeley-300 dataset. Thus the ECSSD dataset is suitable to evaluate the robustness of different salient object detection algorithms. The MSRA10K dataset [35] is composed of 10000 images, each of which has an unambiguous salient object. It is also the largest saliency detection benchmark.
2) PARAMETER SETTING
In our experiments, we set the segmentation threshold is T = 2000 to obtain a graph. The bandwidth parameter in our model is set to be δ = 0.05. And the tradeoff parameters are set to be α = 1.1, β = 0.35 respectively. In addition, to demonstrate the robustness, all experimental parameters are uniformly fixed.
3) EVALUATION METRICS
We evaluate the performance by the precision-recall (PR) curve, area under the ROC curve (AUC), mean absolute error (MAE), the weighted F-measure (WF) score and overlapping ratio (OR).
Let G be the ground-truth binary mask of a key frame and S be the saliency map predicted by a model. 1) Precision-recall (PR) curve. Precision (also called positive predictive value) refers to the fraction of salient pixels correctly assigned in the result of saliency detection, while Recall (also known as sensitivity) measures the percentage of the detected salient pixels w.r.t. the ground truth. Moreover, the Recall and Precision scores can be computed by S and comparing it with G, i.e.,
Moreover, the AUC value is defined as the area under the ROC curve. 2) F-measure is the overall performance measurement computed by the weighted harmonic of precision and recall. Then we can compute the weighted harmonic mean measure other than the precision and recall. F-measure actually reflects the overall quality of detected objects (higher is better), which is defined as:
Here β is a control parameter to compromise the importance between the precision and recall. β 2 is set to be 0.3, similar to [43] and [34] . Finally, the WF metric is also used, which is recently proposed in [44] .
3) The MAE score can be computed as the average absolute difference between all pixels in S and G to directly reflect the visual difference. It is the average per-pixel difference between ground truth and binary saliency map, normalized to [0, 1], which is defined as:
where W and H are the width and height of the saliency map S respectively. 4) OR is defined as the overlapping ratio between the segmented object mask S and the ground truth G [45] :
where S is obtained by binarizing S using an adaptive threshold, i.e., twice the mean values of S.
B. COMPARED ALGORITHMS AND PERFORMANCE EVALUATION
To validate the effectiveness of the proposed method, we compare the proposed method with 8 state-of-the-art methods in saliency object detection on the aforementioned datasets. These methods include SMD [14] , SDB [15] , BL [11] , RBD [25] , HS [36] , MR [10] , SLR [16] , ULR [12] .
For fair comparison, we use the detection results or original codes provided by authors with default settings. Based on the benchmark of SOD [41] datasets, ECSSD [34] and MSRA10K [35] , experiment results show that our detection method has achieved high precision, recall rate, and less mean absolute errors, compared with other methods. Table 1 presents the performance comparison results on three challenging datasets using MAE, AUC, OR and WF. As shown in Table 1 , on the SOD dataset, our method performs the best in terms of WF, and performs the third best in terms of MAE and OR. On the ECSSD dataset, our method performs the best in terms of MAE, OR, WF and performs the second best in term of AUC. On the MSRA10K dataset, our method performs the best in terms of MAE, WF, the second best in term of OR, and the third best in term of AUC. On these three datasets, the comprehensive performances of our method are better than the other methods. Fig.4 , Fig.5 and Fig.6 represents the PR curves using the previous models and our proposed model on SOD, ECSSD and MSRA10K, respectively. On the SOD dataset, the PR of our method is slightly lower than the best method at the low recall rates, but better than all other methods in the overall trend. On the ECSSD dataset, our method nearly performs equally to the best method in the PR curves. On the largest MSRA10K dataset, the PR curves of our approach consistently outperforms other methods.
C. VISUAL COMPARISON
For further understanding our superiority, the visual comparisons with saliency maps on three datasets are shown in Fig.7 , Fig.8 and Fig.9 , respectively. All saliency maps of other methods were either provided by the authors or computed using the released codes.
The SOD dataset is challenging since most images in this dataset contain salient objects either with low contrast or overlapping with the image boundary. It can be easily seen that our proposed method not only highlights the correct salient region but also produces coherent boundaries.
In addition, the object scales on SOD dataset are very large (rows 2, 9, 10 in Fig.7 ) or very small (row 5, 8 in Fig.7) . Therefore, it is difficult for most methods to detect the salient objects accurately and completely. However, our method can always accurately extract the complete salient object and the saliency maps look much closer to the ground truth.
In ECSSD dataset, the example images in Fig.8 show that most salient region detection methods can effectively manage cases with relatively simple backgrounds and homogenous objects. However, these methods fail when analyzing complicated images, including those with cluttered backgrounds (rows 2, 4, 10 in Fig.8 ), highly textured regions (rows 1, 3, 8 in Fig.8) , and low contrast between the object and background. In contrast, our model can manage these complicated scenarios more effectively and highlight the scattered salient objects at the same time. In MSRA10K dataset, we can see that our method significantly outperforms the other state-of-the-art saliency detection methods. When difference colors appear in the same object (rows 2, 4, 8 in Fig.9 ), our method can always accurately extract the complete salient object with a relatively clean background. The majority of saliency detectors may not be sufficiently effective if images contains multiple objects or cluttered background just as row 1, 2, 6, 7, 9 in Fig.9 . However, for such complex scenes, our method can uniformly mark all the regions of the salient objects and distinctly distinguish the object from the background.
D. RUNNING TIME
The average computation time of our method compared with the 8 state-of-the-art methods are presented in Table 2 . Only the methods used Matlab are listed in the table for fair comparisons. And the codes of our method are implemented in Matlab R2016a, on a laptop with Intel Core i7-5500U 2.40 GHz CPU and 8 GB RAM. The ULR method takes the maximum computation time while the HS method takes the least time. Our method takes about two seconds per image, which is not superior to the other methods. But the performance could be improved by further optimizing the algorithm.
VI. CONCLUSIONS
In this paper, we present a novel sparse gradient based structured matrix decomposition model for salient object detection. Our method introduce a stronger constraint on the background, a nonconvex surrogates of l 0 norm to instead of nuclear norm and a group sparsity induced norm to constraint the salient objects. In addition, we use a sparse gradient regularization to increase the margin between salient object and background in feature spaces. The optimization problem has been solved through an augmented Lagrange multipliers method. At last, high-level priors are integrated into the model to boom the performance. Experiments on the SOD, ECSSD and MSRA10K datasets show that our method outperforms the state-of-the-art models. 
