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We study the multifractal nature of the Central England Temperature (CET)
anomaly, a time series that spans more than 200 years. The data are analyzed
in two ways: as a single set and by using a sliding window of 11 years. In both
cases, we quantify the width of the multifractal spectrum as well as its components,
which are defined by the deviations from the Gaussian distribution and the depen-
dence between measurements. The results of the first approach show that the key
contribution to the multifractal structure comes from the dynamical dependencies,
mainly weak ones, followed by a residual contribution of the deviations from the
Gaussian. The sliding window approach indicates that the peaks in the evolution
of the non-Gaussian contribution occur almost at the same dates associated with
climate changes that were determined in previous works using component analysis
methods. Moreover, the strong non-Gaussian contribution from the 1960s onwards
is in agreement with global results recently presented.
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The finding of self-similar and self-
affine traits, namely with multiple scal-
ing exponents, is presently as frequent
as the verification of scale-dependence
was in the early 20th century. The
identification of scale-invariant proper-
ties has been crucial to the accurate
interpretation and modeling of a long
list of problems whereon climate and
its dynamics rank high. Despite being
frequently studied, there is still much
debate on the validity of this concept
in order to characterize the behavior of
a time series as well as the importance
of each ingredient yielding scale invari-
ance, namely dynamical dependencies
and non-Gaussianity. Moreover, the
nonstationarity of most of the signals
and the time-dependence of each con-
tribution to the scale-invariance prop-
erties have been systematically over-
looked, particularly in the case of the
temperature anomaly in climatic time
series.
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I. INTRODUCTION
The interest of the scientific commu-
nity in systems exhibiting self-similarity, i.e.,
the property whereby a system is (approxi-
mately) equal to a part of itself, has increased
ever since Mandelbrot introduced the con-
cept of fractality1. In fact, aiming at ana-
lyzing the existence of scale-invariant behav-
ior, fractals have been applied to such diverse
fields as physiology and economics. Generi-
cally, scale invariance (or self-similarity) can
be characterized by a sole fractal (or Hauss-
dorf) dimension or a spectrum of locally de-
pendent exponents, the so-called multifractal
spectrum2–4. Considering an abstract observ-
able, O, scale invariance (self-similarity) fea-
tures can be mathematically written as,
f ({λOz}) = λα(z) f ({O}) , (1)
so that when α(z) is constant for all z, the
system has a single scale invariant behavior.
In the case of a time series, the multifrac-
tal concept is prominently self-affine, i.e, it
has different scaling properties in the ordi-
nate (O) and abscissa (time) directions.
In the fields of climate science and
geophysics, fractality and scale invariance
are popular concepts as well. Moreover,
the (multi-)fractal nature of meteorologi-
3cal times series and its connection to the
widely discussed issue of climatic change
has been explored in several studies includ-
ing instrumental5,6 and paleoclimatic7–9 tem-
perature records and precipitation data10,11.
However, the large majority of the surveys on
self-similarity in climate data have only been
devoted to the analysis of memory effects12–16
in the form of linear dependencies, i.e, de-
pendencies detected when the Pearson corre-
lation function is computed. In that case, the
existence of memory in the data is quantified
by the power spectrum exponent β, which is
related to a single value of α and that coin-
cides with the Hurst exponent H . The value
of α relates to the power spectrum exponent
β via the Wiener-Khinchin relation and the
fractal dimension, D reading D = 2 − H .
When α(z) is not constant, it is possible to
go beyond standard memory effects and ex-
plore a wider range of statistical and dynam-
ical properties.
In this manuscript we shed light on the
multi-self-similar nature of a well-known long
meteorological time series: the anomaly of
the Central England Temperature (CET),
which is the longest instrumental daily data
set available on this subject. The tempera-
ture anomaly is the difference between an el-
ement of the time series and its long-term av-
erage, i.e. the deviation of the daily temper-
ature from its annual cycle. Specifically, our
work seeks to provide quantitative answers
to the following questions: i) To what extent
does the CET anomaly series show real mul-
tifractality? ii) What is the weight of each
contributing mechanism to the multifractal-
ity we measure? ii) Does the relative weight
of these contributions change in time? If so,
how and why do these changes occur? How
much has been the relative magnitude of the
changes? Does this dynamics have to do with
climate change?
The present manuscript is organized as
follows: in Sec. II we provide a thorough de-
scription of the data analyzed and the meth-
ods we employed; in Sec. III we present our
results concerning the proposed questions,
and in Sec. IV we discuss the results and
present some conclusions we are able to draw
from our analysis.
II. DATA AND METHODS
A. The Central England Temperature time
series
The Central England Temperature (CET)
is the longest instrumental time series, start-
ing in 1772. Owing to its large span, it can
be used to perform comparisons between the
pre-industrial era, during which the emission
of greenhouse gases was low, and contempo-
rary times. That feature hints at nonstation-
4ary (trending) behaviour of the CET series, a
trait that has been addressed in several prior
works17–22.
The CET corresponds to a daily average
of measured temperatures at different climate
stations close to the triangle defined by the
English towns of Bristol, Lancashire and Lon-
don23–26 (see Fig. 1).
FIG. 1. Excerpt of Great Britain’s map with cli-
mate stations locations according to the legend
shown in the figure. c© Crown 2009, the Met
Office (Reproduced with permission.)
The first compilation of a monthly series
was presented by Manley23,24 covering the
years from 1659 to 1973. Afterwards, these
data were updated to 1991 when Parker et
al. (1992) calculated the daily series. Tak-
ing urban warming into account, the same
data have been adjusted by 0.1-0.3 Celsius
degrees since 1974. From January 1878 until
November 2004, the data were recorded by
the Met Office using the stations of Rotham-
sted, Peershore College and Ringway and
from the latter date onwards the station of
Stonyhurst replaced Ringway. At the same
time, revised urban warming and bias adjust-
ments have been introduced in the data reg-
istered at Stonyhurst station.
The construction of the CET time se-
ries is a five-step procedure. In the two
first steps, the daily maximum and minimum
temperatures (or the temperature at specific
hours) are averaged for specific station and
the values from the stations are combined. In
the remaining stages, adjustments related to
monthly average, variance and urban warm-
ing are performed, resulting in a homoge-
neous times series, as confirmed by previous
studies26,27. Further details about each step
are described in Parker and Horton (2005)26,
Section 3. The meticulous work in construct-
ing and validating the CET series ensure both
the reliability the accuracy of the data28,29.
In the present work, we analyze the daily
temperature anomalies, which are the differ-
ences between the daily temperatures and the
climatological annual cycle of temperature,
which is defined, for each day, as the sum of
the temperatures of this day carried out over
all the years available, divided by its number.
5The data used in this work have been ob-
tained from KNMI (The Royal Netherlands
Meteorological Institute) Climate Explorer
website http://climexp.knmi.nl/. The
annual moving average of the CET anomaly
time series is presented in Fig. 2.
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FIG. 2. Daily temperature anomaly averaged
over a 11-year sliding window (step size of
one year) for the Central England Temperature
(CET) time series.
In performing this study, we follow a
twofold approach: first, we analyze the over-
all self-similar characteristics of the CET
anomaly and then we focus on the nonsta-
tionarities of the time series. In both cases we
employ the same quantitative tools. Specifi-
cally, in the latter approach we scan the daily
time series, from 1772 to 2007, using a 11-
year sliding window. Each window starts on
the 1st January of year i and ends on the 31st
December of the year i+10, resulting in win-
dow of 11 × 365 points. If N is the number
of years in the series, there will be N − 10
(= 226) windows, the centers of which are
located at the year i + 5, resulting in a step
size of one year. We have chosen to use 11-
years sliding windows because: a) it contains
more than 4000 data points in each window,
which is enough for a sufficiently accurate es-
timation of a multifractal spectrum30; b) it
produces a sufficient number of windows for
an appropriate assessment of the evolution
of the scaling properties of the system (the
larger the windows, the smaller their num-
ber); c) it does not affect our spectra and
thus our results since no time scale multi-
ple of 11−years was found in the spectrum
analysis; d) in using overlapping instead of
nonoverlapping windows we are able to de-
tect significant changes that otherwise would
have passed unnoticed.
B. Methods
1. Multifractal detrended fluctuation
analysis - MF-DFA
Methods of scaling analysis, such as the
Detrended Fluctuation Analysis (DFA) have
already been used in other climate studies5.
Particularly, this method has been employed
in the study of the evolution of the Hurst
exponent of temperature time series6. The
DFA quantifies the relation between the vari-
6ance of the accumulated sum of the signal and
the size of the interval considered in the sum.
Before computing the variance as a function
of this time interval a detrending procedure,
which seeks to remove pre-existing nonsta-
tionarities, is applied to the signal. The
DFA equally weighs large and small devia-
tions and is thus unable to provide any infor-
mation about the influence of their magni-
tudes. The method can be modified to check
whether there exists an unequal contribution
of large and small variations in the scaling
behavior of a time series. This generaliza-
tion is called multifractal detrended fluctua-
tion analysis (MF-DFA)31.
The MF-DFA is one of the most applied
methods to determine the multi-scaling fea-
tures of a time series7,32–37. We have opted
to apply the MF-DFA rather than employ
the Wavelet Transform Modulus Maxima
(WTMM)39 because the WTMM is prone to
introduce artificial multifractality in a higher
degree40. Additionally, MF-DFA gives better
results for short signals40.
Considering a time series {x (i)} (x repre-
sents the temperature anomaly in our case)
composed of N elements, the MF-DFA con-
sists of the following steps:
• Determine the profile Y (i) of the cu-
mulative deviation of the elements from
the mean
Y (i) =
i∑
l=1
[x (l)− 〈x〉] , (2)
where 〈. . .〉 represents the average over
elements and i = 1, ..., N .
• Divide the new profile Y (i) into Ns ≡
int
(
N
s
)
nonoverlapping intervals of
equal size s.
• Compute the trend of each interval by a
least-squares adjustment method, and
from that the variance for each segment
ν = 1, . . . , Ns.
F 2 (ν, s) =
1
s
s∑
l=1
{Y [(ν − 1) s + l]− yν (l)}
2 ,
(3)
where yν (l) represents a p
th-order fit-
ting polynomial in the segment ν. The
value of p might be relevant to the re-
sults. For the CET anomaly time se-
ries we used polynomials of 2nd-order,
because using higher order polynomials
does not significantly affect the multi-
fractal spectrum.
• Determine the fluctuation function of
order z, Fz (s) given by
Fz (s) ≡
{
1
Ns
Ns∑
ν=1
[
F 2 (ν, s)
]z/2}1/z
, ∀z 6=0,
(4)
7and
Fz (s) ≡ exp
{
1
2Ns
Ns∑
ν=1
ln
[
F 2 (ν, s)
]}
, z = 0.
(5)
Owing to the fact that the number of
points N is not generally a multiple
of the scale s, the procedure described
in the previous item may be also per-
formed on the series with the order of
the nonoverlapping segments reversed.
In this case, the sum in the fluctuation
function (Eqs. 4 and 5) will have twice
the number of terms and must be di-
vided by two.
Equation (4) presents the basic dif-
ference between the DFA and the MF-
DFA methods. In the DFA method z
has only one value (z = 2), while in
the MF-DFA z can have any real value.
Negative values of z decrease the influ-
ence of large values of F 2(s) on the fluc-
tuation function, whereas positive val-
ues of z decrease the influence of small
values. The behavior of Fz(s) for dif-
ferent values of z reveals the impact of
the different scales present in the data.
• Assess the scaling behavior of Fz (s) in
log− log plots of Fz (s) versus s for each
value of z. If the series {x (i)} shows
multiscaling features then,
Fz (s) ∼ s
h(z). (6)
When the exponent h(z) is negative or
close to zero (which is not the case in our
results), some of equations described in this
section must be slightly modified31.
If z < 0, small fluctuations generally lead
to large values of h(z), whereas large fluctu-
ations are described by small values of h(z).
If z > 0, the opposite is true.
It is possible to connect the scaling expo-
nent h(z) in Eq. (6), to the scaling exponent
τ(z) of the the partition function in the stan-
dard multifractal formalism41. For multifrac-
tal measures this function scales with the size
s of the interval as
Zz (s) ∼ s
τ(z). (7)
Since that the fluctuation function Fz (s) is
related to the partition function Zz (s) by
31:
Zz (s) ∼ s
−1 [Fz (s)]
z , (8)
then, according to Eqs. (7) and (8) we have,
τ (z) = z h (z)− 1. (9)
The Legendre transform of this equation
yields,
f (α) = z α− τ (z) , (10)
where is α is exponent mentioned in the In-
troduction (Eq. 1) and f(α) is the dimension
of the subset of the data that is characterized
by α.31
Finally, we can relate the exponent h (z)
to the exponent α by
α = h (z) + z
dh (z)
dz
, (11)
8and
f (α) = z [α− h (z)] + 1. (12)
For z = 2, h (2) ≡ H corresponds to the
Hurst exponent customarily determined by
methods such as the original R/S ratio or
the original DFA42,43 with H = (β + 1)/2,
where β is the power spectrum exponent we
mentioned in the Introduction. Complemen-
tary, z = 0 give us the support dimension
of the self-affine structure. In the case of a
monofractal, h (z) is independent of z. This
implies homogeneity in the scaling behavior
and thus Eq. (9) reduces to τ (z) = z H − 1.
Explicitly, there are only different values of
h (z) if large and small fluctuations scale dif-
ferently. Lastly, we must stress we are not
using the term fractal in absolutely formal
way. In fact, although in some cases h(z)
matches the box-counting dimension, this ex-
ponent generally does not verify all the prop-
erties of the Hausdorff-Besicovitch dimension
of a signal. For further details on this subject
the reader is pointed to Ref. 41.
2. Components of multifractality
There are two ingredients that introduce
multifractality in a time series: deviations
from a scale dependent distribution and de-
pendence between the measurements that
compose the time series. These factors are
traditionally assumed as independent and
thus the total multifractality usually stems
from the superposition of both. This means
we can attribute a certain value hNG(z) to
the non-Gaussianity and the difference h(z)−
hNG(z) to the dependence between measure-
ments44 However, we must remember that
this is not entirely true. For instance, pro-
cesses with time-dependent standard devia-
tion such as ARCH-like 1 proposals (the so-
called heteroscedastic models), the two ele-
ments of multifractality are strongly depen-
dent because the non-Gaussianity of the time
series originates from the existence of depen-
dencies between elements that are linearly
dependent in the local variance (or squared
volatility in financial jargon), tough the vari-
able is itself uncorrelated45. When the de-
pendence in the volatility is set to zero, the
outcome is a Gaussian series and the two con-
tributions to multifractality are one and the
same. From Eqs. (9)-(12), we can see that a
straightforward way of assessing the existence
of multifractal features is to compute the dif-
ference, ∆α, between the minimum and the
maximum values of the spectrum f(α). If the
series is a mono-fractal we have ∆α = 0, or
else we should be able to separate the contri-
butions due to non-Gaussianity, ∆αNG, and
to the linear, ∆αLD, and the nonlinear de-
1 The acronym ARCH stands for AutoRegressive
Conditional Heteroskedasticity
9pendencies, ∆αNL, so that,
∆α = ∆αNG +∆αLD +∆αNL. (13)
It is often assumed that linearities do
not contribute to the multifractal width be-
cause they are traditionally related to a sin-
gle scale of dependence. However, previ-
ous results on financial data37,46 have shown
that these linear/weak dependencies do mod-
ify the MF-DFA spectrum. Therefore, we
shall not omit its contribution a priori. Let
us consider that the time series {x (i)} has
a non-Gaussian distribution and dependence
between elements. In performing an appro-
priate shuffling process, we are defining a new
series with the same probability density func-
tion as the original signal, but for which there
is no dependence between the elements, be-
cause the memory was totally destroyed. As
proven in Ref. 31, when we analyze the mul-
tifractal spectrum of the shuffled surrogate,
it will differ from the mono-fractal behavior,
∆α = ∆α(shuf) 6= 0, only due to the non-
Gaussianity of the probability density func-
tion and thus,
∆αNG = ∆α
eff
(shuf), (14)
where ∆αeff is the effective ∆α that will be
defined in the next paragraph. On the other
hand, we can apply a procedure of phase
randomization in which we Fourier transform
the series in the frequency domain ω and re-
place the phases with uniformly distributed
random values up to the first half of the
transformed series (excluding the phases of
ω = −π, 0) and complete the surrogate se-
ries we use their conjugate values in the re-
maining of the series. Afterwards, we In-
verse Fourier transform the surrogate. The
final result is a time series in which the pre-
viously existing deviations from the Gaussian
has been destroyed (see an example in Fig. 3).
Nonetheless, we can verify that the power
spectrum of the surrogate is the same as the
original series, because we simply changed
the phases of the Fourier Transform of the
time series whilst preserving its absolutes val-
ues. Since the power spectrum describes the
linear dependencies (or correlations), when
we evaluate the multifractality of the new
series, ∆α(rand), the only contribution origi-
nates in the linearities of the system,
∆αLD = ∆α
eff
(rand). (15)
When we analyze the multifractal nature
of a series that was both shuffled and phase
randomized (or vice-versa) we are expected
to get ∆α(shuf&rand) = 0. However, in prac-
tice, ∆α(shuf&rand) 6= 0. These values differ-
ent from zero (considering the error bars) are
important as they can be used to check the
effect of the error introduced by the finite-
ness of the time series and the method. This
allows us to define the effective ∆αeff as,
∆αeff(...) = ∆α(... ) −∆α(shuf&rand), (16)
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FIG. 3. (Color online) The () symbols were
obtained from a series of 104 elements following
a (t = 3)-Student distribution (or a (q = 3/2)-
Gaussian with σ2 = 3) which was shuffled in or-
der to remove any possible dependence between
the variables due to the pseudo-random genera-
tor47 and the (•) symbols represent the Gaussian
of the surrogate time series that is obtained by
the phase randomization procedure.
for the original, shuffled and random phase
time series.
In addition, we assess the joint contribu-
tions of the non-Gaussianity and the non-
linearities proceeding in the following way:
instead of randomizing the phases of the
Fourier Transform x˜(ω), we preserve them
and assign a constant value to the absolute
value of x˜(ω) keeping in mind that |x˜(ω)| =
|x˜(−ω)|. Acting in this way, we define a
new surrogate of the noise with a constant
power spectrum, which is typical of a white
noise, and with the remaining dynamical fea-
tures equal to the original signal because of
the preservation of the phase. After Inverse
Fourier transforming, we compute the mul-
tifractal width ∆αPP, the effective value of
which is to be compared with the sum of
∆αNG and ∆αNL.
In spite of the fact that the effect of
time dependencies in the multifractality is
already taken into consideration in the MF-
DFA procedure (D stands for detrended), it
is worth mentioning that in order to apply
the Wiener-Khinchin relation the series must
be stationary or at least close to it. With the
purpose to overcome the problem of the non-
stationarity of the time series for a proper
evaluation of S(ω), which is only necessary
to generate the surrogate series, we have ap-
plied a high-pass filter 48 to remover even-
tual nonstationarities (frequencies lower than
1/N). Moreover, we have also used the Burg
algorithm 49,50 for estimating S(ω) since it is
very difficult to distinguish noise from infor-
mation in the standard FFT spectrum. Nev-
ertheless, we can still ask the following ques-
tion: what are the actual advantages of a
multifractal study? Simple systems are tra-
ditionally characterized by the existence of a
typical scale that implies an exponential de-
pendence of quantities such as distribution,
correlation and relaxation. For more com-
plex systems, which are governed by nonlin-
11
ear mechanisms, the existence of a typical
scale is replaced with scale invariance rela-
tions that are depicted by power laws as that
of Eq. (1). Therefore, when the system is
“weakly” complex the data are described by
a single exponent and the multifractal width
vanishes. On the other hand, when the sys-
tem is complex altogether, we have a series of
power-law exponents defining the system and
thus the multifractal width is different from
zero. In other words, the larger ∆α, the more
complex the system.
III. RESULTS
A. Overall results
In this sub-section, we first analyze the
time series as a single set. The scaling law
(Eq. 6) is verified in the range s = 27 to
approximately s = 16000 days. The re-
sults of the multifractal analysis of the CET
anomaly time series and its various surro-
gates described in the previous section are
depicted in Fig. 4. For all the curves we verify
the fat-fractal nature of the series as the max-
imum of f(α) is equal to 1. In extrapolating
the values αmin and αmax at which the f(α)
curve intersects the α axis, we determined
for the original time series that ∆α = 0.38.
For the shuffled plus randomized surrogate
we obtained ∆α(shuf&rand) = 0.16 yielding an
effective width ∆αeff = 0.22. Concerning
the remaining surrogates we got the follow-
ing effective values ∆αeff(shuf) = ∆αNG = 0.02,
∆αeff(rand) = ∆αLD = 0.14 and ∆αNL = 0.06.
On the other hand, the computation of the
multifractal width of the phase-preserved sur-
rogate yielded ∆α(PP) = 0.06. Taking into
account the error (±0.01 in our analyses) the
relation,
∆αPP ≃ ∆αNL +∆αNG, (17)
is verified.
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FIG. 4. (Color online) Multifractal spectrum
f(α) vs α for the original CET anomaly and for
the surrogates generated by shuffling, phase ran-
domizing, shuffling plus phase randomizing and
phase preservation.
The small contribution of the non-
Gaussianity to the overall multifractal width
is easily understandable allowing for the
quasi-Gaussian form of the CET anomaly
probability density function.
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FIG. 5. (Color online) Power spectrum S(ω) vs
ω for the CET anomaly obtained using the Burg
algorithm.49,50 The dashed lines represent the er-
ror margins ( 5 % of the power spectrum value).
These results, particularly the influence
of the linear correlations can be double-
checked. Explicitly, we can define a new
surrogate which retains the power spectrum
S (ω) (shown in Fig. 5) of the CET anomaly
but whose elements have a Normal distribu-
tion and only exhibit linear dependencies be-
tween them. This is achieved by first gener-
ating a series composed of a sequence inde-
pendent and identically normally distributed
random variables that is, then, Fourier trans-
formed. The amplitude of each element in
the set {x˜ (ω)} is modified by multiplying it
by
√
S (ω). Thereafter, we apply the inverse
Fourier transform. The results of this proce-
dure are depicted in Fig. 6, which shows an
effective width ∆αeff(fourier) = 0.15, completely
compatible with the result ∆αLD presented
before.
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FIG. 6. (Color online) Multifractal spectrum
f(α) vs α for the original CET anomaly and for
the surrogate in which the power spectrum is
kept. In spite of being shifted one another, it
is visible that the width of both spectra is are
very similar. Moreover, the multifractal width
∆α(Fourier) lies within ∆α(rand).
B. Time dependence of the components of
multifractality
We now present the results obtained with
11-year sliding windows which allow us to de-
scribe the dynamical features of multifractal-
itity in the CET anomaly. The multifractal
spectrum has been fitted in range 16 − 1024
days. Fig. 7 shows how the multifractality
has changed in time. This multifractal dy-
namics can be fine-tuned by obtaining the ef-
fective multifractal width ∆αeff . The results
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of this refining are striking. On average, the
effective multifractality represents just about
50% of the width obtained from the original
CET anomaly time series in Fig. 7. Concern-
ing the elements of multifractality, we can use
Eq. (14) and Eq. (15). Analyzing the contri-
bution of non-Gaussianity (Fig. 8), ∆αNG,
we see that only 33 out of the 226 values
of ∆αeff(shuf) are actually different from zero
and consequently from a single-structure na-
ture. This implies an average contribution of
merely 3%, which once again is in accordance
with the quasi-Gaussian nature of the time
series. The contribution linear dependencies,
∆αLD, which is obtained when we convert
our series into a Gaussian series by means of
the phase randomization procedure, is of 59%
(Fig. 8). Adding the two contributions we do
not get 100 %. This implies that the multi-
fractality introduced by nonlinearities corre-
sponds to an average of 38% (Fig. 9).
C. Detecting changes in climate
The results we have presented in the pre-
vious sub-section can be compared with the
results published by Berkes et al.51. Using
on Functional Data Analysis (FDA), Berkes
et al. pointed out a set of statistically
significant climate changes in the years of
1780, 1815, 1926 and 2007. Using a differ-
ent method that the same authors named
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FIG. 7. (Color online) Multifractal width ∆α
of the Central England temperature anomaly
between 1777 and 2002, coarse and effective.
The ∆αeff is obtained after removing finite
size effects and systematic algorithmic error, by
subtracting from the original ∆α, the value of
∆α(shuf&rand) as described in Eq. (16). Each
curve follows the legend in the figure.
MDA, the climate changes occurred in 1780,
1808, 1850, 1926, 1992 and 2007. Our re-
sults, show changes in the non-Gaussianity
around 1800, followed by the flurried peri-
ods 1820-1829, 1834-1845, 1891-1897 and a
last and standing disturbed period from 1966
on (Fig. 8). Although Berkes et al.51 ana-
lyzed climate variations by measuring quan-
tities different from the multifractal charac-
teristics determined here, changes in the dy-
namics of a given observable can be identi-
fied using very different quantities the vari-
ations of which are related to the dynam-
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FIG. 8. (Color online) non-Gaussian and lin-
ear dependence (correlations) contributions to
the effective multifractal width ∆αeff of the Cen-
tral England temperature anomaly between 1777
and 2002. Each curve follows the legend in the
figure. The non-Gaussian character is related
to the width of the multifractal spectrum of the
shuffled time series, while the linear dependence
is related to the width of the multifractal spec-
trum of the randomized time series. All the cal-
culations have been performed using the effective
∆α given by Eq. (16).
ics of this observable. Therefore, it is legiti-
mate to consider this concurrence indicative
of the robustness of past changes in the lead-
ing dynamical mechanism of the temperature
anomaly. Although we could not observe any
change in 1926 or thereabouts in Fig. 8, we
noticed that there is a sharp peak close to this
date in Fig. 9. It is worth emphasizing that
Berkes et al.51 to their methods, especially
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FIG. 9. (Color online) Nonlinear depen-
dence contribution to the effective multifractal
width ∆αeff of the Central England tempera-
ture anomaly between 1777 and 2002. This con-
tribution is measured by the width of the f(α)
curve of the surrogate time series with the same
Fourier spectrum of the original one, but with-
out linear dependence. All the calculations have
been performed using the effective ∆α given by
Eq. (16).
the latest one, as a “mere modeling assump-
tion that is useful in identifying patterns of
change in mean temperature curves”. Fur-
thermore, we perceive that the broader and
larger nonlinear and non-Gaussian contribu-
tions to overall multifractality start in the
mid 1960s and persist until the late 1990s.
A pattern of successive positive values in the
annual average of the CET anomaly was re-
ported by Parker et al. (1992) in this pe-
riod25 and encloses a global change of phase
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that is well-documented in the climate liter-
ature52. Last but not least, we have observed
that the peaks verified in the ∆αNG (Fig. 8)
concur with the emergence of kurtosis excess
when statistical moments are surveyed53. Re-
cently, results by Hansen et al.54 in a global
climate change study using a standard sta-
tistical approach indicated that the temper-
ature anomaly in the last decades exhibits
non-Gaussian distributions. Motivated by
the time dependence of the scaling properties
of the CET anomaly, we analyzed the spec-
tra αmin and αmax (effective values) (Fig. 10).
The maxima in the amplitude of both spec-
tra agree with decadal oscillations. Namely,
we found for αmin maxima at 16
−1 and 32−1
year−1 and for αmax maxima at 17
−1, 34−1
year−1 with the former having an extra peak
at 55−1 year−1. These decadal oscillations
are not present when the width ∆α is ana-
lyzed. One reason for that stems from the
fact that both αmax and αmin show very close
peaks in the spectrum and thus when the dif-
ference between them is considered the peaks
are not perceived, which is similar to what
occurs with two co-evolving quantities.
IV. FINAL REMARKS AND OUTLOOK
In this manuscript we studied the multi-
fractal features of the CET anomaly. This
was carried out by considering the entire time
~
FIG. 10. (Color online) Amplitude of Fourier
transform (α˜(ω)) of the maximum and the min-
imum values of α(t), against frequency. The cir-
cles identify the local maxima described in the
text.
series and by scanning the time series with
11-year sliding windows. Our results show
that the main component of the multifrac-
tal structure of this time series is due to
the linear dependencies in the dynamics, fol-
lowed by nonlinear dependencies and with a
residual contribution of the deviations from
the Gaussianity. Nonetheless, when we an-
alyzed how the multifractality of the CET
anomaly changes in time, we verified that un-
til 1950 the non-Gaussian contribution ap-
pears in dates that are very close to the
dates associated with climate changes, as pre-
sented in a previous study using Functional
Data Analysis51. From the 1960s onwards
the contribution of the non-Gaussianity be-
comes significant for most of the time, a re-
16
sult that matches a recent finding of temper-
ature anomalies significantly beyond the 3 σ
criterion that characterizes the invalidity of
the Gaussian54.
Finally, although the scope of the present
work concerns the quantitative description
of the multifractal properties of the CET
anomaly, our analysis can have direct impli-
cations in modeling as well. Our results in-
dicate that the temperature variability mod-
eling must take into account the multifractal
nature of the temperature time series, and
also the contribution of each ingredient for
the multifractality. A tentative dynamical
scenario is that wherein we resort to the sta-
tistical mechanics relation between tempera-
ture and standard deviation, i.e., the temper-
ature is proportional to the standard devia-
tion, and consider a model inspired in cascade
models of the latter quantity for turbulent
fluids such as those introduced in Refs. 55–57.
Instead of considering a cascade process in
the standard deviation of the quantity under
analysis, we reinterpret those models consid-
ering a cascade process for the average value
of the observable, which in this case is the
temperature anomaly. In this approach, the
average value over a certain scale ℓ comes
from the multiplicative process,
µℓ (t) =
n−1∏
i=0
f (i→ i+ 1) µL, (18)
with µL representing the average over a refer-
ence period L, e.g. L = 11 years, and f rep-
resenting the fraction of measure (average)
passing from a earlier generation (time scale)
to the subsequent. In this case, the greater i,
the smaller ℓ, i.e., i = 0 corresponds to ℓ = L
and ℓ = n yields the scale of the temperature
anomaly we are intend to describe. Conse-
quently, the temperature anomaly, ξ, would
be equal to,
ξℓ (t) = ε (t) + µℓ (t) , (19)
where ε represents a Gaussian independent
and identically distributed noise with zero av-
erage and appropriate standard deviation. A
skew distribution of µL will lead to a skew
distribution of ξ as well. Concomitantly, in
order to represent the slight kurtosis we can
consider a further contribution, ζ , coming
from a multiplicative noise process,
ζ (t) = η (t) σ (t) h (t) , (20)
with σ (t) being a function of past values of
ξ and ζ in a heteroscedastic way (see for
details 58 and 59) and η another Gaussian
noise not correlated with ε. The ζ contribu-
tion is modulated by a step function h (t) =
Θ [t− (Υ−∆Υ)]Θ [Υ +∆Υ− t] where the
center of the intervals come from a shot noise
following a frequency related to Fig. (10),
i.e., a random process that has nonzero val-
ues at an average rate, λ, which belong to the
Poisson class of stochastic processes. Math-
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ematically, the probability of having a con-
tribution from ζ arising from a perturbation
centered at time Υ is given by,
p (Υ) ∝
∑
i
δ (Υ−Υi) , (21)
and the total temperature anomaly will thus
correspond to the sum of ξℓ (t) and ζ (t).
Alternative models can be presented,
namely for mimicking the fluctuations of the
temperature anomaly instead of the temper-
ature itself. It is simple to find one quantity
after the other bearing in mind their relation
and statistical properties as in happens in
other problems such as fluid turbulence and
price dynamics in financial markets.
One the other hand, still in the context
of the empirical analysis, the present study
can be further expanded into the statistical
and dynamical analysis of yearly ∆α fluctua-
tions, especially its probability density func-
tion and the existence of a mixture dynamical
regimes by the application of nonparametric
testing60.
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