In public health research, there is currently a need to close the gap between care delivery and cohort identification. We need dedicated tagging staff to allocate a considerable amount of effort to assigning clinical codes after reading patient summaries. Machine learning automation can facilitate the classification of these clinical narratives, but sufficient availability of electronic medical records is still a bottleneck. Veterinary medical records represent a largely untapped data source that could be used to benefit both human and non-human patients. Very few approaches utilizing veterinary data sources currently exist.
Research in context
Evidence before this study. We systematically reviewed PubMed using the Mesh terms "Clinical Coding" and "Electronic Health Records", finding 50 publications in the last five years. The topics that arise from this body of literature include accuracy of clinical coding, challenges to cohort identification, estimation of disease incidence, evaluation of quality of care, and decision support systems. Furthermore, filtering our query to include the Mesh term "Machine Learning" revealed that only five studies have attempted to use automatic tagging of clinical codes from clinical narratives. However, these studies are still limited by the availability of training data, and are heavily relying on human input for data curation and harmonization.
Added value of this study. In addition to rule-based and natural language processing strategies, the use of deep learning approaches to automatically classify clinical narratives could be a promising tool in accelerating public health research. Our analysis of non-traditional data sources (e.g. veterinary medical records) suggests that it is possible to grasp models circumventing the need for data preprocessing and harmonization. It is of critical importance to continue studying novel sources of information that can rapidly be used to generate classification models.
Implications of all the available evidence.
The costs for clinical coding could be reduced by implementing systems that automatically classify medical records.
These automated systems have the benefit of accelerating public health research by quickly identifying cohorts of interest. The use of veterinary data offers a promising way to facilitate the identification of human cohorts, thus exponentially increasing the availability of research data.
Background
Rapid identification of standardized cohorts, also known as electronic phenotyping, is an emerging field in public health that uses a combination of tools such as rule-based systems queries 1 , natural language processing (NLP), statistical analyses, data mining, and machine learning 2 . Currently, significant effort is still required to close the gap between care delivery and medical coding. In clinical practice, dedicated tagging staff assign clinical codes after reading patient summaries, a time-consuming and error-prone task. It is estimated that only 60-80% of the assigned codes reflect actual patient diagnoses 3 , resulting in over-and under-coding (and misjudging the severity of conditions, or omitting codes altogether).
Automatic clinical coding technologies aim to reduce human interaction with unstructured narratives while capturing the majority of the critical information captured in data in a structured format. In general, these computational methods can be divided into three groups: a) rule-based and keyword-matching; b) traditional natural language processing; and c) natural language processing with deep learning.
Rule-based and keyword-matching. These methods involve the use of single-or multiple-keyword matching from a dictionary and subsequently direct queries of the database. However, these methods require time and domain expertise to build the underlying dictionaries and manually craft rules that capture diverse lexical elements. In diseases with enough training cases (e.g. diabetes, influenza, and diarrhea), these models have been shown to achieve high classification accuracy in human 4,5 and veterinary 6 free-text narratives.
Natural language processing (NLP). NLP tools are capable of interpreting the semantics of human language through lemmatization, part-of-speech tagging, parsing, sentence breaking, word segmentation, and entity recognition. There are both general-purpose and medical NLP tools. Medical NLP tools are highly heterogeneous, with various frameworks, licensing conditions, source code availability, language support, and learning curves for implementation. These factors generally affect time-to-deployment in clinical settings.
Deep learning (DL). These methods eliminate the need of feature engineering, harmonization, or rule creation. Deep learning approaches are able to learn hierarchical feature representations from raw data in an end-to-end fashion, requiring significantly less domain expertise than traditional machine-learning approaches 7 . Deep learning is slowly emerging in the literature as a viable alternative solution to the analysis of clinical narratives. For example, deep learning has been used to identify patients with chronic conditions 8 , achieving a classification accuracy equivalent to, or better than, using keyword matching or NLP approaches. The use of DL to analyze clinical narratives has also facilitated other relevant clinical tasks, such as in-hospital mortality, 30-day unplanned readmission, prolonged length of stay, and final discharge diagnosis 9 .
Veterinary records: a novel source of data
Electronic veterinary medical records are being adopted at an increasing rate, with the general goal of emulating the policies of human medical records in terms of recording standardized information for patient visits. However, the vast majority of veterinary clinical data is stored as free-text fields with very low rates of formal data curation. Veterinary patients come from many different places, including hospitals 10 , practices 11 , zoos 12 , wildlife reserves 13 , army facilities 14 , research facilities 15 , breeders, dealers, exhibitors 16 , livestock farms, and ranches 17 . It is important to recognize at this time that, with the development of new wearable and sensing technology for animals 18 , the amount of data concerning animal health will continue to grow exponentially in coming years.
The integration of these new data streams with those concerning humans has the potential to improve human quality of care, directly addressing emerging public health concerns. Applications of generating these cohorts include biosurveillance for zoonotic diseases (which represent 60-70% of all emerging diseases 19 ), chronic disease management, and early detection of environmental pollution factors. Such cohorts could also prove useful in elucidating disease-specific patterns that are consistent across species or in isolating features of diseases specific to human variants, both of which would represent favorable outcomes for downstream translational applications.
Learning on human and veterinary medical records
The breadth and depth of data being generated in the form of clinical narratives largely outperforms our current ability to process them. Traditional NLP methods boast interpretability and flexibility, but come at the steep cost of data quality control, formatting, and normalization, as well as the cost of the domain knowledge and time needed to generate meaningful heuristics (which oftentimes are not even generalizable to other datasets). It is thus a logical choice to bypass these steps, classifying medical narratives from the electronic health record by leveraging supervised deep learning on big data. We expect that our efforts could facilitate cohort identification for biosurveillance, public health research, and quality improvement.
Methods

Study Design
This is a retrospective cross-sectional and chart review study, using medical records collected routinely as part of A TensorFlow 21 deep learning model of our design classified medical records into 17 categories with a 70-30 traintest split. We built separate models for each database, using the train split of the free-text clinical narratives, and 6 used F1 score (a measure of a test's accuracy, considering a harmonic mean between precision and recall) per toplevel disease category as our evaluation metric on the test set. We also investigated the effect of using MetaMap 22 , an NLP tool that extracts only clinically-relevant terms, on the accuracy of our models. To explore the efficacy of model portability, we attempted to also test the MIMIC-trained model on the CSU test data, and vice versa (and ran separate tests for MetaMapped versions, as well). Figure 1 shows a diagram of our training, test, and evaluation design. More information on clinical coding, technologies, and a link to our code can be found in Supplementary Material 2. 
Clinical Settings
Veterinary Medical Hospital at Colorado State University (CSU). This is a tertiary care referral teaching hospital with inpatient and outpatient facilities, serving all specialties of veterinary medicine. After consultation, a veterinarian or veterinary student enters information about the patient into the custom-built veterinary electronic health record (VEHR), including structured fields, such as open and discharge dates, patient signalment (species, breed, age, sex, reproductive status), and codes applied to the visit. There are also options to input unstructured freetext clinical narratives with various sections, including history, assessment, diagnosis, prognosis, and medications.
These records are subsequently coded by trained medical coders and veterinarians, where the final diagnostic codes may consist of a single concept code representing a specific diagnosis or a set of codes referencing multiple diagnoses or post-coordinated expressions.
Medical Information Mart for Intensive Care (MIMIC-III). The Beth Israel Deaconess Medical Center is a tertiary care teaching hospital at Harvard Medical School in Boston, Massachusetts. The MIMIC-III database 20 , a publicly available dataset which we utilize in this study, comprises information relating to patients admitted to the critical care unit at the Beth Israel Deaconess Medical Center. We were interested in the unstructured free-text notes in this database, with special attention given to provider progress notes and hospital discharge summaries. These records are coded for billing purposes, and have relatively complete diagnoses per patient (the database is publicly available, and thus represents the best possible medical coding annotation scenario for a hospital). Protected health information was removed from free-text fields.
Patients
The 
Deep learning models
We used a long short-term memory (LSTM) recurrent neural network (RNN) architecture, which is able to handle variable-length sequences while using previous inputs to inform current time steps 23 . The LSTM shares parameters across time steps as it unrolls, which allows it to handle sequences of variable length. In this case, these sequences are a series of word "embeddings" (created by mapping specific words to corresponding numeric vectors) from clinical narratives. LSTMs have proven to be flexible enough to be used in many different tasks, such as machine translation, image captioning, medication prescription, and forecasting disease diagnosis using structured data 23 . Our assumption was that, due to this flexibility, this structure would be ideal for extracting clinically relevant information from across institutions.
The RNN can efficiently capture sequential information and theoretically model long-range dependencies, but empirical evidence has shown this is difficult to do in practice 24 . Because clinical notes average a length of 430 words in the CSU database, and 910 words in the MIMIC database, it is important to use an architecture with an improved capability to store information over many time steps. LSTMs have memory cells that can maintain information for over a longer period of time and that consist of a set of gates that control when information enters and exits memory, making them an ideal candidate architecture.
MetaMap Feature Extraction
We used MetaMap Lite 25 , an NLP tool which leverages the Unified Medical Language System (UMLS)
Metathesaurus to identify SNOMED 26 MetaMap incorporates the use of ConText 28 , an algorithm for the identification of negation in clinical narratives.
Statistical analysis
Evaluation metric. We used the same evaluation metrics previously reported for MetaMap Lite 25 : a) precision, defined as the proportion of documents which were assigned the correct category; b) recall, defined as the proportion of documents from a given category that were correctly identified; and c) F1 score, defined as the harmonic average of precision and recall. Formulas for these metrics are provided below:
Our classification task is a multi-label classification problem, given that clinical narratives can describe multiple top-level categories. We calculated evaluation metrics independently for every top-level category, as if each were a binary classification problem. We obtained global estimates for performance of the models by calculating both the average (macro F1 score) and the weighted average (micro F1 score) of the individual F1 scores, across all classes.
Portability. The portability of trained algorithms on independent datasets has previously been used as a metric of model robustness in systems that leverage NLP and machine learning 29 . We evaluate the ability of our trained LSTM models to be used in a cross-species context. We utilized the MIMIC-trained model to classify the medical records in the CSU database, and vice versa, assessing performance as before.
Role of the funding source
The funder had no role in the data analysis, data interpretation, or writing of this paper.
Results
We investigated the application of deep learning to free-text unstructured clinical narratives on two cohorts, veterinary (CSU) and human (MIMIC). First, we present an evaluation of the NLP tool, MetaMap, applied to veterinary records, and then we show the evaluation of the deep learning models built using human and veterinary records, as well as the portability between them.
Evaluation of NLP on veterinary records. MetaMap Lite, a software typically used to extract clinical terms from free-text narratives, has not previously been applied to veterinary data. As such, we endeavored to verify that the software works as expected when applied in this context. Two board-certified veterinarians trained in clinical coding independently evaluated the MetaMap-extracted terms from 19 randomly selected records. Disagreements were resolved via in-depth discussion and consensus. This process resulted in a weighted-average precision of 0·62, recall of 0·82, and F1 score of 0·71 for the CSU data, as compared to a previously reported weighted-average precision of 0·67, recall of 0·53, and F1 score of 0·58 for human clinical narratives 25 . Figure 2 shows an example of one free-text clinical narrative processed with MetaMap. Evaluation of Deep Learning models. We trained one deep-learning model for each of the veterinary and human datasets. Both models were used to test on their own domain (veterinary to veterinary, and human to human), as well as ported over to the other domain (veterinary to human, and human to veterinary). In Figure 3 , we provide the classification performance, using the original clinical narratives and the narratives with MetaMap-extracted features. 
Discussion
Applying deep learning to unstructured free-text clinical narratives in electronic health records offers a relatively simple, low-effort means to bypass the traditional bottlenecks in electronic phenotyping. Besides assigning groundtruth labels to the CSU veterinary data for the purpose of illustrating the efficacy of our model, none of our efforts involved any manual curation, feature generation, or data harmonization, all of which are time-consuming tasks.
Circumventing the need for data harmonization was very important for the datasets, which contained a plethora of domain-and setting-specific misspellings, abbreviations, and jargon. These issues greatly impact the performance of the LSTM's vector selection and the NLP's entity recognition. MetaMap was useful in this regard, given its ability to parse clinical data.
The databases that we selected, MIMIC and CSU, represent vastly different clinical settings. The clinical narratives that arise in a critical care unit, like those in MIMIC, do not necessarily compare to those from a tertiary referral veterinary care facility, like those in CSU. Moreover, the records were not coded in the same way, the clinicians did not receive the same training, and the documents apply to different species altogether. Despite these differences, however, our LSTM model was able to accurately classify medical narratives at the top level of depth in both datasets, without loss of generality in the method. However, the variability in classification performance across categories could be explained by larger number of training cases. There was a direct classification increase in those categories with more training samples.
The usefulness of even top-level characterizations in the veterinary setting cannot be understated; usually, a veterinarian must read the full, unstructured text in order to get any information about the patient they are treating.
Having any sort of data (e.g. top-level ICDs) on the patient beforehand could be extremely useful in more rapid triage. One can also imagine that more granular characterizations (in any dataset) could arise given sufficient data in each target tag (our models seemed to have high classification accuracies when there were more than approximately 5,000 records in the category of interest). The repeated use of a series of LSTM models for subsequent, increasinglyspecific classifications thus represents a scalable, hierarchical tagging structure that could prove extremely useful in bucketing patients into specific departments, severities, and protocols.
Our study has several limitations, including sample size, number of databases investigated, and focus on top-level, rather than downstream, categories. In the future, the increased availability of data from both the human and veterinary domains will facilitate more research in this field. Using a deep learning approach, can facilitate the categorization of unstructured clinical narratives, which are often a bottleneck to the identification of research cohorts, as well as facilitating sharing capabilities across institutions.
Public Health Implications. In this era of rapid digital health and deployment of health records, it is important to provide tools that facilitate cohort identification. Our deep learning approach (LSTM model) was able to automatically classify medical narratives without having any domain knowledge or manual curation of features. The accuracy of classification (F1 score) was 0·83 for veterinary data, and 0·67 in the human data. With more training data it is possible to foresee a scenario in which these training models can benefit every clinical domain. As an example, in the neoplasia top-level category, the veterinary data had 36,108 clinical notes, which were used to train an LSTM model that correctly identified those clinical narratives in the human clinical notes, with F1 scores of 0·93
and 0·70, respectively. The expansion of veterinary data availability and the subsequently enormous potential of model portability could prove to be exciting chapters in reducing bottlenecks in biosurveillance and public health research at large.
