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Abstract
In this paper we analyze some questions concerning the contingent epiderivative. When the ordering cone
is not necessarily pointed we introduce the notion of family of contingent epiderivatives. We also investigate
the relationship between the contingent derivative and the generalized epiderivative. Furthermore, we give
existence theorems with respect to Daniell cones. As a particular case, we study set-valued maps that take
values in Rn.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Set-valued maps; Contingent epiderivatives; Contingent derivative; Existence conditions
1. Introduction
In [10] Jahn and Rauh introduce the notion of contingent epiderivative of a set-valued map.
They extend the definition given in [1] by Aubin and Frankowska for real valued functions. In
the last years some authors have established several notions of epiderivatives with the aim of
obtaining optimality conditions for set-valued optimization problems. See [2,7–10,13].
The theory of epiderivatives has followed two different ways of extending contingent and gen-
eralized contingent epiderivatives definitions. On the one hand, using different kinds of minimal
elements, see [11,13]; on the other hand, considering different types of tangent cones, see [3,6,
12,15]. However, all definitions have the same mathematical structure.
There are still open questions, the answers of which can help to clarify the subject. They are
referred to the existence, uniqueness and properties of contingent epiderivatives, relationships
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of these questions.
The contents of this paper are as follows. In Section 2 we give some preliminaries and recall
the main notions of contingent epiderivatives. In third section the concept of family of epideriv-
atives is introduced. Section 4 is devoted to the relationship between contingent derivative and
contingent epiderivative. In Section 5 existence theorems of contingent epiderivative for set-
valued maps are given. In Section 6 the generalized contingent epiderivative is studied. Finally,
in Section 7 we study finite-dimensional set-valued maps.
2. Preliminaries and notations
Let X,Y be real normed spaces where Y is partially ordered by a closed convex cone C.
By y  x (x  y) we denote x − y ∈ C. We recall that the effective domain, the graph and the
epigraph of a set-valued map F :X → 2Y are defined by:
dom(F ) = {x ∈ X: F(x) = ∅},
graph(F ) = {(x, y) ∈ X × Y : y ∈ F(x)},
epi(F ) = {(x, y) ∈ X × Y : x ∈ dom(F ), y ∈ F(x)+C}.
Given F,G :X → 2Y by F  G, we denote dom(F ) = dom(G) and F(u) = G(u) for
every u ∈ dom(F ). We say that F is a C-convex set-valued map if dom(F ) is convex and
λF(x)+ (1 − λ)F (y) ⊂ F(λx + (1 − λ)y)+C for any x, y ∈ dom(F ), λ ∈ [0,1].
Let A be a subset of Y , by cl(A) we denote the topological closure of A. The contingent cone
T (A, z) of A at a point z ∈ cl(A) is the set of all z ∈ Z such that there exists a sequence of real
numbers (tn) → 0, tn > 0, and a sequence (zn) ⊂ Y with zn → z such that z + tnzn ∈ A. The
contingent derivative DcF(x, y) of F at (x, y) ∈ graph(F ) is the set-valued map from X to Y
defined by graph(DcF (x, y)) = T (graph(F ), (x, y)), see [1]. We will use the following notions
of minimality, see [16].
Definition 2.1. Let A be a non-empty subset of Y .
(a) y ∈ A is an ideal minimal point (respectively ideal maximal point) of A with respect to C if
a  y (respectively y  a) for any a ∈ A. The set of all ideal minimal points is denoted by
IMin(A) (respectively IMax(A)).
(b) y ∈ A is an efficient point of A with respect to C if y  a, for some a ∈ A, implies a  y.
The set of all efficient points of A is denoted by Min(A).
(c) y ∈ A is a Borwein proper efficient point if T (A+C,y)∩−C = {0}. The set of all Borwein
proper efficient points of A is denoted by PMinBr(A).
(d) y ∈ A is a Benson proper efficient point if ⋃α>0 α(A+C − y)∩ −C = {0}.
In the same way we can define local minimal points.
Definition 2.2. We say that the domination property holds for the set A ⊂ Y if A ⊂ Min(A)+C.
Definition 2.3. [10] A single-valued map DF(x, y) :X → Y whose epigraph coincides with the
contingent cone to the epigraph of F at (x, y), i.e.
epi
(
DF(x, y)
)= T (epi(F ), (x, y)),
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If f is a map from X to R and x ∈ dom(f ), we denote the contingent epiderivative of f at
(x, f (x)) by D↑f (x). It is well known that, see [1]
D↑f (x)(u) = inf
{
v: v ∈ Dc(f +R+)
(
x,f (x)
)
(u)
}= lim inf
t→0+, u′→u
f (x + tu′)− f (x)
t
.
Definition 2.4. [5] A set-valued map DgF(x, y) :X → 2Y is called the generalized contingent
epiderivative of F at (x, y) if
DgF(x, y)(x) = Min
({
y ∈ Y : (x, y) ∈ T (epi(F ), (x, y))}).
The effective domain of the contingent epiderivative or the generalized contingent epideriv-
ative is not necessarily the whole space X, see [13]. In both derivatives the effective domain is
contained in dom(Dc(F +C)(x, y)) and it is equal to the projection of T (epi(F ), (x, y)) onto X,
denoted by ΠXT (epi(F ), (x, y)). If the contingent epiderivative exists, then dom(DF(x, y)) =
ΠXT (epi(F ), (x, y)). This motivates the next definition, see [2].
Definition 2.5. F is contingently epidifferentiable at (x, y) ∈ graph(F ) if dom(DgF(x, y)) =
ΠXT (epi(F ), (x, y)).
Remark 2.6. If DF(x, y) exists then F is contingently epidifferentiable at (x, y).
In the sequel (x, y) ∈ graph(F ) and we denote L = ΠXT (epi(F ), (x, y)) and S = dom(F ).
3. Family of contingent epiderivatives
In [10], under convexity assumptions for C, the existence of DF(x, y) implies its uniqueness.
However this can only be assured if C is also closed and pointed. If C is closed and convex but no
necessarily pointed, it may exist a family of maps such that each member verifies Definition 2.3.
A study of this family is necessary not only for its own mathematical importance but in order
to give optimality conditions in problems where the ordering cone is non-pointed, see [6] and
references therein. The next theorem characterizes this family of epiderivatives of F at (x, y).
Theorem 3.1. A map ϕ from L to Y is a contingent epiderivative of F at (x, y) if and only if
IMin(Dc(F +C)(x, y)(u)) = ∅ and ϕ(u) ∈ IMin(Dc(F +C)(x, y)(u)) for any u ∈ L.
Proof. By Definition 2.3 a map ϕ from L = ΠXT (epi(F ), (x, y)) to Y is a contingent epideriv-
ative of F at (x, y) ∈ graph(F ), if epi(ϕ) = T (epi(F ), (x, y)). This is equivalent to ϕ(u)+C =
Dc(F + C)(x, y)(u) for any u ∈ dom(Dc(F + C)(x, y)), then IMin(Dc(F + C)(x, y)(u)) = ∅
and ϕ(u) ∈ IMin(Dc(F +C)(x, y)(u)). The converse follows immediately. 
Example 1. Suppose that S = R, Y = R2, C = R × R+, (x, y) = (0, (0,0)) and F :S → 2Y
defined by F(λ) = {(0,0), (|λ|, |λ|)}. It is obvious that
T
(
epi(F ), (x, y)
)=R×R×R+, therefore
L =R, Dc(F +C)(x, y)(u) =R×R+.
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R×R+ = Dc(F +C)(x, y)(λ).
The maps ϕ1(λ) = (λ,0), ϕ2(λ) = (−λ,0) are contingent epiderivatives of F at (0, (0,0))
and ϕ1 = ϕ2. Moreover, by Theorem 3.1, the family of epiderivatives Γ is given by
Γ = {ϕ :R→R2: ϕ(λ) = (h(λ),0), where h :R→R is any map}.
We denote by Γ the family of contingent epiderivatives of F at (x, y). If the ordering cone C
is pointed then the contingent epiderivative is unique.
Proposition 3.2. Suppose that Γ = ∅. If C is pointed, then the contingent epiderivative of F at
(x, y) is unique.
Proof. Suppose that ϕ1 and ϕ2 are two elements of Γ such that ϕ1(u) = ϕ2(u) for some u ∈ L,
it yields
ϕ1(u) ∈ IMin
(
Dc(F +C)(x, y)(u)
)
and ϕ2(u) ∈ IMin
(
Dc(F +C)(x, y)(u)
)
,
therefore
ϕ1(u) ∈ ϕ2(u)+C and ϕ2(u) ∈ ϕ1(u)+C.
Hence
ϕ1(u)− ϕ2(u) ∈ C ∩ −C.
Since C is pointed
ϕ1(u) = ϕ2(u). 
Next proposition shows that the closedness of C is a necessary condition for the existence of
contingent epiderivatives.
Proposition 3.3. If Γ = ∅ then C is closed.
Proof. Because Γ = ∅, there exists ϕ ∈ Γ such that ϕ(u) + C = Dc(F + C)(x, y)(u) for
any u ∈ L, hence C = Dc(F +C)(x, y)(u)−ϕ(u). It is known, see [1], that Dc(F +C)(x, y)(u)
is closed. We conclude that C is the sum of a closed and a compact set and therefore C is a closed
set. 
Example 1 shows that in general the elements of Γ are not sublinear maps, including the case
that F is C-convex. But if F is a C-convex set-valued map there exists at least one sublinear
element of Γ .
Proposition 3.4. If F is C-convex and Γ = ∅, there exists ψ ∈ Γ such that
ψ(λu) = λψ(u),
ψ(u+ v)ψ(u)+ψ(v)
for any u,v ∈ L, λ ∈R+.
L. Rodríguez-Marín, M. Sama / J. Math. Anal. Appl. 327 (2007) 745–762 749Proof. By Theorem 3.1, Γ = ∅ implies IMin(Dc(F + C)(x, y)(u)) = ∅ for any u ∈ L.
Consider the set B = {e ∈ L: ‖e‖ = 1}. For each e ∈ B , we assign a fixed element ye ∈
IMin(Dc(F + C)(x, y)(e)). Let ψ be the map from L to Y defined by ψ(0) = 0, ψ(e) = ye,
ψ(u) = αye , where α > 0 is the unique real positive number such that u = αe.
Let us prove ψ ∈ Γ .
If u = 0,
ψ(u) = αye ∈ IMin
(
αDc(F +C)(x, y)(e)
)= IMin(Dc(F +C)(x, y)(αe))
= IMin(Dc(F +C)(x, y)(u)).
If u = 0, let us prove ψ(0) = 0 ∈ IMin(Dc(F +C)(x, y)(0)). Suppose that it is false, i.e.
0 /∈ IMin(Dc(F +C)(x, y)(0)). (3.1)
By Theorem 3.1 there exists w = 0, w ∈ IMin(Dc(F +C)(x, y)(0)). As 0 ∈ Dc(F +C)(x, y)(0),
by the minimality of w, then w ∈ −C. Furthermore, by (3.1), w /∈ C. Since the contingent deriv-
ative is strictly positive homogeneous, λw ∈ Dc(F + C)(x, y)(0) for any λ > 0 and due to the
minimality of w then w  λw. Therefore w ∈ C ∩ −C, but this contradicts w /∈ C.
Applying Theorem 3.1 we conclude ψ ∈ Γ .
It is easily seen that ψ is positive homogeneous because ψ(0) = 0 and for each u = 0
ψ(λu) = ψ(λ(αe))= ψ((λα)e)= λαye = λψ(u).
Let us prove that ψ is subadditive. It is known that if F is C-convex then T (epi(F ), (x, y)) is
convex, see [10]. Since ψ ∈ Γ , epi(ψ) = T (epi(F ), (x, y)) is convex, hence(
1
2
u+ 1
2
v,
1
2
ψ(u)+ 1
2
ψ(v)
)
∈ epi(ψ) for any u,v ∈ L,
then
1
2
ψ(u)+ 1
2
ψ(v) ∈ Dc(F +C)(x, y)
(
1
2
u+ 1
2
v
)
⊂ ψ
(
1
2
u+ 1
2
v
)
+C,
and multiplying by 2 the above expression
ψ(u)+ψ(v) ⊂ ψ(u+ v)+C. 
Remark 3.5. If C is pointed, Proposition 3.4 agrees with Theorem 4 of [10].
Remark 3.6. From the above proof we can deduce that for any set-valued map F such that Γ = ∅
there is an element ϕ ∈ Γ such that verifies ϕ(0) = 0.
The existence of Γ depends on the behavior of y with respect to the whole image F(x).
Proposition 3.7. Let F(x) be a convex set. If Γ = ∅, then y is an ideal minimal point of F(x).
Proof. Suppose that the proposition is false. We can take an element y ∈ F(x) such that
y − y /∈ C. As F(x) is a convex set then the sequence yn = y + y−yn ∈ F(x) and yn−y‖yn−y‖ =
y−y
‖y−y‖ → v. Clearly, v /∈ C and v ∈ Dc(F + C)(x, y)(0). By Remark 3.6 there exists ϕ ∈ Γ
such that ϕ(0) = 0. Thus by definition of ϕ, v  0 = ϕ(0) which contradicts v /∈ C. 
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shows.
Example 2. Let Y = R2, C = R2+, (x, y) = (0, (0,0)) and F be a set-valued map from R
to R2 defined by F(λ) = {(x,√|x| ): x ∈ R} for any λ ∈ R. Clearly F(0) is not convex and
(0,0) /∈ IMin(F (0)). Furthermore for any u ∈R
Dc
(
F +R2+
)(
0, (0,0)
)
(u) =R2+,
therefore DF(0, (0,0)) exists and is given by
DF
(
0, (0,0)
)
(u) = (0,0) for any u ∈R.
4. Relationship between epiderivatives and derivatives
One of the main problems arising in the theory of contingent epiderivatives concerns about
the relationship between the contingent epiderivative and the contingent derivative of a set-valued
map. It is well known that when f is a scalar function the following property characterizes its
epiderivative at a point, see [1, Definition 6.1.2].
D↑f (x)(u) = inf
{
v: v ∈ Dc(f +R+)
(
x,f (x)
)
(u)
}
. (4.1)
Essentially this section is devoted to study this property in the general framework of set-valued
maps.
Let the set of ideal minimal elements IMin(DcF (x, y)(u)) be a singleton for any
u ∈ dom(DcF (x, y)). In this case by ς we can define the function ς(u) = IMin(DcF (x, y)(u))
for any u ∈ dom(DcF (x, y)). We say that ς exists if IMin(DcF (x, y)(u)) = ∅ for any
u ∈ dom(DcF (x, y)), i.e. dom(ς) = dom(DcF (x, y)). Suppose that ς exists and Γ = ∅. It is
easily seen that dom(ς) ⊂ L and ϕ(u)  ς(u) for any ϕ ∈ L, u ∈ L. When dom(ς) = L is
natural to ask if ς ∈ Γ . Under general conditions it is not true as the below example shows.
(By [a, b] we denote the line segment joining a, b ∈ Y , [a, b] = {λa + (1 − λ)b: λ ∈ [0,1]}.)
Example 3. Let X = R, Y = R2, C = R+ ×R, S = [0,1], (x, y) = (1, (0,0)). Let us consider a
set-valued map F :S → 2R2 defined by
F(x) =
⎧⎪⎨⎪⎩
(1 − x,0) if x /∈ {1 − 1
n
: n ∈N},
(1 − 1
n
,0)∪ (0, 1
n
− 1) if x = 1 − 1
n
, n ∈N,
[(0,0), (1,1)] if x = 1.
The contingent cone to graph(F ) at (x, y) is given by
T
(
graph(F ), (x, y)
)= {(x,−x,0): x ∈R−}∪ {(0, x, x): x ∈R+},
thus
DcF(x, y)(u) =
{
(−u,0) if u ∈R− \ {0},
{t (1,1): t ∈R+} if u = 0,
therefore
ς(u) = IMin(DcF(x, y)(u))= (−u,0) for any u ∈R−.
On the other hand,
T
(
epi(F ), (x, y)
)=R− × (R+ ×R),
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Dc(F +C)(x, y)(u) =R+ ×R for any u ∈R−,
thus the epiderivative family Γ of F at (x, y) is given by
Γ = {ϕ :R− →R2: ϕ(u) ∈ {0} ×R for any u ∈R−}.
It is easily seen that ς /∈ Γ .
In general L is not contained in dom(DcF (x, y)). Assuming that Min(Dc(F + C)(x,
y)(u)) = ∅ for any u ∈ L, in order to clarify the relationships between L and dom(DcF (x, y)),
we rewrite Theorem 2.1 of [17] in the following manner.
Theorem 4.1. Let F :S → 2Y be a set-valued map. Assume that C is pointed and the set
{c ∈ C: ‖c‖ = 1} is compact. If Min(Dc(F + C)(x, y)(u)) = ∅ for any u ∈ L, then L =
dom(DcF (x, y)) and Min(Dc(F +C)(x, y)(u)) ⊂ DcF(x, y)(u) for any u ∈ L.
Therefore, in terms of epiderivatives we give the following result.
Theorem 4.2. Under the conditions of the previous theorem if DF(x, y) and ς exist, then
ς  DF(x, y).
Theorem 4.2 does not hold if {c ∈ C: ‖c‖ = 1} is not compact, as the next example shows.
Example 4. Let Y = L2[0,1] be the space of all square integrable functions on [0,1] with its
usual norm and let C be the cone of all positive functions. C is clearly a pointed closed convex
cone, but {c ∈ C: ‖c‖ = 1} is not compact. For every a ∈R we denote by ak the constant function
ak(x) = a.
Let (βn) and (fn) be two sequences defined by
βn(x) =
{−n if x ∈ [0, 1
n2
),
− 1
n
if x ∈ [ 1
n2
,1], fn(x) = −1 −
1
n
+ βn(x).
It is easy to check that (fn) does not converge to −1k .
Consider the set-valued F from [0,1] into L2[0,1] defined by
F(x) =
{
{fn,−1k} if x = 1 − 1n ,
{−1k} if x = 1 − 1n ,
and the point (1,−1k) ∈ graph(F ). Then
T
(
graph(F ), (1,−1k)
)= {(u,0k): u ∈R−},
IMin
(
DcF(1,−1k)(u)
)= 0k for any u ∈R−,
DF(1,−1k)(u) = 2uk for any u ∈R−,
and DF(1,−1k)(u) = IMin(DcF (1,−1k)(u)) for every u ∈R−.
Let us prove that DF(1,−1k) is defined by the above expression. We first observe that if
DF(1,−1k) exists, then its domain L is R− because
R− = dom
(
DcF(1,−1k)
)⊂ dom(Dc(F +C)(1,−1k))⊂ T ([0,1],1)=R−.
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where gn ∈ F(xn) and cn ∈ C, such that tn(xn − 1, gn + cn + 1k) → (u, v). Without loss of
generality we may assume that (gn) = (−1k) or (gn) = (fn). In the first case v ∈ C. In the
second case xn = 1 − 1n and therefore (− tnn ) → u and (− tnn )k → uk . We obtain
v = lim
n→∞
(
−
(
tn
n
)
k
+ tn(βn + cn)
)
= uk + lim
n→∞ tn(βn + cn) 2uk.
In particular, if we consider
cn(x) =
{
n− 1
n
if x ∈ [0,1/n2),
0 if x ∈ [1/n2,1],
then v = 2uk and 2uk ∈ IMin(Dc(F +C)(1,−1k)(u)).
Remark 4.3. Another example where ς  DF(x, y) is given in [18, Example 3.6.8]. In this case
the space l2 of square-summable sequences is used.
In general dom(ς) = L. Let us see the following example.
Example 5. With the same notation as in Example 4 consider the set-valued map from [0,1]
to L2[0,1] defined by
F(x) =
⎧⎪⎨⎪⎩
5k if x /∈ {1 − 1n : n ∈N},
fn if x = 1 − 1n , n ∈N,
−1k if 1,
then
dom
(
Dc(F +C)(1,−1k)
)=R−,
dom
(
DcF(1,−1k)
)= {0},
Dc(F +C)(1,−1k)(u) = 2uk +C for any u ∈R−.
Hence ς is only defined at 0 and DF(1,−1k)(u) = 2uk is defined for any u ∈R−.
Under determined conditions the relationship between ς and Γ is stronger. We recall that F
is said to be upper locally Lipschitz at x ∈ S if there exists a neighborhood U of x and a positive
constant l such that F(x) ⊂ F(x)+ l‖x − x‖BY for any x ∈ U where BY = {v ∈ Y : ‖v‖ 1}.
In [17] Tanino proved the following result.
Theorem 4.4. Let C be pointed. Assume that the set {c ∈ C: ‖c‖ = 1} is compact. If F is upper
locally Lipschitz at x and y is a Benson proper minimal point of F(x), then for any u ∈ L,
Dc(F +C)(x, y)(u) = DcF(x, y)(u)+C.
We deduce that L = dom(DcF (x, y)) under the same hypotheses of the previous theorem.
Theorem 4.5. Under the same hypotheses of Theorem 4.4, it follows:
ς = IMin(DcF(x, y)(·)) exists ⇐⇒ DF(x, y) exists and DF(x, y)  ς.
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IMin
(
Dc(F +C)(x, y)(u)
)= IMin(DcF(x, y)(u)+C)= IMin(DcF(x, y)(u)).
By Theorem 3.1 if DF(x, y) exists then IMin(DcF (x, y)(u) + C)) = ∅, therefore by the previ-
ous equality ∅ = IMin(DcF (x, y)(u))  DF(x, y). The converse implication follows immedi-
ately. 
In the above theorem ς  DF(x, y). In general the existence of ς does not imply the existence
of DF(x, y) and reciprocally.
Example 6. With the same notation as in Example 4, we consider the set-valued map F from
[0,1] to L2[0,1] defined by
F(x) =
{
{fn − ( an )k: a ∈R+} ∪ {−1k} if x = 1 − 1n , n ∈N,
{−1k} if x /∈ {1 − 1n : n ∈N}.
For any u ∈R− we deduce
DcF(1,−1k)(u) = 0k,{
(2 + a)uk: a ∈R+
}⊂ Dc(F +C)(1,−1k)(u).
Hence ς exists, furthermore ς(u) = 0 for any u ∈ R−, but IMin(Dc(F + C)(1,−1k)(u)) = ∅
and therefore the epiderivative of F at (1,−1k) does not exist.
Example 7. With the same notation as in Example 4, we consider the product space L2[0,1] ×
L2[0,1] with its natural ordering cone Ĉ = C × C and the set-valued map from [0,1] to
L2[0,1] ×L2[0,1] defined by
F(x) =
⎧⎪⎨⎪⎩
{(−xk,−1k), (−1k,−xk)} if x /∈ {1 − 1n : n ∈N},
{(fn, fn), (−xk,−1k), (−1k,−xk)} if x = 1 − 1n , n ∈N,
(−1k,−1k) if 1.
For any u ∈R−
DcF
(
1, (−1k,−1k)
)
(u) = {(−uk,0), (0,−uk)},
Dc
(
F + Ĉ)(1, (−1k,−1k))(u) = (2uk,2uk)+ Ĉ.
Therefore the function ς does not exist but the epiderivative of F at (−1k,−1k) does, moreover
DF(1, (−1k,−1k))(u) = (2uk,2uk).
5. Existence conditions for the contingent epiderivative
Conditions for the existence of DF(x, y) have been given in [5,10,11]. In the following we
give necessary and sufficient conditions for the existence of DF(x, y) in a more general frame-
work. In this section we assume that C is pointed and Daniell. We recall that a cone is Daniell if
every C-decreasing and C-lower bounded sequence converges to its infimum, see [16].
Let A,B be subsets of Y . By A B , we mean a  b for any a ∈ A, b ∈ B . We recall that A
is said to be C-lower (respectively -upper) bounded if there exists y ∈ Y such that A ⊂ y + C
(respectively A ⊂ y −C).
The following theorem is due to Borwein.
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C-lower bounded (respectively C-upper bounded), then Min(B) = ∅ (respectively Max(B) = ∅).
Assume that A is a C-lower bounded subset of Y , we denote by Λ the set of its C-lower
bounds
Λ = {y ∈ Y : A ⊂ y +C}.
Proposition 5.2. Let A ⊂ Y be a C-lower bounded subset, then
Max(Λ) = IMax(Λ) = ∅.
Proof. We give a sketch of the proof. Let us prove that the set Max(Λ) is non-void and con-
tains only one element. Λ is closed and C-upper bounded, therefore by Proposition 5.1 we
have Max(Λ) = ∅. Let us see that Max(Λ) contains only one element. On the contrary, if we
suppose that Max(Λ) contains more than one element, x1, x2 ∈ Max(Λ), x1 = x2, we can de-
fine the set Υ = (x1 + C) ∩ (x2 + C) that verifies A ⊂ Υ and Min(Υ ) = ∅. Then if we define
Θ = {α ∈ Y : Υ − v ⊂ α + C, α  x1 − v} for any v ∈ MinΥ , we can prove that 0 ∈ Max(Θ).
This implies that Υ ⊂ v +C, which contradicts x1 = x2. 
Under the same hypotheses we have the following result.
Corollary 5.3. If IMin(A) = ∅, then IMin(A) = IMax(Λ).
Because of Theorem 3.1 the existence of DF(x, y) implies that the sets Dc(F +C)(x, y)(u)
are C-lower bounded. This fact motivates the next definition.
Definition 5.4. A set-valued map F is said to have the LBD (lower bounded derivative) property
at (x, y) ∈ graph(F ) if Dc(F +C)(x, y)(u) is C-lower bounded for any u ∈ L.
Proposition 5.5. Assume F has the LBD property at (x, y) ∈ graph(F ) and let Ψ be a function
from L to Y defined by
Ψ (u) = IMax({y ∈ Y : Dc(F +C)(x, y)(u) ⊂ y +C}) for any u ∈ L,
then the following conditions are satisfied:
(a) Ψ (λu) = λΨ (u) for any λ 0 and u ∈ L.
(b) If DF(x, y) exists, then DF(x, y)  Ψ .
Proof. Due to Proposition 5.2 the map Ψ is well defined.
To prove (a), let fix u ∈ L and λ > 0. Because F has the LBD property at (x, y) and
Dc(F +C)(x, y) is positive homogenous,
Dc(F +C)(x, y)(λu) = λDc(F +C)(x, y)(u) λΨ (u),
therefore by the definition of Ψ ,
Ψ (λu) λΨ (u). (5.1)
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λDc(F +C)(x, y)(u) = Dc(F +C)(x, y)(λu) Ψ (λu),
we have
Dc(F +C)(x, y)(u) 1
λ
Ψ (λu), (5.2)
therefore Ψ (u) 1
λ
Ψ (λu). It follows that λΨ (u) = Ψ (λu). If u = 0 then by (5.2) Ψ (0) λΨ (0)
for any λ ∈R+ and we have Ψ (0) = 0.
The proof of (b) is just a consequence of Corollary 5.3. 
Theorem 5.6. If F has the LBD property at (x, y), the following conditions are equivalent:
(i) DF(x, y) exists.
(ii) Ψ (u) ∈ Dc(F +C)(x, y)(u) for any u ∈ L.
Proof. Let any u ∈ L. If DF(x, y) exists, then by Theorem 3.1 IMin(Dc(F +C)(x, y)(u)) = ∅.
By Theorem 3.1 and Proposition 5.5 it is easily seen that Ψ (u) = IMin(Dc(F + C)(x, y)(u)).
Reciprocally, if Ψ (u) ∈ Dc(F +C)(x, y)(u), as Dc(F +C)(x, y)(u) ⊂ Ψ (u)+C, then Ψ (u) =
IMin(Dc(F +C)(x, y)(u)). By Theorem 3.1 DF(x, y) exists. 
Theorem 1 of [10] is a particular case of the above result. The conditions given in [11] implies
that F has the LBD property, and as Y =R the condition (ii) is verified.
Proposition 5.7. Let F :S → 2Y and (0, y) ∈ graph(F ). Assume F has the LBD property at
(0, y) ∈ graph(F ). If S ⊂ L = dom(Ψ ) and Ψ is continuous, then
Dc(F +Ψ )(0, y)  Ψ +DcF(0, y).
Proof. Let (u, v) ∈ graph(Dc(F + Ψ )(0, y)), hence (u, v) ∈ T (graph(F + Ψ ), (0, y)). Then
there exist tn → 0+, un → u,vn → v such that tnun ∈ S and
y + tnvn ∈ F(tnun)+Ψ (tnun).
Therefore,
y + tn
(
vn −Ψ (un)
) ∈ F(tnun).
Because Ψ is continuous vn − Ψ (un) → v − Ψ (u). Hence (u, v − Ψ (u)) ∈ graph(DcF (0, y)).
Reciprocally, let (u, v) ∈ graph(Ψ + DcF(0, y)), v − Ψ (u) ∈ DcF(0, y)(u), then there exist
tn → 0+, un → u,wn → v −Ψ (u), tnun ∈ S such that y + tnwn ∈ F(tnun), equivalently
y + tn
(
wn +Ψ (un)
) ∈ F(tnun)+Ψ (tnun).
As wn +Ψ (un) → v, it yields (u, v) ∈ graph(Dc(F +Ψ )(0, y)). 
Theorem 5.8. Suppose that F :S → 2Y has the LBD property at (x, y), Ψ is continuous and S ⊂
x + dom(Ψ ), then DF(x, y) exists if and only if
0 ∈ Dc
(
F(· + x)−Ψ +C)(0, y)(u) for any u ∈ L;
and if DF(x, y) exists, then DF(x, y)  Ψ .
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Dc(H + C)(0, y)  Dc(F + C)(x, y). By Proposition 5.6 a necessary and sufficient condition
for the existence of DF(x, y) is
Ψ (u) ∈ Dc(H +C)(0, y)(u) for any u ∈ L. (5.3)
Since dom(H +C) = S − {x} ⊂ dom(Ψ ) and Ψ is continuous, by Proposition 5.7
Dc(H +C −Ψ )(0, y)(u) = Dc(F +C)(x, y)(u)−Ψ (u) for any u ∈ L.
Therefore (5.3) is equivalent to
0 ∈ Dc
(
F(· + x)−Ψ +C)(0, y)(u).
Furthermore, by Proposition 5.5, if DF(x, y) exists then DF(x, y) ∼= Ψ . 
Remark 5.9. In the above theorem the condition S ⊂ {x} + dom(Ψ ) is very natural. We recall
that dom(Ψ ) = L. For example if F is pseudoconvex then S ⊂ {x} + dom(Ψ ), see [1].
In general the existence of DF(x, y) is not assured. In the following example DF(x, y) does
not exist although F is a set-valued map between finite-dimensional spaces, C-convex and upper
locally Lipschitz at x.
Example 8. Let F be a set-valued map from [0,1] to 2R2 defined by
F(r) = {(x, y): x2 + y2  r2},
C =R2+ and (r, (x, y)) = (0, (0,0)). Then L =R+, Dc(F +R2+)(0, (0,0))(u) = F(u)+R2+ and
Ψ (u) = (−u,−u) for any u ∈ R+. Clearly, Ψ is continuous and S = [0,1] ⊂ R+ = dom(Ψ ).
Furthermore,
Dc
(
F −Ψ +R2+
)(
0, (0,0)
)
(u) = {(x, y): (x − u)2 + (y − u)2 = u2}+R2+.
But, for example,
(0,0) /∈ Dc
(
F −Ψ +R2+
)(
0, (0,0)
)
(1) = {(x, y): (x − 1)2 + (y − 1)2 = 1}+R2+,
therefore by Theorem 5.8 DF(x, y) does not exist.
In the next proposition we give conditions for the existence of DF(x, y).
Proposition 5.10. Let F :S → 2Y , x ∈ int(S) and y be an ideal minimal point of F(x). Suppose
that L = X and there exists a neighborhood U of 0, x +U ⊂ S, such that for any u ∈ U
(i) Dc(F +C)(x, y)(u) ⊂ F(u+ x)− y +C.
(ii) IMin(F (u+ x)) = ∅.
Then if the function Ψ is continuous, DF(x, y) exists and DF(x, y)  Ψ .
Proof. First we show that F verifies the LBD property at (x, y). By hypotheses (i), (ii) the set
Dc(F +C)(x, y)(0) is C-lower bounded, Dc(F +C)(x, y)(0) ⊂ F(x)− y +C ⊂ C.
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Therefore by hypotheses (i), (ii)
Dc(F +C)(x, y)
(
u
α
)
⊂ IMin
(
F
(
u
α
+ x
))
− y +C.
By the positive homogeneity of the contingent derivative
Dc(F +C)(x, y)(u) = αDc(F +C)(x, y)
(
u
α
)
⊂ α
(
IMin
(
F
(
u
α
+ x
))
− y
)
+C.
Therefore the element α(IMin(F ( u
α
+ x))− y) is a C-lower bound of Dc(F +C)(x, y)(u).
Let u ∈ dom(Dc(F (· + x) − Ψ + C)(0, y)), there exist xn ∈ dom(F (· + x) − Ψ + C) ∩ U ,
(tn) ⊂R+ such that xn → 0 and tnxn → u.
By (i) and (ii)
Dc(F +C)(x, y)(xn) ⊂ zn − y +C,
with zn = IMin(F (xn + x)).
Therefore
Ψ (xn) zn − y.
If we take the sequence cn = −(zn −Ψ (xn)− y) ∈ C, then
tn
(
xn, zn −Ψ (xn)− y + cn
)→ (x,0),
hence
0 ∈ Dc
(
F(· + x)−Ψ +C)(0, y)(u).
Applying Theorem 5.8 DF(x, y) exists and DF(x, y)  Ψ . 
Finally, in the next result we show that under mild conditions an upper Lipschitzian set-valued
map has the LBD property.
Proposition 5.11. Assume that int(C) = ∅. If F is upper locally Lipschitz at x and y is a local
ideal minimal of F(x)+C, then F has the LBD property at (x, y).
Proof. Let any (u, v) ∈ T (epi(F ), (x, y)). From the definition there exist sequences (tn) ⊂ R+,
(xn, yn +cn) ⊂ epi(F ), such that (xn, yn +cn) → (x, y) and (u, v) = lim tn(xn −x, yn +cn −y).
Since F is upper locally Lipschitz at x, there exists a sequence (y∗n) ⊂ F(x) such that
yn − y∗n ∈ l‖xn − x‖BY for any n ∈N,
hence yn − y∗n → 0 and therefore (y∗n + cn − y) → 0. As int(C) = ∅, there exists a C-lower
bound of BY , z ∈ Y , then
tn
(
yn − y∗n
)
 tnl‖xn − x‖z.
Since y is a local ideal minimal of F(x) + C we can assume without loss of generality that
(y∗n + cn − y) ∈ C, then
tn(yn + cn − y) = tn
(
yn − y∗n
)+ tn(y∗n + cn − y) l∥∥tn(xn − x)∥∥z.
Taking limit as n → ∞ we conclude that v  l‖u‖z. 
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The generalized contingent epiderivative arises as a generalization of property (4.1) that
characterizes the contingent epiderivate in the scalar case, see [1,5]. There are two important
questions about the relationship between the generalized and the contingent epiderivative. The
first question is obvious: In what manner the generalized contingent epiderivative extends the
contingent epiderivative? Answers for this question are given in [2,10]. In the framework of
family of epiderivatives we give the following proposition.
Proposition 6.1. If Γ = ∅, then F is contingently epidifferentiable at (x, y) and DgF(x, y)(u) =⋃
ϕ∈Γ ϕ(u) for any u ∈ L.
Proof. If Γ = ∅, then by Theorem 3.1 IMin(Dc(F + C)(x, y)(u)) = ∅ for any u ∈ L. It is
obvious that
IMin
(
Dc(F +C)(x, y)(u)
)= Min(Dc(F +C)(x, y)(u)) for any u ∈ L, (6.1)
and that dom(DgF(x, y)) = L. Therefore F is contingently epidifferentiable at (x, y). If ϕ ∈ Γ ,
by Theorem 3.1, then ϕ(u) ∈ IMin(Dc(F + C)(x, y)(u)). By expression (6.1), ϕ(u) ∈
DgF(x, y)(u). Reciprocally, for any u ∈ L and v ∈ DgF(x, y)(u) the map from L to Y defined
by ϕ(u) := v is an element of Γ . 
Remark 6.2. If C is pointed the previous proposition means that DF(x, y) = DgF(x, y) when-
ever DF(x, y) exists, see [2,14].
A second question is under what conditions the generalized epiderivative inherits proper-
ties from the epiderivative. If the domination property holds for the sets Dc(F + C)(x, y)(u)
for any u ∈ L, then the generalized contingent epiderivative inherits properties of the contin-
gent epiderivative, see [2,5]. In the next proposition we show that the domination property of
Dc(F +C)(x, y)(u) is equivalent to the equality T (epi(F ), (x, y)) = epi(DgF(x, y)).
Proposition 6.3. Assume F is contingently epidifferentiable at (x, y). Then epi(DgF(x, y)) =
T (epi(F ), (x, y)) if and only if the domination property holds for the set Dc(F + C)(x, y)(u)
for any u ∈ L.
Proof. Let any u ∈ L. Suppose epi(DF(x, y)) = T (epi(F ), (x, y)) then there exists w = (u, v)
such that w ∈ T (epi(F ), (x, y)) and w /∈ epi(DgF(x, y)), then v ∈ Dc(F + C)(x, y)(u) and
v /∈ DgF(x, y)(u)+C. This contradicts the domination property holds for Dc(F +C)(x, y)(u).
The converse follows immediately. 
In the next we give an example of a set-valued map F that is contingently epidifferentiable
but DF(x, y) does not exist. Furthermore it does not verify epi(DgF(x, y)) = T (epi(F ), (x, y)).
Example 9. Let Y =R2, C =R2+ and F be a set-valued map from R to R2 defined by
F(λ) =
{
(x, y) ∈
(
λ
2
,
λ
2
)
+ t (−1,1): t ∈ [0,1]
}
∪
{
(x, y) ∈
(
λ
,
λ
)
+ t (0,−1): t ∈ [0,1]
}2 2
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Dc(F +C)(x, y)
(
0, (0,0)
)
(u) = {(x, y) ∈R2: x + y  u}∪ {(x, y): x  u
2
}
,
Dg(F +C)(x, y)
(
0, (0,0)
)
(u) =
{
(x, y) ∈R2: x + y = u, x < u
2
}
.
As in Proposition 3.7, the existence of DgF(x, y) depends on the behavior of y with respect
to the whole image set F(x).
Proposition 6.4. Let C be pointed. If F is contingently epidifferentiable at (x, y) and the domi-
nation property holds for Dc(F +C)(x, y)(0) then y ∈ PMinBr F (x).
Proof. We first prove that 0 ∈ DgF(x, y)(0). Suppose that 0 /∈ DgF(x, y)(0). Since
0 ∈ Dc(F + C)(x, y)(0) and domination property holds, there exists 0 = v ∈ DgF(x, y)(0),
such that v ∈ −C and v /∈ C. As λv ∈ Dc(F +C)(x, y)(0) for any λ > 0 and λv  v if λ > 1, it
follows v /∈ Min(Dc(F +C)(x, y)(0)) which contradicts v ∈ DgF(x, y)(0).
Therefore 0 ∈ DgF(x, y)(0) and
Dc(F +C)(x, y)(0)∩ −C = {0}. (6.2)
Let us prove T (F (x), y) ⊂ DcF(x, y)(0). Let w ∈ T (F (x), y), there exist (tn) ⊂R+ and (yn) ⊂
F(x) such that yn → y and tn(yn −y) → w. Taking the sequence xn = x, (xn, yn) ∈ graph(F ), it
follows (xn, yn) → (x, y) and tn(xn − x, yn − y) → (0,w). Hence w ∈ DF(x, y)(0). From this,
we can easily deduce T (F (x)+C,y)∩−C ⊂ Dc(F +C)(x, y)(0)∩−C and by expression (6.2),
T (F (x)+C,y)∩ −C = {0}. 
As an immediate consequence we give the next corollary for the contingent epiderivative.
Corollary 6.5. Let C be pointed. If DF(x, y) exists, then y ∈ PMinBr(F (x)).
7. Epiderivative in finite-dimensional case
In this section we consider Y = Rn, C = Rn+. Applying results from Section 5 we give exis-
tence conditions for DF(x, y), generalizing a result of [11] and giving new ones. By f we denote
a single-valued map from S to Y .
As a particular case of Theorem 4.4 the following result is given.
Proposition 7.1. If f is an upper locally Lipschitz map at x ∈ S, then for any u ∈ L
Dc(f +C)(x, y)(u) = Dcf (x, y)(u)+C.
As a consequence of Proposition 7.1, if f :S → R is upper locally Lipschitz at x ∈ S, then
the epiderivative D↑f (x) exists and is given by
D↑f (x)(u) = inf
{
v: v ∈ Dcf
(
x,f (x)
)
(u)
}
.
Lemma 7.2. Let f = (f1, f2, . . . , fn) be upper locally Lipschitz at x ∈ S and u ∈ L. For any
i ∈ {1, . . . , n} given v ∈ Dcfi(x, fi(x))(u), there exists (wj )j =i ∈ Rn−1 such that (w1,w2, . . . ,
v, . . . ,wn) ∈ Dcf (x,f (x))(u).
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tm(fi(xm)−fi(x)) → v. By the Lipschitzianity of the component functions {fi}i∈I it is possible
to find subsequences (tmk ) ⊂ (tm), (xmk ) ⊂ (xm) such that there exists (wj )j =i ∈Rn−1 verifying
tmk (fi(xmk ) − fi(x)) → wj for any j ∈ {1, . . . , n} \ {i}. Therefore (w1,w2, . . . , v, . . . ,wn) ∈
Dcf (x,f (x))(u). 
In the following by Ψf we denote the map Ψ associated with f .
Proposition 7.3. If f = (f1, f2, . . . , fn) is upper locally Lipschitz at x ∈ S, then
Ψf =
(
D↑f1(x),D↑f2(x), . . . ,D↑fn(x)
)
.
Proof. By Proposition 5.11 f has the LBD property at x
Ψf (u) = IMax
{
y ∈ Y : Dc(f +C)(x, y)(u) ⊂ y +C
}
.
By Theorem 4.4 the above equality is equivalent to
Ψf (u) = IMax
{
y ∈ Y : Dc(f )(x, y)(u) ⊂ y +C
}
.
As D↑fi(x)(u) = inf{v: (u, v) ∈ Dcfi(x, y)(u)} for any i = 1,2, . . . , n, it is obvious that
Dcf (x, y)(u) ⊂
(
D↑f1(x),D↑f2(x), . . . ,D↑fn(x)
)+C,
hence, by definition of Ψf , we have
Ψf (u)
(
D↑f1(x),D↑f2(x), . . . ,D↑fn(x)
)
.
Suppose that Ψf (u) = (D↑f1(x),D↑f2(x), . . . ,D↑fn(x)), therefore there exists an index i such
that Ψfi (u) > D↑fi(x)(u). As D↑fi(x)(u) ∈ Dcfi(x, y)(u) by the previous lemma there exists
(wj )j =i ∈Rn−1 such that(
w1,w2, . . . ,D↑fi(x)(u), . . . ,wn
) ∈ Dcf (x, y)(u) ⊂ Ψf (u)+C,
which contradicts Ψfi (u) >D↑fi(x)(u). 
Theorem 7.4. If f :S → Rn is C-convex and continuous at x ∈ int(S), then Df (x,f (x)) exists
and is given by
Df
(
x,f (x)
)= (D↑f1(x),D↑f2(x), . . . ,D↑fn(x)).
Proof. Because f is C-convex each component fi is convex and locally Lipschitz at x ∈ int(S).
Therefore it is well known that (see [1])
D↑fi(x)(u) = lim
t→0+
fi(x + tu)− fi(x)
t
for any u ∈ X, i ∈ {1, . . . , n}.
A direct computation shows that (u,D↑f1(x)(u), . . . ,D↑fn(x)(u)) ∈ T (epi(f ), (x, f (x))).
According to Proposition 7.3 Ψf (u) = (D↑f1(x)(u), . . . ,D↑fn(x)(u)), we can assert that
(u,Ψf (u)) ∈ T (epi(f ), (x, f (x))). Therefore Ψf (u) ∈ Dc(f +C)(x,f (x))(u).
By Propositions 5.5 and 5.6, we conclude that Df (x,f (x))  Ψf exists. 
Theorem 7.5. Let S be a convex set of X, x ∈ int(S) and F :S → 2Rn a C-convex set-valued
map such that IMin(F (x)) = ∅ for any x ∈ S. If h(x) = IMin(F (x)) is continuous at x then
there exist Dh(x) and DF(x,h(x)). Furthermore we have
DF
(
x¯, h(x)
)= Dh(x¯, h(x))= (D↑h1(x),D↑h2(x), . . . ,D↑hn(x)).
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Dh(x,h(x)). It is obvious that if they exist, they must be equal. As F is C-convex, for any
x1, x2 ∈ S and λ ∈ [0,1]
h
(
λx1 + (1 − λ)x2
) ∈ F (λx1 + (1 − λ)x2)⊂ λF(x1)+ (1 − λ)F (x2)+C.
As h(x) = IMin(F (x)), it yields
h
(
λx1 + (1 − λ)x2
)
 λh(x1)+ (1 − λ)h(x2).
Therefore h is C-convex. By Theorem 7.4, Dh(x) exists and
Dh
(
x,h(x)
)= (D↑h1(x),D↑h2(x), . . . ,D↑hn(x)). 
Remark 7.6. When X is a Banach space the continuity of a convex function in its interior is
equivalent to its semicontinuity. In this case the above result generalizes Proposition 2.1 of [11]
for Y =Rn.
As a conclusion of the last proposition, under C-convexity assumptions of the set-valued map
F and existence of the function h, the problem of the existence of DF(x, y) is directly related to
the continuity of h. Let us see a simple result that assures this continuity. Recall that F is closed
if graph(F ) is a closed set in X×Y ; and F is lower-semicontinuous at (x, y) if for any sequence
of elements (xn) ⊂ S, such that xn → x, there exists a sequence of elements (yn) ⊂ F(xn) such
that yn → y.
Proposition 7.7. Assume the same conditions as in Theorem 7.5. Let F be lower-semicontinuous
at (x,h(x)) and closed. If there exist a neighborhood U of x and an element z ∈ Y such that
F(x) z for any x ∈ U , then h is continuous at x.
Proof. Let (xn) ⊂ S be any sequence such that xn → x. By the lower-semicontinuity of F at
(x,h(x)) there exists a sequence (yn) ⊂ F(xn) such that yn → h(x). By the C-lower bounded-
ness of F and the definition of h there exists N ∈ N such that yn  h(xn)  z for any nN .
Hence (h(xn))n is C-bounded and therefore is bounded in Rn. Without loss of generality
we can assume that (h(xn))n is convergent and h(x)  limn h(xn). By the closedness of F ,
(xn, limn h(xn)) ∈ graph(F ), therefore limn h(xn) ∈ F(x). By definition of h, limn h(xn) h(x).
Finally we conclude h(x) = limn h(xn). 
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