In this article we propose the use of nonlinear exact chaotic system state reconstructors for the fast and efficient decoding of multiple discrete-time chaotic encrypted digital messages. Exact state reconstruction features a state estimation error which settles to zero in a finite number of steps. This makes the method specially suitable for chaotic encrypted transmission of digitized files over "noise-free" environments such as the Internet. The method was tested in an actual transmission involving the simultaneous decoding of digitized color images and text files.
Introduction
The last decade has witnessed sustained research efforts in the area of chaotic systems synchronization from the work of mathematicians, physicists, computer scientists and control engineers. Many special issues of major scientific journals (see [Special Issues, 1993 , 1997a , 1997b , 1999 , 2000 , 2001 ) have been devoted to the problem of chaos, in general, and to synchronization and control of chaotic systems, in particular. Several books exist on the subject (see e.g. [Holden, 1986; Mira, 1987; Afraimovitch et al., 1994; Ott et al., 1994; Chen & Dong, 1998; Fradkov & Pogromsky, 1998; Chen, 1999] ). An amazing collection of references on chaotic systems has been gathered by Professor G. Chen in [Chen, 1997] over the years. The interest in the topic of synchronization arises from the possibilities of encoding, or masking, messages using as an analog "carrier" a signal generated as a state, or as an output, of a given chaotic system, called the "transmitter". The effectively random nature of the carrier signal additively, or multiplicatively, modulated by the masked message signal, makes it, to say the least, "dis-encouraging" to attempt the decoding of the message from an intercepted transmission (see the article by Cuomo et al. [1993] ).
In this article, we are concerned with the advantageous use of exact state reconstruction in nonlinear discrete-time chaotic systems. By exact we specifically mean that the chaotic system state estimation error sets, exactly, to zero in a finite number of steps. Discrete-time chaotic systems present several undisputed advantages for digital encoding-decoding implementation in modern computer-based communication networks (see [Tresser & Worfolk, 1997] and [Millerioux & Mira, 1998 ]). The proposed approach thus avoids the use of dynamic asymptotic observers for synchronization.
We adopt the perspective of exact delayed reconstructors of nonlinear discrete time system states which are based only on output measurements. Exact state reconstructors for nonlinear discrete time (controlled) systems were already proposed in the work of Fliess [1987] . The approach used difference algebra as the fundamental mathematical tool. The fundamental observation in Fliess' work is that, in nonlinear discrete time controlled systems, only a finite string of past inputs and outputs is required to exactly determine the current value of the state of the system. This observation, when translated to discrete time, uncontrolled, chaotic systems, implies that the entire state trajectory of such a system can be exactly reconstructed, provided a string of finite length of past "output" values is available at each instant of time. This simple observation has, to our knowledge, not been extensively used in chaotic systems synchronization and chaotic coded message reconstruction. We should point out, however, that in the remarkable work by Parker and Chua [1987] , the concept of "attractor reconstructor", based on sampled values of just one state variable of a continuous-time chaotic system, is extensively discussed. Because of its discrete-time nature, the exact reconstructor approach, that we use in this article, exhibits none of the additional complications, related to time derivatives estimation, as in the attractor reconstructor case.
The synchronization problem is strongly related to the design of a nonlinear state observer for the transmitter system, as already remarked in [Nijmeijer & Mareels, 1997] . However, saddle but important limitations, and freedoms, must be taken into account for designing a meaningful receiver system which is capable of asymptotically tracking the transmitter's state and robustly sustain the "unmodeled" addition of a masked signal input after synchronization has taken place. It is precisely this last insensitivity property which is questionable and difficult to achieve in practice. For a passivity based adaptive approach to synchronization the reader is referred to the interesting articles by Fradkov and Markov in [1997] and by . The Hamiltonian structure of a collection of well-known examples of chaotic continuous-time systems is exploited in [Sira-Ramírez & Cruz-Herández, 2000 ] to obtain asymptotic state observers whose design merely requires linear-based output injection techniques.
In this article, we derive the exact state reconstructor for a general nonlinear, uncontrolled, discrete-time dynamic system from basic observability considerations. We proceed to illustrate how to obtain such a state reconstructor in some wellknown, low-order, discrete-time chaotic system examples. We then extend the exact state reconstruction scheme to propose an efficient solution to the problem of simultaneously decoding chaotic encrypted messages. We describe our use of the proposed scheme in an actual Internet transmission between two distant computers, involving a dynamic chaotic state vector generator, resident on the transmitter (located in México City), the simultaneous transmission of a chaotic encoded color image, and a text file. The messages were simultaneously decoded, in an exact fashion, in the remote receiving computer (located in Paris), containing the exact state reconstructor program.
The contents of this article are as follows. Section 2 contains a brief introduction to exact reconstruction in nonlinear discrete-time systems. Section 3 is devoted to illustrate the idea on several well-known discrete-time chaotic systems. Section 4, proposes an exact synchronization and message detection scheme based on exact reconstructors. Section 5 describes the results of the internet based experimental test. The last section is devoted to some conclusions and suggestions for further work.
A State Reconstructor
Approach for Exact Chaotic Systems Synchronization
Consider, in general, the following n-dimensional nonlinear system with k ∈ {0, 1, 2, . . .},
Basic assumptions
(1) We assume that the strings of obtained outputs, prior to k = 0, are known from the time (1 − n) on. In other words, the output values, y k for 1 − n < k < 0 are known, or available for use. (2) The system (1) is assumed to be locally observable around a certain equilibrium point (x e , y e ). This means that the Jacobian matrix
evaluated at the constant equilibrium point (x e , y e ) has a full column rank n, for all k. (3) It is assumed that, given a particular equilibrium value, y e of the output vector, there exists a unique state vector x e such that the relations,
, y e = h(x e ) are satisfied.
Notation
We use the delay operator δ to express the fact that δφ k = φ k−1 , and, correspondingly, the advance operator is denoted by δ −1 . The expression, δ −µ φ k , for any positive µ, stands for the identity δ −µ φ k = φ k+µ and, similarly, δ µ φ k = φ k−µ . The underlined symbol δ, as in, δ µ φ k , stands for the collection:
Note that the system equation (1) is equivalent to:
. We denote this last quantity by f (2) (δ 2 x k ). The expression f (µ) (δ µ x k ), for µ > 0, should be clear from the recursion:
The operators δ and δ satisfy the following relation
Similar expressions may be defined for the advances of states.
. .
We set
3. An exact state reconstructor based on delayed output values
Using the system state equation in (1) in an iterative fashion, one finds:
The elements in a finite sequence of advances of the output signal, y k , are found to be given by,
. . .
The following proposition shows that an observable system is constructible.
Proposition 2.1. Let the nonlinear chaotic system, x k+1 = f (x k ), y k = h(x k ) be locally observable, and suppose that corresponding to the constant value, y e , there exists a unique state vector equilibrium value, x e . Then, the system is constructible, i.e. there exists a map ϕ : R n → R n such that the state x k of the system can be exactly reconstructed, from time k = 0, on, in terms of the output y k and a finite string of previously obtained outputs, in the form:
provided the string of outputs, {y k } for −n + 1 < k ≤ 0, is completely known. Moreover, an initialization of (7) with arbitrarily chosen values, y −i , i = 1, 2, . . . , n − 1, and the actual y 0 , still results in an exact reconstruction of x k for all k ≥ n − 1.
Proof. According to the implicit function theorem and the stated hypothesis, it follows that there locally exists a mapping Φ such that the set of equations,
has a unique solution for x k of the form:
If we take n − 1 delays in this expression we clearly obtain
Using (10) in the last expression of Eq. (6) we have
The result follows.
Some Illustrative Examples of Exact State Reconstruction

A Parasitoid Host infection system
Consider the following chaotic system, vaguely related to the Parasitoid-Host infection system discussed by Lawerier (see [1986] for interesting details)
with x > 0, y > 0 and a > 1. The system (13) is everywhere observable from the output signal y k = z k , except at z k = 0. Indeed,
The determinant of the observability matrix is equal to −az k which is nonzero over the entire real line, except at the point z k = 0. Note that the system's unique equilibrium point is given by x e = 1/a, z e = 1 − 2/a. Following the proof of Proposition 2.1, we obtain the exact state reconstructor by first rewriting the system as follows.
From the local invertibility of the state-toadvanced output relations,
we obtain,
Taking now one step delay in the previous expressions (16) we obtain,
Substituting (17) in the set of Eqs. (14) yields an exact delayed output parameterization of the state variables Figure 1 shows the state evolution of the system and the exactly reconstructed state trajectory for x k using the, arbitrarily initialized, state reconstructor (18). The initial states of the system were set to be x 0 = 0.2 and z 0 = 0.2. The parameter a in the system was chosen as: a = 3.45. The state reconstructor (18) was arbitrarily initialized with y −1 = z −1 = 1. The time step was set to 0.1.
A Lozi system
Consider the chaotic system, known as the Lozi system (see [Chen & Dong, 1993] ),
where y k represents the output measurement making available the state variable x k . The Lozi system is known to exhibit chaotic behavior for the following numerical values of the system parameters: P = 1.8 and Q = 0.4. The system is globally observable from y k and given a constant value for y k = y e > 0 there exists a unique equilibrium point for x and z given by x e = z e = 1/(1 + P − Q).
An exact reconstructor for the nonmeasured variable z k may be trivially obtained, since x is a one step delay of z. However, in order to illustrate the proposed method, we follow the general procedure for obtaining the exact state reconstructor, presented in the proof of Proposition 2.1.
Thus, we first rewrite the system in the delayed form:
The output y k and its first advance, y k+1 , are given by: y k = x k , y k+1 = z k . From these two expressions it readily follows, by global invertibility that, x k = y k and z k = y k+1 . Taking one step delay in these two obtained expressions, one has, x k−1 = y k−1 and z k−1 = y k . These new relations, when substituted in the system equations (20), yield an exact state reconstructor expression for the states of the system,
The exact reconstructor (21) requires the knowledge of the delayed output y k at time k − 1. However, observe that if at the initial instant k = 0 the output y −1 is not known, or available, then the available information, y 0 , yields an exact reconstruction of z k for all k ≥ 1. Figure 2 shows the state evolution of the system and the exact reconstructed state z k for an arbitrarily initialized reconstructor. We set x 0 = 0.5 and z 0 = −0.4. The reconstructor was initialized with y −1 = x −1 = 0. The time step was chosen to be 0.1.
Applications to Exact Decoding of
Chaotic Encrypted Messages
A brief look at asymptotic synchronization
In traditional chaotic system synchronization the message decoding or unmasking process entitles a copy of the transmitter chaotic system, called the "receiver". The receiver is (1) "synchronized" with the transmitter chaotic behavior. Synchronization means that, under the assumption of no masked signal transmission, the receiver state trajectory asymptotically tracks that of the transmitter. The receiver has as an external input signal either a particular state variable or, in general, an output function, of the transmitter system and (2) the receiver is designed in such a way that, when it is externally excited by the transmitter's chaotic emitted signal, containing now the masked message, the zero synchronization error condition must not be lost, at least for the corresponding synchronized state whose original version is being used as the message carrier. In other words, a remarkable "robustness" must be exhibited by the receiver dynamics in its generation of the synchronized state signal when injected by external inputs which do not coincide with the carrier unperturbed state trajectory. The topic of synchronization "robustness", in this and other related senses, has been extensively treated in the literature (see [Chen, 1997] ). The final detection stage consists in subtracting the transmitted signal (comprising the synchronized state signal and the masked message) from the locally generated synchronized state. Under the assumption that the generated receiver state is still synchronized with the unperturbed carrier signal, the transmitted message may be immediately recovered by the elementary detection process.
An exact state reconstruction approach to chaotic signal decoding
Suppose that the trajectories of an nth order discrete-time, nonlinear, observable chaotic system are used for coding n different messages to be simultaneously transmitted. 1 We denote by m k the value of the n-dimensional message vector at time k (i.e. one message is being sent for each state component). Assume that the message encryption begins at some initial time, k i , satisfying, k i > n − 1, i.e. m k = 0, for 0 ≤ k ≤ n − 1. Suppose that the output trajectory of the chaotic system, y k , k = 0, 1, . . . , is transmitted along with the entire set of message carrying state signals, x + m. At the reception end, the knowledge of the first n − 1 values of the output signal is sufficient to start producing, from time k = n on, an exact reconstruction,x k , of the chaotic system state x k , k = n, n + 1, . . . , i.e. x k =x k , k = n, n + 1, . . . . As the coded messages, x k +m k , are being received, the decoding process simply entitles removing, by direct subtraction, the exactly locally generated values of the statesx
. . , thus obtaining the message vector values, m k , without any errors (see Fig. 3 ).
Experimental Test Results
In order to test the effectiveness of the exact reconstructor scheme in an actual message decoding problem, using a transmission noise-free environment such as the Internet, we have transmitted, to a remote computer containing the reconstructor digital computer program, two independent messages. The original messages consisted of a digitized file of Van Gogh's self portrait and a digitized text message containing a biography note on Van Gogh. The encoding of the messages was carried out using the states z, and, w, of the following unobservable, but constructible, Lozi system,
The exact state reconstructor of the system (22), made available at the remote decoding location, was readily derived to be,
The image and text files were chaotically encoded in a byte-by-byte fashion after a simple normalization of the carrier chaotic states by an appropriate constant factor. We thus defined
where i k and t k represent the kth byte of the image and the text files, respectively. I k and T k are the corresponding kth bite of the chaotic encrypted image and text. The factors K 1 and K 2 are suitable normalizing parameters, taken to be both equal to 1000. The reconstructed statesẑ andŵ exactly coincide with the original states z and w. We remark at this point that a secure communication is not foreign to our proposed scheme. For this, two evident options are possible: (1) The digitized message signal is first encrypted by means of a sufficiently safe encryption procedure (prime number factorization techniques and the like) and then the already encrypted message is further chaotic encrypted and sent over the channel or (2) once the chaotic encrypted digitized message is ready, as previously described, a second encryption process is carried, via the traditional techniques, before establishing communication. The complete decoding processes at the receiving end, in each case, are carried out in the obvious manner. We carried out a computer-based experiment which allowed us to encrypt, transmit, over the internet, and then simultaneously decrypt, at the receiving computer, the digitized image and text files described above. The encryption and decryption programs were written in the C programming language, compiled with Borland C ++ version 1.01. The encryption program was made to run in a PC equipped with an AMD K6-2-366 Mhz processor. The sizes of the digital image and the text files were of about 120 KB and 1 KB, respectively. The process of encryption was performed in approximately two seconds. We then proceeded to transmit, from our "drive" computer, the signals I k , T k along with the chaotic system output signal y k , through the e-mail facility, to the remote computer, located in a different continent, where the exact state reconstructor program was run. The decoding process also took about two seconds for the two files. Figure 4 presents the original image, the chaotic encrypted image and the recovered image. Similarly, Fig. 5 depicts a portion of the original text file, the corresponding portion of its chaotic encrypted file and the recovered file. 
Conclusions and Suggestions for Further Research
In this article we have shown that the n-dimensional state of a constructible nonlinear chaotic system can always be exactly recovered by means of a "structural reconstructor", provided n − 1 delayed values of the output are precisely known. If such output knowledge is not available, exact reconstruction is still achievable, in a "dead-beat" manner, after the first n − 1 time steps have elapsed and the actual output values, y 0 , . . . , y n−1 have been made available. This fact, already known from results of the difference algebraic approach to the nonlinear observability problem in control systems [Fliess, 1987] , results in an efficient systematic method for the exact simultaneous decoding of multiple chaotic encrypted messages. The method entirely avoids the need for traditional asymptotic synchronization efforts which are based on nonlinear state observers.
As it is known, nonlinear asymptotic observers, with simple (i.e. linear) reconstruction error dynamics, are not always possible to construct, even if the nonlinear system is known to be globally observable. The obtained exact reconstruction result is illustrated in several well-known discrete-time chaotic examples. An experimental test was also described dealing with the simultaneous decoding of a chaotic encrypted set of digitized messages comprising a color picture file and a text message file. These messages were all transmitted, in a single session, using two different states of the same chaotic system. The transmissions took place between México and France. The messages were encoded on two of the three states of a third-order chaotic discretetime system. The messages were "simultaneously" decoded and successfully recovered, with no errors, as expected. The "drive" computer, contained the chaotic state signals generator and the additive encoder, while the distant, "slave", computer run the exact state reconstructor program. The involved programs were all written in the C ++ language. It is clear that one of the major applications of chaotic encoding of digital signals lies in the area of safe transmissions of text, images and sound, over the internet, which is, in a sense, a "noise-free" transmission environment. In this respect, discretetime chaotic systems, and their exact state reconstruction possibilities, enjoy a definite advantage over physical, circuit-based, analog chaotic signal transmissions over noisy channels, and their subsequent asymptotic synchronization and decoding processes.
The issue of robust synchronization, extensively studied in the literature, within the proposed framework of the exact state reconstruction and the required modifications of the proposed scheme, constitutes a challenging area for further research. In this respect we may suggest the beneficial merger of a discrete-time version of "sliding mode" state reconstruction techniques (see) with the exact dynamic state reconstruction scheme here studied.
