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i
Kurzfassung
Die gemeinsame Integration von Bildsensor und analoger hochparalleler Verarbeitungseinheit
stellt eine Möglichkeit zur Realisierung von leistungsfähigen ein-chip Bildaufnahmesystemen
dar. Die vorliegende Arbeit liefert Beiträge zum systematischen Entwurf von derartigen Syste-
men und analysiert bekannte und neuartige Schaltungstechniken bezüglich ihrer Eignung für
deren Implementierung. Anhand des vom Autor mitentwickelten CMOS-Bildsensors mit hoch-
paralleler analoger Bildverarbeitungseinheit werden die vorgestellten Methoden und Schal-
tungstechniken demonstriert.
Die Problematik beim Entwurf hochparalleler analoger Systeme besteht in der im Vergleich zu
digitalen Systemen geringen Automatisierbarkeit. Es ist kein top-down-Entwurf möglich, da
nicht jede beliebige Funktion mit beliebiger Genauigkeit realisierbar ist. Um die jeweilige Ge-
nauigkeit der Funktionsblöcke bei der Analyse des hochparallelen Systems berücksichtigen zu
können, sind rechenaufwendige Simulationen nötig. Um diesen Rechenaufwand zu senken,
wird vorgeschlagen, für die Simulation des Gesamtsystems einen angepaßten Simulator und für
die Analyse der schaltungstechnischen Realisierung der Funktionsblöcke konventionelle Werk-
zeuge für elektrische Netzwerke zu verwenden. Die beiden Simulationsdomänen werden mit
Hilfe von numerischen Verhaltensmodellen verbunden. Durch diese Trennung wird die Simula-
tion des Gesamtsystems als Bestandteil des Entwurfsflusses praktikabel.
Für die Bewertung, inwieweit die zufälligen Schwankungen der Bauelementeparameter das
Verhalten von Baublöcken beeinflussen, wird die Varianzanalyse als Alternative zur konventio-
nellen Monte-Carlo-Analyse vorgeschlagen. Die Varianzanalyse ist wesentlich weniger rechen-
aufwendig und liefert genaue Resultate für alle Schaltungseigenschaften mit hinreichend glat-
ten Parameterabhängigkeiten, wenn die Bauelementeparameter als normalverteilt und stati-
stisch unabhängig angenommen werden können. Sie hat darüberhinaus den Vorteil, das Schal-
tungsverständnis für den Entwerfer zu erhöhen, da sofort die Bauelementeparameter mit dem
größten Einfluß auf das Schaltungsverhalten identifiziert werden können.
Der Vergleich verschiedener Schaltungstechniken hat gezeigt, daß zeitdiskrete wertkontinuier-
liche Verfahren, bei denen die Information als Strom repräsentiert wird, für die Realisierung von
hochparallelen analogen Systemen besonders geeignet sind. Als besonderer Vorteil ist die wei-
testgehende Unabhängigkeit des Verhaltens derartiger Schaltungen von Bauelementeparame-
tern hervorzuheben. Weitere Schaltungstechniken, deren Verhalten von zufälligen Parameterab-
weichungen nur wenig beeinflußt werden, sind in einer Taxonomie zusammengefaßt.
Es wurde ein CMOS-Bildsensor mit hochparalleler analoger Bildverarbeitungseinheit und digi-
taler Ausgabe realisiert. Der current-mode-Bildsensor ist separat von der Verarbeitungseinheit
angeordnet. Es wurden vier verschiedene Realisierungsmöglichkeiten untersucht und eine kon-
ventionelle integrierende voltage-mode Pixelzelle mit nachfolgendem differentiellen Span-
nungs-Strom-Wandler realisiert. Das Rechenfeld ist für die räumliche Faltung oder lineare
Transformation von Bilddaten mit digital bereitzustellenden Koeffizienten ausgelegt. Dessen
Operation basiert auf einer bit-weisen analogen Verarbeitung. Der Schaltkreis wurde erfolg-
reich getestet. Die nachgewiesene Bildqualität deckt sich in guter Näherung mit den bei der Si-
mulation des Gesamtsystems getroffenen Vorhersagen.
iiAbstract
The joined implementation of an image sensor and a highly parallel analog processing unit is
an advantageous approach for realizing efficient single-chip vision systems. This thesis propos-
es a design flow for the development of such systems. Moreover known and novel circuit tech-
niques are analysed with respect for their suitability for the implementation of highly parallel
systems. The presented methodologies and circuit techniques are demonstrated at the example
of a CMOS image sensor with an embedded highly parallel analog image processing unit in
whose design the author was involved.
One of the major problems in designing highly parallel analog circuits is the low automation
compared to the design of digital circuits. As not every function can be realized with arbitrary
accuracy top-down-design is not feasible. So, when analysing the system behaviour the respec-
tive precision of each function block has to be considered. As this is a very demanding task in
terms of computing power, it is proposed to use a dedicated tool for the simulation of the system
and conventional network analysis tools for the inspection of the circuit realizations. Both sim-
ulation domains are combined by means of numerical behavioural models. By using separate
tools system-simulations of highly parallel analog systems as a part of the design flow become
practicable.
Variance analysis basing on parameter sensitivities is proposed as an alternative to the conven-
tional Monte-Carlo-analysis for investigating the influence of random device parameter varia-
tions on the system behaviour. Variance analysis requires much less computational effort while
providing accurate results for all circuit properties with sufficiently smooth parameter depend-
encies if the random parameters can be assumed normally distributed and statistically independ-
ent. Additionally, variance analysis increases the designer’s knowledge about the circuit, as the
device parameters with the highest influence on the circuit performance can immediately be
identified.
The comparison of various circuit techniques has shown, that sampled-time continuous-valued
current-mode principles are the best choice for realizing highly parallel analog systems. A dis-
tinctive advantage of such circuits is their almost independence from device parameters. A se-
lection of further circuit techniques with low sensitivity to random device parameter variations
are summarized in a taxonomy.
A CMOS image sensor with embedded highly parallel analog image processing unit has been
implemented. The image sensor provides a current-mode output and is arranged separate from
the processing unit. Four different possibilities for realizing an image sensor have been ana-
lysed. A conventional integrating voltage-mode pixel cell with a succeeding differential volt-
age-to-current-converter has been selected. The processing unit is designed for performing
spatial convolution and linear transformation with externally provided digital kernels. It oper-
ates in bit-wise analog manner. The chip has been tested successfully. The measured image
quality in good approximation corresponds with the estimations made with system simulations.
iii
Vorwort
Diese Arbeit ist das Ergebnis meiner Forschungstätigkeiten an der Technischen Universität
Dresden, Fakultät Elektrotechnik und Informationstechnik, Institut für Grundlagen der Elektro-
technik und Elektronik, Stiftungsprofessur für Hochparallele VLSI-Systeme und Neuromikro-
elektronik, die von Prof. Dr. R. Schüffny angeregt und betreut wurde.
Meine Stelle wurde teilweise von Mitteln der Deutschen Forschungsgemeinschaft (DFG) im
Rahmen des Sonderforschungsbereiches SFB 358 „Automatisierter Systementwurf“, Teilpro-
jekt A7 gefördert, wofür ich mich herzlich bedanken möchte.
Die Arbeitsgruppe beim Entwurf des Bildsensors mit hochparalleler analoger Verarbeitungsein-
heit „VISP“ bestand aus S. Getzlaff, J. Schreiter und mir, die Arbeiten zur Simulation des Ge-
samtsystems wurden vorrangig von S. Henker bearbeitet.
Das Kapitel „Statistische Verhaltenmodellierung“ entstand unter der Mitarbeit von Prof. Dr.
W. Schwarz, TU Dresden, im Rahmen der Zusammenarbeit innerhalb des Sonderforschungsbe-
reiches.
Ich möchte allen genannten und ungenannten für die Zusammenarbeit danken.
Dresden, 5. Januar 2004
iv
Notationen und Abkürzungen
Absolute Temperatur
Boltzmann-Konstante
Elementarladung
Temperaturspannung
Spannung
Strom
Transistor-Stromkonstante
Transistor-Sättigungsstrom
Transistor-Schwellspannung
Transistor-Steilheitskonstante
Transistor-Gate-Weite
Transistor-Gate-Länge
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Prozeßparameter für Streuung der Stromkonstante
Transkonduktanz
, Zufallsgröße
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Erwartungswert der Zufallsgröße
Standardabweichung der Zufallsgröße
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Empfindlichkeit zweiter Ordnung
CMOS complementary metal-oxide semiconductor
SI switched current
CDS correlated double sampling
RSD redundant signed digit
VI voltage current
DCT discrete cosine transform
VISP video image sensor and processor
FIFO first in first out
FPGA field programmable gate array
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1  Einführung
Die gemeinsame Integration von Bildsensor und Blöcken zur Bildverarbeitung auf einem ein-
zigen Schaltkreis stellt eine kostengünstige Möglichkeit für die Realisierung von leistungsfähi-
gen Bildaufnahmesystemen dar. Für derartige Systeme bestehen vielfältige Einsatzmöglichkei-
ten, von Überwachungskameras, automatisierten Sehsystemen bis hin zur mobilen
Videotelefonie. Dabei stellt die Verarbeitung von Bewegtbildern hohe Anforderungen an die
Leistungsfähigkeit der Verarbeitungseinheiten. Da universell einsetzbare Microcontroller diese
Rechenleistung noch nicht bereitstellen, ist in der Regel der Entwurf einer dedizidierten Lösung
unumgänglich.
Für die Realisierung von eingebetteten Bildverarbeitungseinheiten bestehen prinzipiell zwei
verschiedene Herangehensweisen. Konventionell werden die Bilddaten einer A/D-Wandlung
unterzogen und in einem zugeschnittenen digitalen Datenpfad verarbeitet. Alternativ ist die Ver-
arbeitung mit hochparallelen analogen Systemen möglich.
Hochparallele analoge Systeme bestehen aus der wiederholten Anordnung von identischen ana-
logen Prozessorelementen. Derartige Prozessorelemente sind in der Regel langsamer als ihre
digitalen Pendanten, stellen aber eine höhere Funktionalität pro Fläche bereit. Somit können mit
hochparallelen analogen Systemen auf der gleichen Siliziumfläche vergleichbare Rechenlei-
stungen realisiert werden wie in digitalen Verarbeitungsystemen. Da die analoge Verarbeitung
sehr gut an die in paralleler analoger Form vorliegenden Bilddaten angepaßt werden kann, ist
eine effiziente Implementierung eines Bildverarbeitungssystems möglich.
Im Gegensatz zu digitalen Schaltungen kann mit analogen Baugruppen nicht jede Funktion
beliebig genau approximiert werden. Während in ersteren die Genauigkeit durch die Wahl der
Wortbreite bestimmt wird, ist die Genauigkeit analoger Baugruppen durch die Bauelementeei-
genschaften und insbesondere durch die Art der schaltungstechnischen Implementierung fest-
gelegt. Die Genauigkeit ist daher vor einer praktischen Realisierung im allgemeinen nicht
bekannt. Die Nichtidealität implementierter analoger Schaltungen äußert sich in einer Diskre-
panz zwischen dem erwünschten und tatsächlichen Verhalten der Baublöcke, zum Beispiel in
Offsets, in Nichtlinearitäts- oder Sättigungseffekten. Schließlich stellt in analogen Schaltungen
das stets vorhandene Rauschen die physikalische Grenze der Genauigkeit dar. In hochparallelen
analogen Signalverarbeitungssystemen sind alle Prozessorelemente von diesen Effekten glei-
chermaßen betroffen.
Desweiteren hängt in der Regel das Verhalten analoger Baugruppen von verschiedenen Bauele-
menteparametern ab, die fertigungsbedingt zufällig von ihren Nominalwert abweichen. Aus
diesem Grund zeigen identisch entworfene Baugruppen geringfügig unterschiedliches Verhal-
ten. Diese Eigenschaft kann die Funktionsweise hochparalleler analoger Systeme erheblich
beeinflussen und muß aus diesem Grunde beim Entwurf Beachtung finden.
Die vorliegende Arbeit liefert Beiträge zum Entwurf von Bildsensoren mit eingebetteter analo-
ger hochparalleler Verarbeitungseinheit. Im zweiten Abschnitt wird eine Entwurfsmethode für
derartige Systeme vorgeschlagen, welche die spezifischen Eigenschaften der analogen Bau-
blöcke berücksichtigt. Dabei wird besondere Rücksicht auf eine hohe Effizienz bezüglich der
erforderlichen Rechenleistung für die Simulation gelegt. Im dritten Abschnitt werden Möglich-
2 Einführungkeiten zur statistischen Charakterisierung von analogen Baublöcken vorgestellt, welche für die
Simulation des Systemverhaltens mit Hinblick auf die Effekte zufälliger Parameterschwankun-
gen von Bedeutung sind. Das vierte Kapitel gibt eine Übersicht über spezielle Schaltungstech-
niken und Verfahren für die Realisierung von Baublöcken die wenig empfindlich gegenüber
Parameterschwankungen der Bauelemente sind.
In den Kapiteln fünf und sechs wird die Anwendbarkeit der vorgeschlagenen Methoden und
Schaltungstechniken an praktischen Anwendungen gezeigt. Das Kapitel fünf stellt den Entwurf
eines Bildsensors mit Stromausgabe vor. Im Gegensatz zu konventionellen Bildsensoren wird
hier die Helligkeitsinformation von einem Strom anstelle einer Spannung repräsentiert. Diese
Art der Signaldarstellung ist für die nachfolgenden Verarbeitungsstufen besonders vorteilhaft.
Die Konvertierung der Sensorsignale in einen Ausgangsstrom erfolgt mittels parallel arbeiten-
der analoger Baublöcke. Im Kapitel sechs wird ein vom Autor mitentworfener Bildsensor mit
eingebetteter paralleler Verarbeitung vorgestellt. Bei dessen Entwurf konnte die vorgeschlagene
Entwurfsmethodik erfolgreich angewandt werden.
Einführung 32  Entwurfsmethodik für hochparallele analoge Systeme
2.1  Einführung
Die Praktikabilität von analogen hochparallelen Bildverarbeitungssystemen wurde schon von
mehreren Autoren anhand von praktischen Implementierungen nachgewiesen. So stellten bei-
spielsweise Dudek und Hicks [Dude01] einen Bildsensor vor, bei dem jeden Bildpunkt ein ana-
loges Prozessorelement zugeordnet ist. Diese Prozessorelemente können digital programmiert
werden, so daß verschiedene Bildverarbeitungsalgorithmen wie Kantenverstärkung oder -glät-
tung abgearbeitet werden können. Eine vollständig analoge Lösung eines Bildsensors mit pixel-
paralleler Bildverarbeitungseinheit für Diffusion, Binarisierung und Segmentierung von
Schlüßler et al. ist in [Schl97] beschrieben. Ein Bildsensor mit Gabor-Filter wurde von Shi et
al. [Shi99] vorgestellt. Eine Zusammenstellung von Implementierungen paralleler Bildverarbei-
tungssysteme ist in [Getz02] gegeben.
In den oben genannten Veröffentlichungen werden Lösungen spezieller Aufgaben mit Hilfe von
analogen parallelen Systemen beschrieben. Zumeist wird dabei leider nicht auf die speziellen
Probleme eingegangen, die der Entwurf derartiger Schaltkreise mit sich bringt.
Bei der Entwicklung von analogen beziehungsweise gemischt analog-digitalen hochparallelen
Systemen ist im Gegensatz zu digitalen Systemen kein reiner top-down-Entwurf möglich, da
nicht jede benötigte Funktion mit beliebiger Genauigkeit realisiert werden kann. Vielfältige
Effekte bewirken eine Abweichung des realisierten Verhaltens der Baublöcke vom gewünschten
Verhalten. Sie können je nach Ursache in zwei Kategorien eingeteilt werden, in systematische
und zufällige Fehler [King97].
Die systematischen Fehler haben ihre Ursache in der Art und Weise der schaltungstechnischen
Implementierung der gewünschten Funktion. Da in der Regel keine idealen Bauelemente zur
Verfügung stehen, kann eine gewünschte Funktion nur näherungsweise realisiert werden. Die
Kenntnis des genauen Baulementeverhaltens vorausgesetzt, können diese Abweichungen exakt
vorhergesagt werden.
Die zufälligen Fehler haben ihre Ursache in den stochastischen Eigenschaften vieler physikali-
scher Prozesse, die beim Betrieb oder bei der Herstellung integrierter Schaltungen ausgenutzt
werden. So führt beispielsweise die stochastische Eigenschaft des Ladungsträgertransports
durch leitfähige Medien zu den verschiedenen Arten von Rauschen, einer zeitveränderlichen
Störung des Nutzsignals. Darüberhinaus weichen herstellungsbedingt die elektrischen Parame-
ter der Bauelemente zufällig von ihren Nominalwerten ab, was eine zeitinvariante Abweichung
des Verhaltens der Baublöcke vom gewünschten Verhalten nach sich zieht.
Bei den zufälligen Schwankungen der Baulementeparameter kann unterschieden werden zwi-
schen globalen und lokalen Abweichungen. Globale Abweichungen beziehen sich auf die elek-
trischen Kenngrößen aller Bauelemente auf einem wafer. Sie beinhalten sowohl absolute als
auch systematisch über den wafer verteilte Abweichungen der Bauelementeparameter. So kann
beispielsweise die Dicke des Gate-Oxids von wafer zu wafer um einen bestimmten Betrag vari-
ieren, kann sich aber auch als Gradient über den wafer verändern. Im ersten Fall hat das zur
4 Entwurfsmethodik für hochparallele analoge SystemeFolge, daß die Schwellspannungen aller Transistoren um den gleichen Betrag vom Nominalwert
abweichen. Es ist anzumerken, daß eng benachbarte Bauelemente in gleicher Weise beeinflußt
werden, d.h. daß sie in ihren elektrischen Parametern übereinstimmen. Als lokale Abweichun-
gen werden die Unterschiede der elektrischen Parameter zwischen identisch entworfenen und
örtlich benachbart angeordneten Bauelementen bezeichnet. Sie sind auch unter dem Namen
mismatch bekannt.
Besonders der letztgenannte Effekt hat große Auswirkungen auf die Funktionsweise analoger
Schaltungen, da hier häufig ein genau gleiches Verhalten der Bauelemente vorausgesetzt wird.
Globale Schwankungen können durch schaltungstechnische Maßnahmen und sorgfältiges
Schaltungs-layout nahezu vollständig kompensiert werden. Als Beispiele sind das zentralisierte
layout oder die parameterunabhängige Arbeitspunkteinstellung zu nennen. Im Gegensatz dazu
begrenzen die unvermeidlichen lokalen Schwankungen der Bauelementeparameter in vielen
Fällen die Genauigkeit eines analogen Schaltungsblocks.
Die Abbildung 2.1 zeigt ein hochparalleles System, dessen Elemente idealerweise alle identisch
sind. Aufgrund der eben genannten Fehlermechanismen kann eine Diskrepanz zwischen dem
erwünschten und dem realisierten Verhalten der Baublöcke bestehen. Außerdem führt das mis-
match dazu, daß jeder Baublock eine individuelle Abweichung von dem mittleren Verhalten
aufweisen kann.
Um die implementierten Baublöcke vollständig charakterisieren zu können, müssen deren elek-
trische Netzwerke mit Netzwerkanalyseprogrammen (z.B. mit Spice) untersucht werden. Die-
ser Schritt soll im folgenden als Netzwerksimulation bezeichnet werden. Bei der Simulation des
Gesamtsystems muß überprüft werden, inwieweit das erwünschte Systemverhalten erreicht
wurde. Dabei muß berücksichtigt werden, daß das Verhalten des Gesamtsystems von dem indi-
viduellen Verhalten jedes einzelnen Baublocks bestimmt wird. Aus diesem Grund ist man bei
ideale Ausgabe +
systematische Fehler +
zufällige Fehler
Eingabe
Bild 2.1: Das Systemverhalten wird von den individuellen Eigenschaften jedes Prozessorelementes be-
stimmt.
ideales Verhalten
mit
zufälligen
mit
systemat.
Fehlern
Fehlern
Entwurfsfluß 5der Simulation des Gesamtsystems mit folgenden Problemen konfrontiert:
• Um den Einfluß der realisierungsbedingten systematischen Ungenauigkeiten der analogen
Baublöcke auf das Systemverhalten abschätzen zu können, sind Simulationen auf dem
Niveau der elektrischen Netzwerke unumgänglich. Ein analoges hochparalleles System
besteht in der Regel aus einer Vielzahl von analogen Baugruppen. Daher ist eine Gesamtsi-
mulation mit Hilfe von Netzwerkanalyseprogrammen äußerst aufwendig im Hinblick auf
Rechenaufwand und -ressourcen.
• Für die Analyse, inwieweit die zufälligen Fehler der Baublöcke das Systemverhalten beein-
flussen, müssen statistische Untersuchungen ebenfalls auf dem Niveau der elektrischen
Netzwerke durchgeführt werden. Diese sind ungleich komplizierter als einfache Netzwerk-
simulationen, der Rechenaufwand u.U. unvertretbar hoch.
2.2  Entwurfsfluß
Den prinzipiellen Ablauf des vorgeschlagenen Entwurfsflusses zeigt Abbildung 2.2. Ausge-
hend von der gewünschten Funktion des Systems wird ein Konzept für die Realisierung eines
hochparallelen Verarbeitungssystems erstellt. Das Konzept beinhaltet z.B. die Wahl der Schal-
tungstechnik oder des Prinzips der Signalverarbeitung, z.B. zeitkontinuierlich oder abgetastet.
Davon ausgehend wird eine Architektur entworfen. Dabei wird auf einen Fundus von Funktio-
nen zurückgegriffen, die als analoge Funktionselemente realisierbar oder für die Schaltungsvor-
schläge bekannt sind. Beim Architekturentwurf muß beachtet werden, daß diese Funktionsele-
mente im allgemeinen nicht beliebig kombinierbar sind. Im weiteren müssen die
Prozessorelemente spezifiziert und entworfen werden. Dabei muß jeder Entwurfsschritt an dem
Gesamtsystem verifiziert werden, da letztendlich dessen korrekte Implementierung von Inter-
esse ist.
Zunächst werden alle Baublöcke durch ihr ideales Verhalten beschrieben. Aus der Architektur-
beschreibung des Systems wird eine Strukturbeschreibung erstellt, die auf die einzelnen Bau-
blöcke zurückgreift. Da die Verhaltensmodelle nur eine geringe Komplexität aufweisen, sind
die Simulationen auf diesem stark abstrahierten Niveau wenig rechenaufwendig. Mit diesen
Simulationen können wichtige Aussagen über die Funktionsfähigkeit und Machbarkeit des
Systems verifiziert und die Architektur gegebenenfalls angepaßt oder modifiziert werden.
In einem nächsten Schritt muß nun eine Spezifikation für den Entwurf der analogen Baublöcke
erstellt werden. Die idealisierten Modelle werden an das zu erwartende Verhalten der schal-
tungstechnischen Realisierung angepaßt. Dabei werden die typischen und bekannten Abwei-
chungen der jeweiligen Schaltung von dem erwünschten Verhalten einbezogen. Mit Hilfe von
Systemsimulationen wird die zulässige Größe der jeweiligen Abweichungen bestimmt, die
dann als Spezifikation für den Entwurf der analogen Baugruppen verwendet werden. So können
zum Beispiel Aussagen getroffen werden über den notwendigen Aussteuerbereich der Bau-
blöcke oder über den maximal zulässigen Offset.
Anhand der Spezifikationen kann nun die schaltungstechnische Realisierung der Baublöcke
erfolgen. Die implementierten Baublöcke werden charakterisiert und ein Verhaltensmodell wird
6 Entwurfsmethodik für hochparallele analoge Systemeerstellt. Bei der Simulation des Gesamtsystems mit diesen Modellen der Baublöcke werden alle
implementierungsbedingten systematischen Fehler wie Nichtlinearitäten, Offset- oder Sätti-
gungseffekte berücksichtigt. Aus der gleichen Implementierung kann mit Hilfe von statisti-
schen Analysen der Einfluß der zufälligen Parameterabweichungen auf das Systemverhalten
untersucht werden. Entsprechend den Ergebnissen der Simulation des Gesamtsystems müssen
Anpassungen oder Modifikationen an den Baublöcken vorgenommen werden.
2.3  Werkzeuge und Methoden für die Verifikation der Entwurfsschritte
Um den im letzten Abschnitt beschriebenen Entwurfsfluß möglichst effizient einsetzen zu kön-
nen, ist es vorteilhaft, wenn für alle Entwurfsschritte die gleiche Umgebung für die Simulation
des Gesamtsystems eingesetzt werden kann. Die aus der Architektur abgeleitete Strukturbe-
schreibung soll in allen Entwurfsschritten beibehalten werden. Aus diesem Grund ist es vorteil-
haft, in jedem Entwurfsschritt ein abstraktes Verhaltensmodell des Baublocks zu erstellen. Da
ein solches Verhaltensmodell wesentlich einfacher als ein Netzwerkmodell ist, kann der
Rechenaufwand für die Systemsimulation erheblich gesenkt werden. Durch die Verwendung
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Bild 2.2: Entwurfsfluß
Werkzeuge und Methoden für die Verifikation der Entwurfsschritte 7von Verhaltensmodellen wird die Simulation des Gesamtsystems erst praktikabel.
In den einzelnen Entwurfsschritten werden Verhaltensmodelle mit verschiedener Genauigkeit
erstellt. Die entstehende Modellbibliothek ist in Abbildung 2.3 dargestellt. Die Strukturbe-
schreibung bildet zusammen mit den jeweiligen Verhaltensmodellen der Baublöcke die Eingabe
in den Systemsimulator.
Wie im letzten Abschnitt 2.2 beschrieben, wird mit Hilfe von angepaßten Modellen eine Spezi-
fikation für die Schaltungsrealisierung gewonnen. Die Verifikation und Charakterisierung der
implementierten Baublöcke erfolgt mit dem in der jeweiligen Entwurfsumgebung vorhandenen
Standardsimulator. Aus den Ergebnissen der Netzwerksimulation werden numerische Modelle
in Tabellenform erzeugt (look-up-table). Dabei kann die Genauigkeit des numerischen Modells
durch die Wahl der Stützstellenzahl einfach an die jeweiligen Bedürfnisse angepaßt werden.
Diese Vorgehensweise wurde symbolischen Methoden vorgezogen, damit der Aufwand der
Modellierung weitestgehend unabhängig von der Schaltungstopologie des jeweiligen Bau-
blocks ist. Darüberhinaus ist auch keine weitere Parametrisierung notwendig.
Da die numerischen Modelle direkt aus der schaltungstechnischen Realisierung gewonnen wer-
den, spiegeln sie alle realisierungsbedingten systematischen Fehler wie Nichtlinearitäten, Off-
set- oder Sättigungseffekte wider. Die eingeschränkte Gültigkeit dieser Modelle auf den simu-
lierten Betriebsfall stellt keine wesentliche Einschränkung dar, da die analogen Schaltungen für
eine gegebene Spezifikation und einen gegebenen Betriebsfall entworfen und dimensioniert
werden und eine Änderung von Spezifikation oder Betriebsfall in der Regel deren Überarbei-
tung nach sich zieht.
Um den Einfluß der Parameterschwankungen auf das Systemverhalten effizient bestimmen zu
können, wird ein statistisches Modell erstellt. Dieses Modell beschreibt, wie in Abbildung 2.4
dargestellt, das Verhalten der Funktionsblöcke mit Hilfe einer mittleren Transferfunktion und
deren Standardabweichung. Diese Funktionen werden ebenfalls mit dem Netzwerksimulator
erzeugt und in Tabellenform abgelegt. Die notwendige statistische Modellierung wird im
Abschnitt 3 ausführlich erläutert.
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Bild 2.3: Simulations- und Modellierungsfluß
8 Entwurfsmethodik für hochparallele analoge SystemeDurch die Verwendung einer skalierbaren Modellbibliothek kann mit wenig Aufwand das
Systemverhalten für verschiedene Genauigkeitsstufen der Modellierung untersucht werden,
ohne Simulationsumgebung oder Strukturbeschreibung zu ändern. Bei geringer Modellierungs-
genauigkeit können die idealisierten Modelle eingesetzt werden. Diese sind vergleichsweise
einfach und der Rechenaufwand für die Systemsimulation ist somit gering. Um eine hohe
Modellierungsgenauigkeit zu erzielen, sind im Allgemeinen komplexere Verhaltensmodelle
nötig, die Systemsimulation ist in diesem Fall entsprechend rechenaufwendiger.
Ein geeigneter Simulator für die Systemsimulation ist in [Henk00] beschrieben. Er ist auf die
Bedürfnisse für die Simulation paralleler analoger Systeme zugeschnitten und nutzt deren spe-
zifische Eigenschaften, beispielsweise die Wiederholstrukturen, aus. Auch MATLAB ist für
derartige Simulationen geeignet.
Die numerischen Modelle können mittels geeigneter Interpolationsalgorithmen in den System-
simulator eingebunden werden. Wie in Abbildung 2.3 dargestellt, stellt die Modellbibliothek
das Verbindungsglied zwischen dem Systemsimulator und dem Netzwerksimulator dar.
Bei einer konventionellen Herangehensweise muß das Systemverhalten mit Transistormodellen
auf dem Niveau der elektrischen Netzwerke untersucht werden, was extrem rechen- und resour-
cenaufwendig ist. Das trifft insbesonders auf die Analyse der statistischen Eigenschaften zu.
Mit der vorgeschlagenen Modellierungsstrategie kann ein erheblicher Zeitgewinn bei der Simu-
lation eines hochparallelen analogen Systems im Vergleich zu einem Standard-Netzwerkanaly-
seprogramm erreicht werden. Um das implementierungsspezifische Verhalten eines analogen
hochparallelen Systems zu untersuchen, ist ein vergleichsweise geringer Aufwand nötig. Auch
können Aussagen über den Einfluß zufälliger Parameterschwankungen auf das Systemverhalten
mit verhältnismäßig kleinen Aufwand getroffen werden.
Bild 2.4: Statistisches Verhaltensmodell bestehend aus mittlerer Transferfunktion und Standardabwei-
chung
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Einführung 93  Statistische Verhaltensmodellierung
3.1  Einführung
Das Verhalten von analogen und mixed-signal Schaltungsblöcken hängt in der Regel von den
elektrischen Parametern der Bauelemente (Transistoren, Kondensatoren etc.) ab. Beispielsweise
ist es in analogen Baublöcken oftmals erforderlich, daß zwei oder mehr Bauelemente identi-
sches Verhalten zeigen, d.h. daß deren elektrische Parameter vollkommen übereinstimmen müs-
sen. In integrierten Schaltungen sind die Bauelementeparameter zufälligen Schwankungen
unterworfen. Dies hat seine Ursache vor allem in den zufälligen Prozessen, die bei der Herstel-
lung der integrierten Schaltkreise zum Einsatz kommen. Daher weichen in allen praktischen
Schaltungen die Parameter zwischen identisch entworfenen Bauelementen voneinander ab.
Diese Abweichungen können die Leistungsfähigkeit und Genauigkeit der Schaltungsblöcke
empfindlich beeinflussen. Daher müssen während des Entwurfsprozesses die Parameterschwan-
kungen sorgfältig analysiert werden. Im Hinblick auf hochparallele Signalverarbeitungssy-
steme ist die Erstellung eines statistischen Verhaltensmodells eine unabdingbare
Voraussetzung.
Wenn die statistischen Eigenschaften der Bauelemente bekannt sind, kann die Genauigkeit
eines Baublockes (oder die Ausbeute bei einer gegebenen Spezifikation) abgeschätzt und ein
statistisches Verhaltensmodell für die Systemsimulation formuliert werden. Dafür kommt oft
die Monte-Carlo-Methode zum Einsatz. Dazu werden pseudo-zufällige Realisierungen der
zufälligen Parameter entsprechend deren Verteilungen ausgewählt und wiederholte Netzwerk-
simulationen durchgeführt. Das Ergebnis ist eine Schar von Ausgangs- oder Kenngrößen, von
denen die statistischen Eigenschaften, wie Mittelwert und Standardabweichung, bestimmt wer-
den [Spen97, Antr94]. Eine solche Analyse ist zeit- und rechenaufwendig, da eine große Zahl
von Netzwerksimulationen durchgeführt werden muß. Die Erstellung eines statistischen Ver-
haltensmodells ist sowohl mit Hilfe oben genannter zufälliger als auch unter Verwendung deter-
ministischer Stichproben möglich. Solche Modelle werden für die Schaltungsoptimierung in
Bezug auf zufällige Parameterabweichungen benötigt. Bekannte numerische Methoden sind
lineare oder quadratische response-surface-Modelle [Dire93, To96, Felt96, Tari99a, Tari99b].
Es existieren eine Reihe anderer Herangehensweisen für das Abschätzen statischer Kenngrößen
für Schaltungsblöcke die weniger rechenaufwendig sind. Dies trifft u.a. für eine worst-case-
Analyse zu. Hier werden die untere und obere Grenze der Kenngrößen bestimmt. Voraussetzung
ist, daß die zufälligen Parameter einer begrenzten Verteilung genügen. Das von der worst-case-
Analyse zu lösende Problem besteht in dem Auffinden des Punktes im Parameterraum mit den
ungünstigsten Schaltungseigenschaften, von dem vielfach angenommen wird, daß er auf der
Oberfläche dieses Raumes liegt (d.h. an den oberen bzw. unteren Grenzen der Verteilung der
zufälligen Parameter). Tian et al. [Tian00] benutzen dazu Empfindlichkeitsbänder, aber auch
traditionelle Verfahren wie die Intervallanalyse sind dafür geeignet. Die worst-case-Analyse ist
für die Erstellung von statistischen Modellen nur bedingt geeignet, da sie begrenzte Eingangs-
verteilungen voraussetzt. Weiterhin ist die Wahrscheinlichkeit für das Auftreten des ungünstig-
sten Falles äußerst gering, da in diesem Fall alle Parameter an den Grenzen ihrer Verteilungen
10 Statistische Verhaltensmodellierungliegen.
Eine beliebte Methode um den Einfluß der zufälligen Parameterabweichungen auf das Schal-
tungsverhalten zu untersuchen besteht in der Linearisierung der Schaltung im Arbeitspunkt
[Oehm93, RM98, RM95, Yuan97, VdP99, Swid98, Styb95]. Die erhaltenen Modelle werden
sowohl für die Charakterisierung der Schaltungseigenschaften als auch für die Optimierung der
Schaltung bezüglich der Minimierung des Einflusses der zufälligen Parameter eingesetzt
[Seif99, Deby98]. Der rechenaufwendige Teil dieser Verfahren besteht in der Bestimmung der
notwendigen Ableitungen der Schaltungskenngrößen nach den Parametern.
In [Wang94] wird eine Methode vorgeschlagen, bei der die Schaltung vor der Monte-Carlo Ana-
lyse bezüglich der Ausgangsgrößen linearisiert wird. Bei dieser Methode wird der nichtlineare
Einfluß der zufälligen Parameter bewahrt, aber der für die Schaltungssimulation notwendige
Rechenaufwand reduziert.
Die Autoren von [Lei98b, Lei98a] verwenden ein quadratisches Modell um den Einfluß der
zufälligen Parameter auf das Schaltungsverhalten genauer als mit dem linearen Modell zu
bestimmen. Da hierzu zusätzlich zu den ersten Ableitungen auch die zweiten Ableitungen
berechnet werden müssen, ist dieses Verfahren vergleichsweise rechenaufwendig.
Im folgenden soll nach der Vorstellung eines Streuungsmodells für MOS-Transistoren kurz die
Methode der Linearisierung der Schaltung im Arbeitspunkt bezüglich der zufälligen Parameter
beschrieben werden. Die statistischen Kenngrößen der Schaltungsblöcke werden mit Hilfe der
Empfindlichkeiten aus den ersten und zweiten Momenten der Verteilungen der zufälligen Para-
meter bestimmt. Es wird der nichtlinearen Einfluß der Bauelementeparameter auf die Schal-
tungskenngrößen, der die Genauigkeit dieser Methode beschränkt, diskutiert. Darüberhinaus
wird die Genauigkeit der Monte-Carlo-Analyse als alternatives Analyseverfahren untersucht.
Abschließend wird das vorgeschlagene Verfahren zur statistischen Verhaltensmodellierung von
Schaltungsblöcken an Beispielen illustriert.
3.2  Streuungsmodell für Baulemente
Um die Genauigkeit eines Baublockes oder die Ausbeute bei einer gegebenen Spezifikation mit
den im letzten Abschnitt genannten Analyseverfahren abschätzen zu können, werden Streu-
ungsmodelle der Bauelemente benötigt.
Unterschiede in den elektrischen Kenngrößen, die zwischen identisch entworfenen Bauelemen-
ten beobachtet werden können (Mismatch), haben ihre Ursache in den stochastischen Eigen-
schaften der verschiedenen Prozesse, die bei der Schaltkreisherstellung eingesetzt werden. In
diesem Sinne sind im Folgenden mit Parameterstreuungen nicht die Schwankungen des Abso-
lutwertes von Bauelementeparametern zwischen verschiedenen Wafern oder Fertigungslosen
gemeint, sondern nur die Unterschiede zwischen identisch entworfenen Bauelementen ein und
desselben Baublocks, die in der Regel auf einem Schaltkreis eng benachbart angeordnet wer-
den. Aus diesem Grund können die Schwankungen als statistisch unabhänig betrachtet werden.
Die Kennliniengleichung im strong-inversion-Arbeitsbereich für einen Transistor in der Sätti-
Streuungsmodell für Baulemente 11gung unter Vernachlässigung von Substrateffekt und Kanallängenmodulation lautet
. (3.1)
Hier sind die Transistorkonstante und die Schwellspannung. Die Schwankungen der
Baulementeparameter kann im einfachsten Fall durch die Abweichung der Schwellspannung
und der Transistorkonstanten von deren Nominalwerten und modelliert wer-
den. Bild 3.1 zeigt das zugehörige Streuungsmodell.
Diese Abweichungen werden im Allgemeinen als mittelwertfreie normalverteilte Zufallsgrößen
angenommen [Pelg89]. Der Schaltkreishersteller AMS gibt für den -CMOS-Prozeß
„CUP“ (der für den Schaltkreisentwurf im Rahmen dieser Arbeit verwendet wurde) an, daß die
Streuung der Transistorparameter von der Geometrie des Bauelementes und von den Prozeßpa-
rametern  und  wie folgt abhängig ist [Doc98]:
. (3.2)
Dies entspricht im wesentlichen dem von Lakshikumar [Laks86] vorgeschlagenen Modell.
Typischerweise liegen im Bereich von und im Bereich von
([Pelg89, Doc98]). Andere Autoren schlagen darüberhinaus zusätzliche Streu-
ungsparameter vor, oder berücksichtigen auch die Abhängigkeit der Streuung von der Breite
und Länge der Transistoren oder deren Entfernung voneinander, wie in Tabelle 3.1 zusammen-
gefaßt.
Pelgrom [Pelg89] verwendet einen dritten Streuungsparameter um die Streuung des Body-
effektes zu modellieren. Die von ihm beobachtete Abhänigkeit des Matching von der Entfer-
nung der Transistoren voneinander wird mit Hilfe zusätzlicher Prozeßparameter
modelliert. Grünebaum et al. schlagen in [Grün97] eine Verbesserung für große und weit ent-
fernt angeordnete Bauelemente vor. Anhand von Messungen wiesen sie nach, daß für sehr große
oder weit voneinander entfernt angeordnete Transistoren die Streuung der Parameter einem
Grenzwert entgegenstrebt. Fünf Streuungsparameter werden in dem Modell von Serrano-Gota-
redonna [SG99, Gota99b] verwendet. Zuzüglich zur den drei bereits eingeführten Größen wird
die Streuung des Parametes berücksichtigt, der die Abnahme der Beweglichkeit durch das
vertikale elektrische Feld beschreibt. Da dieser Parameter für den ohmischen und den Sätti-
I β0 ∆β+( ) VGS V T 0 ∆VT––( )2⋅=
Bild 3.1: Streuungsmodell für MOS-Transistor
∆VT
∆β
β
------ I D⋅
I D
G
D
S
β VT
∆VT ∆β VT 0 β0
0,6 µm
AVT Aβ
σ2 ∆VT( )
AVT
2
WL
---------= und σ
2 ∆β( )
β2
------------------
Aβ
2
WL
--------=
AVT 5 ... 25 mV µm⋅ Aβ
1 ... 3 % µm⋅
∆γ
D S
θ
12 Statistische Verhaltensmodellierunggungsbereich getrennt betrachtet werden muß, wird das Modell als 5-Parameter-Modell
bezeichnet. Die Abhängigkeit der Streuungsparameter von der Transistorgeometrie wird für
jeden Parameter durch ein zweidimensionales Polynom zweiter Ordnung beschrieben.
In [croon02:mismatch] wird ein Streuungsmodell beschrieben, daß Anhand von Meßwerten mit
einer -CMOS-Technologie validitiert wurde. Dabei wird die Streuung der Schwell-
spannung mit einer Abhängigkeit von der Bulk-Source-Spannung des Transistors modelliert,
um den Substrateffekt nachzubilden. Für die Streuung der Stromkonstanten werden zusätzlich
zu dem bewährten Parameter für die Streuung der Beweglichkeit der Ladungsträger
im Substrat zwei weitere Parameter vorgeschlagen: für die Berücksichtigung von
Gitter- und Oberflächenstreuung und für die maximale Driftgeschwindigkeit der
Tabelle 3.1: Streuungsparameter für MOS-Transistoren in der Literatur
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Varianzrechnung 13Ladungsträger. Der Wert dieser Parameter ist flächenabhängig.
Das Matching von Transistoren im subthreshold-Arbeitsbereich wird von [Pava94] und [Fort94]
betrachtet. Aufgrund der exponentiellen Strom-Spannungs-Kennlinie wird hier nur ein Streu-
ungsparameter benötigt, da zwischen der Abweichung der Stromkonstanten
und der Abweichung der Schwellspannung von dem Nominalwert ein
linearer Zusammenhang besteht:
(3.3)
mit der Temperaturspannung und der Subthreshold-Steilheitskonstanten ( ). Für
einen Transistor im subthreshold-Arbeitsbereich kann also die Streuung vollständig auf die
Schwellspannung oder Stromkonstante bezogen werden. Wie Messungen von Pavasovic et al.
belegen, ist die Subthreshold-Steilheitskonstante annähernd konstant und die Streuung der
Schwellspannung weitestgehend unabhängig vom Abstand zwischen den Bauelementen
[Pava94].
In den folgenden Betrachtungen für das Streuungsmodell des MOS-Transistors werden nur die
Streuung der Stromkonstanten und der Schwellspannung betrachtet. Die Verwendung weiterer
Streuunngsparameter setzt die Verwendung eines komplexeren Transistormodells voraus. Für
viele Betrachtungen ist die Verwendung von zwei Streuungsparametern ausreichend, außerdem
sind für die verwendete Technologie nur diese beiden Parameter spezifiziert.
3.3  Varianzrechnung
Die Varianzrechnung ist eine Möglichkeit um mit geringem Rechenaufwand die statistischen
Kenngrößen eines Baublocks aus den statistischen Eigenschaften der zufälligen Parameter zu
bestimmen. In Bild 3.2 ist ein solcher analoger Funktionsblock dargestellt. Dessen Ausgangs-
größe ist die Zufallsvariable
, (3.4)
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Bild 3.2: Funktionsblock
η g x ξ,( )=
14 Statistische Verhaltensmodellierungdabei sind  die deterministische Eingangsgröße und
(3.5)
der Vektor der zufälligen Parameter. Wie im Abschnitt 3.2 erwähnt, können diese zufälligen
Parameter als normalverteilt und statistisch unabhängig angenommen werden. Die Funktion
kann derart gewählt werden, daß die zufälligen Parameter mittelwertfrei sind.
Zur Berechnung der statistischen Eigenschaften von muß dessen Wahrscheinlichkeitsdichte-
funktion aus den Dichtefunktionen der zufälligen Parameter und der Abbildung
bestimmt werden [Wuns92]. Dies ist in der Regel kompliziert, da die Anzahl der zufälligen
Parameter oftmals groß ist. Für viele in der Praxis vorkommenden Fälle ist die Funktion
innerhalb des Variationsintervalls der Parameter jedoch nur schwach nichtlinear. Dann kann
die Zufallsvariable  durch die lineare Näherung
(3.6)
mit den Empfindlichkeitskoeffizienten
(3.7)
beschrieben werden. Das entsprechende Fehlermodell ist in Bild 3.3 dargestellt. Die stochasti-
schen Einflüsse aller zufälligen Parameter werden duch die Zufallsvariable
(3.8)
modelliert. Sie beschreibt die zufällige Abweichung der Ausgangsgröße von deren Nominal-
wert für eine gegebene Eingangsgröße . In der Regel kann man davon ausgehen, daß
die zufälligen Parameter unabhängig sind und einer Normalverteilung mit
genügen. Dann sind auch bzw. normalverteilt. Aus (3.8) berechnet sich deren
Streuung zu
. (3.9)
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Bild 3.3: Lineares Fehlermodell des Funktionsblocks
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Varianzrechnung 15Zur Berechnung der Streuung der Ausgangsgröße müssen daher nur die Empfindlichkeiten
bestimmmt werden. Für den Fall, daß der Funktionsblock mit Netzwerkanalyseprogrammen
charakterisiert wird, können die Empfindlichkeiten ohne zusätzliche Rechnung der Jacobima-
trix bezüglich der Parameter am Arbeitspunkt entnommen werden [Deby98]. In diesem Fall
erfordert die Berechnung der Streuung der Ausgangsgröße nur geringen zusätzlichen Aufwand.
Alternativ können die Empfindlichkeiten auch analytisch entsprechend (3.7) oder mit symboli-
schen Methoden [Deby98, Eber00,Eber99] berechnet werden. Sie können aber auch mit Hilfe
einer Kleinsignal- oder Empfindlichkeitsanalyse bestimmt werden. Für die numerische Bestim-
mung kann neben der Adjoint-Methode [Wong91] auch die Beziehung
(3.10)
verwendet werden. Dabei ist für jeden Parameter eine geeignete Schrittweite zu wählen (z.
B. ). Im letzteren Fall müssen für die Berechnung der Streuung der Ausgangsgröße
Transferfunktionen bestimmt werden. Diese Herangehensweise hat den Vorteil, daß sie
auch in Abtastsystemen zum Einsatz kommen kann, wo die anderen Methoden ungeeignet sind.
Es ist anzumerken, daß entspechend (3.7) die Empfindlichkeiten von der Eingangsgröße
abhängig sind.
3.3.1  Einfluß der Nichtlinearitäten
Im letzten Abschnitt wurde die Abhängigkeit der Ausgangsgröße von den zufälligen Para-
metern nur in linearisierter Form betrachtet. In der Regel hängen in praktischen Anordnungen
die Ausgangsgrößen nichtlinear von den zufälligen Parametern ab. Um diesen Einfluß zu quan-
tifizieren werden die Empfindlichkeiten zweiter Ordnung
(3.11)
in die Betrachungen mit einbezogen. Die Empfindlichkeiten zweiter Ordnung entsprechen dem
dritten Glied einer Taylorentwicklung der Funktion  im Punkt .
Dann gilt für  (Bild 3.3)
. (3.12)
Der Mittelwert der Ausgangsgröße weicht in diesem Fall um
(3.13)
von seinem Nominalwert ab, wenn die zufälligen Parameter normalverteilt mit
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sind. Damit berechnet sich die Streuung von  zu
, (3.15)
was zu
. (3.16)
vereinfacht werden kann.
In der Praxis vorkommende Schaltungen sind in der Regel im Variationsintervall der nur
schwach nichtlinear. Daher kann der Einfluß der Empfindlichkeiten zweiter Ordnung auf Mit-
telwert und Streuung von in der Regel vernachlässigt werden und es besteht nicht die Not-
wendigkeit, die Koeffizienten zweiter Ordnung zu bestimmen. Daß die Berechnung von
Mittelwert und Streuung mit den Empfindlichkeiten hinreichend genau ist, wird auch von
den Schaltungsbeispielen am Ende des Abschnitts bestätigt.
Allerdings weicht für den Fall, daß nichtlinear von abhängt, die Zufallsvariable
von einer Normalverteilung ab. Die Abweichung der Wahrscheinlichkeitsdichtefunktion
von einer Normalverteilung kann mit Hilfe der Größen
(3.17)
charakterisiert werden. Dabei sind die zentralen Momente der Verteilung . Für
eine Normalverteilung sind Schiefe und Exzess null. Mit Hilfe der Empfindlichkeiten zweiter
Ordnung kann ein Näherungwert für die Schiefe bestimmt werden
. (3.18)
Für die Momente höherer Ordnung der normalverteilten Zufallsgrößen  gilt
, (3.19)
dabei ist die jeweilige Standardabweichung. Demzufolge ist für
gemäß (3.18) die Schiefe  gleich null.
Oftmals ist es vorteilhaft, einen Funktionsblock durch das Intervall der Ausgangsgröße zu
charakterisieren. Im Falle einer normalverteilten Ausgangsgröße ist das Intervall um den Mit-
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Varianzrechnung 17telwert durch bestimmt, wobei von dem gewünschten Vertrauensniveau des Inter-
valls abhängt, z.B. liegt für die Ausgangsgröße mit einer Wahrscheinlichkeit von 99,7%
in besagtem Intervall. Dabei hängen sowohl als auch von ab (vgl. Bild 2.4 auf Seite 8).
Im Falle einer schiefen Verteilung kann das Intervall von für eine bestimmte Konfidenz nicht
angegeben werden, da die Verteilung von in der Regel unbekannt ist. Es kann mit Hilfe der
Momente höherer Ordung näherungsweise bestimmt werden. Dazu werden allerdings die Emp-
findlichkeiten zweiter und ggf. höherer Ordnung benötigt. Deren Anzahl ist selbst bei Systemen
mit wenigen zufälligen Parametern sehr groß, die Berechnung ist entsprechend aufwendig. Aus
diesem Grund ist für die Bestimmung der dritten und höheren Momente oder des Intervalles, in
dem die Ausgangsgröße mit einer bestimmten Wahrscheinlichkeit liegt, die Verwendung der
Monte-Carlo-Methode unter Umständen sinnvoller, vgl Abschnitt 3.4.
Als Beispiel, wie Nichtlinearitäten die Näherungswerte für Mittelwert und Streuung und die
Wahrscheinlichkeitsdichtefunktion der Ausgangsgröße beeinflussen, soll der folgende einfache
Funktionsblock mit der Transferfunktion
(3.20)
dienen. Dabei genügt einer Normalverteilung mit der Streuung . Für ist der Einfluß
des zufälligen Parameters linear, für hingegen stark nichtlinear, wie Bild 3.4 zeigt. Die
Wahrscheinlichkeitsdichtefunktion
, (3.21)
von ist für verschiedene in Bild 3.5 dargestellt. Für geht diese in eine Normalver-
teilung über, und weicht für kleine  nur wenig von einer Normalverteilung ab.
Die Empfindlichkeiten erster und zweiter Ordnung berechnen sich entsprechend (3.7) und
η k ση⋅± k
k 3=
η σ x
η
η
η 1 x–( ) ξ x ξ2⋅+⋅=
ξ σξ2 x 0=
x 1=
Bild 3.4: für verschiedene . Die Funktion ist annähernd linear für kleine , für wachsende
Werte von  nichtlinear.
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. (3.22)
Wie Bild 3.6 illustriert, kann die linearisierte Betrachtung angewendet werden, wenn sig-
nifikant größer als  ist. Dann berechnet sich gemäß (3.16) die Streuung zu
(3.23)
Die Schiefe und der Ekzess, die nach (3.18) berechnetet wurden, sind in Bild 3.7 dargestellt. Für
kleine sind beide Werte recht klein, d.h. die Verteilung von weicht nur gering von einer
Normalverteilung ab, wie auch aus Bild 3.5 und Tabelle 3.2 hervorgeht. Es ist ersichtlich, daß
für eine Schiefe die Rechnung mit dem linearisierten System eine akzeptable
Genauigkeit aufweiset. Die lineare Näherung für weicht nur um vom wahren Wert
ab, das 99,7%-Intervall ist um ca.  verschoben
Tabelle 3.2: Genauigkeit der Linearisierung
x
Intervall für 99,7%
Konfidenz
0 -3,00 3,00 0% 0,00
0,01 -2,88 3,06 0,01% 0,06
0,05 -2,50 3,42 0,28% 0,31
0,10 -1,97 3,90 1,21% 0,65
0,20 -0,94 4,87 5,72% 1,36
a
ξ∂
∂η
ξ 0=
1 x–= = und b
1
2
--
ξ2
2
∂
∂⋅ η( )
ξ 0=
x= =
a σξ⋅
b σξ2⋅
ση2 a2 σξ2⋅ 2 b2 σξ4⋅ ⋅+=
a2 σξ2⋅≈ für a σξ⋅ 2 b σξ2.⋅ ⋅»
x η
γ3 0,5<
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ση
aσξ ση–
ση
--------------------- γ3
pdf η( )
η
Bild 3.5: Die Wahrscheinlichkeitsdichtefunktion kann für kleine durch eine Normalverteilung ap-
proximiert werden.
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Monte-Carlo-Methode 193.4  Monte-Carlo-Methode
Die Bestimmung der statistischen Eigenschaften des Schaltungsblocks in Bild 3.2 ist auch mit
Hilfe der Monte-Carlo-Methode möglich [Spen97]. Diese besteht in der wiederholten Durch-
führung einer Schaltungssimulation mit verschiedenen Realisierungen für die zufälligen Bau-
elementeparameter . Deren Verteilungen werden durch Folgen von Pseudo-Zufallszahlen
nachgebildet. Das Resultat ist eine Schar von Transferfunktionen (oder anderen Schaltungs-
kenngrößen) deren statistische Eigenschaften geschätzt werden. Für den betrachteten Fall, daß
die zufälligen Bauelementeparameter unkorreliert sind, ist die Genauigkeit der Schätzung nur
vom Umfang der Stichprobe abhängig. Die Anzahl der zufälligen Parameter (d.h. die Dimen-
sion der Eingangsverteilungsdichtefunktion) hat keinen Einfluß auf die Genauigkeit der Schät-
zung.
Um den notwendigen Rechenaufwand der Varianzrechnung mit dem der Monte-Carlo-Analyse
0
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0.4
0.6
0.8
1
1.2
1.4
0 0.2 0.4 0.6 0.8 1
a σξ⋅
ση a2 σξ2⋅ 2 b2 σξ4⋅ ⋅+=
x
Bild 3.6: Solange die Empfindlichkeit erster Ordung viel kleiner ist als die Empfindlichkeit zweiter
Ordung , ist die Streuung näherungsweise .
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Bild 3.7: Schiefe  und Ekzess  der Zufallsgröße  in Abhängigkeit von .γ3( ) γ4( ) η x
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20 Statistische Verhaltensmodellierungvergleichen zu können, wird im folgenden der für eine bestimmte Genauigkeit notwendige
Stichprobenumfang ermittelt. Die Genauigkeit entspricht in diesem Fall der Größe des Konfin-
denzintervalles bei einem gegebenen Vertrauensniveau . Von einer normalverteilten Zufalls-
variablen , mit
, (3.24)
sei eine Stichprobe  vom Umfang ,  bekannt. Die Größe
(3.25)
kann als Schätzung für den Mittelwert
(3.26)
verwendet werden, wobei die Zufallsvariablen ebenfalls normalverteilt mit sind.
Für die Streuung des Schätzwertes ergibt sich somit
. (3.27)
Wie Bild 3.8 verdeutlicht, liegt die Zufallsgröße mit einem Vertrauensniveau
 im Intervall
. (3.28)
Der Schätzwert der Stichprobe der -normalverteilten Zufallsgröße liegt dem-
nach mit der Wahrscheinlichkeit  in dem Intervall
. (3.29)
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Monte-Carlo-Methode 21Für eine gegebene Intervallbreite
, (3.30)
die der Genauigkeit der Schätzung entspricht, ist demnach ein Stichprobenumfang erforderlich
von
. (3.31)
Wenn die Standardabweichung unbekannt ist, kann dessen Schätzwert aus (3.32) verwen-
det werden [Papu97].
Ein geeigneter Schätzwert für die Streuung der Stichprobe ist
, (3.32)
er entspricht der Streuung der Wahrscheinlichkeitsverteilung der Zufallsvariablen
(3.33)
und hat folglich den Erwartungswert . Die Zufallsvariable
(3.34)
genügt einer -Verteilung mit Freiheitsgraden, die für hinreichend große
durch eine Normalverteilung genähert werden kann [Papu97], siehe
Abbildung 3.9. Die unbekannte Varianz liegt mit der Wahrscheinlichkeit in dem Intervall
. (3.35)
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22 Statistische VerhaltensmodellierungFür die Schranken gilt bei hinreichend großen
(3.36)
mit . Für (3.35) ergibt sich somit
, (3.37)
d.h. für ( ) genügt der Schätzwert der Streuung näherungsweise der Normal-
verteilung .
Die Intervallbreite der Streuung
(3.38)
entspricht der Intervallbreite der Standardabweichung
. (3.39)
Somit ergibt sich bei vorgegebener Genauigkeit und vorgegebenem Vertrauensniveau ein erfor-
derlicher Stichprobenumfang von
. (3.40)
Einige Zahlenwerte für den notwendigen Stichprobenumfang bei vorgegebener Genauigkeit
und einem Vertrauensniveau von  sind in Tabelle 3.3 zusammengefaßt.
Tabelle 3.3: Notwendiger Umfang der Stichprobe bei einem Vertrauensniveau
Genauigkeit der Schätzung
 bzw.
Notwendiger Umfang der Stichprobe für die Abschätzung
von
Mittelwert Standardabweichung
25% 400 200
10% 2.500 1.250
5% 10.000 5.000
1% 250.000 125.000
N
χu2 N c 2N⋅–=
χo2 N c+ 2N⋅=
2 Φ c( ) 1–⋅ α=
N c 2N⋅–
N 1–
----------------------------- σ2⋅ σ̂2 N c 2N⋅+
N 1–
----------------------------- σ2⋅≤ ≤
N 1» N 1– N≈
N σ2 2σ4 N⁄,( )
∆σ̂2 2c 2N
N 1–
----------------- σ2⋅ σ2 2c 2N
N
-----------------⋅≈ σ2 2c 2
N
----⋅ ⋅= =
∆σ̂ 2σ̂⋅ ∆σ̂2=
N 2 c
σ
∆σ̂
------ 
  2⋅=
α 0,99= c 2,5≈( )
α 0,99= c 2,5≈( )
∆µ̂
σ
------ ∆σ̂
σ
------
Schaltungsbeispiele 233.5  Schaltungsbeispiele
3.5.1  Transkonduktanzverstärker
Als erstes Beispiel zur Varianzanalyse soll der Transkonduktanzverstärker, der im Bild 3.10
dargestellt ist, betrachtet werden. Der Querstrom sei so gewählt, daß sich die Transistoren
im strong-inversion-Arbeitsbereich und in der Sättigung befinden. Es gelte somit das Streuungs-
modell für den Transistor nach (3.1). Die zufälligen Parameter und sind mittelwert-
frei, unkorreliert und normalverteilt mit bekannter Standardabweichung (vgl. Abschnitt 3.2).
Im Idealfall sind die Transistoren und sowie und gleich groß, und es gilt
, , und . Dann
gilt mit der Differenzeingangsspannung  für die Transferfunktion
(3.41)
die wie folgt auf Aussteuerbereich und Querstrom normiert werden kann
. (3.42)
Die Empfindlichkeiten des Transkonduktanzverstärkers bezüglich der Bauelementeparameter
gemäß (3.7) werden am einfachsten mit Hilfe einer Kleinsignalanalyse bestimmt. Mit Hilfe des
in Abbildung 3.11 dargestellten Kleinsignalmodells eines Transistors mit Parametern für
Abweichung der Schwellspannung und der Stromkonstanten vom Nominalwert kann das Klein-
signalersatzschaltbild des Transkonduktanzverstärkers erstellt werden, vgl. Abbildung 3.12.
Aus dem Kleinsignalersatzschaltbild kann die folgende Funktion abgelesen werden
. (3.43)
I S
∆β ∆VT
Bild 3.10: Transkonduktanzverstärker Bild 3.11: Kleinsignal-Streuungsmodell eines
MOS-Transistors (vgl. Abbildung 3.1)
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24 Statistische VerhaltensmodellierungDaraus können sofort die Empfindlichkeiten bezüglich der Schwellspannungsabweichungen
(3.44)
und bezüglich der Abweichungen der Stromkonstanten
(3.45)
abgelesen werden.
Die gleichen Ergebnisse erhält man gemäß (3.7) durch die Bestimmung der Ableitungen
(3.46)
aus der Transferfunktion des Tranzkonduktanzverstärkers, (3.41). Die auf den Ausgangsstrom
normierten Empfindlichkeiten sind über der normierten Differenzeingangsspannung
in Abbildung 3.13 dargestellt. Für fließt der gesamte Aus-
gangsstrom nur durch den Transistor . Deshalb ist in diesem Fall der Ausgangsstrom völlig
unabhängig von jedweden Bauelementeparametern und alle Empfindlichkeiten sind null. Für
den entgegengesetzten Fall fließt der gesamte Querstrom durch den Transistor
unabhängig von den Bauelementeparametern der Transistoren des differentiellen Paars und
, d.h. die Empfindlichkeit des Ausgangsstromes bezüglich der Parameter dieser Transistoren
verschwindet. Gleichzeitig erreicht die Empfindlichkeit bezüglich der Transistoren des Strom-
spiegels ihr Maximum, da der Ausgangsstrom vollständig durch den Verstärkungsfaktor des
Bild 3.12: Kleinsignalersatzschaltbild des Transkonduktanzverstärkers mit zufälligen Parametern
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Schaltungsbeispiele 25Stromspiegels bestimmt wird.
In Abbildung 3.14 ist die gemäß (3.9) durch
(3.47)
gegebene Standardabweichung des Ausgangsstromes für die normierten Standardabweichun-
gen der Parameter und für abgebildet. Die sehr
großen Werte für die Parameterstreuung wurden gewählt, um die Einflüsse der Nichtlinearitäten
besser darzustellen. Realistische Werte für die Standardabweichung der Stromkonstanten liegen
in der Größenordnung von 1-2% für  große Transistoren.
Zum Vergleich wurde eine Monte-Carlo-Simulation des Transkonduktanzverstärkers mit den
gleichen Streuungswerten durchgeführt. Das direkte Ergebnis, eine Schar von Transferfunktio-
nen, ist in Abbildung 3.15 dargestellt. Die daraus geschätzten statischen Parameter können als
Bild 3.13: Normierte Empfindlichkeiten des Ausgangsstromes des Transkonduktanzverstärkers von
Schwellspannungs- und Stromkonstantenabweichung
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26 Statistische VerhaltensmodellierungReferenzlösung betrachtet werden, da die Monte-Carlo-Simulation aufgrund der großen Stich-
probenanzahl von 10.000 recht genaue Schätzwerte liefert. Der für die Monte-Carlo-Analyse
benötigte Rechenaufwand für diese vergleichsweise einfache Schaltung ist wesentlich höher im
Vergleich zur Varianzanalyse.
Die aus den Ergebnissen der Monte-Carlo-Analyse geschätzten Standardabweichung ist eben-
falls in Abbildung 3.14 eingezeichnet. Sie stimmt mit den aus der Varianzrechnung aus den
Empfindlichkeiten erster und zweiter Ordnung bestimmten Werten in guter Näherung überein.
Desweiteren ist die Schiefe in Abbildung 3.16 als Ergebnis der Monte-Carlo-Analyse und der
Varianzanalyse mit den Empfindlichkeiten zweiter Ordnung dargestellt. Sie erreicht ihren
Bild 3.14: Normierte Standardabweichung des Ausgangsstromes über der Differenzeingangsspannung
Bild 3.15: Schar von Transferfunktionen als Ergebnis der Monte-Carlo-Analyse
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Schaltungsbeispiele 27Maximalwert für kleine Differenzeingangspannungen . Hier verursacht die Parameterstreu-
ung eine Verschiebung des Ausgangsstromes in nur eine Richtung, da ein Ausgangsstrom klei-
ner nicht fließen kann. Das illustriert das Histogramm in Abbildung 3.17. Für größere
Differenzeingangsspannungen ist der Ausgangsstrom näherungsweise normalverteilt.
In Abbildung 3.18 ist das Histogramm als Ergebnis der Monte-Carlo-Analyse als Dichtedarstel-
lung abgebildet. In diesem Diagramm ist zusätzlich das aus Mittelwert und Streuung bestimmte
Intervall eingezeichnet, in das die Ausgangsgröße mit einer Wahrscheinlichkeit von 99,7% fällt
( -Intervall). Da die Schiefe trotz der vergleichweise großen Werte für die Standardabwei-
chungen der Parameter klein ist, stellt das aus Mittelwert und Streuung berechnete Intervall eine
gute Abschätzung dar.
Bild 3.16: Schiefe des Ausgangsstromes aus Varianz- und Monte-Carlo-Analyse
Bild 3.17: Histogramm des Ausgangsstromes für  und
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28 Statistische Verhaltensmodellierung3.5.2  Multipliziererfeld
Die beschriebene Methode der Empfindlichkeitsanalyse kann auch die statistische Analyse von
hochparallelen analogen Systemen erleichtern. Dies soll das folgende Beispiel eines Multipli-
ziererfeldes zur Berechnung einer räumlichen Filteroperation verdeutlichen. Vergleichbare
Untersuchungen wurden durchgeführt beim Entwurf des Bildsensors mit hochparalleler Verar-
beitungseinheit, der in Abschnitt 6 beschrieben werden wird. Bei der räumlichen Filterung wird
ein Elemente umfassendes zweidimensionales Eingangssignal elementweise mit den
Koeffizienten des quadratischen Filterkernes der Größe multipliziert. Die
Summe aller Produkte ist das Ergebnis der Operation
(3.48)
Sie wird für alle Elemente  ausgeführt.
Die Multiplikationen werden mit einem Feld von Multiplizierern berechnet, die Summation
erfolgt durch einen idealen Addierer mit Eingängen. Im Hinblick auf eine prak-
tische Realisierung ist eine Kombination aus fehlerbehafteten Multipliziererschaltungen mit
idealen Addierern eine sinnvolle Annahme, vgl. Abschnitt 6.2. Die Multipliziererschaltung mit
der Transferfunktion
(3.49)
wird zunächst einer statistischen Analyse unterzogen. Die beiden Eingangsgrößen sind und
Bild 3.18: Aus Varianzanalyse berechnetes -Intervall und mit Monte-Carlo-Analyse bestimmte
Wahrscheinlichkeitsdichte der Transferfuktion
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Schaltungsbeispiele 29, die zufälligen Parameter. Das Ergebnis der statistischen Analyse sind die mittlere
Transferfunktion und die Standardabweichung des zufälligen Offset
des Multiplizierers. Es ergibt sich somit folgendes Fehlermodell
. (3.50)
Wie im Abschnitt 3.3 beschrieben, ist der Offset mittelwertfrei. Mittlere Transferfunktion und
Standardabweichung des Multiplizierers sind in Abbildung 3.19 dargestellt.
Nun kann die statistische Analyse des Rechenfeldes, das aus der mehrfachen Anordnung von
Multipliziererschaltungen besteht
(3.51)
durchgeführt werden. Dabei sind die mittlere Transferfunktion des Multilpizierers ,
dessen Offset. Dazu wird zunächst die Empfindlichkeit des Ausgangssignales von den
zufälligen Offset der Multiplizierer gemäß (3.7) bestimmt
(3.52)
Mit (3.9) ergibt sich für die Streuung des Ausgangssignales
. (3.53)
Die Streuung ist sowohl von dem Wert des Eingangssignales als auch von den Werten der Fil-
terkoeffizienten abhängig, da die Streuung der Multiplizierer eine Funktion der beiden Faktoren
ist.
Bild 3.19: Fehlermodell eines Multiplizierers, links mittlere Transferfunktion, rechts Standardabwei-
chung
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30 Statistische VerhaltensmodellierungAls Beispiel wurde die Faltung des im Bild Abbildung 3.20 dargestellten Signales mit dem Kern
(3.54)
untersucht. Das mittlere Ergebnis der Filteroperation und die Standardabweichung illustrieren
die Bilder 3.22 und 3.23. Da im Fall der Bildverarbeitung oftmals auch der visuelle Eindruck
von Bedeutung ist, zeigt Abbildung 3.21 eine Realisierung des Ausgangssignales.
Während bei Anwendung der Varianzrechnung die statistische Analyse dieses Multiplizierer-
feldes in diesem Fall trivial ist, wäre zur Bestimmung der gleichen statistischen Kenngrößen
mittels Monte-Carlo-Analyse eine Vielzahl von Simulationen mit pseudo-zufälligen Werten für
den zufälligen Offset der Multiplizierer notwendig.
Ist jedoch die Inspektion einiger Realisierungen des Ausgangssignales ausreichend, kann auf
die Bestimmung der Standardabweichung verzichtet werden. In diesem Fall können statt der
Varianzanalyse mit der anschließenden Berechnung einiger Realisierungen des Ausgangssigna-
les eine entsprechend geringe Anzahl von Iterationen einer Monte-Carlo-Simulation durchge-
führt werden und die Ergebnisse einzeln visuell begutachtet werden.
C
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Bild 3.20: Beispielbild Bild 3.21: individuelle Realisierung des Fal-
tungsergebnisses
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Schaltungsbeispiele 313.5.3  Analoges Filter
Die beschriebene Methode der Varianzanalyse kann auch für Kenngrößen verwendet werden,
die aus physikalischen Schaltungsgrößen bestimmt werden. Aus diesem Grund soll als letztes
Beispiel ein Filter mit den beschriebenen Methoden untersucht und mit den Ergebnissen der
Intervallanalyse von Tian et al. [Tian00] verglichen werden. Der Schaltplan und die Nominal-
werte der Bauelementeparameter können Bild 3.24 entnommen werden. Alle Bauelementepa-
rameter seien normalverteilt mit einer Standardabweichung von 1% des entsprechenden
Nominalwertes.
Die Übertragungsfunktion von  nach  des Filters ist
. (3.55)
Als Schaltungskenngröße wird der Betrag der Übertragungsfunktion betrachtet. Der Mittelwert
und das -Intervall des Betrages sind zusammen mit der Einhüllenden der Realisie-
rungen von einer Monte-Carlo-Simulation in Bild 3.25 dargestellt. Die zugehörigen
Standardabweichungen zeigt Bild 3.26. Sie wurden mit Hilfe der Empfindlichkeiten erster Ord-
nung gemäß (3.9), der Empfindlichkeiten zweiter Ordnung gemäß (3.16) und aus 50.000 Stich-
proben einer Monte-Carlo-Simulation bestimmt. Die Ergebnisse der Berechnungen mit dem
linearen Modell unterscheiden sich kaum von denen, die mit den Empfindlichkeiten zweiter
Ordnung bestimmt wurden. Darüberhinaus ist ersichtlich, daß die beiden Ergebnisse auch in
guter Überseinstimmung mit dem Resultaten der Monte-Carlo-Simulation stehen.
Das Ergebnis der Monte-Carlo-Simulation wird als Referenzlösung angesehen, da durch den
großen Stichprobenumfang von 50.000 der relative Fehler der Standardabweichung kleiner als
1,6% bei einem Vertrauensniveau von 99% ist (3.40).
Weiterhin ist in Bild 3.25 der Ausdruck aus Gleichung (3.16) eingezeichnet.
Er kann als Maß für den nichtlinearen Einfluß der Parameterschwankungen auf das Schaltungs-
verhalten eingesetzt werden. In der Umgebung der Grenzfrequenz erreicht er sein Maximum
und ist dort etwa ebenso groß wie die Standardabweichung der Übertragungsfunktion. Mit Hin-
Bild 3.24: Analoges Filter [Tian00]
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32 Statistische Verhaltensmodellierungblick auf die Ergebnisse in Bild 3.6 und Tabelle 3.2 kann man davon ausgehen, daß die Vertei-
lung der Übertragungsfunktion an dieser Stelle schief ist.
Um dies zu bestätigen, wurde die Schiefe der Übertragungsfunktion aus den Empfindlichkeiten
zweiter Ordnung bestimmt und aus den Ergebnissen der Monte-Carlo-Simulation geschätzt
(Bild 3.27). Mit Ausnahme der Umgebung der Grenzfrequenz, wo der nichtlineare Einfluß der
Parameterschwankungen besonders hoch ist, stimmen die beiden Kurvenverläufe gut überein.
Wie erwartet, ist Schiefe der Verteilung dort am größten, wo auch der Ausdruck
(Bild 3.25) sein Maximum erreicht. Das illustriert auch Bild 3.28 in dem für
zwei Frequenzen das Histogramm der Übertragungsfunktion als Ergebniss der Monte-Carlo-
Simulation dargestellt ist.
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Bild 3.25: Mittelwert der Übertragungsfunktion, berechnetes -Intervall sowie schattiert die Einhül-
lenden der Schar von  als Ergebnis der Monte-Carlo-Simulation mit 50.000 Stichproben.
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Bild 3.27: Schiefe bestimmt mit Monte-Carlo-Simulation und mit Hilfe der Empfindlichkeiten zweiter
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Bild 3.28: Histogramm der Übertragungsfunktion an zwei Frequenzen und Normalverteilung
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34 Statistische VerhaltensmodellierungDie Schiefe der Verteilung in der Nähe der Grenzfrequenz begründet auch den Unterschied zwi-
schen dem -Intervall und der Einhüllenden der Realisierungen von im Bild 3.25.
Die Übertragungsfunktion liegt mit einer Wahrscheinlichkeit von 99,7% innerhalb des -
Intervalls, wenn die Verteilung einer Normalverteilung genügt. Ist sie hingegen schief, kann das
-Intervall nur als grobe Näherung für das Intervall der Übertragungsfunktion verwendet wer-
den. Da die Form der Verteilung im Allgemeinen nicht bekannt ist, kann ohne Monte-Carlo-
Simulation auch kein genauerer Näherungswert für das -Intervall angegeben werden.
3.6  Zusammenfassung
Die Varianzanalyse ist geeignet für die Abschätzung der von der Streuung der Bauelementepa-
rameter verursachten Effekte auf das Verhalten einer Baugruppe. Diese Methode ist besonders
effektiv, wenn die zufälligen Bauelementeparameter normalverteilt und statistisch unabhängig
sind und wenn die nichtlineare Abhängigkeit der Schaltungseigenschaften von den zufälligen
Parametern um den Nominalwert der Parameter linearisiert werden kann. Darüberhinaus wurde
gezeigt, bis zu welchem Ausmaß und unter welchen Bedingungen die nichtlinearen Abhängig-
keiten der Schaltungseigenschaften von den Parametern berücksichtigt werden müssen, und wie
dies die Genauigkeit der statischen Analyse erhöhen kann.
Im Hinblick auf den Rechenaufwand ist die Varianzanalyse deutlich effizienter als die Monte-
Carlo-Methode und liefert recht zuverlässige Ergebnisse für alle Schaltungseigenschaften mit
hinreichend glatten Parameterabhängigkeiten. Dabei wächst der Rechenaufwand mit der
Anzahl der Schaltungsparameter. Da bei der Monte-Carlo-Analyse der Rechenaufwand unab-
hängig von der Größe des Parameterraumes nur von der Genauigkeit (d.h. vom Stichprobenum-
fang) bestimmt wird, ist diese das Mittel der Wahl für Funktionsblöcke mit sehr vielen (>1.000
... 10.000) Schaltungsparametern.
Moderne Simulationswerkzeuge unterstützen die beiden Verfahren zur statistischen Schal-
tungsanalyse. Bei der Varianzanalyse werden mit Hilfe des Schaltungssimulators die Empfind-
lichkeiten (erster Ordnung) bestimmt. Die anschließende Berechnung der Streuung ist jedoch
nicht automatisiert und erfordert zusätzlichen Aufwand. Da die Monte-Carlo-Analyse als kon-
ventionelles Verfahren eine höhere Verbreitung hat, ist dieses wesentlich besser in die Simula-
tionsumgebungen implementiert. Alle wichtigen statistischen Eigenschaften der
Funktionsblöcke werden automatisch berechnet.
Aus der Sicht des Entwerfers hat die Varianzanalyse den Vorteil, das Schaltungsverständnis
wesentlich zu erhöhen. Anhand der bestimmten Empfindlichkeiten können sofort die Bauele-
menteparameter mit dem größten Einfluß auf das Schaltungsverhalten identifiziert und gezielt
optimiert werden. Diese Erkenntnisse werden bei einer Monte-Carlo-Analyse nicht gewonnen.
3σ G jω( )
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354  Robuster Schaltungsentwurf
Im Abschnitt 2.1 wurde für Fehler in analogen Baublöcken eine Unterteilung in systematische
und zufällige Fehler vorgenommen. Besonders die Fehler, welche von den lokalen Parameter-
streuungen (mismatch) verursacht werden, können die Genauigkeit hochparalleler analoger
Systeme stark beeinflussen.
Im folgenden werden einige Schaltungstechniken und Verfahren für den Entwurf robuster ana-
loger Schaltungen vorgestellt, deren Verhalten von den zufälligen Parameterabweichungen wei-
testgehend unabhängig sind. Verschiedene bekannte Klassen robuster Schaltungstechniken sind
in Bild 4.1 zusammengefaßt.
Der Unterschied zwischen der statischen und der dynamischen Korrektur besteht in der Art und
Weise, wie die zufälligen Parameterschwankungen der Bauelemente korrigiert werden. Im
ersten Fall wird in einer einmaligen Kalibrierphase eine Größe zur Korrektur der Abweichung
des Baublockverhaltens vom gewünschten Verhalten festgelegt. Diese wird dauerhaft in einem
nichtflüchtigen Speicherelement abgelegt. Im Fall der dynamischen Korrektur findet keine dau-
erhafte Speicherung statt, sondern es wird während des Betriebes wiederholt ein Korrekturwert
bestimmt, der nur kurzzeitig zwischengespeichert wird.
Im weiteren Verlauf dieses Abschnitts wird auf verschiedene bekannte und neuartige Verfahren
zur Unterdrückung zufälliger Parameterschwankungen eingegangen. Deren Vor- und Nachteile
werden im Hinblick auf den Einsatz in Bildsensoren und analogen parallelen Verarbeitungsein-
heiten gegenübergestellt.
Bild 4.1: Übersicht robuster Schaltungstechniken und Fehlerkorrekturalgorithmen
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36 Robuster Schaltungsentwurf4.1  Statische Korrektur
Bei der statischen Korrektur findet in einer einmaligen Kalibrierphase ein Abgleich der analo-
gen Komponenten statt. Dazu wird unter definierten externen Bedingungen ein Signalwert oder
Bauelementeparameter derart modifiziert, daß das Verhalten der Schaltung zumindest in einem
Arbeitspunkt dem gewünschten entspricht. Diese Modifikation wird anschließend dauerhaft
gespeichert. Die Änderung eines Bauelementeparameters, z.B. durch Lasertrimmung, findet in
der Regel unmittelbar nach der Fabrikation statt und ist mit einem hohen zusätzlichen Aufwand
verbunden. Daher sollte es nur in Anwendungen zum Einsatz kommen, bei denen höchste Prä-
zision gefordert und die Anzahl der zu kalibrierenden Parameter gering ist. So ist beispielsweise
die Kalibrierung aller Pixelzellen eines Bildsensors augrund des hohen Aufwandes nicht ver-
tretbar.
Alternativ ist die Änderung eines anlogen Signalwertes zur Anpassung des Schaltungsverhal-
tens möglich. Dies ist in der Regel mit wesenlich weniger Aufwand verbunden, jedoch muß der
Korrekturwert in einem nichtflüchtigen Speicher abgelegt werden. Dafür sind zum einen digi-
tale Speicher geeignet. Dazu muß der analoge Korrekturwert vor dem Einspeichern einer A/D-
Wandlung unterzogen und anschließend die digitale Entsprechung über einen D/A-Wandler der
Schaltung zugeführt werden (vgl. Bild 4.2). Wenn eine große Anzahl von Baublöcken abgegli-
chen werden muß, dann erfolgt der Abgleich aller Baublöcke vorzugsweise nacheinander, da
sonst ein A/D-Wandler pro Baublock nötig wäre. Wenn die Implementierung eines D/A-Wand-
lers pro Baublock zu aufwendig ist, kann alternativ jede Zelle mit einem flüchtigen Analogwert-
speicher ausgestattet werden, der mit Hilfe des nichtflüchtig gespeicherten Korrekturwertes in
regelmäßigen Abständen aufgefrischt wird. Der Aufwand für dieses Verfahren ist auf Grund der
doppelten Signalwandlung groß. Es soll daher nicht näher untersucht werden.
Wenn, wie dies z.B. in Bildaufnehmern in der Regel der Fall ist, die Ausgaben der analogen
Baublöcke abgetastet und quantisiert werden, so kann die Korrektur der Parameterabweichun-
gen auch digital erfolgen. Dazu werden in der Kalibrierphase die Baublöcke mit einem Refe-
Bild 4.2: Kalibrierung eines Baublockes durch Abgleich eines Korrektursignals zur Kompensation des
Fehlers , links: Abgleichvorgang, rechts: kalibrierter Baublock im Betrieb
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Statische Korrektur 37renzsignal angeregt, deren Ausgabe mit dem erwünschten Wert
verglichen und die Differenz im Speicher abgelegt. Dieser abgespeicherte Korrekturwert wird
im normalen Betrieb von dem Ausgangssignal abgezogen. In dieser Weise kann der störende
Einfluß der Parameterstreuung ganz oder teilweise kompensiert werden. Eine Korrektur nach
der A/D-Wandlung findet z.B. bei dem logarithmierenden Bildsensor von Schanz et al. [Scha97]
Anwendung. Hier muß während der Kalibrierphase das Sensorfeld homogen beleuchtet wer-
den.
Eine Offsetkorrektur von spaltenparallelen single-slope-A/D-Wandlern eines Bildsensors ist in
[Kore99] beschrieben. Hier werden mittels eines Referenzsignales in einer speziellen Kalibrier-
phase die Offsets der einzelnen Komparatoren bestimmt und das digitale Äquivalent in einem
digitalen Speicher abgelegt. Während des Betriebes werden die entsprechenden Korrekturwerte
von dem Nutzsignal abgezogen.
Eine andere Möglichkeit, einen Korrekturwert abzuspeichern, ist die nichtflüchtige Speiche-
rung eines Analogwertes. Dies ist in der Regel nur mit Hilfe von Transistoren mit einem isolier-
ten Gate möglich (floating-gate-Transistoren). In diesen Transistoren ist das Polysilizium-Gate
vollständig von Oxid umgeben. Auf einem solchen Gate kann eine Ladung permanent gespei-
chert werden. Eine gesteuerte Änderung der Ladung auf einem solchen Gate ist durch Ausnut-
zung von Tunnel- und hot-electron-injection-Effekten möglich. Speicherzellen mit floating-
gate-Transistoren sind relativ kompakt realisierbar [Harr98, Dior94], d.h. auch eine große
Anzahl von Korrekturwerten kann auf einem Schaltkreis gespeichert werden.
Harrison et al. stellen in [Harr99] einen Stromspiegel mit einem floating-gate-Transistor zum
Abgleich des Spiegelverhältnisses vor. Sie demonstrierten diese Schaltung anhand eines Test-
schaltkreises auf dem eine Anzahl von Stromspiegeln implementiert wurden. Ohne Kalibrie-
rung hatte jeder Stromspiegel einen anderen, vom Nominalwert abweichenden
Verstärkungsfaktor. Mit Hilfe der Kalibrierung konnte die Stromverstärkung aller Stromspiegel
auf ein und denselben gewünschten Wert eingestellt werden.
Aslam-Siddiqi et al. verwenden in einem Bildsensor einen floating-gate-Transistor pro Pixel-
zelle, um deren Offset zu kompensieren [AS98]. Bei diesem Sensor wird in der Kalibrierphase
ein Referenzbild homogener Beleuchtung auf den Bildsensor projiziert und mit Hilfe einer
Rückkoppelschleife werden alle Zellen so programmiert, daß deren Ausgangssignal einem Vor-
gabewert entspricht. Ein ähnlicher Bildsensor mit floating-gate-Speicherelementen ist auch in
[Cohe01] vorgestellt, allerdings erfolgt hier die Bestimmung der Korrekturwerte mit Hilfe eines
Adaptionsalgorithmus.
Weitere Beispiele für den Abgleich analoger Schaltungen mit floating-gate-Transistoren finden
sich unter anderem in [Gao94] und [Carl89].
Eine floating-gate-Technologie stand für den Schaltkreisentwurf im Rahmen dieser Arbeit nicht
zu Verfügung. Für die Realisierung von robusten Schaltungen mit Standard-CMOS-Technolo-
gien sind die im folgenden beschriebenen dynamischen Korrekturverfahren besser geeignet.
X ref G X ref( ) ε+ G X ref( )
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4.2.1 Autozero und korrelierte Doppelabtastung
Bei den Verfahren des autozero und der korrelierten Doppelabtastung (correlated double sam-
pling, CDS) wird in einem ersten Zeitschritt ein Korrekturwert bestimmt, der kurzzeitig gespei-
chert wird. Der Unterschied zwischen autozero und CDS besteht in der Verarbeitung des
Nutzsignales: Beim letzteren wird das Nutzsignal zeitdiskret als Abtastwert übertragen, in einer
autozero-Schaltung wird es außer während der autozero-Phase zeitkontinuierlich übertragen.
Diese Verfahren sind besonders für die Verarbeitung zeitdiskreter Signale geeignet, da während
der Korrekturphase kein Nutzsignal verarbeitet werden kann.
Die prinzipielle Funktionsweise des autozero- oder CDS-Verfahrens ist in Bild 4.3 dargestellt,
modelliert zufällige Abweichungen der Bauelementeparameter vom Nominalwert, die elimi-
niert werden sollen. Der Baugruppe wird zunächst ein Referenzsignal zugeführt und der
entsprechende Referenz-Ausgangswert gespeichert. Anschließend wird die Baugruppe
mit dem Nutzsignal erregt und der zuvor gespeicherte Referenzwert von dem Nutz-Aus-
gangswert  abgezogen
. (4.1)
Für diesen Ausdruck gilt in erster Näherung
(4.2)
Sofern die Transferfunktion linear ist, werden durch die Differenzbildung Offsetfehler
vollständig eliminiert, weil die beiden Ableitungen gleich groß sind. Für den Fall, daß
keine lineare Funktion darstellt, verbleibt nach der Differenzbildung in erster Näherung der
Restfehler
. (4.3)
Bild 4.3: Korrektur von Offsetfehlern mit korrelierter Doppelabtastung
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Dynamische analoge Korrektur 39Im Fall ohne Differenzbildung ist der Fehler im Falle
, (4.4)
d.h. durch die Differenzbildung wird der Einfluß des Offset auf das Ausgangssignal auch im
Fall einer nichtlinearen Funktion zumindest vermindert. Voraussetzung dafür ist, daß
 monoton ist und somit beide Ableitungen das gleiche Vorzeichen aufweisen.
Als Abwandlung dieses Verfahrens kann statt des Kalibriersignales auch das Nutzsignal mit
umgekehrtem Vorzeichen nochmals eingespeist werden. Die Differenz der beiden Ausgangssi-
gnale ist frei von schaltungsbedingten Offsets und entspricht dem Doppelten des einzelnen Aus-
gangssignales, falls  ungerade ist.
Rauschen in autozero-Schaltungen
autozero- bzw. CDS beeinflussen das Rauschverhalten einer Schaltung. Das Rauschen in abge-
stasteten Systemen ist Gegenstand verschiedener Publikationen [Vitt94, Hupp00, Wegm93,
Pimb91, Boga95].
Von der Abtast-Halte-Schaltung gemäß Bild 4.4 wird das von dem Tiefpaß mit der Grenzfre-
quenz
(4.5)
bandbegrenzte Rauschen in regelmäßigen Abständen abgetastet. Ein solcher Tiefpaß ist in
realen Schaltungen im allgemeinen vorhanden. Die Fourier-Transformierte des abgetasteten
Signales ist
. (4.6)
Für den anschließenden Haltevorgang der Dauer  gilt
, (4.7)
dabei ist die Spaltfunktion. Damit die Abtast-Halte-Schaltung ein-
schwingt, muß die Grenzfrequenz des Tiefpasses größer als die Abtastfrequenz sein
Bild 4.4: Abtast-Halte-Schaltung
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Die Frequenzanteile oberhalb der halben Abtastfrequenz werden durch den Abtastvorgang in
das Frequenzband , das im folgenden als Basisfrequenzband bezeichnet wird,
verschoben. Für die Übertragungsfunktion der einzelnen Frequenzbänder, die um Vielfache
der Abtastfrequenz versetzt werden, gilt
. (4.9)
Für ist Gleichung (4.9) die Übertragungsfunktion für das Basisband, für die Über-
tragungsfunktion für die durch Unterabtastung in das Basisband verschobenen Frequenzbänder.
Mit (4.6) kann für das Leistungsdichtespektrum des Rauschens am Ausgang der Abtast-Halte-
Stufe
(4.10)
geschrieben werden. Für den Fall weißes Rauschen am Eingang kann dieser
Ausdruck weiter vereinfacht werden zu
(4.11)
Für stellt der Ausdruck mit den hyperbolischen Funktionen eine annähernd harmonische
Funktion mit dem Mittelwert eins und sehr kleiner Amplitude dar. Er soll für die weiteren
Betrachtungen vernachlässigt werden. Wird weiterhin angenommen, d.h. die Zeit für
das Abtasten  ist vernachlässigbar kurz, kann (4.11) genähert werden durch
. (4.12)
Das Leistungsdichtespektrum eines bandbegrenzten thermischen Rauschens mit
vor und nach dem Abtasten ist in Bild 4.5 dargestellt. Hier sind die Boltzmann-Konstante,
die absolute Temperatur und der stromdurchflossene Widerstand. Der größte Teil der Rausch-
leistung wird durch den Abtastvorgang in das Basisband transferiert.
Die Rauschleistung ist in beiden Fällen gleich
(4.13)
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Dynamische analoge Korrektur 41Für den Fall, daß die Abtast-Halte-Schaltung, wie in Bild 4.6 dargestellt, durch einen Schalter
mit den Einschaltwiderstand und einem Kondensator realisiert wird, gilt
und die Rauschleistung
(4.14)
ist nur von der Größe des Kondensators  abhängig, da  und  sind.
In einer autozero-Struktur wird, wie in Bild 4.7 dargestellt, während der Haltephase der Abtast-
wert  vom Eingangssignal  abgezogen. Für das Ausgangssignal ergibt sich
. (4.15)
Dabei müssen die Frequenzbänder, die durch das Abtasten verschoben werden, jeweils einzeln
betrachtet werden. Das Ausgangssignal für die einzelnen Frequenzbänder, die um Vielfache
der Abtastfrequenz verschoben sind, ist
. (4.16)
Für die Signale, deren Frequenzband durch das Abtasten nicht verschoben wird ( ), gilt
Bild 4.5: Leistungdichtespektrum des Rauschens vor und nach dem Abtasten
Bild 4.6: RC-Realisierung einer Abtast-Halte-Schaltung
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42 Robuster Schaltungsentwurfdie Übertragungsfunktion
(4.17)
mit aus (4.9) für . Dessen Betrag ist in Bild 4.8 dargestellt. Da die autozero-
Schaltung von dem Signal dessen Abtastwert abzieht, werden der Gleichanteil vollstän-
dig ausgelöscht und die niedrigen Frequenzen gedämpft, da niederfrequente Anteile des Signals
mit dem Abtastwert korreliert sind. Weil mit wachsender Frequenz die Phasenenver-
schiebung zwischen und größer wird, nimmt deren Korrelation und damit die Dämp-
fung des Rauschens ab. Die Übertragungsfunktion der autozero-Schaltung entspricht bei
niedrigen Frequenzen der eines Hochpasses erster Ordnung mit der Grenzfrequenz
. Die Abweichungen der Bauelementeparameter vom Nominalwert werden
somit vollständig kompensiert, da diese zeitinvariant sind und als Rauschen mit der Frequenz
null aufgefasst werden können.
Für die durch die Unterabtastung verschobenen Frequenzbänder gilt
. (4.18)
Bild 4.7: autozero-Schaltung
Bild 4.8: Betrag der Übertragungsfunktion für Basisbandrauschen und das unterabgetastete Rauschen
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Dynamische analoge Korrektur 43Das Signal wird nicht abgetastet und ist demzufolge nicht in diesen verschobenen Fre-
quenzbändern enthalten.
Die entsprechende Übertragungsfunktion
(4.19)
ist dem Betrage nach für  ebenfalls in Bild 4.8 abgebildet.
Das Spektrum der Rauschleistungsdichte am Ausgang ist
. (4.20)
Für den Sonderfall weißes Rauschen am Eingang kann die Rauschleistungsdichte wie folgt
berechnet werden
, (4.21)
das für  analog (4.12) genähert werden kann mit
. (4.22)
Weiterhin soll für den Sonderfall davon ausgegangen werden, daß die der autozero-Schaltung
nachfolgende Stufe ebenfalls ein Tiefpaßverhalten mit der Grenzfrequenz zeigt (Bild 4.7).
Das Rauschleistungsdichtespektrum ist dann durch
(4.23)
gegeben. Mit  ist die Rauschleistung am Ausgang durch
(4.24)
bestimmt, bezeichnet den Zusammenhang zwischen der Leistung des weißen Rauschens
am Eingang und Rauschleistung am Ausgang, vgl. (4.13). Das Rauschleistungsdichtespektrum
ist in Bild 4.9 für verschiedene Verhältnisse von Abtast und Grenzfrequenz dar-
gestellt. Je höher bei fester Abtastfrequenz die Grenzfrequenz des Tiefpasses ist, um so größer
ist die Rauschleistung, die in das Basisband gefaltet wird. Vom Gesichtspunkt des Rauschen ist
es vorteilhaft, wenn möglichst groß, d.h. wenn die Grenzfrequenz des Tiefpasses möglichst
klein ist. Die Funktion , welche die Zunahme der Rauschleistung durch die autozero-
Funktion beschreibt, ist in Bild 4.10 dargestellt.
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44 Robuster SchaltungsentwurfIm Gegensatz zum weißen Rauschen wird durch die autozero-Schaltung die -Rauschlei-
stung vermindert. Das Leistungsdichtespektum am Ausgang der Autozero-Schaltung für -
Rauschen am Eingang
, (4.25)
ist in Bild 4.11 dargestellt. Hierbei ist eine Rauschkonstante. Für -Rauschen ist aller-
dings die Lösung von (4.20) relativ kompliziert, da das Rauschleistungsdichtspektrum von
abhängt. Die Rauschleistung kann näherungsweise bestimmt werden, z.B. mit der Methode
der equivalenten Rauschbandbreite [Wegm93]. Eine geschlossene Lösung für die CDS-Struktur
Bild 4.9: Rauschleistungsdichtespektrum am Ausgang für thermisches Rauschen am Eingang für ve-
schiedene
Bild 4.10: Vergrößerung der Rauschleistung durch Unterabtastung von weißem Rauschen in der autoze-
ro-Schaltung
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Dynamische analoge Korrektur 45ist in [Hupp00] gegeben. Für Bild 4.11 wurde als Näherung die Summation beim10-fachen der
normierten Grenzfrequenz abgebrochen. Diese Näherung ist zulässig, da weitere Terme
durch den Tiefpaß weitestgehend unterdrückt und die Unstetigkeitsstellen des unterabgetasteten
-Rauschens bei den Vielfachen der Abtastfrequenz durch die Spaltfunktion eliminiert wer-
den. Wie dem Bild 4.11 zu entnehmen ist, führt das Unterabtasten des -Rauschens zu einer
Erhöhung des weißen Rauschens im Basisfrequenzband, die Gesamtrauschleistung hingegen
wird verringert.
Es muß an dieser Stelle noch angemerkt werden, daß die erwähnten Näherungen zur Bestim-
mung der Rauschleistung des -Rauschens für reale Schaltungen ungenau sind, wie Tian et
al. in [Tian01a] berichtet. Der Grund liegt in der Verwendung des stationären Rauschmodells
der Transistoren in Abtastschaltungen. In o.g. Veröffentlichung wird anhand von Messungen
dargelegt, daß für periodisch geschaltete Transistoren die -Rauschleistungsdichte wesent-
lich geringer ist, als die Rechnung mit dem konventionellen -Rauschmodell vorhersagt.
Wird die autozero-Schaltung in einer zeitdiskreten Verarbeitung eingesetzt, dann muß die Stufe
innerhalb der Abtastzeit einschwingen, d.h. die Grenzfrequnz des Tiefpasses kann
nicht beliebig klein gewählt werden. Das Ausgangssignal eines Tiefpasses erster Ordnung
(Bild 4.4) mit der Grenzfrequenz bei einem Sprungsignal der Amplitude am Eingang
ist am Ende eines Abtastvorganges der Dauer
. (4.26)
Der Fehler durch die endliche Abtastzeit (bei )
(4.27)
verringert sich mit zunehmender Grenzfrequenz des Tiefpasses. Für einen Einschwingfehler
muß sein und somit gilt , d.h. näherungsweise kann
Bild 4.11: Rauschleistungsdichtespektrum am Ausgang der autozero-Schaltung bei -Rauschen
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46 Robuster Schaltungsentwurfangenommen werden, daß bei weißem Rauschen am Eingang dessen Leistung von der
autozero-Schaltung verdoppelt wird, da das unterabgetastete Rauschen mit dem Rauschen am
Eingang unkorreliert ist und die Gesamtrauschleistung von diesem Rauschen dominiert wird.
In einer Anordnung nach Bild 4.7 ist die Verdopplung der Leistungsdichte des weißen Rau-
schens im Basisfrequenzband der Preis, der für die Eliminierung des zeitinvarianten Offsets und
die Dämpfung des -Rauschens zu entrichten ist.
Anwendung von autozero und CDS
Eine häufige Anwendung findet das autozero-Verfahren in offsetkompensierten Operationsver-
stärkern und Komperatoren. Der bekannte Aufbau eines solchen Operationsverstärkers ist in
Bild 4.12 dargestellt [Teme96, Vitt94]. Während der Kompensationsphase sind die Schalter
geschlossen und der Operationsverstärker wird als Spannungsfolger betrieben. Falls die Ver-
stärkung groß ist, dann entspricht die Spannung über dem mit Masse verbundenen Konden-
sator der Offsetspannung . In der Betriebsphase ist der Schalter geschlossen und
die auf dem Kondensator gespeicherte Spannung wird vom Eingangssignal abgezogen,
die Offsetspannung hingegen wird addiert. Bei hinreichend großer Verstärkung kom-
pensiert die autozero-Schaltung die zeitinvariante Offsetspannung . Die Leistungsfähigkeit
dieses Kompensationsverfahrens wird durch das Rauschen, welches durch den Abtastvorgang
in das Basisfrequenzband verschoben wird, und den zumeist unvermeidlichen Taktdurchgriff
der Schalter begrenzt.
Das von Hasler et al. in [Hasl96] vorgestellte autozero-Verfahren arbeitet zeitkontinuierlich.
Hier wird mit Hilfe eines Adaptionsverfahrens die Ladung auf einem floating-gate derart modi-
fiziert, das der Offset eines Verstärkers kompensiert wird. Das für Autozero-Schaltungen typi-
sche Hochpaßverhalten wird in diesem Beispiel durch ein kontinuierliches Hochpaßfilter mit
einer äußerst geringen Grenzfrequenz realisiert.
Eine weiteres Anwendungsbeispiel des autozero-Verfahrens ist die Kalibrierung von mehreren
Referenzsignalen. Während eine Spannungsreferenz problemlos vervielfältigt werden kann, ist
die Bereitstellung von Referenzladungen oder -strömen mit dem Einsatz zusätzlicher Schal-
tungstechnik verbunden. Ein Beispiel einer autozero-Schaltung für die Kalibrierung einer
Ladungsreferenz ist in [Teme99] zu finden, für Stromreferenzen kann die im Folgenden
beschriebene switched-current-Schaltungstechnik eingesetzt werden, die inherent ein autozero
ausführt.
Bild 4.12: Offsetkompensierter Operationsverstärker
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Dynamische analoge Korrektur 474.2.2  Geschaltete Ströme (switched current, SI)
Bei der Verarbeitung von Stromsignalen ist für deren Vervielfältigung ein Stromspiegel nötig,
wie in Abbildung 4.13(a) dargestellt. Wenn die Transistoren in ihren elektrischen Parametern
und geometrischen Abmessungen übereinstimmen, so sind Ein- und Ausgangsstrom gleich
groß. Die Genauigkeit eines solchen Stromspiegels, d.h. die Identität von Ein- und Ausgangs-
strom wird vor allem von dem mismatch zwischen den beiden Transistoren begrenzt.
Wenn und die Abweichungen der Schwellspannung der Transistoren
und von deren Nominalwerten bezeichnen und und die entsprechenden Abwei-
chungen der Stromkonstanten sind, so kann die Differenz aus Ein- und Ausgangsstrom durch
die lineare Näherung im Arbeitspunkt
(4.28)
bestimmt werden. Unter der Voraussetzung, daß die Transistoren die gleichen geometrischen
Abmessungen aufweisen bzw. , dann sind die partiellen Ablei-
tungen , beider Transistoren gleich groß. Obenstehender Aus-
druck vereinfacht sich mit (B.1) näherungsweise zu
. (4.29)
Er ist bei Übereinstimmung der elektrischen Transistorparameter gleich null. Die Abweichun-
gen können als mittelwertfreie normalverteilte Zufallsgrößen aufgefaßt werden, deren Streuung
von dem Kehrwert der Transistorfläche und einer Technologiekonstanten abhängig ist, vgl.
Gleichung (3.2) auf Seite 11. Damit ergibt sich für die Streuung der Stromdifferenz
(4.30)
und mit (3.2)
. (4.31)
Bild 4.13: (a) Kontinuierlicher und (b) geschalteter Stromspiegel
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48 Robuster SchaltungsentwurfDie Standardabweichung des auf die Stromkonstante normierten Stromes (vgl. (B.4)) ist in
Abbildung 4.14 über dem Strom dargestellt. Es ist zu erkennen, daß besonders im weak-inver-
sion-Arbeitsbereich zum Erreichen einer hohen Genauigkeit sehr große Transistoren erforder-
lich sind.
Der von der Parameterstreuung verursachte Fehler kann eliminiert werden, wenn ein und der-
selbe Transistor nacheinander als Eingangstransistor und Ausgangstransistor ver-
wendet wird, wie in Abbildung 4.13(b) dargestellt ist [Vitt94].
In der ersten Taktphase sind die Schalter geschlossen und der Transistor arbeitet als Ein-
gangstransistor des Stromspiegels, dessen Gate- und Drain-Anschlüsse mit dem Eingang ver-
bunden sind. Wenn der Einschwingvorgang beendet ist, dann ist ein Spannungsäquivalent von
auf der Kapazität gespeichert. In der zweiten Phase ist der Schalter geschlossen und der
Transistor wird als Ausgangstransistor des Stromspiegels verwendet. Da sich die Span-
nung über dem Kondensator nicht verändert, ist der Ausgangsstrom mit dem Eingangsstrom
identisch. Aus diesem Grund wird der dynamische Stromspiegel auch als current-copier-cell
bezeichnet [Daub88]. Da in der zweiten Taktphase der gespeicherte Eingangsstrom als Aus-
gangsstrom fließt, ist der Baublock auch als Stromspeicherzelle bekannt.
Die Genauigkeit dieser Zelle wird von verschiedenen Effekten begrenzt, die im folgenden kurz
betrachtet werden sollen. Detailierte Ausführungen sind u.a. in [Wegm93] zu finden. Die typi-
sche Realisierung einer NMOS-Stromspeicherzelle ist in Abbildung 4.15 gegeben. Der Strom-
quellentransistor und die Schalter werden mit NMOS-Transistoren realisiert. Als
Speicherkondensator kann die Gatekapazität des Transistors verwendet werden. Zusätz-
lich liefert eine PMOS-Stromquelle einen Arbeitspunktstrom, um den die Zelle ausgesteuert
wird. Dieser Arbeitspunktstrom garantiert, daß die Stromspeicherzelle auch dann sicher ein-
schwingt, wenn kein Eingangsstrom fließt.
Bild 4.14: Standardabweichung der Differenz zwischen Ein- und Ausgangsstrom eines Stromspiegels
über dem normierten Arbeitspunktstrom
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Dynamische analoge Korrektur 49Genauigkeit der Stromspeicherzelle
a) Ladungsinjektion Eine Begrenzung der Genauigkeit rührt aus der Ladungsinjektion des
Schaltertransistors her. Wenn dieser Schalter geöffnet wird, dann gibt er seine Kanalladung
an seine Drain- und Source-Anschlüsse ab, folglich fließt ein Teil der Kanalladung auf den Spei-
cherkondensator. Die gleiche Störung verursacht der Taktdurchgriff durch die Überlappungska-
pazitäten von . Der Ausgangsstrom wird durch diese Effekte um den Betrag
(4.32)
verändert, dabei sind die Steilheit des Transistors , der Teil der Ladung, der auf die
Speicherkapazität fließt, die Überlappungskapazität, die Kanalkapazität,
und die Ein- beziehungsweise Aus-Spannung des Schalters und die Schwellspan-
nung unter Berücksichtigung des Substrateffektes des Schaltertransistors. Wenn der Schalter-
transistor sehr schnell geschlossen wird, gilt . Detailierte Untersuchungen zur
Ladungsinjektion finden sich u.a. in [Vitt94].
In der Literatur gibt es zahlreiche Vorschläge, um die Ladungsinjektion aus dem Schaltertran-
sistor in die Speicherkapazität zu verringern. Die wichtigste ist die Kompensation durch zusätz-
liche Schaltertransistoren. Diese werden ebenfalls mit dem Gate von verbunden und mit
dem entgegengesetzten Takt angesteuert. Sie sollen die Ladung aufnehmen, die der Schalter-
transistor zuvor beim Ausschaltvorgang abgegeben hat. Auf diesem Prinzip beruhende Verfah-
ren wurden von Wegmann et al. [Wegm90] und Leenaerts et al. [Leen97] vorgeschlagen. In
[Vitt94] wird ein zusätzlicher Eingang geringer Empfindlichkeit beschrieben. Hier wird der Ein-
fluß der Ladungsinjektion durch einen zusätzlichen kapazitiven Spannungsteiler reduziert. Der
Vorteil dieses Verfahrens ist die geringe Empfindlichkeit gegenüber Parameterstreuungen der
Schaltertransistoren, wie Messungen von [Wang99] belegen. Pain und Fossum schlagen eine
andere Realisierungsmöglichkeit für einen zusätzlichen Eingang geringer Empfindlichkeit vor
[Pain94]. Diese ist für Stromspeicherzellen geeignet, die sehr kleine Ströme speichern sollen
Bild 4.15: Schaltungsprinzip einer Stromspeicherzelle (dynamischer Stromspiegel, current-copier-cell)
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50 Robuster Schaltungsentwurfund denen eine lange Einschwingzeit zur Verfügung steht. In [Wegm90] wird eine Schaltung
vorgestellt, um die Gatespannung des Schaltertransistors auf den kleinstmöglichen Wert einzu-
regeln und somit die injizierte Ladung auf ein Minimum zu begrenzen. Guggenbühl et al. wen-
den den Miller-Effekt an, um die Speicherkapazität zu vergrößern. Die vergleichsweise
kompakte Zelle wird in [Gugg94] vorgestellt.
b) Ausgangswiderstand Die im allgemeinen vorhandenene Variation der Drain-Spannung des
Transistors zwischen den beiden Taktphasen in der Stromspeicherzelle nach Abbildung 5.15
schränkt ebenfalls die Genauigkeit ein. Sie verursacht eine Abweichung zwischen Eingangs-
und Ausgangsstrom zum einen wegen des endlichen Ausgangswiderstandes des Transistors
. Zum anderen verursacht die kapazitive Kopplung zwischen Drain und Gate durch die
Überlappungskapazität eine Änderung der Gatespannung, die ihrerseits ebenfalls eine Stromän-
derung nach sich zieht. Beide Effekte können signifikant durch den Einsatz von Kaskodeanord-
nungen reduziert werden, da diese die Variation der Drainspannung von stark vermindern.
Ausführliche Zusammenstellungen geeigneter Schaltungsvorschläge sind in [Boga95] und
[Loel99] zu finden. Eine alternative Möglichkeit die Variation der Drainspannung von mit
geringem Schaltungsaufwand zu minimieren ist die von Hughes et al. vorgeschlagene -
Schaltungstechnik [Hugh93].
c) Maximale und minimale Taktfrequenz Weitere Fehlerquellen ergeben sich während des
Abtastens des Eingangsstromes aus dem Einschwingverhalten und während der Speicherphase
aus dem Leckstrom des geöffneten Schalters, der die Speicherkapazität langsam entläd. Die bei-
den genannten Effekte bestimmen die maximale beziehungsweise die minimale Taktfrequenz
des dynamischen Stromspiegels. Darüberhinaus wirkt sich auch das Rauschen begrenzend auf
die erzielbare Genauigkeit aus:
d) Rauschen der Stromspeicherzelle Eine Stromspeicherzelle stellt inherent eine autozero-
Funktion für das Rauschen dar. Wie im Abschnitt 4.2.1 ausgeführt, werden die niederfrequenten
und zeitinvarianten Anteile des Rauschens durch die autozero-Funktion weitestgehend unter-
drückt, die hochfrequenten Anteile hingegen werden in das Basisfrequenzband gefaltet. Die
Abweichung der Bauelementeparameter vom Nominalwert, die als zeitinvariantes Rauschen
aufgefasst werden können, werden aus diesem Grund vollständig unterdrückt.
Näherungsweise kann davon ausgegangen werden, daß durch das autozero die Rauschleistung
des weißen Rauschens verdoppelt und das -Rauschen unterdrückt wird. Im folgenden wer-
den deshalb nur Betrachtungen zum weißen Rauschen durchführt.
Im subthreshold-Arbeitsbereich [Enz97], d.h.
, (4.33)
gilt für die Steilheit eines NMOS-Transistors , dabei sind die Transistor-
dimensionen, dessen Kapazitätsbelag, die Elektronenbeweglichkeit und das Pro-
dukt aus der subthreshold-Steilheitskonstante und Temperaturspannung. Es wird angenommen,
daß die Speicherkapazität ausschließlich von der Gate-Source-Kapazität gebildet wird. Für
diese gilt [Enz97]
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Dynamische analoge Korrektur 51(4.34)
Damit ergibt sich als Grenzfrequenz des von  und  geformeten Tiefpasses
, (4.35)
d.h. die Grenzfrequenz eines als aktive Last geschalteten Transistors im weak-inversion-
Arbeitsbereich ist in erster Näherung unabhängig vom Arbeitspunktstrom. Für sehr kleine
Ströme und bei sehr kleinen Transistoren können auch andere Kapazitäten, insbeson-
dere die Leitungskapazitäten und die Gate-Bulk-Kapazität, dominieren, was zu einer vermin-
derten Grenzfrequenz führt.
Für die Rauschleistungsdichte des Stromes sowohl des Stromquellentransistors als auch
des Transistors  gilt [Enz97]
(4.36)
wenn sich beide im subthreshold-Arbeitsbereich befinden, ist die Elementarladung. Für die
Rauschleistung des Drainstromes unter Beachtung der Transistoren und und unter
Vernachlässigung des Schalterrausches gilt somit
, (4.37)
mit der äquivalenten Rauschbandbreite . Die von der Stromspeicherzelle inherent
ausgeführte autozero-Funktion führt näherungsweise zu einer weiteren Verdopplung der
Rauschleistung. Damit ist bei Annahme einer festen Grenzfrequenz ( konstant) die Rausch-
leistung nur von der Transistorweite abhängig
. (4.38)
Die Vergrößerung der Transistorweite erfordert zumeist auch eine Vergrößerung des Arbeits-
punktstromes, um die Gültigkeit von (4.33) sicherzustellen. Mit ,
 und  gilt .
Im strong-inversion-Arbeitsbereich gilt unter Vernachlässigung des bulk-Effektes für den Strom
durch einen gesättigten Transistor
, (4.39)
mit als Transistorkonstante und als Schwellspannung. Damit beträgt
dessen Steilheit und für die Grenzfrequenz der Stromsenke ergibt sich in die-
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52 Robuster Schaltungsentwurfsem Fall
. (4.40)
Für die Rauschleistungsdichte des weißen Rauschens gilt im strong-inversion-Arbeitsbereich
[Enz97]
, (4.41)
und somit ergibt sich analog (4.37) unter Berücksichtigung beider Transistoren
. (4.42)
Im Sinne einer worst-case-Abschätzung kann angenommen werden, daß die Steilheit der
PMOS-Transistoren der Steilheit der NMOS-Transistoren entspricht. Die
Rauschleistung wird durch das inherente autozero der Stromspeicherzelle näherungsweise ver-
doppelt, mit  ergibt sich
. (4.43)
Im Gegensatz zum subtreshold-Arbeitsbereich kann im strong-inversion-Arbeitsbereich die
Größe der Rauschleistung durch die Wahl des Arbeitspunktes und/oder der Transistorgeometrie
beeinflußt werden.
4.2.3  Geschaltete translineare Schaltungen
Das translineare Prinzip stellt ein leistungsfähiges Werkzeug für die Analyse und Synthese ana-
loger Schaltungen dar [Seev88]. Es wurde ursprünglich von Gilbert für bipolare Transistoren
formuliert und besagt, daß in einer geschlossenen Schleife von entgegengesetzt orientierten
translinearen Elementen das Produkt der Stromdichten der im Uhrzeigersinn gerichteten Ele-
mente mit dem entprechenden Produkt der verbleibenden Elemente übereinstimmt [Gilb75].
Translineare Elemente sind Bauteile in denen ein linearer Zusammenhang zwischen Transkon-
duktanz und Strom besteht. Folglich können alle Bauelemente mit einer exponentiellen Span-
nungs-Strom-Kennlinie als translineare Elemente verwendet werden.
Traditionell wurden translineare Schaltungen mit bipolaren Transistoren realisiert, aber auch
MOS-Transistoren, die unterhalb der Schwellspannung betrieben werden, weisen die erforder-
liche exponentielle Spannungs-Strom-Kennline auf und können folglich ebenfalls für die
Implementierung translinearer Schaltungen verwendet werden. Ein wesentlicher Vorteil der
MOS-translinearen Elemente gegenüber ihrem bipolaren Pendant besteht in dem Nichtvorhan-
densein eines Gate-Stromes.
Translineare Schaltungen mit MOS-Transistoren waren in jüngerer Vergangenheit Gegenstand
verschiedener Publikationen. Andreou und Bohaen analysieren in [Andr96] ausführlich transli-
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Dynamische analoge Korrektur 53neare MOS-Schaltungen und gehen dabei besonders auf die Begrenzungen des MOS-transli-
nearen Elements ein. In [Gota99a] wird von Serrano-Gotaaedona et al. ein verallgemeinertes
translineares Prinzip für MOS-Transistoren vorgeschlagen, welches den MOS-Transistor als
Vierpol betrachtet und die Abhängigkeit des Stromes durch den Transistor von dem Potential
an allen vier Eingängen ausnutzt.
Eine weitere Unterklasse sind translineare Schaltungen die mit floating-gate-MOS-Transistoren
aufgebaut werden, wie von Minch et al. vorgeschlagen wurde [Minc96, Minc01]. Durch das iso-
lierte Gate können translineare Elemente mit mehreren Eingängen realisiert werden, was Vor-
teile für den Schaltungsentwurf hat. Darüberhinaus gibt es von Seevinck und Wiegerink eine
Anregung [Seev91], wie das translineare Prinzip auch auf Schaltungen bestehend aus Bauele-
menten mit quadratischer Spannungs-Strom-Kennlinie, MOS-Transistoren im strong-inver-
sion-Arbeitsbereich, ausgedehnt werden kann.
Eine einfache translineare Schaltung ist in Abbildung 4.16 gegeben. Die Anwendung des
Maschensatzes ergibt
. (4.44)
Alle Transistoren werden im subthreshold-Arbeitsbereich betrieben. Mit der Spannung-Strom-
Beziehung , wobei die Stromkonstante,
die Schwellspannung und das Produkt aus subthreshold-Steilheitskonstanter und Tempe-
raturspannung sind, kann (4.44) umgestellt werden zu
, (4.45)
unter der Voraussetzung, daß die Stromkonstante und Schwellspannungen in allen Bauele-
menten identisch sind, d.h. alle Transistoren die gleiche Geometrie aufweisen. Diese Beziehung
ergibt sich auch aus der Anwendung des translinearen Prinzips. Die Schaltung nach
Abbildung 4.16 ist somit für die Multiplikation oder Division unipolarer Ströme geeignet.
Bild 4.16: Translineare Schaltung
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54 Robuster SchaltungsentwurfLeider sind mit der MOS-Implementierung translinearer Schaltungen einige Nachteile verbun-
den:
a) Der MOS-Transistor verhält sich nur in einem begrenzten Arbeitsbereich wie ein translinea-
res Element. Um den subthreshold-Arbeitsbereich sicherzustellen, muß der Strom im Bezug auf
die Transistorgeometrie nach oben und unten begrenzt werden, vgl. Abbildung 4.17. Weiterhin
ist die Spannungs-Strom-Charakteristik des MOS-Transistors im subthreshold-Arbeitsbereich
nicht ideal exponentiell, was zu einem systematischen Fehler der translinearen Schaltungen
führt. Dieser Effekt kann durch eine Spannungsabhängigkeit der subthreshold-Steilheitskon-
stante von der Gatespannung, nachgebildet werden [Enz97]. Diese Spannungsabhängigkeit
wird im Allgemeinen vernachlässigt und  als konstant angenommen.
b) Der endliche Ausgangswiderstand der MOS-Transistoren stellt eine weitere wichtige
Begrenzung für die Genauigkeit translinearer Schaltungen dar. Der Einsatz bekannter schal-
tungstechnischer Anordnungen zur Vergrößerung des Ausgangswiderstandes wie die Kaskode
sind von Vorteil.
c) Der Effekt, daß sich fertigungsbedingt identisch entworfene Bauelemente zufällig in ihren
elektrischen Parametern unterscheiden (mismatch), sei als dritter Punkt genannt, der die Genau-
igkeit translinearer Schaltungen limitiert. Dieses mismatch kann bei MOS-Transistoren im sub-
threshold-Arbeitsbereich als zufällige Abweichung der Schwellspannung vom Nomialwert
modelliert werden, vgl. (3.3) auf Seite 13. Unter Berücksichtigung der Schwellspannungsab-
weichung gilt für die Spannungs- Strom- Beziehung des Transistors
 und mit (4.44) gilt für die translineare Masche
. (4.46)
Bild 4.17: Auf Strom normierte Transkonduktanz eines MOS-Transistors
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Dynamische analoge Korrektur 55Die Streuung der Schwellspannung führt zu einem zeitinvarianten Verstärkungsfehler der trans-
linearen Masche
, (4.47)
der die Genauigkeit der translinearen Schaltung signifikant reduziert. Für die Standardabwei-
chung von  gilt im Arbeitspunkt näherungsweise
(4.48)
was für identische Transistoren (  für ) zu
(4.49)
vereinfacht werden kann. Wie (4.49) zeigt, ist die Standardabweichung des Verstärkungsfehlers
von der Standardabweichung der Schwellspannung abhängig, deren Größe unmittelbar von der
Transistorfläche beeinflusst wird, vgl. (3.2). Um eine Genauigkeit zu erhalten, wären unakzep-
tabel große Transistoren erforderlich, z.B. für wären Transistorflächen von
notwendig gemäß (3.2) bei und .
Eine weitere Möglichkeit, den Einfluß der Bauelementestreuung zu reduzieren, wäre eine Kali-
brierung mit floating-gate-Transistoren (vgl. Abschnitt 4.1), wie die von Harrison et al.
[Harr99] vorgeschlagen wurde. Wesentlich besser jedoch ist die Anwendung eines dynami-
schen Korrekturverfahrens, welches zu modernen CMOS-Technologien kompatibel ist:
Eine translineare Masche die aus nur einer Schleife besteht, kann an der bzw. den Stellen, an
denen zwei Gate-Anschlüsse miteinander verbunden sind, aufgetrennt werden. Die Idee des
geschalteten translinearen Prinzips besteht darin, in einer ersten Phase die Funktion eines Schal-
tungsteiles abzuarbeiten und die Funktion der anderen Schaltungsteile in einer oder mehreren
weiteren Phasen auszuführen. Dabei werden die einzelnen Schaltungsteile in allen Taktphasen
von ein und denselben Bauelementen gebildet, indem die Strompfade mit Schaltern verändert
werden. Für die einfachste translineare Schaltung, den Stromspiegel, ist dieses Prinzip im dyna-
mischen Stromspiegel (vgl. Abschnitt 4.2.2) verwirklicht.
Als Beispiel soll die translineare Schaltung nach Abbildung 4.18(a) dienen. Die Aufteilung an
den Knoten, an denen zwei Gate-Anschlüsse miteinander verbunden sind, liefert zwei Schal-
tungsteile mit den Transistoren und beziehungsweise und , wie
Abbildung 4.18(b) illustriert. Diese beiden Teilschaltungen werden unter Verwendung von nur
zwei Transistoren zeitlich nacheinander realisiert, indem die jeweiligen Gate-Spannungen auf
Kondensatoren gespeichert werden. Die resultierende Schaltung ist in Abbildung 4.18(c) dar-
gestellt:
In der ersten Taktphase sind die Schalter geschlossen, die Transistoren und füh-
ren die Funktion der Transistoren und aus. Deren Gate-Spannungen stellen sich ent-
sprechend den Eingangsströmen und auf einen bestimmten Wert bezogen auf das
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56 Robuster SchaltungsentwurfPotential am gemeinsamen Source-Knoten ein. Im eingeschwungenen Zustand entsprechen die
Drain-Ströme von und den jeweiligen Eingangsströmen und . In der anderen
Taktphase werden alle Schalter geöffnet und die Schalter geschlossen. Damit sind die
Gate-Anschlüsse zusammen mit den entsprechenden Kondensatoren und vom Rest der
Schaltung abgetrennt. Die Spannungen über den Kondensatoren bleiben konstant und speichern
somit das Eingangsignal der ersten Phase. In dieser Schaltungskonfiguration führen die Transi-
storen und die Funktion der Transistoren und aus. Es wird der Summen-
strom eingeprägt und entsprechend den Spannungen an den Gate-Anschlüssen, die den
Spannungen über den Kondensatoren entpricht, stellen sich die Ausgangsströme und ein.
Zusätzlich zur Speichermöglichkeit realisiert die Schaltung in diskreter Zeit die gleiche Funk-
tion wie ihr zeitkontinuierliches Pendant.
Bild 4.18: (a) Translineare Schaltung, (b) Aufteilen der Masche an Stellen, wo zwei Gate-Anschlüsse
miteinander verbunden sind (X) und (c) geschaltete translineare Schaltung
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Dynamische analoge Korrektur 57In Abbildung 4.18(c) werden die Transistoren und aus Abbildung 4.18(a) in den bei-
den Phasen durch den Transistor ersetzt. Damit ist auch die Abweichung der Schwellspan-
nung vom Nominalwert für beide Transistoren die gleiche: . Das
gleiche gilt für die Transistoren und . Folglich ergibt sich nach (4.47) für den Fehler-
term , d.h. die geschaltete translineare Schaltung ist inherent unempfindlich gegenüber
Schwankungen der Schwellspannung.
Eine weitere mögliche Anordnung einer translinearen Schaltung mit vier Elementen in nur einer
Masche ist in Abbildung 4.19(a) dargestellt. Für deren Ströme gilt der Zusammenhang
. (4.50)
Wird die Schleife an dem Knoten, der die beiden Gate-Anschlüsse miteinander verbindet (X),
aufgetrennt, und die entstehenden Teilschaltungen in zwei Taktphasen mit den gleichen Bauele-
menten gebildet, so erhält man die Schaltung nach Abbildung 4.19(b). In dieser Schaltung müs-
sen in der ersten Taktphase die Ströme und eingeprägt werden, so daß die Gate-Spannung
von gespeichert werden kann. In der anderen Taktphase muß der verbleibende Strom
vorgegeben werden, damit sich der Ausgangsstrom gemäß (4.50) einstellt.
Solange nur die translineare Schaltung an Gate-Anschlüssen aufgetrennt werden kann, ist eine
Transformation in eine geschaltete translineare Schaltung möglich. Bei mehreren verbunden
Schleifen sind unter Umständen auch mehr als zwei Taktphasen der geschaltenten translinearen
Schaltung erforderlich, um die gewünschte Funktion auszuführen. Dies soll anhand eines letz-
ten Beispiels vorgeführt werden. Für die beiden translinearen Maschen der Schaltung in
Abbildung 4.20(a) gilt
(4.51)
dabei bezeichnen die den Strom durch den jeweiligen Transistor . Werden diese beiden
Gleichungen addiert, erhält man mit , und
und somit
. (4.52)
Bild 4.19: (a) Translineare Schaltung aus einer Masche und (b) geschaltete Entsprechung
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58 Robuster SchaltungsentwurfDie translineare Schaltung in Abbildung 4.20(a) ist zur Berechung der Euklid’schen Distanz
zweier unipolarer Ströme geeignet. Unter Berücksichtigung der Abweichung der Schwellspan-
nung  im Transistor  von dessen Nominalwert ergibt sich für (4.51)
. (4.53)
Diese Schaltung kann ebenfalls als geschaltete translineare Schaltung realisiert werden. Dazu
wird die Schaltung zunächst an den Knoten, die Gate-Anschlüsse verbinden, aufgetrennt. Die
Bild 4.20: Kontinuierliche und geschaltete translineare Schaltung für die Berechnung der Euklid’schen
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Dynamische analoge Korrektur 59drei entstehenden Teilschaltungen sind in Abbildung 4.20(b) dargestellt. Diese Teilschaltungen
müssen unter Verwendung der gleichen Bauelemente mit Schaltern realisiert werden. Die resul-
tierende geschaltete translineare Schaltung zeigt Abbildung 4.20(c). In ersten Taktphase führt
die Schaltung die Funktion der Transistoren und aus: die Spannung am Gate von
stellt sich entsprechend des eingeprägten Stromes ein, die beim Öffnen der Schalter auf
dem Kondensator gespeichert wird. In der zweiten Taktphase sind die Schalter
geschlossen und die Spannung über stellt sich gemäß des anderen Eingangsignals ein,
es wird die Funktion der Transistoren und realisiert. In der letzten Phase werden die
Schalter geschlossen und der Ausgangsstrom kann fließen, indem die Schaltung die vor-
mals von den Transistoren bis bereitgestellte Funktion ausführt. Durch die geschaltete
Anordnung werden die Transistoren und in dem geschalteten Pendant durch den Tran-
sistor ersetzt, es gilt somit . Gleiches gilt für
und und für
(4.53) kann geschrieben werden
.(4.54)
Es ist zu erkennen, daß die Schwellspannungsabweichung sich in beiden Maschen aufhebt und
die geschaltete translineare Schaltung inherent unempfindlich gegenüber Parameterschwankun-
gen der Bauelemente ist.
Mit Ausnahme der durch das Bauelemente-mismatch verursachten Fehler weisen geschaltete
translineare Schaltungen die gleiche Genauigkeit auf, wie ihre zeitkontinuierlichen Gegen-
stücke. Insbesonders der endliche Ausgangswiderstand aber auch das nicht ideal exponentielle
Verhalten sind die systematische Grenze der Genauigkeit. Im praktischen Einsatz, wenn alle
Transistoren in einem gemeinsamen Substrat abgeordnet sind, kommen zusätzliche Fehler
durch den Substrateffekt hinzu. Eine Ausnahme bilden Strukturen, deren Transistoren paar-
weise symetrisch angeordnet sind (vgl. Abbildung 4.16), die diese Begrenzung nicht aufweisen
[Vitt96].
Die Genauigkeit geschalteter translinearer Strukturen wird, ähnlich wie dynamische Stromspie-
gel, zusätzlich durch Effekte der Ladungsinjektion limitiert. Dies betrifft zum einen die Schal-
tertransistoren, die beim Ausschalten einen Teil der Kanalladung in die Speicherkondensatoren
injizieren und die nicht vollständig kompensiert werden kann. Auch der Durchgriff über die
Drain-Gate und Source-Gate-Überlappungskapazität der mit Speicherkondensatoren verbunde-
nen translinearen Elemente führt bei Änderung der Potentiale an Source und Drain von einer
Taktphase zur nächsten zu Verfälschungen der gespeicherten Ladung. Für eine praktische Rea-
lisierung in einer -CMOS-Technologie wurde eine Genauigkeit von ca. erreicht
[Grau00].
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60 Robuster Schaltungsentwurf4.3  Dynamische digitale Korrektur
Die digitale Korrektur von Offsets analoger Schaltungsteile setzt eine Quantisierung der Signale
voraus. Die im folgenden beschriebenen Verfahren können demzufolge nur über die Grenzen
eines Signalwandlers (analog-digital oder digital-analog) erfolgen.
Im bestimmten Anwendungen kann es sinnvoll sein, Signalwandler in hochparalleler Form
anzuordnen. In diesem Einsatzfall dürfen die Signalwandler allerdings nur einen geringen Flä-
chenbedarf aufweisen. Durch die Anforderungen an die Fläche sind meist nur begrenzte Genau-
igkeiten erzielbar, die mit Hilfe von digitalen Korrekturverfahren verbessert werden können.
Konkrete Realisierungsvorschläge dieser Verfahren werden im Rahmen dieser Arbeit jedoch
nicht gegeben.
4.3.1  Digitales Autozero
Als Beispiel für die Korrektur eines Offsets nach der A/D-Wandlung soll das digitale CDS die-
nen, wie es im Bildsensor mit pixelparallelem A/D-Konverter von Kleinfelder et al. [Klei01]
zum Einsatz kommt. In diesem Sensor ist in jeder Pixelzelle ein single-slope-A/D-Wandler
bestehend aus einem Komparator und einem 8-bit-Register angeordnet. Beim Auslesen jedes
Pixels wird zunächst die Helligkeitsinformation ausgelesen und quantisiert. Anschließend wird
ein Korrektursignal (Rücksetzsignal) in die Pixelzelle eingespeist und das Ausgangssignal
ebenfalls einer A/D-Wandlung unterzogen (Bild 4.21). Die Differenz aus beiden Signalen ist
frei von Offsets wie in Abschnitt 4.2.1 ausgeführt. Durch das digitale CDS werden nicht nur die
Offsets der Pixelschaltungen sondern auch das Offset der A/D-Wandler eliminiert.
Da für das Auslesen einer Helligkeitinformation mit CDS zwei digitale Datenwörter ausgelesen
werden müssen, ist die digitale Datenrate in diesem Sensor doppelt so groß wie in einem kon-
ventionellen Sensor. So stellte das digitale Interface im oben erwähnten Sensor eine große Her-
ausforderung dar. Da der Offset als weitestgehend zeitinvariant angenommen werden kann, ist
es nicht zwingend nötig, das Korrektursignal in jedem Auslesevorgang zu bestimmen. Das Kor-
rektursignal muß in diesem Fall allerdings digital zwischengespeichert werden. Die entspre-
chende Verminderung der Datenrate erfolgt somit auf Kosten eines zusätzlich notwendigen
digitalen Speicherblocks.
Bild 4.21: Korrektur des Offset mit digitalem CDS
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Dynamische digitale Korrektur 61Zusammenfassend sind als Nachteile dieses Ansatzes somit der erhöhte Flächenbedarf für das
digitale Register in der Pixelzelle aber vor allem die hohe digitale Datenrate, der hohe Aufwand
im Digitalteil und die damit verbundene erhöhte Verlustleistung zu nennen. Der damit bezahlte
Vorteil sind die gelockerten Forderungen an die Genauigkeit inherent fehlerbehafteter analoger
Schaltungen.
Eine Art „umgedrehtes“ autozero ist in [Teme99] für die Realisierung eines algorithmischen
D/A-Wandlers beschrieben. Um die durch zufällige Parameterabweichungen verursachten Feh-
ler zu kompensieren, wird der zu digitalisierende Wert zweimal gewandelt. In den beiden Wan-
delvorgängen wird jedoch die Funktion zweier Schaltelemente ausgetauscht. Dadurch hat der
Fehler in beiden Wandelvorgänge ein umgedrehtes Vorzeichen. Die Summe der beiden Wand-
lungsergebnisse ist frei von Offset-Fehlern, die durch Parameterschwankungen hervorgerufen
werden.
4.3.2  Hinzufügen von Redundanz
Das sogenannte redundand-signed-digit-Verfahren (RSD) ist für die Realisierung von robusten
A/D-Wandlern geeignet. Es kommt in zyklischen oder pipelined A/D-Wandlern, die nach dem
Verfahren der sukzessiven Approximation arbeiten, zum Einsatz. Die Idee besteht in der Hin-
zufügung von Redundanz beim Quantisieren des Signales, um die von den Quantisieren verur-
sachten Fehler digital ausgleichen zu können.
In einem zyklischen A/D-Wandler wird das analoge Eingangssignal in mehreren Schritten
quantisiert. Eine Stufe eines solchen A/D-Wandlers ist zusammen mit der Transferfunktion bei
einer Stufenauflösung von 1 bit in Abbildung 4.22 dargestellt. Diese Stufen sind als pipeline
angeordenet oder werden zyklisch betrieben. Der auf ein bit quantisierte und D/A-gewandelte
Wert des Eingangssignals wird vom unsprünglichen Eingangssignal abgezogen, das verblei-
bende Residuum wird mit zwei verstärkt und an die nächste Stufe weitergeleitet. Im Falle einer
Auflösung von 1 bit liegt die Schwelle des Komparators bei null und die Referenzen des D/A-
Wandlers bei . Wenn die Komparatorschwelle zufällig von diesem Nominalwert
abweicht, d.h. wenn das Signal in der Stufe falsch quatisiert wird, dann überschreitet das wei-
tergegebene Residuum den gültigen Wertebereich der nachfolgenden Stufe und
der Umsetzalgorithmus divergiert.
Mit Hilfe des RSD-Verfahrens können Fehler der Komparatorschwellen kompensiert werden
[Srow99c, Lewi92]. Dazu wird in jeder Stufe eine zusätzliche Komparatorschwelle eingeführt.
Im Falle der Stufenauflösung von 1 bit besitzt jede Stufe zwei Komparatoren mit den Schwellen
. Die entsprechende Transferfunktion des A/D-Wandlers ist in Abbildung 4.23 darge-
stellt.
Wie im Beispiel in Abbildung 4.24 gezeigt, wird eine falsche Entscheidung eines Komparators
durch die nachfolgenden Stufen korrigiert. Hier liefert aufgrund des Komparatoroffsets die
Stufe 1 sowohl ein verändertes digitales Teilergebnis als auch ein um verschobenes Resi-
duum. Das hat zur Folge, daß in der nachfolgenden Stufe 2 das digitale Ausgangssignal
statt (ohne Komparatoroffset) beträgt. Das Eingangssignal der Stufe 3 ist aber das gleiche
wie im fehlerfreien Fall. Diese und die folgenden Stufen liefern unabhängig vom Komparato-
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62 Robuster Schaltungsentwurfroffset der Stufe 1 das gleiche Ergebniss.
Durch den Komparatoroffset liegt das analoge Residuum weit von der Komparatorschwelle ent-
fernt, d.h. Stufe zwei entscheidet sich in jedem Fall richtig. Der von einem Komparatoroffset
verursachte Fehler wird von der nachfolgenden Stufe sicher korrigiert, solange die Komparator-
schwellen um den Nominalbereich liegen [Lewi92]. Das digitale Ausgangssignal ist
somit in jedem Fall fehlerfrei. Es wird durch versetzte Addition der Teilergebnisse berechnet.
Unter Anwendung des RSD-Verfahren können in zyklischen oder pipelined A/D-Wandlern
Komparatoroffsets mit wenig Aufwand durch die Hinzunahme einer Komparatorschwelle digi-
tal korrigiert werden.
Bild 4.22: Aufbau einer Stufe und Stufentransferfunktion
Bild 4.23: Stufentransferfunktion einer RSD-Stufe
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Korrektur durch Modulation 634.4  Korrektur durch Modulation
Eine weitere Möglichkeit Offsets zu kompensieren, besteht in deren Modulation zu höheren
Frequenzen und anschließender Tiefpaßfilterung. Durch den erhöhten Bedarf an Bandbreite
kann dieses Korrekturverfahren besonders in langsamen Anwendungen interessant sein. Auch
wenn dieses Prinzip im Rahmen dieser Arbeit für den Entwurf hochparalleler Systeme nicht
zum Einsatz kam, soll es im folgenden dargestellt werden.
Das Bild 4.25 zeigt den grundlegenden Aufbau eines sogenannten chopper-Verstärkers
[Teme96]. Das Eingangsignal wird mit Hilfe des chopper-Signals in ein höheres Frequenz-
band verschoben. Der Offset des Verstärkers sei zeitinvariant. Er führt damit zu einer
Störung bei der Frequenz null. Nach der Verstärkung wird bei der anschließenden Demodula-
tion mit dem chopper-Signal das Eingangssignal wieder an seine ursprüngliche Stelle im Fre-
quenzband zurückgeschoben, während der Offset bei der Frequenz des chopper-Signals
erscheint. Mit Hilfe einer anschließenden Tiefpaßfilterung kann der Offset aus dem Ausgangs-
signal entfernt werden. Voraussetzung ist natürlich, daß die Frequenz des chopper-Signals
hinreichend groß im Vergleich zur Signalbandbreite ist, so daß es zu keinen aliasing-
Effekten kommt.
Dieses Verfahren unterdrückt die von der Verarbeitungseinheit verursachten Offsets ebenso wie
niederfrequentes Rauschen indem es diese in höhere Frequenzbänder transferiert, die außerhalb
des Signalbandes liegen. Es hat die Vorteile zeitkontinuierlich zu arbeiten und die Rauschlei-
stung im Signalband im Gegensatz zu autozero und CDS nicht wesentlich zu erhöhen. Der Preis
Bild 4.24: Signalumsetzung in den Stufen und RSD-Korrektur bei Komparatoroffset
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64 Robuster Schaltungsentwurfdafür ist der wesentlich höhere Bandbreitenbedarf des Verstärkers.
Falls das chopper-Signal keine harmonische Schwingung, sondern wie in der Praxis oftmals der
Fall, ein Rechtecksignal ist, wird die Verstärkung der Chopper-Stufe reduziert. In diesem Fall
ist das Signal nach dem Mischen nicht nur an der Chopper-Frequenz sondern auch an deren
(ungeradzahligen) Vielfachen zu finden. Nur ein Verstärker mit unendlicher Bandbreite würde
das modulierte Eingangssignal ungestört übertragen. Durch die endliche Bandbreite des Ver-
stärkers jedoch wird die Gesamtverstärkung reduziert.
Eine weitere Möglichkeit, die Offsets im Frequenzbereich zu verschieben, besteht im determi-
nistischen oder (pseudo-) zufälligen Austauschen von Komponenten [Teme99]. Zur Erklärung
diene als Beispiel die in Abbildung 4.26 abgebildete Strombank. Unter Vernachlässigung des
Ausgangswiderstandes der Transistoren entsprechen die Ausgangsströme
dem Eingangsstrom zuzüglich eines zeitinvarianten Offset , der von der zufälligen
Parameterstreuung der Bauelemente verursacht wird. Wenn die Zuordung der Ströme an
die Stromsenken deterministisch oder zufällig ausgetauscht wird, dann ändert sich für
eine bestimmte Stromsenke der Wert des Offsets von Umschaltmoment zu Umschaltmoment.
Mit anderen Worten, der Offset wird mit der Frequenz des Umschaltens moduliert. Ist die
Bild 4.25: Chopper-Verstärker: Prinzipschaltbild und Leistungsdichtespektrum einiger Signale
A
f chop f chop
V in V out
VN
V in
V N V out
V s
f chop
f chop
f B
V s
f B
f
f
f
f
I in
I out 1, I out 2, I out 3, I out N,
I ref 1, I ref 2, I ref 3, I ref N,
Permutationsblock
Bild 4.26: Strombank als mehrfache Referenzstromquelle
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Korrektur durch Modulation 65Umschaltfrequenz wesentlich größer als die Signalbandbreite, so kann wie bei dem chopper-
Verstärker das Offset durch Tiefpaßfilterung stark vermindert werden. In [Teme99] wird ein
ähnliches Verfahren für einen D/A-Wandler beschrieben, wo die Wirksamkeit des Verfahrens
durch eine -Modulation der digitalen Eingangssignale nochmals verbessert wird. Der Nach-
teil dieses Verfahrens ist die Erhöhung des Bandbreitenbedarfs der Schaltungen, da das Nutzsi-
gnal mit einer entsprechenden Überabtastrate verarbeitet werden muß.
Ein Einsatz ohne Überabtastung ist ebenfalls vorstellbar. Die Offsets erscheinen dann als ein
zeitvariantes Rauschen mit der Abtastfrequenz, d.h. sie können nicht mehr durch Tiefpaßfilte-
rung entfernt werden, ohne das Nutzsignal zu verändern. Eine Anwendung dieses Prinzips kann
in Bildsensoren sinnvoll sein, da somit aus dem zeitinvarianten fixed-pattern-noise ein zeitver-
änderliches Bildrauschen zwischen aufeinanderfolgenden Bildern wird. Dieses kann zum einen
subjektiv als weniger störend empfunden oder durch zeitliche Filterung von aufeinanderfolgen-
den Bildern vermindert werden.
Als Beispiel dazu diene ein Bildsensor, dessen Spaltenausleseschaltung dem Signal einen Off-
set überlagert, Bild 4.27. Dieses Offset macht sich im ausgelesenen Bild als Spaltenrauschen
Σ∆
Permutationsblock
Permutationsblock
Spaltenauslese-
schaltung
Eingang
Ausgang
Tausch
Rücktausch
Steuerung
Bild 4.27: Anordnung zur Permutation von Spaltenausleseschaltungen in Bildsensoren
Bild 4.28: Links: das Offset der Spaltenausleseschaltung führt zu einem Spaltenrauschen (σ=3%)
Rechts: durch Permutation der Spaltenausleseschaltung wird aus dem Spaltenrauschen ein weniger stö-
rendes Pixelrauschen
66 Robuster Schaltungsentwurfbemerkbar, wie in Abbildung 4.28 (links) dargestellt. Werden die Ausleseschaltungen zwischen
aufeinanderfolgenden Zeilenauslesevorgängen zufällig permutiert, führt das Offset der Spalten-
ausleseschaltung zu einem Pixelrauschen, was, wie Abbildung 4.28 (rechts) zeigt, den Bildein-
druck weniger stört.
4.5  Zusammenfassung
Im Allgemeinen wird die Qualität von Bildsensoren und die Genauigkeit von hochparallelen
Verarbeitungseinheiten von den zufälligen Parameterschwankungen der Bauelemente begrenzt.
Aus diesem Grunde besteht die Notwendigkeit, diese zeitinvarianten Störungen auf ein tolerier-
bares Maß zu begrenzen.
Die statische Korrektur von Parameterschwankungen der Bauelemente in hochparallelen Struk-
turen wird mit Hinblick auf den Aufwand nur bei der Verwendung von speziellen CMOS-Tech-
nologien, die floating-gate-Transistoren zur Verfügung stellen, sinnvoll sein. Nach der
Fertigung muß jeder Schaltkreis einer Kalibrierung unterzogen werden, in der die nichtflüchti-
gen Speicherelemente programmiert werden, um die Parameterabweichungen der Bauelemente
zu kompensieren.
Sollen die Schaltkreise in einer kostengünstigen Standard-CMOS-Technologie gefertigt wer-
den, sind die dynamischen Verfahren zur Kompensation der Parameterschwankungen das Mittel
der Wahl. Da die geschalteten Strukturen inherent robust gegenüber Parameterabweichungen
der Baulemente sind, werden weder bei der Herstellung noch im Betrieb spezielle Kalibrie-
rungsphasen benötigt. Der Nachteil der dynamischen Verfahren ist die Erhöhung der Rausch-
leistung des weißen Rauschens im Signal. Die zeitdiskrete Signalverarbeitung hingegen stellt
für viele Anwendungsfälle kein Nachteil dar.
Die besprochene digitale Korrektur ist für solche Systeme anwendbar, in deren Datenpfad eine
Signalwandlung vorkommt. Dann können verschiedene Ungenauigkeiten der analogen Schal-
tungsblöcke in der digitalen Domäne erfolgen. Da die digitale Signalverarbeitung oftmals mit
großem schaltungstechnischen Aufwand verbunden ist, müssen die zusätzlichen Kosten der
digitalen Baublöcke gegen den zusätzlichen Aufwand für genauere analoge Baublöcke abgewo-
gen werden.
Die Erhöhung der Robustheit von analogen Schaltungsblöcken gegenüber Parameterschwan-
kungen ist auch mittels Modulation möglich. Die Erhöhung der Bandbreite der Funktionsblöcke
und die anschließende Tiefpaßfilterung der Signale ist in hochparallelen Systemen im Allge-
meinen mit einem unvertretbaren Aufwand verbunden. Dennoch kann die spektrale Verschie-
bung von einem zeitinvarianten Offset zu einem zeitvarianten Rauschen besonders in
Bildsensoren vorteilhaft sein, da ein zeitliches Rauschen unter Umständen weniger störend als
ein fixed-pattern-noise ist.
675 Current-Mode-Bildsensoren
Als erste praktische Anwendung der beschriebenen Entwurfsmethode und der robusten Schal-
tungstechniken soll ein Bildsensor mit current-mode-Ausgangssignal vorgestellt werden. Er
kommt in dem im Abschnitt 6 beschriebenen integrierten Bildverarbeitungssystem zur Verwen-
dung. Mit Hinblick auf dieses geplante Einsatzziel werden folgende Anforderungen an den
Bildsensor gestellt:
• Das Sensorfeld muß zur CMOS-Schaltkreistechnologie, die für die Realisierung des
Rechenfeldes zum Einsatz kommt, kompatibel sein.
• Der Bildsensor soll ein lineares Übertragungsverhalten besitzen, das über einen weiten
Bereich an verschiedene Helligkeiten adaptierbar sein muß.
• Die Ausgangssignale der Bildsensormatrix müssen Stromwerte sein, da das Rechenfeld im
current-mode arbeitet, d.h. daß die Signalwerte von Strömen repräsentiert werden.
• Die Sensormatrix muß eine hohe Qualität der Bilddaten gewährleisten bzw. die Korrektur
von Bildstörungen muß innerhalb der Prozessormatrix erfolgen können. Eine Korrektur von
Ungenauigkeiten in der Bildaufnahme nach der ersten Stufe der Bildverarbeitung ist in der
Regel nicht mehr möglich, beziehungsweise nicht sinnvoll im Hinblick auf den erforderli-
chen Aufwand.
• Zumindest für die Prototyp-Realisierung sollte der Ausgangsstrom der Bildsensormatrix
einstellbar sein, damit verschiedene Betriebsarten der Prozessormatrix verifiziert werden
können.
• Im Hinblick auf einen schnellen Datentransfer zwischen Bildsensor und der darauffolgen-
den Stufe sollte die Datenausgabe hochparallel sein, d.h. es sollte eine ganze Bildzeile pro
Auslesevorgang ausgegeben werden.
Das lichtempfindliche Bauelement der Wahl ist für CMOS-Bildsensoren die in Sperrichtung
vorgespannte Photodiode, die als Diffusions-Wannen oder Wannen-Substrat-Diode realisiert
werden kann. Gegenüber den Alternativen, dem Phototransistor, der eine große Schaltkreisflä-
che benötigt, und dem Photogate, das einen geringeren Quantenwirkungsgrad [moini00] auf-
weist, zeichnet sie sich durch einen besonders einfachen Aufbau aus.
Bei der Realisierung von Bildsensoren mit einer CMOS-Technologie werden im Allgemeinen
aktive Pixelschaltungen eingesetzt, d.h. jeder Photodiode ist ein Ausleseverstärker zugeordnet.
Passive Bildsensoren, die aus einer Matrix von Photodioden mit zugehörigem Auswahltransi-
stor aufgebaut sind, werden normalerweise nur in für Bildsensoren optimierten Halbleitertech-
nologien, wie z.B in der CCD-Technologie, implementiert.
Durch den Einsatz eines Verstärkers in jeder Pixelschaltung sind aktive Pixelzellen (APS) anfäl-
lig gegenüber zufälligen Parameterabweichungen zwischen identisch entworfenen Transisto-
ren. Diese zeigen sich in geringfügigen Unterschieden im Verhalten der Verstärker, z.B. Offset-
oder Verstärkungsfehlern. In Bildsensoren sind diese als zeitinvariante Störung in der ausgege-
benen Bilderfolge erkennbar und werden aus diesem Grunde als fixed-pattern-noise (FPN)
bezeichnet. Wie oben erwähnt, ist es wichtig, derartige Störungen zu vermeiden oder auf ein
tolerierbares Maß zu begrenzen, da diese Störungen nach der Bildverarbeitung nicht mehr eli-
68 Current-Mode-Bildsensorenminiert werden können. Die Stärke des FPN ist somit neben dem Dynamikbereich ein wichtiges
Charakterisierungsmerkmal für Bildsensoren.
Der Dynamikbereich ist definiert als der Quotient aus dem Maximum des betrachteten Signals
und dem kleinsten unterscheidbaren Signal. Er steht im engen Zusammenhang mit dem Rausch-
verhalten der Ausleseschaltung, da das Rauschen zumeist das kleinste darstellbare Signal
bestimmt. Die Beleuchtungsstärke natürlicher Bildsequenzen kann einen Variationsbereich von
mehr als 6 Dekaden aufweisen und wird von der Photodiode linear in einen Strom umgewan-
delt. Da der große Variationsbereich des Photostromes von einer analogen Ausleseschaltung
nicht verarbeitet werden kann, begrenzt diese den Dynamikbereich. Der Dynamikbereich für
Ausleseschaltungen mit linearem Verhalten ist nach [Jähn99] auf 80 dB begrenzt.
Da eine direkte Verarbeitung des Photostromes aufgrund dessen großen Dynamikbereichs und
kleinen Betrags in einer digitalen CMOS-Technologie nicht sinnvoll ist, muß z.B. eine der nach-
folgend vorgestellten Ausleseschaltungen eingesetzt werden.
5.1  Standardpixelzelle mit differentiellem Spannungs-Strom-Wandler
Am häufigsten kommen in CMOS-Bildsensoren integrierende Ausleseverfahren zum Einsatz.
Dazu wird der Strom der Photodiode auf einer Kapazität, die in regelmäßigen Abständen auf
eine definierte Spannung zurückgesetzt wird, integriert. Durch die geeignete Wahl der Integra-
tionszeit kann der Sensor an verschiedene Helligkeiten angepaßt werden. Am Ende der Inte-
grationszeit ist die Spannungsänderung über dem Kondensator proportional der
Bestrahlungsstärke. Sie muß von der Ausleseschaltung geeignet weiterverarbeitet werden.
Um den etwaigen Offset des Verstärkers und den Taktdurchgriff durch den Rücksetzschalter zu
unterdrücken, wird oftmals eine korrelierte Doppelabtastung (CDS) von dem Signal am Ende
der Integrationszeit und dem Signal nach dem Rücksetzen durchgeführt. Die Dif-
ferenz der beiden Spannungen muß mit Hilfe eines Spannungs-Strom-Wandlers (VI-Wandler)
in einen Strom konvertiert werden, siehe Abbildung 5.1.
Viele in der Literatur beschriebene differentielle VI-Wandler setzen voraus, daß sich die Tran-
sistoren im strong-inversion-Arbeitsbereich befinden. Diese Betriebsart erfordert einen ver-
gleichsweise großen Strom durch die Transistoren. In [Lin99] ist die Transkonduktanz durch die
Bauelementedimensionierung determiniert. In anderen Strukturen ist die Transkonduktanz in
Grenzen variierbar, jedoch muß das Differenzeingangssignal ausgeglichen sein, d.h. der Mittel-
wert der beiden Eingangssignale muß auf einen konstanten Wert fixiert werden. Diese Gleicht-
aktregelung ist schaltungstechnisch aufwendig [Zara98, Hung97, Hung99]. Eine
vergleichsweise kompakte Realisierungsmöglichkeit für einen linearen Transkonduktanzver-
stärker mit Transistoren im strong-inversion-Arbeitsbereich ist die Verwendung eines kreuzge-
koppelten differentiellen Paares [Seev87]. Der von Sarpeshkar in [Sarp97] vorgestellte
Transkonduktanzverstärker ist für kleine Ströme geeignet, allerdings werden die Bulk-
Anschlüsse der Transistoren des differentiellen Paares als Eingänge verwendet, was die flächen-
intensive Implementierung der beiden Bauelemente in jeweils einer separaten Wanne erfordert.
Die dort vorgeschlagene Linearisierungsmethode der Gate-Degeneration ist auf einen Einsatz
tint
V Photo VRef
Standardpixelzelle mit differentiellem Spannungs-Strom-Wandler 69zusammen mit dem erwähnten Bulk-getriebenen differentiellen Paar begrenzt.
Da für einen spaltenparallelen VI-Wandler eine möglichst einfache Struktur mit vorzugsweise
einstellbarer Transkonduktanz wünschenswert ist, können oben genannte Strukturen nicht zum
Einsatz kommen. Für die Konvertierung der Differenz zweier Spannungswerte und , wie
sie das CDS beim zweifachen Auslesen der Pixelzelle liefert, bietet sich der Einsatz eines Dif-
ferenzverstärkers an. Ein solcher einfacher Transkonduktanzverstärker ist in Bild 5.2 darge-
stellt. Unter der Annahme, das die Transistoren im weak-inversion-Arbeitsbereich betrieben
werden, kann die zufällige Abweichung der Transistorparameter von deren Nominalwert durch
Spannungsquellen modelliert werden (vgl. Abschnitt 3.2, Gleichung (3.3)). Die Abweichung
der Schwellspannung und der Transistoren und vom Nominalwert ist der
Differenzeingangsspannung  überlagert und führt somit zu einem Offsetfehler.
Für den von und geformten Stromspiegel führt ein mismatch zwischen diesen beiden
Transistoren zu einem Verstärkungsfehler des Stromspiegels. In Bild 5.3 links ist dargestellt,
wie sich eine von eins verschiedene Verstärkung des Stromspiegels auf die Transferfunktion des
Transkonduktanzverstärkers auswirkt. Der Ausgangsstrom und die Differenzeingangs-
spannung sind auf den Biasstrom bzw. auf das Produkt aus subthreshold-Kon-
stante und Temperaturspannung normiert. Das mismatch der Stromspiegeltransistoren
führt zu einer Variation des minimalen Ausgangsstomes sowie zu einem Offset bei der
Differenzeingangsspannung null. Der Offset kann mittels des autozero-Verfahrens eliminiert
werden. Durch das autozero wird die Transferfunktion entlang der Spannungsachse derart ver-
schoben, das sie durch den Ursprung führt, d.h. für . Die Transferfunktion
des Transkonduktanzverstärkers mit autozero unter Berücksichtigung des Stromspiegelfehlers
ist in Abbildung 5.3 dargestellt.
Ein dynamischer Stromspiegel ist inhärent unempfindlich gegen Parameterschwankungen,
Bild 5.1: Integrierende Pixelzelle mit differentiellen VI-Wandler
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70 Current-Mode-Bildsensorenkann aber hier nicht zum Einsatz kommen, da während der autozero-Phase der kontinuierliche
Betrieb des Stomspiegels nötig ist. Also müssen die Transistoren mit hinreichend großer
Fläche entworfen werden, um die Genauigkeitsanforderungen zu erfüllen. Hingegen können
aus der Sicht der Parameterstreuung die Transistoren des differentiellen Paars mit mini-
maler Fläche dimensioniert werden.
Da nur ein unipolarer Ausgangstrom benötigt wird, ist es ausreichend, wenn für oder
die Kompensation der Parameterabweichungen die Genauigkeitsanforderungen
erfüllt. Wie im Diagramm Bild 5.3 rechts dargestellt, ist die verbleibende Streuung nach dem
autozero für vergleichsweise gering. In diesem Bereich kann der Transkonduktanz-
verstärker als VI-Wandler benutzt werden.
Leider ist die Transferfunktion eines solchen Transkonduktanzverstärkers im weak-inversion-
Arbeitsbereich nur in einem begrenzten Bereich annähernd linear. Es existieren verschiedene
Anordnungen, um die Linearität zu verbessern. Dazu sind beispielsweise das asymmetrische
Bild 5.2: Transkonduktanzverstärker
Bild 5.3: Einfluß der Verstärkung des Stromspiegels auf die Transferfunktion mit und ohne autozero
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Standardpixelzelle mit differentiellem Spannungs-Strom-Wandler 71differentielle Paar, die bump-Linearisierung oder verschiedene Anordnungen mit Stromgegen-
kopplung zu nennen [Delb93, SS00, Krum88, Furt95, Gilb98], vgl. Abbildung 5.4. Die Trans-
konduktanz der genannten linearisierten differentiellen Paare über die Differenzspannung ist in
Abbildung 5.5 dargestellt, die Transkonduktanz wurde auf die jeweilige Transkonduktanz
bei der Eingangsspannung null normiert.
Im Hinblick auf die Variation der Schwellspannung der zusätzlichen Transistoren sind, mit Aus-
nahme der Source-Degeneration, diese Verfahren für die robuste Realisierung eines VI-Wand-
lers ungeeignet. Selbst geringe Unterschiede der Schwellspannungen führen dazu, daß die
Linearisierung an einer anderen Stelle erfolgt, d.h. die Anwendung eines autozero-Verfahrens
kann den Einfluß der Schwellspannungsstreuungen in diesem Fall nicht verringern. Zur Ver-
deutlichung wurden für verschiedene linearisierte differentielle Paare mit autozero Monte-
Carlo-Simulationen durchgeführt und für jede Stichprobe die Transkonduktanz bestimmt. Die
daraus bestimmte mittlere Transkonduktanz und deren Standardabweichung in Form eines Feh-
lerintervalles sind in Abbildung 5.5 ebenfalls dargestellt. Die einzige robuste Methode, den
Linearitätsbereich eines differentiellen Paares zu vergrößern, ist somit die source-Degeneration
unter Einbeziehung eines autozero-Verfahrens. Diese ist allerdings für eine praktische Imple-
mentierung nur bedingt geeignet, da der Gleichtaktaussteuerbereich verkleinert wird.
Bild 5.4: Verbesserung der Linearität eines differentiellen Paares im weak-inversion-Arbeitsbereich
(a) bump-Linearisierung, (b) Symmetrische Stromgegenkopplung, (c) Source-Degeneration, (d) asymme-
trisches differentielles Paar,
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72 Current-Mode-BildsensorenDie Gesamtschaltung des Spannungs-Strom-Wandlers mit autozero ist in Bild 5.6 abgebildet.
Während der autozero-Phase ( geschlossen) ist die Differenzeingangsspannung
und die Spannung am Gate von stellt sich derart ein, daß der Ausgangs-
strom ist. Die Differenz zwischen dieser Spannung und der Arbeitspunktspannung
wird auf dem Kondensator gespeichert. Sie entspricht der Offsetspannung des Trans-
konduktanzverstärkers, falls dessen Verstärkung hinreichend groß ist. In den Phasen zwei und
drei werden nacheinander zwei Spannungswerte aus der Pixelzelle eingelesen. Die erste der bei-
den Spannungen entspricht der Bestrahlungsstärke, die zweite ist die Referenzspannung die
nach dem Rücksetzen der Pixelzelle ausgelesen wird. Während der dritten Phase kann gleich-
zeitig der Ausgangsstrom abgegriffen werden.
Für die korrekte Funktion des autozero ist nur der Kondensator notwendig, da auf diesem
die Offsetspannung gespeichert wird. Allerdings formt dieser zusammen mit der parasitären
Eingangskapazität des differentiellen Paares einen kapazitiven Spannungsteiler. Da die parasi-
täre Kapazität ebenfalls Schwankungen unterworfen ist, ist dem Eingang ein Kondensator
parallel geschaltet, der größer als die parasitäre Eingangskapazität ist und somit den Einfluß von
Parameterschwankungen auf ein Minimum reduziert. Ein äquivalent dimensionierter kapaziti-
ver Spannungsteiler befindet sich auch im positiven Zweig, um ein identisches Verhalten beider
Eingänge sicherzustellen. Das Verhältnis von Kapazitäten ist sicher reproduzierbar, d.h. das Tei-
lerverhältins ist in beiden Zweigen gleich groß. Zusätzlich erhöhen die kapazitiven Spannungs-
Bild 5.5: Normierte Steilheit von autozeroed differentiellen Paaren mit Linearisierung und zugehöriges
1σ-Intervall (aus 1000 Monte-Carlo-Versuchen, idealer Transistor mit =31,6 mV, =10mV)
zum Vergleich in grau die Steilheit eines differentiellen Paares ohne Linearisierung
(a) bump-Linearisierung, (b) Symmetrische Stromgegenkopplung, (c) Source-Degeneration, (d) asymme-
trisches differentielles Paar
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Standardpixelzelle mit differentiellem Spannungs-Strom-Wandler 73teiler die Linearität des VI-Wandlers, da sie die Eingangsspannungen dämpfen. Die
Transferfunktion des VI-Wandlers ist in Abbildung 5.7 für verschiedene Referenzströme darge-
stellt. Für wachsende Referenzströme vergrößert sich der Linearitätsbereich geringfügig, da die
Transistoren vom weak-inversion- in den moderate-inversion-Arbeitsbereich übergehen.
Da für jede Bildspalte ein VI-Wandler vorgesehen ist und alle Wandler parallel betrieben wer-
Bild 5.6: Schaltbild des VI-Wandlers mit Stromspeicherzelle für den Referenzstrom und Pixelzelle
Bild 5.7: Transferfunktion von Pixelzelle und VI-Wandlers bei verschiedenen Referenzströmen
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74 Current-Mode-Bildsensorenden, benötigt jeder eine eigene Referenzstromquelle . Alle Referenzströme müssen hochge-
nau übereinstimmen. Konventionelle kontinuierliche Stromspiegel sind für diesen Zweck
ungeeignet, da diese aufgrund deren Empfindlichkeit gegenüber zufälligen Parameterabwei-
chungen unakzeptabel groß sein müßten. Aus diesem Grund werden die Referenzströme mit
Hilfe von dynamischen Stromspiegeln bereitgestellt, da diese die Abweichungen der Bauele-
menteparameter vom Nominalwert effizient unterdrücken. Die dynamischen Stromspiegeln
tasten in regelmäßigen Abständen einen master-Referenzstrom in gesonderten Auffrischphasen
ab. Das Auffrischen übernimmt eine spezielle Steuerung, da stets nur eine einzige Zelle diesen
Strom abtasten darf. Diese Steuerung besteht im wesentlichen aus einer Kette von zwei-Phasen-
Schieberegistern, die in der Nähe der VI-Wandler angeordnet sind, vgl. Abbildung 5.8. Durch
dieses Schieberegister wird eine einzige logische Eins geschoben (sog. one-hot-Steuerung).
Diese Steuerung hat aufgrund der Anreihbarkeit gegenüber einem Multiplexer den Vorteil, daß
sie für beliebige Größen der Sensormatrix skalierbar ist.
Das Gesamtlayout des anreihbaren VI-Wandlers mit Referenzstromquelle und Auffrischsteue-
rung ist in Abbildung 5.9 dargestellt.
Statistische Eigenschaften
Die Ergebnisse einer Empfindlichkeitsanalyse des VI-Wandlers nach Abbildung 5.6 mit idealer
Referenzstromquelle sind in Abbildung 5.10 dargestellt. Für die Visualisierung wurde die Emp-
findlichkeit des Ausgangsstromes von der Schwellspannungsabweichung mit der entspre-
chenden Standardabweichung multipliziert und auf den Referenzstrom normiert. Somit ist eine
Bild 5.8: Auffrisch-Steuerung für Referenzstromquellen
Bild 5.9: Layout eines VI-Wandlers,
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Standardpixelzelle mit differentiellem Spannungs-Strom-Wandler 75absolute Vergleichbarkeit der Kurven gegeben. Zur Bestimmung der Gesamtstreuung muß
gemäß (3.9) nur die geometrische Summe aller Kurven gebildet werden. Es ist ersichtlich, daß
der Einfluß der Schwellspannungsabweichung der Transistoren und erwartungsge-
mäß dominierend ist. Mit Ausnahme des Minimaltransistors, der den Schalter realisiert,
können die Schwellspannungsabweichungen der übrigen Transistoren vernachlässigt werden.
Aus den Ergebnissen der o.g. Empfindlichkeitsanalyse und von Monte-Carlo-Analysen wurden
die statistischen Eigenschaften des VI-Wandlers in Form der Standardabweichung des Aus-
gangsstromes bestimmt. Die Ergebnisse sind in Bild 5.11 abgebildet. Für die Monte-Carlo-
Simulationen wurde ein Streuungsmodell des Herstellers und die back-annotated Schaltung
verwendet. Beide Ergebnisse stimmen sehr gut überein.
Bild 5.10: Auf Referenzstrom normiertes Produkt aus Empfindlichkeit und Standardabweichung des
Ausgangsstromes von den Schwellspannungsabweichungen
Bild 5.11: Standardabweichung des Ausgangsstromes
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76 Current-Mode-BildsensorenDer VI-Wandler wurde im Rahmen des im Abschnitt 6 beschriebenen Bildsensors mit paralleler
Verarbeitungseinheit gefertigt. Mit Hilfe von Testsignalen war es möglich, die VI-Wandler auf
dem gefertigten Schaltkreis teilweise auszumessen. Dazu kann die Verbindung von den VI-
Wandlern zu der darauffolgenden Stufe getrennt und der Ausgang einzelner VI-Wandler über
einen Strom-Spannungs-Konverter mit einem Schaltkreisanschluß verbunden werden. Ein
Schaltbild des Meßaufbaus ist im Anhang gegeben. Das Einschreiben von Signalwerten in die
VI-Wandler geschieht durch die geeignete Variation der Resetspannung der Pixelzellen.
Dazu werden die Auswahl- und Rücksetzsignale einer Bildzeile aktiviert. Der Wert des Haupt-
Referenzstroms kann über einen Stromspiegel ebenfalls von außen vorgegeben wer-
den. Das Schaltbild des Meßaufbaus ist im Anhang abgebildet.
Zur Verminderung des Rauschens wurde jeder Arbeitspunkt 1000 mal gemessen und über die
Meßwerte der Mittelwert gebildet. Die gemessene Transferfunktion des VI-Wandlers ist in
Abbildung 5.7 auf Seite 73 dargestellt. Sie zeigt eine gute Übereinstimmung mit den Simulati-
onsergebnissen. Da der für die Testzwecke eingebaute Strom-Spannungs-Wandler nicht ausge-
messen werden konnte, wurde dessen Transferfunktion mit Hilfe einer Simulation bestimmt.
Da auf dem Schaltkreis 64 VI-Wandler implementiert sind, kann der Einfluß der zufälligen
Variationen der Bauelementeparameter auf den Ausgangstrom abgeschätzt werden. Die
aus den Meßwerten bestimmte Standardabweichung ist mit den zugehörigen Fehlerintervallen
(vgl. (3.40)) in Abbildung 5.12 dargestellt. Die Streuung wird wie oben beschrieben von den
VI-Wandlern, aber auch von der Streuung des Ausgangsstromes der Referenzstromquellen
beeinflußt. Die starke Abweichung zwischen der mittels Simulation bestimmten Standardab-
weichung und der aus den Meßwerten geschätzten Standardabweichung liegt in der Vernachläs-
sigung der Streuung des Referenzstromes bei der Simulation.
Aus den Meßwerten kann die von der zufälligen Parameterabweichung der Bauelemente des
VI-Wandlers verursachte Streuung des Ausgangsstromes näherungsweise bestimmt werden:
Bei Vollaussteuerung der VI-Wandler fließt nahezu der gesamte Strom nur durch einen Transi-
stor des differentiellen Paares und somit entspricht der Ausgangsstrom des VI-Wandlers dem
Referenzstrom. In diesem Fall entspricht auch die Streuung des Ausgangsstromes der Streuung
des Referenzstroms. Ist die Streuung des Referenzstromes bekannt, kann der vom VI-Wandler
verursachte Anteil an der Streuung des Ausgangsstromes bestimmt werden.
Der Ausgangsstrom eines VI-Wandlers ist
, (5.1)
dabei sind die Transferfunktion des VI-Wandlers, dessen Differenzeingangsspan-
nung, der Referenzstrom, dessen von der Parameterstreuung der Bauelemente der
Referenzstromquelle verursachte zufällige Abweichung vom Nominalwert und die zufäl-
lige Abweichung des Ausgangsstromes vom Nominalwert verursacht durch die Parameterstreu-
ung der Bauelemente der VI-Wandlers. Da die beiden Zufallsgrößen unabhängig sind, gilt
. (5.2)
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Standardpixelzelle mit differentiellem Spannungs-Strom-Wandler 77Aus der Messung sind durch Mittelwertbildung die Transferfunktion und die Standardab-
weichung des Ausgangsstromes bekannt, die Empfindlichkeit wurde mit Hilfe einer
Simulation der back-annotated Schaltung ermittelt. Solange der Referenzstrom klein genug ist
und sich demzufolge alle Transistoren im weak-inversion-Arbeitsbereich befinden, kann auch
angenommen werden. Für eine hinreichend große Differenzspannung
entspricht der Ausgangsstrom dem Referenzstrom
. (5.3)
Mit
(5.4)
kann die Standardabweichung des Referenzstromes ermittelt werden
. (5.5)
Somit kann der vom VI-Wandler verursachte Anteil an der Standardabweichung rech-
nerisch bestimmt werden zu
. (5.6)
Das Ergebnis für die Rechnung mit den Meßergebnissen für die VI-Wandler ist in
Abbildung 5.13 dargestellt.
Gemäß Gleichung (3.37) sind und näherungsweise bzw.
-verteilt, dabei sind die aus den Meßwerten bestimmten Schätzwerte.
Damit liegt  mit einer Wahrscheinlichkeit  (d.h. ) im Intervall
Bild 5.12: Aus den Meßwerten von 64 VI-Wandlern geschätzte Standardabweichung des Ausgangsstro-
mes und daraus berechnete Anteile der Refenzstromquelle und des VI-Wandlers
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das als Fehlerintervall in Abbildung 5.13 eingezeichnet ist. Bei den mit dieser Näherung ermit-
telten Grenzen kann es vorkommen, daß die untere Grenze negativ wird. Ein solcher negativer
Wert rührt von der für (3.37) vorgenommenen Näherung der -Verteilung durch eine Normal-
verteilung her. Die -Verteilung verschwindet für negative Werte, d.h. der tatsächliche Wert
der Grenze muß stets nichtnegativ sein. Wenn die Näherungsrechnung mit der Normalvertei-
Bild 5.13: Aus der Standardabweichung des Ausgangsstromes geschätzte Standardabweichung des
Ausgangsstroms des VI-Wandlers für verschiedene Referenzströme
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Standardpixelzelle mit single-ended-Spannungs-Strom-Wandler 79lung negative Grenzen liefert, ist es im Sinne einer Abschätzung sinnvoll, diese durch null zu
ersetzen.
Alle Messungen an verschiedenen Schaltkreisen zeigten ähnliche Resultate und sind im Anhang
dargestellt.
Der Vergleich der Standardabweichungen, die durch Simulation der back-annotated Schaltung
beziehungsweise aus Messungen am gefertigten Schaltkreis vorgenommen wurden, zeigt, daß
• die für den VI-Wandler bei Differenzspannungen größer 0,75 V gut mit den Meßergebnis-
sen übereinstimmen,
• für Differenzspannungen kleiner 0,75 V für die Streuung des Ausgangsstromes des VI-
Wandlers ein tendenziell anderes Verhalten zu beobachten ist, was darauf hindeutet, daß das
autozero aufgrund von Taktdurchgriff ungenauer arbeitet, als die Simulation vorhersagt,
• die Genauigkeit der Referenzstromquelle wesentlich stärker von Parameterschwankungen
gemindert wird, als die Simulation angibt.
Dies deutet darauf hin, daß die Kompensation des Taktdurchgriffs in der Realität weniger genau
ist, als die Simulation vermuten läßt. Möglicherweise sind die Streuungsmodelle des Herstellers
für Minimaltransistoren, die als analoge Schalter zum Einsatz kommen, nicht hinreichend
genau.
5.2  Standardpixelzelle mit single-ended-Spannungs-Strom-Wandler
Eine weitere Möglichkeit, die Ausgabe einer integrierende Pixelzelle in einen Strom zu konver-
tieren, besteht in dem Einsatz eines single-ended-Spannungs-Strom-Wandlers, dessen Aus-
gangsstrom der Eingangsspannung proportional ist. Dieses Prinzip kommt z.B. in dem
Bildsensor mit eingebetteter Signalverarbeitung von Dudek et al. zum Einsatz [Dude01]. Um
auch in diesem Fall eine korrelierte Doppelabtastung (CDS) durchführen zu können, wird ent-
sprechend die Differenz zwischen dem Ausgangsstrom am Ende der Integrationszeit und
dem Ausgangsstrom nach dem Rücksetzen der Pixelzelle gebildet. Dazu wird der Strom
in einer Stromspeicherzelle zwischengespeichert. Das Prinzipschaltbild einer solchen
Auslesestruktur ist in Abbildung 5.14 dargestellt.
Eine Realisierungsmöglichkeit mit PMOS-Transistoren für einen single-ended-VI-Wandler
zeigt Abbildung 5.15. Der Transistor fungiert als Stromquelle. Für eine korrekte Funktion
muß er sich im strong-inversion-Arbeitsbereich befinden. Der Kaskodetransistor und des-
sen Regelkreis bestehend aus und der Biasstromquelle sorgen dafür, daß sich immer
im ohmischen Bereich befindet. Unter der Voraussetzung, daß die Drain-Source-Spannung von
konstant ist, besteht zwischen der Eingangsspannung und dem Ausgangsstrom folgender
linearer Zusammenhang
, (5.8)
mit der dimensionierungsabhängigen Transistorkonstante .
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80 Current-Mode-BildsensorenDa sich der Transistor für die korrekte Funktion der Ausleseschaltung im strong-inversion-
Arbeitsbereich befinden muß, ist der Ausgangsstrom des VI-Wandlers vergleichsweise groß.
Für ein vorgegebenes Intervall der Eingangsspannung, das der Ausgangsspannung der Pixel-
zelle entspricht, kann der maximale Ausgangstrom der Ausleseschaltung nur durch die geeig-
nete Dimensionierung des Transistors eingestellt werden. Da selbst bei vergleichsweise
langen Transistoren mit der Ausgangsstrom noch relativ groß ist, kam diese Auslese-
schaltung für die Realisierung des Bildsensors mit paralleler Verarbeitungseinheit nicht zum
Einsatz. Weitere Kenngrößen dieser Pixelzelle mit Ausleseschaltung sind in Tabelle 5.1 auf
Seite 88 zu finden.
Bild 5.14: Integrierende Pixelzelle mit single-ended-VI-Wandler
Bild 5.15: single-ended-VI-Wandler und dessen Transferfunktion [Tänz02]
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Current-Mode-Pixelzelle 815.3 Current-Mode-Pixelzelle
In der current-mode-Pixelzelle wird ebenfalls der Photostrom auf einer Kapazität integriert. Im
Unterschied zur Standard-Pixelzelle werden jedoch alle Signale als Strom bereitgestellt und
ausgelesen. Diese Pixelzelle wurde zuerst von McGrath et al. [McGr97] vorgeschlagen. Sie
basiert auf einer Abwandlung der Stromspeicherzelle, die bereits in Abschnitt 4.2.2 vorgestellt
wurde. Die Stromspeicherzelle wird an dem speichernden Knoten um die Photodiode ergänzt,
vgl. Abbildung 5.16.
Zunächst wird in die Zelle ein Referenzstrom eingeprägt, so daß sich die Gate-
Source-Spannung von entsprechend einstellt. Nach dem Öffnen von wird die Kapazität
, die aus der Sperrschichtkapazität der Diode und der Gate-Source-Kapazität des Transistors
gebildet wird, von dem Photostrom entladen. Dies bewirkt, daß zum Auslesezeitpunkt (Schalter
geschlossen) ein gegenüber dem eingespeisten Referenzstrom um verminderter Strom
 durch den Transistor  fließt. Der Ausgangsstrom beim Auslesen ist somit
. (5.9)
Dabei ist nur von dem Betrag des Photostroms und der Integrationszeit abhän-
gig
. (5.10)
Damit die Steilheit des Transistors auch über einen weiten Variationsbereich der Gate-
Spannung annähernd konstant bleibt, muß der Transistor sich im strong-inversion-Arbeits-
bereich und ohmischen Bereich befinden. Das kann z.B. durch einen zusätzlichen Kaskodetran-
sistor sichergestellt werden. Dieser Kaskodetransistor kann gleichzeitig als Auswahlschalter
fungieren.
Bild 5.16: current-mode-Pixelzelle mit CDS-Ausleseschaltung und Taktschema
I D 1, I ref=
MM S1
C
S2 ∆I D
I D 2, MM
IPixel IRef I D 2,– IRef I ref ∆I D–( )– ∆I D–= = =
∆I D IPhoto tint
∆I D ∆VG gm⋅
IPhoto tint⋅
C
----------------------- gm⋅= =
gm MM
MM
S1
S2 S4
IRef
MM
Speicher
IPixel
Φ3
I out
tint
Φ1
Φ2
Φ3
Φ4
R R
A A
G
S
R...
A...
S...
G...
Rücksetzen
Auslesen
Speichern
Ausgang gültig
Pixelzelle
82 Current-Mode-BildsensorenObwohl die Stromspeicherzellen inhärent robust gegenüber Parameterschwankungen der Bau-
elemente sind, ist auch beim Auslesen dieser Zelle eine korrelierte Doppelabtastung (CDS) not-
wendig. Beim Öffnen des Schaltertransistors gibt dieser seine Kanalladung an die beiden
benachbarten Knoten ab. Da Menge der abgegebenen Ladung von der Schwellspannung des
Schaltertransistors abhängig ist (vgl. (4.32)), wird die Gate-Spannung um einen unvorher-
sehbaren Betrag geändert, der von Pixelzelle zu Pixelzelle Schwankungen unterworfen ist. Eine
Kompensation der Ladungsinjektion mit dummy-Schaltern innerhalb der Pixelzelle ist aufgrund
des stark erhöhten Flächenbedarfs nicht sinnvoll.
Das CDS erfolgt in ähnlicher Art und Weise wie bei den Pixelzellen, die in den vorherigen bei-
den Abschnitten beschrieben worden. Am Ende der Integrationszeit wird die Pixelzelle ausge-
lesen und das Signal in einer Stromspeicherzelle abgelegt. Dann wird die Pixelzelle
zurückgesetzt und anschließend erneut ausgelesen und die Differenz des Ausgangsstromes mit
dem abgespeicherten Strom gebildet. Diese Differenz ist von der Schwellspannungsstreuung
der Schaltertransistoren nahezu unbeeinflußt.
Da die von den Transistoren belegte Fläche in der Pixelzelle möglichst klein gegenüber der Flä-
che der Photodiode sein soll, kann der Transistor nicht beliebig skaliert werden. Deshalb
ist es unmöglich, die effektive Rauschspannung an dessen Gate beliebig zu reduzieren. Ein
Abtastwert dieses Rauschens wird bei jedem Rücksetzvorgang der Pixelzelle mit abgespeichert.
Aufgrund des CDS muß jede Pixelzelle zweimal ausgelesen werden. Da die beiden Abtastwerte
des Rauschens weitestgehend unkorreliert sind, ist die Gesamtrauschleistung dieser Pixelzelle
vergleichsweise hoch, vgl. Tabelle 5.1.
5.4  Pixelzelle mit Rückkopplung
Als Abschluß soll noch eine neuartige Pixelzelle vorgestellt werden, die nicht auf der Integra-
tion des Photostromes basiert. Der am häufigsten eingesetzte Vertreter dieser Gruppe von Pixel-
schaltungen ist die logarithmierende Pixelzelle, die in Abbildung 5.17 dargestellt ist. Der
Transistor fungiert als Logarithmierer, d.h. er muß sich im Arbeitsbereich weak-inversion
befinden. Da die anderen beiden Transistoren ebenfalls n-Kanal-Transistoren sind und die Pho-
todiode als Diffusions-Wannen-Diode implementiert werden kann, können alle Bauelemente
der Pixelzelle platzsparend in ein und derselben Wanne realisiert werden.
Die Gate-Source-Spannung des Transistors ist proportional zum Logarithmus des Pho-
tostromes der Photodiode und somit proportional zum Logarithmus der Beleuchtungsstärke.
Diese Spannung kann mit Hilfe des Source-Folgers ausgelesen werden, sofern die Pixel-
zelle mit dem select-Signal ausgewählt ist. Die Leistungsfähigkeit dieser Pixelzelle wird, wie
die Standard-Pixelzelle, von zwei Effekten begrenzt:
• dem Dunkelstrom, der durch die unbestrahlte Photodiode fließt, und
• dem fixed-pattern-noise, verursacht durch die zufälligen Parameterabweichungen der Tran-
sistoren.
Abbildung 5.18 zeigt die Meßergebnisse einer großen Photodiode einer
-CMOS-Technologie bei verschiedenen Bestrahlungsstärken [Glie03]. Der geringe
S1
S1
MM
M 1
M 1
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Pixelzelle mit Rückkopplung 83Wert der Photoströme ist durch die nahezu lichtundurchlässige Silizidschicht, die sich über den
Diffusionsgebieten befindet, zu erklären. Es ist dennoch deutlich erkennbar, daß der Dunkel-
strom mit anwachsender Sperrspannung der Photodiode ansteigt. Um den Einfluß des Dun-
kelstromes zu minimieren ist wünschenswert, daß die Sperrspannung auf kleine Werte begrenzt
ist. Die Verminderung der Quanteneffizienz der Photodiode durch die verminderte Sperrspan-
nung ist vernachlässigbar, wie auch Tian et al. [Tian01b] für Messungen an Photodioden einer
-Technologie berichtet. Mit der Weiterentwicklung der modernen Halbleitertechnolo-
gien ist zu erwarten, daß die Sperrstromdichten weiter anwachsen, während die Photostrom-
dichten sich nicht proportional vergrößern [Wong96].
In Abbildung 5.17 wird die minimale Sperrspannung durch die minimale Eingangsspan-
nung, bei welcher der Spannungsfolger noch korrekt arbeitet, bestimmt. Sie kann durch die
geeignete Wahl der Referenzspannung bestimmt werden. Eine bessere Möglichkeit, die
Sperrspannung der Photodiode einzustellen, ist die Verwendung eines Rückkoppelverstärkers,
wie er zuerst von Guggenbühl et al. in [Gugg96] vorgeschlagen wurde, vgl. Abbildung 5.19a.
Jedoch verbietet sich die Implementierung eines kompletten Operationsverstärkers in jede
Pixelzelle, da in der zur Verfügung stehenden Technologie ein solcher Verstärker den Großteil
der Siliziumfläche der Pixelzelle einnehmen würde. Auch die Verlustleistung einer solchen
Anordnung wäre vergleichsweise groß, da jeder Verstärker eine eigene Versorgungsspannung
benötigt.
Unter Vernachlässigung des Substrateffektes kann die Verstärkung des Spannungsfolgers mit
eins angenommen werden. Dann gilt für die Sperrspannung der Photodiode
, (5.11)
d.h. für eine hinreichend hohe Verstärkung entspricht die Sperrspannung der Referenz-
spannung . Die Übertragungsfunktion der Pixelzelle mit Rückkoppelverstärker gemäß
Abbildung 5.19a ist
(5.12)
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84 Current-Mode-Bildsensorenhierbei sind die Steilheit des Transistors , dessen Gate-Source-Kapa-
zität, die Sperrschichtkapazität der Photodiode, das Produkt aus der subthreshold-
Steilheitskonstanten und der Temperaturspannung und der Großsignal-Photostrom. Bei
einer großen Verstärkung wird der dominante Pole der Rückkoppelschleife von nach
verschoben. Im Allgemeinen gilt , d.h. die geschlossene Schleife schwingt
wesentlich schneller ein, als die geöffnete.
Eine praktikable Realisierungsmöglichkeit eines Verstärkers besteht in einer einfachen Source-
Stufe, wie sie in Abbildung 5.19b dargestellt ist. Eine solche Anordnung ist bezüglich des Flä-
chenbedarfs moderat. Im Hinblick auf die Verlustleistung und das Einschwingverhalten des
Verstärkers ist die Variationsmöglichkeit des Sollwertes der Sperrspannung jedoch auf
einen engen Spannungsbereich begrenzt.
Hsieh et al. schlagen einen shared-buffer-Verstärker [Hsie97] für diese Anwendung vor, siehe
Abbildung 5.19c. Im Hinblick auf die Variationsmöglichkeit der Sperrspannung und der
Verlustleistung ist diese Schaltung wesentlich günstiger als eine einfache Source-Stufe. Da aber
auch hier sowohl n-Kanal als auch p-Kanal-Transistoren innerhalb der Pixelzelle notwendig
sind, ist der Flächenbedarf im Vergleich zu einer einfachen Pixelzelle ohne Verstärker wesent-
lich erhöht. Weiterhin werden zusätzliche Bauelemente für das Auslesen des Photostromes
benötigt.
Wie Gleichung (5.12) verdeutlicht, erreicht die Schaltung aufgrund der Rückkoppelschleife
schnell den eingeschwungenen Zustand. Der Verstärker ist somit nur während des Auslesens
der Pixelzelle erforderlich und es ist möglich, daß sich mehrere Pixelzellen einen Verstärker
„teilen“. Der Verstärker wird in zwei Teilen realisiert, dabei ist ein Teil innerhalb und der andere
außerhalb der Pixelzelle angeordnet, wie Abbildung 5.20 illustriert. Während der Auslesephase
werden die beiden Teile miteinander verbunden und bilden einen Verstärker in der Rückkoppel-
schleife der entsprechenden Pixelzelle. Durch die aufgeteilte Anordnung ist der für die Reali-
sierung des Verstärkers zusätzliche Flächenbedarf gering. Auch die Verlustleistung ist mit der
einfachen logarithmierenden Pixelzelle vergleichbar, da der Arbeitspunktstrom des Verstärkers
mit dem des Spannungsfolgers vergleichbar ist.
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Bild 5.19: Verschiedene Realisierungen zur Einstellung der Sperrspannung der Photodiode
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Pixelzelle mit Rückkopplung 85Für die Kalibrierung einer logarithmierenden Pixelzelle nach Abbildung 5.17 haben Kavadias
et al. in [Kava00] eine Kalibiermöglichkeit demonstriert, um die Abweichungen der Schwell-
spannungen der Transistoren und von deren Nominalwert zu kompensieren. Dort wird
die Pixelzelle mit Hilfe eines zusätzlichen Kalibrierstromes in einen zweiten Arbeitspunkt
gebracht. Dieser Strom wird in einer Kalibierphase dem Photostrom überlagert und zwingt den
Transistor in den strong-inversion-Arbeitsbereich. Dort wird ein entsprechend großer
Strom verwendet, um ein genügend schnelles Einschwingen der Pixelzelle sicherzustellen. Das
Ausgangssignal ergibt sich durch die Bildung der Differenz der beiden Ausgangsspannungen
bei an- beziehungsweise abgeschalteten Kalibrierstrom. Da der Arbeitsbereich vom
zwischen weak- und strong-inversion wechselt, korrigiert dieses Verfahren die Schwankungen
der Transistorkonstanten  nicht (vgl. [Kava00]).
Wegen des Rückkoppelverstärkers erreicht die Pixelzelle nach Abbildung 5.21 auch dann in
kurzer Zeit den eingeschwungenen Zustand, wenn nur der Photostrom durch den Transistor
fließt. Damit kann, im Gegensatz zu [Kava00] in einer Pixelzelle mit Rückkopplung der Kali-
brierstrom derart gewählt werden, daß der Transistor im Arbeitsbereich weak-inversion ver-
bleibt. Die Ausgangsspannung der Pixelzelle während des Auslesens des Photostromes ist
(5.13)
dabei sind die Referenzspannung, die annähernd der Sperrspannung der Photodiode ent-
spricht, ist der etwaige Offset des Verstärkers, die Schwellspannung von ,
dessen Stromkonstante, und sind Photo- beziehungsweise Dunkelstrom. Diese Span-
nung wird gespeichert. Während der Kalibrierphase ergibt sich die Ausgangsspannung zu
(5.14)
mit dem Kalibrierstom . Die Differenz der beiden Spannungen
(5.15)
ist mit Ausnahme von unabhängig von jedweden Bauelementeparametern. Die subthresh-
old-Steilheitskonstante weist glücklicherweise nur geringfügige zufällige Parameterabwei-
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Bild 5.20: Pixelzelle mit geteiltem Rückkoppelverstärker und Kalibriermöglichkeit
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86 Current-Mode-Bildsensorenchungen auf [Pava94] und kann in allen Pixelzellen als identisch angenommen werden. Da
zusätzlich mit Hilfe der Rückkoppelschleife die Sperrspannung auf einen kleinen Wert fixiert
und damit auch der Dunkelstrom auf einen kleinen Wert begrenzt werden kann, gilt .
Solange der Kalibrierstrom signifikant größer als der Photostrom ist, gilt
. (5.16)
Das Kalibrierverfahren der beschriebenen Pixelzelle unterdrückt den Einfluß aller betrachteten
Parametervariationen.
Wird die Ausgangsspannung mit Hilfe eines außerhalb der Pixelzelle angeordneten Transi-
stors wieder in einen Strom umgewandelt, kann mit einfachen Mitteln eine current-mode-
Pixelzelle realisiert werden. Der Ausgangsstrom ergibt sich zu
, (5.17)
ist dabei die Stromkonstante des Transistors . Mit (5.13) kann (5.17) weiter umge-
formt werden zu
. (5.18)
Für die Kalibrierphase liefert das Einsetzen von (5.14) in (5.17)
. (5.19)
Die beiden Ausgangsströme müssen dividiert werden, um die Abhängigkeit des Ausgangssi-
gnales  von Bauelementeparametern zu kompensieren:
(5.20)
Der Ausgangsstrom wird dabei auf den Strom normalisiert. Hervorzuheben ist die lineare
Abhängigkeit des Ausgangsstroms von der Beleuchtungsstärke. Eine derartige
Division wird vorzugsweise mit Hilfe einer geschalteten translinearen Schaltung realisiert.
Eine praktische Realisierungsmöglichkeit einer solchen Pixelzelle ist in Abbildung 5.21 aufge-
zeigt. Der Verstärker wurde als einfacher einstufiger Transkonduktanzverstärker (OTA) ausge-
führt, da dieser vorteilhaft aufgeteilt werden kann. Ein Transistor des differentiellen Paares
( ) ist zusammen mit dem Auswahltransistor Bestandteil der Pixelzelle, während der
Rest außerhalb angeordnet ist. Während eines Auslesevorgangs formen die Transistoren
, , und einen Transkonduktanzverstärker, der die Spannung am Gate von so
einstellt, daß die Sperrspannung der Diode der Referenzspannung entspricht.
In Abbildung 5.21 weisen alle Transistoren innerhalb der Pixelzelle den gleichen Leitfähig-
keitstyp auf und können in einer gemeinsamen Wanne realisiert werden, d.h. der Flächenbedarf
der Pixelzelle ist gering. Da ein aus NMOS-Transistoren bestehendes differentielles Paar nicht
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Pixelzelle mit Rückkopplung 87an der unteren Grenze der Versorgungsspannung betrieben werden kann, existiert eine Unter-
grenze für die Sperrspannung . Wenn sowohl NMOS- als auch PMOS-Transistoren in der
Pixelzelle eingesetzt werden, kann die kleinste Sperrspannung nahezu beliebig klein gewählt
werden. Allerdings erhöht die Verwendung des zweiten Leitfähigkeitstyps den Flächenbedarf
der Zelle erheblich.
Um eine große Leerlaufverstärkung zu erreichen, kann der Transkonduktanzverstärker als ein-
facher Kaskode-Verstärker realisiert werden. Es ist anzumerken, daß der Transistor neben
seiner Funktion als Auswahltransistor auch die Funktion des Kaskodetransistors übernehmen
kann.
Die Pixelzelle wurde in einer -CMOS-Technologie realisiert [Tänz02], das Layout von
Pixelzelle und Ausleseschaltung zeigt Abbildung 5.22. Für jede Spalte wird eine Ausleseschal-
tung vorgesehen, die während des Auslesens mit der Pixelzelle verbunden wird. Der Flächen-
bedarf eines Pixels ist . Es ist damit nur geringfügig größer als ein
integrierendes Standardpixel mit der gleichen optisch aktiven Fläche in der gleichen Technolo-
gie ( ) und verfügt über die zusätzliche Möglichkeit, den Dunkelstrom zu ver-
mindern.
Entsprechend Gleichung (5.12) ist die Einschwingzeit von dem dominanten Pol
bestimmt und somit von dem Photostrom und der Überlappungska-
pazität abhängig. Jedoch kann mit Hinblick auf die Stabilität die Überlappungskapazität
im Vergleich zu nicht beliebig klein ausgeführt werden. Mit vermindertem Photostrom
nimmt die Einschwingzeit zu. Für die implementierte Pixelzelle ist sie kleiner als für
Photoströme größer als einige Pikoampere. Dies ist ausreichend für eine Bildsensor mit 4CIF-
Auflösung ( ) bei Betrieb mit Videorate (25 Bilder pro Sekunde).
Weiterhin wurde in [Tänz02] die Effektivität der Kalibrierung für eine Zelle mit Stromausgang
untersucht. Bei Anwendung einer idealen Division liegt das FPN (Standardabweichung des
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Bild 5.21: Implementierung einer Pixelzelle
mit teilbaren Verstärker
Bild 5.22: Layout von Pixelzelle und Auslese-
schaltung [Tänz02]
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88 Current-Mode-BildsensorenQuotienten der Ausgangsströme) je nach Größe des Kalibrierstromes bei 1,4% - 4,1%. Die ver-
minderte Genauigkeit ist durch die nicht ideal exponentielle V-I-Charakteristik der Transistoren
am oberen Ende des weak-inversion-Arbeitsbereichs zu begründen.
5.5  Zusammenfassung current-mode-Bildsensoren
Die Kenngrößen der vier beschriebenen current-mode-Bildsensoren sind in Tabelle 5.1 zusam-
mengefaßt. Die Fläche der Photodioden ist in allen Pixelzellen annähernd gleich. Bei den Vari-
anten (2) und (3) ist der Ausgangsstrombereich im Wesentlichen von der Dimensionierung
vorgegeben. Es können nur relativ große Ströme bereitgestellt werden.
Bei der Variante (4) kann der Ausgangsstrom mit Hilfe des Normierungsstromes in einem wei-
ten Bereich skaliert werden. Allerdings müssen sich alle Transistoren im weak-inversion-
Arbeitsbereich befinden, d.h. mit Hinblick auf die Fläche darf der Ausgangsstrom einen Maxi-
malwert nicht überschreiten. Die Ansteuerung dieser Pixelzelle ist vergleichsweise kompliziert.
Für die Realisierung des Bildsensorschaltkreises mit paralleler Verarbeitungseinheit wurde die
Schaltung (1) ausgewählt. Die integrierende Standard-Pixelzelle mit differentiellem VI-Wand-
ler zeichnet sich durch einen einfachen Aufbau und eine einfache Ansteuerung aus. Der maxi-
male Ausgangsstrom ist in einem weiten Bereich variierbar und kann auch kleine Werte
annehmen.
Tabelle 5.1: Vergleich current-mode Bildsensoren (Simulations- und Meßergebnise)
(1)
Standardpixelzelle
mit differentiellen
VI-Wandler
(2)
Standardpixelzelle
mit single-ended
VI-Wandler
(3)
current-mode
Pixelzelle
(4)
Pixelzelle mit
Rückkopplung
FPN 0,5% 1,3% (a
a. [Tänz02]
0,4% (a
1,4% (Ical=10nA)
(b
4,1% (Ical=100nA)
(b
b. [Grau02, Tänz02]
c. Meßergebnis unter Zuhilfenahme der Ausleseschaltung. Der Wert ist unter normalen Operationsbedin-
gungen höher, da die Bandbreite der Ausleseschaltung wesentlich höher als die der Prozessorelemente
beim Abtasten ist [Grau03].
DR
57 dB (Iref=860nA)
52 dB (Iref=100nA)
44 - 46 dB (c
65 dB (a 47 dB (a 120 dB (b
max.
Ausgangs-
strom
0,1 ... 3,3 µA ≈ 6,8 µΑ ≈ 5,2 µΑ < 100 nA
Fläche
Pixelzelle (12 x 12) µm
2 (11 x 11) µm2 (a (12 x 12) µm2 (a (15 x 15) µm2 (b
Fläche
Auslese-
schaltg.
(48 x 90) µm2 (22 x 68) µm2 (a (24 x 42,8) µm2 (a
(15 x 21,5) µm2 (b
(ohne Dividierer)
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In diesem Abschnitt sollen der Entwurf und die Implementierung des vom Autor mitgestalteten
Bildsensors mit paralleler analoger Verarbeitungseinheit „VISP“ beschrieben werden. Das Ziel
ist ein Bildsensor mit digitalem Ausgang, der zusätzlich zu den konventionellen Funktionen der
Bildaquisition und A/D-Wandlung einfache aber rechenaufwendige Bildverarbeitungsalgorith-
men abarbeiten kann. Für den Bildsensor kommt der in Abschnitt 5.1 beschriebene current-
mode-Bildsensor zum Einsatz. Es werden Simulations- und Meßergebnisse präsentiert.
6.1  Vorbetrachtungen
Grundlegende und häufig benötigte Funktionen der Bildverarbeitung sind die blockweise
lineare Transformation und die räumliche lineare Filterung. Sie werden in Algorithmen zur
Kompression, Segmentierung, Restauration und Verbesserung von Bilddaten aber auch in Algo-
rithmen der Merkmalsextraktion eingesetzt. Beide Funktionen sind einfach strukturiert und
rechenaufwendig. Sie lassen sich vorteilhaft auf parallele analoge Signalverarbeitungsstruktu-
ren abbilden.
Bei der blockweisen Transformation werden innerhalb eines -großen Blocks die Bildda-
ten  mit Koeffizienten  multipliziert und die Produkte addiert
. (6.1)
Dazu wird das Bild in -große Blöcke eingeteilt und die obige Rechnung für jedes Ele-
ment des Bildblocks ausgeführt. Als Beispiel sei die diskrete Kosinustransformation (DCT)
genannt, die bei der Bildkompression nach dem JPEG-Standard zum Einsatz kommt. Die
Blockgröße ist  und für die Koeffizienten gilt
. (6.2)
Die räumliche Filterung beruht auf der Faltung von Bilddaten mit einem in der Regel quadrati-
schen Faltungskern
. (6.3)
Diese Rechnung wird für jeden Bildpunkt durchgeführt, d.h. der Filterkern wird über das Ein-
gangsbild  „geschoben“. Die Größe des Filterkernes ist in diesem Fall .
Sowohl bei der Transformation als auch bei der räumlichen Filterung werden innerhalb eines
Bereiches die Bildinformationen mit Koeffizienten multipliziert und die Produkte sum-
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90 Entwurf eines Bildsensors mit paralleler Verarbeitungseinheitmiert, d.h. es ist die Basisoperation
(6.4)
auszuführen. Da auf einem Bildsensor die Bilddaten in hochparalleler analoger Form vorliegen,
ist es vorteilhaft, diese analog zu verarbeiten. Die Koeffizienten des Faltungskerns hingegen
müssen auf dem Schaltkreis gespeichert oder von außerhalb des Schaltkreises eingelesen wer-
den. Daher ist es vorteilhaft, wenn diese digital gegeben sind. Die Verarbeitungseinheit des
Bildsensors soll die geforderte Basisoperation, die Summation von Produkten, möglichst effek-
tiv realisieren.
6.2  Analoge bitserielle Signalverarbeitung
Eine vorteilhafte Möglichkeit der parallelen analogen Summation von Produkten analoger
Werte  mit den entsprechenden digitalen Koeffizienten
(6.5)
ist das analoge bitserielle Prinzip [Getz99b]. Die Koeffizienten sind digital mit einer Auflösung
von  bit gegeben:
, (6.6)
die unter Vermeidung einer Digital-Analog-Wandlung direkt verarbeitet werden. Das Umstellen
der Summation in (6.5) mit (6.6) liefert
. (6.7)
Die Multiplikation der analogen Werte mit den digitalen Koeffizienten kann ein-bit-weise in
Schritten erfolgen. Der Multiplizierer in einer solchen bitseriellen Architektur vereinfacht sich
zu einem Schalter, da der Koeffizient nur die Werte plus/minus eins oder null annehmen kann.
Für jede angelegte bit-Stufe müssen die Ergebnisse aller Multiplizierer summiert werden. Die
Summation von analogen Werten ist besonders einfach, wenn die Signalwerte durch Ströme
repräsentiert werden. Sie erfolgt unter Ausnutzung des Knotensatzes in einem Summationskno-
ten. Ein Rechenfeld für die bitserielle Multiplikation und Summation ist in Bild 6.1 dargestellt.
Praktisch existieren zwei Summationsknoten, einer für die Produkte mit positiven Koeffizienten
und einer für die Produkte mit negativen Koeffizienten, d.h. der das Signal repräsentierende
Strom wird je nach Koeffizient mit den positiven, dem negativen oder keinem Summationskno-
ten verbunden.
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Analoge bitserielle Signalverarbeitung 91Die Partialergebnisse der bitseriellen Multiplikation/Summation müssen noch entsprechend der
bit-Signifikanz versetzt aufaddiert werden. Da eine digitale Datenausgabe oftmals wünschens-
wert ist, um eine Weiterverarbeitung mit konventionellen digitalen Signalverarbeitungsstruktu-
ren zu ermöglichen, kann diese versetzte Addition digital erfolgen. Im diesem Fall müßten die
Partialergebnisse einzeln einer A/D-Wandlung unterzogen werden. Dafür wäre ein A/D-Wand-
ler mit der -fachen Umsetzrate erforderlich im Vergleich zu einer gewöhnlichen Datenverar-
beitung.
Kommt für die A/D-Umsetzung ein zyklischer oder pipelined sukzessiver Approximations-
Wandler zum Einsatz, dann kann dessen inhärente Multiplikation mit zwei für die gewichtete
Addition der Partialergebnisse ausgenutzt werden [Schr00]. Eine solche Herangehensweise ent-
spannt die Anforderungen an die Umsetzrate des A/D-Wandlers und damit an dessen Verlust-
leistung.
In Bild 6.2a ist ein konventioneller pipelined A/D-Wandler dargestellt, der über zusätzliche Ein-
gänge zwischen den Stufen verfügt. Die Partialergebnisse werden zu den entsprechenden
analogen Überträgen der Stufen hinzuaddiert. Die Summe wird in jeder Stufe des
A/D-Wandlers verdoppelt, bevor der Quantisierungswert abgezogen und der Übertrag zu
nächsten Stufe propagiert wird (Bild 6.2b). Somit wird neben der A/D-Wandlung auch die
gewichtete Addition realisiert. Die Stufenübertragungsfunktion, abgebildet in Bild 6.2c, ist
, (6.8)
Bild 6.1:  Multiplikation/Summation von  Eingangswerten nach bitseriellem Prinzip
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92 Entwurf eines Bildsensors mit paralleler Verarbeitungseinheitdabei sind alle Werte auf die Auflösung des A/D-Wandlers  normalisiert.
Die quantisierten Werte  werden zum Endergebnis gemäß
(6.9)
aufsummiert, mit (6.8) und ,  und  ergibt sich dafür
. (6.10)
Mit Ausnahme des Skalierungsfaktors entspricht dies der in (6.6) geforderten gewichteten
Addition. Der Übertrag der letzten Stufe verbleibt als Quantisierungsfehler. Gemäß
(6.8) kann  nicht größer als 1 LSB sein.
Bild 6.2: (a) Zyklischer A/D-Wandler mit zusätzlichen Eingängen, (b) A/D-Wandlerstufe, (c) Stufen-
transferfunktion
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Analoge bitserielle Signalverarbeitung 93Im Vergleich zu einem konventionellen zyklischen oder pipelined A/D-Wandler wird durch die
zusätzlich eingespeisten Partialergebnisse das Eingangssignal der Wandlerstufen auf den
Bereich vergrößert. Demzufolge muß jeder Stufen-A/D-Wandler über mindestens
drei Komparatorschwellen ( ) verfügen. Die Genauigkeit des gesamten A/D-Wandlers
wird durch deren exakte Lage determiniert. Die Komparatorschwellen können jedoch durch
Bauelemente-mismatch zufällig von ihrem Nominalwert abweichen. Um die daraus resultieren-
den Fehler bei der Quantisierung zu kompensieren, kann dem Signal mit Hilfe einer zusätzli-
chen, vierten Komparatorschwelle Redundanz hinzugefügt werden. Die entsprechende
Stufenübertragungsfunktion ist in Bild 6.2c abgebildet.
Im Gegensatz zu einer RSD-Korrektur in einem konventionellen A/D-Wandler [Srow99a,
Srow99b] kann die Verschiebung einer Komparatorschwelle nicht von der darauffolgenden
Stufe korrigiert werden, da der Übertrag einer Stufe durch den zusätzlichen Eingangswert
um einen unvorhersagbaren Wert modifiziert wird. Die Abweichung , ,
einer Komparatorschwelle von deren Nominalwert führt sowohl zu einer Änderung des
Digitalwerts als auch zu einer Änderung des Stufenübertrages , vgl. Abbildung 6.3. Jedes
Eingangssignal innerhalb des Intervalls
(6.11)
zieht folgende veränderte Ausgabewerte der Stufe nach sich (Bild 6.3):
(6.12)
. (6.13)
Die darauffolgenden Stufen bilden einen A/D-Wandler mit digitalen Ausgangswert
. Auf eine Änderung des Eingangswerts von reagieren diese ver-
bleibenden Stufen mit einem Ausgangssignal von
Bild 6.3: Abweichung einer Komparatorschwelle vom Nominalwert
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94 Entwurf eines Bildsensors mit paralleler Verarbeitungseinheit. (6.14)
Dieses bildet zusammen mit dem Ausgangssignal der betrachteten Stufe das digitale Resultat
. (6.15)
Die Substitution von (6.11) und (6.13) in (6.14) zeigt, daß unverändert bleibt, d.h. daß Abwei-
chungen der Lage der Komparatorschwelle von Nominalwert durch die RSD-Korrektur elimi-
niert werden. Der Fehler der letzten Stufe wird nicht korrigiert, da dieser Stufe keine weitere
folgt. Somit erhöhen die Abweichung der Komparatorschwellen von Nominalwert die differen-
tielle Nichtlinearität um maximal  LSB [Schr01].
Betrachtungen zur Genauigkeit der analogen bitseriellen Signalverarbeitung
Der Vorteil der analogen bitseriellen Signalverarbeitung liegt in der robusten und einfachen
schaltungstechnischen Realisierbarkeit der Funktionsblöcke, wenn die Signale als Stromwerte
vorliegen.
Die Addition von Strömen kann, ebenso wie das Schalten von Strömen, nahezu beliebig genau
erfolgen. Als begrenzende Faktoren sind das Rauschen und Sperrströme in das Substrat zu nen-
nen. Da jeder fließende Strom ein Signalrauschen nach sich zieht, stellt das Rauschen die phy-
sikalische Grenze für die Genauigkeit dar. Die Sperrströme in das Substrat sind den
Signalströmen überlagert und führen zu einem Offset. Wenn die Signalströme hinreichend groß
gewählt werden, sind diese jedoch vernachlässigbar.
Das Hauptproblem eines analogen bitseriellen Rechenfeldes nach Bild 6.1 besteht in der
genauen Bereitstellung der Signalwerte. Während der bitweisen Verarbeitung, d.h. während des
Addierens/Summierens der einzelnen Bit-Niveaus, darf sich das Eingangssignal nicht verän-
dern. Dies muß in der Regel durch Zwischenspeicherung der Signalwerte sichergestellt werden.
Es kann also davon ausgegangen werden, daß die Signalströme von Stromspeicherzellen bereit-
gestellt werden. In diesem Fall wird die Qualität der bitseriellen Verarbeitung von der Genauig-
keit der Stromspeicherzellen begrenzt. Wie im Abschnitt 4.2.2 dargelegt, sind hochgenaue
Stromspeicherzellen mit geringem schaltungstechnischen Aufwand realisierbar.
Für das Rechenfeld kann zusammenfassend gesagt werden, das die Realisierung von analoger
bitserieller Addition/Summation mit hoher Genauigkeit mit geringem schaltungstechnischen
Aufwand erfolgen kann. Begrenzende Faktoren sind die Genauigkeit der Stromspeicherzelle
und das den Signalströmen überlagerte Rauschen. Die Genauigkeit des A/D-Wandlers ist von
dessen schaltungstechnischer Realisierung abhängig. Genauigkeitsbetrachtungen zu einem rea-
lisierten A/D-Wandler sind in Abschnitt 6.5.1 dargelegt.
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Struktur der Verarbeitungseinheit 956.3  Struktur der Verarbeitungseinheit
Für die Realisierung der geforderten Basisfunktion (6.4) für die Multiplikation von unipolaren
Bilddaten  mit bipolaren Koeffizienten
(6.16)
ist es in jedem Falle vorteilhaft, wenn das Ausgangssignal der Multiplikation
von einem Strom repräsentiert wird. Dann kann die Multiplikation hochgenau und robust in
einem Summationsknoten erfolgen. Für die Multiplikation bieten sich dann u. a. folgende Mög-
lichkeiten an:
• ein Multiplizierer auf dem translinearen Prinzip basierend
• ein geschalteter translinearer Multiplizierer
• ein bitserieller Multiplizierer.
Multipliziererverfahren, welche die quadratische Kennlinie des MOS-Transistors ausnutzen,
wie z.B. der Multiplizierer mit geschalteten Strömen von Leenaerts et al. [Leen96], sollen für
weitere Betrachtungen nicht herangezogen werden. Diese Transistoren setzen einen Betrieb der
Transistoren im strong-inversion-Arbeitsbereich voraus, was der Forderung nach einer mög-
lichst geringen Verlustleistung der Multiplizierer zuwider läuft.
In Abbildung 6.4 sind Genauigkeit und Flächenbedarf des translinearen und des bitseriellen
Multiplizierers gegenübergestellt, die in den Abschnitten 4.2.2 und 4.2.3 beschrieben sind. Für
das Flächenmaß der Transistoren wird das Produkt aus deren Länge und Weite verwendet. Eine
praktische Implementierung hat somit einen größeren Flächenbedarf als die Kurven in
Abbildung 6.4 angeben. Als Genauigkeitsmaß dienen für den translinearen Multiplizierer der
Einfluß der Parameterstreuung (vgl. Abschnitt 4.2.3, Glg. (4.48)) und für den bitseriellen Mul-
tiplizierer das Rauschen der Stromspeicherzelle (vgl. Abschnitt 4.2.2, Glg. (4.38)). In beiden
Fällen wird angenommen, daß sich die Transistoren im Arbeitsbereich weak-inversion befinden.
Die Genauigkeit des geschalteten translinearen Multiplizierers im wesentlichen von parasitären
Effekten begrenzt, die nur schwer quantifizierbar sind. Aus diesem Grund ist in Abbildung 6.4
nur eine spezielle Realisierung eingetragen.
Entsprechend der im Abschnitt 2 beschriebenen Entwurfsmethode wurden in der Systemsimu-
lation die Multiplizierer durch einfache Streuungsmodelle ersetzt, d.h. dem Multiplikationser-
gebnis einer idealen Multiplikation wird ein zufälliger Offset entsprechend der Streuung
überlagert. In Abbildung 6.5 ist das Ergebnis einer diskreten Cosinustransformation mit idealer
Rücktransformation zu sehen [Getz99a, Getz99b]. Jedes Multiplikationsergebnis bei den
Berechnungen zur Hintransformation wurde mit einem zufälligen Offset beaufschlagt. Aus der
subjektiven Bildqualität wurde als Anforderung an die Genauigkeit der Multiplizierer abgelei-
tet, daß der Fehler des Ausgangssignales 1% des Aussteuerbereiches in keinem Fall überschrei-
ten darf.
Neben dem erhöhten Flächenbedarf, der für die Erreichung der geforderten Genauigkeit not-
wendig ist, weisen sowohl die geschalteten als auch die kontinuierlichen translinearen Multipli-
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96 Entwurf eines Bildsensors mit paralleler VerarbeitungseinheitBild 6.4: Relative Fehler vs. Flächenbedarf für translinearen bzw. bitseriellen Multiplizierer
Bild 6.5: Systemsimulation, Berechnung einer DCT mit Hilfe eines Multiplizierers mit zufälligem Off-
set bei verschiedenen Standardabweichungen [Getz99b]
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Sensorarchitektur 97zierer einen wesentlichen Nachteil auf: die Bereitstellung der Koeffizienten. Das Bildsignal
liegt in hochparalleler Form vor, die Koeffizienten werden hingegen von außen bereitgestellt,
und müssen geeignet verteilt und vervielfältigt werden, gegebenenfalls ist zusätzlich ein D/A-
Wandler erforderlich. Das hochgenaue Vervielfältigen eines Stromsignals ist jedoch mit zusätz-
lichem Flächenbedarf für die Stromspiegel verbunden. Da dieses Problem für bitserielle Multi-
plizierer nicht besteht, wurden diese letztendlich für die Realisierung des Rechenfeldes
ausgewählt.
6.4  Sensorarchitektur
Die Architektur des Sensors mit bitserieller paralleler Verarbeitungseinheit ist in Bild 6.6 links
dargestellt. Das frei programmierbare Rechenfeld ist unterhalb der Sensormatrix und der Aus-
leseschaltung angeordnet, so daß die Architektur zum einen von den Vorteilen einer parallelen
Verarbeitung profitiert, aber gleichzeitig für hochauflösende Sensormatrizen skaliert werden
kann.
Das Rechenfeld verarbeitet nur einen Teil der Bilddaten auf einmal. Es ist in quadratische
Blöcke von Elementen unterteilt, die quadratischen Bildausschnitten entsprechen, d.h. in
jedem Block des Rechenfelds ist die Bildinformation von Pixeln gespeichert. Jeder Pro-
zessorblock besteht aus 64 analogen Speicherelementen, 64 bit-seriellen Multiplizierern und
einem Addierer mit mehreren Eingängen, wie Bild 6.6 rechts illustriert. Die Größe von
wurde gewählt, da diese Größe für blockweise Bildtransformationen erforderlich und für räum-
liche Filterungen ausreichend groß ist. Während des Betriebes werden jeweils acht Bildzeilen
in das Rechenfeld kopiert.
Alle Prozessorblöcke arbeiten nach dem single-instruction-multiple-data-Prinzip, d.h. alle
Blöcke führen die gleiche Operation auf den jeweiligen Daten aus. Mit anderen Worten, der Fil-
terkern ist der gleiche in allen Blöcken. Für jeden angelegten Kern werden alle notwendigen
Bild 6.6: Architektur des Bildsensors mit paralleler Verarbeitungseinheit
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98 Entwurf eines Bildsensors mit paralleler VerarbeitungseinheitMultiplikationen und Additionen parallel ausgeführt. Jeder Block liefert für jeden angelegten
Kern ein analoges Ergebnis, das zum A/D-Wandler weitergeleitet wird, nachdem es in einem
first-in-first-out-Speicher (FIFO) entsprechend umsortiert wurde. Da jeder Kern am Stück ver-
arbeitet wird, ist eine Separierbarkeit wie in anderen Architekturen [Kawa97] nicht notwendig.
Die Kern-Koeffizienten werden von außen bereitgestellt.
Das Rechenfeld unterstützt zwei verschiedene Verarbeitungsmodi: blockweise Transformation
und räumliche Faltung. Im Fall der blockweisen Transformation wird eine Kerngröße von
vorausgesetzt. Nachdem acht Bildzeilen des aufgenommenen Bildes in das Rechenfeld kopiert
wurden, werden alle 64 Kerne nacheinander verarbeitet. Für jede Bitebene jedes Kerns berech-
net das Prozessorfeld einen analogen Partialwert des transformierten Bildes. Wenn die notwen-
digen Berechnungen beendet sind, werden erneut acht Bildzeilen in das Rechenfeld kopiert und
die beschriebenen Berechnungen erneut ausgeführt.
Im Falle der räumlichen Filterung muß der Faltungskern über das Bild geschoben werden. Die
Architektur unterstützt Kerngrößen bis . Kleinere Kerne werden in einen -Kern
untergebracht, indem der außerhalb des Kernes liegende Bereich mit Nullen aufgefüllt wird.
Dieser -Kern wird an die Prozessorblöcke angelegt. Nachdem die Faltung berechnet
wurde, muß der Kern bewegt werden. Die horizontale Verschiebung wird wie folgt realisiert:
wie in der Schaltung eines Prozessorblockes dargestellt (Bild 6.6 rechts), werden alle Spalten
einzeln aufaddiert und die acht Zwischenergebnisse in einem weiteren (Zeilen-) Addierer
zusammengefaßt. Um die horizontale Bewegung zu realisieren, werden die Eingänge des Zei-
lenaddierers mit den Spaltenaddieren benachbarter Prozessorblöcke verbunden. Auf diese Art
und Weise werden alle sieben horizontalen Verschiebungen realisiert. Wenn die Berechnung
von acht Spalten beendet ist, wird eine Bildzeile von der Sensormatrix in das Rechenfeld
kopiert. Mit Hilfe des zeilenweisen Ladens von Bilddaten wird die vertikale Verschiebung des
Kernes ausgeführt.
Operationen mit Kernen größer als können durchgeführt werden, indem diese Kerne in
-Kerne, die jeweils einen Teil des Originalkernes enthalten, aufgeteilt werden und die
Berechnungen mit diesen Teilkernen nacheinander durchgeführt werden. Die Resultate müssen
dann nur noch entsprechend (digital) aufaddiert werden.
Die Architektur ist geeignet, um die Operationen durchzuführen, die für Transformations-Stan-
dards benötigt werden. Dies soll am Beispiel der JPEG-Bilddatenkompression gezeigt werden:
Hier wird zunächst das Bild einer blockweisen diskreten Kosinustransformation unterzogen.
Die Ergebisse werden entsprechend der Kompressionsrate quantisiert, was einer Multiplikation
mit verschiedenen Gewichten entspricht. Die Ergebisse werden im Anschluß in zick-zack-Rei-
henfolge ausgelesen und Huffman-kodiert ausgegeben. Eine Besonderheit bildet der Gleichan-
teil eines -Blockes ( in Gleichung (6.1)), hier wird die Differenz zum
vorhergehenden Block Huffman-kodiert ausgegeben. Die Zick-Zack-Reihenfolge wird erreicht,
indem die Transformationskerne in der entsprechenden Reihenfolge bereitgestellt werden. Die
Quantisierung ist ebenfalls mit wenig Aufwand realisierbar. Dazu werden die Transformations-
kerne mit dem Quantisierungsgewicht multipliziert, bevor sie an das Rechenfeld angelegt wer-
den. Auf dem Schaltkreis ist also neben der Bildaquisition nahezu die gesamte JPEG-
Bilddatenkompression ausführbar, mit Ausnahme der Huffman-Kodierung und der Differenz-
8 8×
8 8× 8 8×
8 8×
8 8×
8 8×
8 8× Y 0 0,( )
Sensorarchitektur 99bildung der Gleichanteile.
Falls die Bildsensormatrix mit einen Farbmuster versehen ist, kann die Architektur alle Berech-
nungen ausführen, welche für die bilineare Farbinterpolation und -korrektur notwendig sind.
Das dafür häufig eingesetzte Bayer-Muster ist in Bild 6.7 dargestellt. Jedes Bildpixel wird ent-
weder mit einem roten, blauen oder grünen Farbfilter versehen. An jeden Bildpunkt müssen
daher die beiden fehlenden Farbinformationen durch bilineare Interpolation zwischen den
umgebenden Pixeln generiert werden
, (6.17)
wobei die Koeffizienten von der Farbe des Pixels abhängig sind, welche rot ( ),
grün( , ) oder blau ( ) sein kann. Beispielsweise gilt für ein blaues Pixel
, (6.18)
der rote und grüne Wert wird aus den benachbarten Pixeln interpoliert, während für blau der
Wert direkt übernommen wird.
Um den Farbraum des Bildsensors an den Standard-Farbraum auzupassen, ist in der Regel eine
Farbkorrektur notwendig. Dies kann durch eine lineare Farbraumkonversion erfolgen:
, (6.19)
wobei die Farbinformation nach der Korrektur und die Korrekturkoeffizien-
ten sind. Das Einsetzen von (6.17) in (6.19) liefert:
Bild 6.7: Bayer-Farbfilter
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100 Entwurf eines Bildsensors mit paralleler Verarbeitungseinheit. (6.20)
Jeder Farbwert kann in dem Rechenfeld mit Hilfe einer Faltungsoperation berechnet werden.
Wie im anderen Beispiel, der diskreten Kosinustransformation, werden auch hier die entspre-
chenden Koeffizienten von extern bereitgestellt.
6.5  Implementierung und Meßergebnisse
Die im Abschnitt 6.4 vorgestellte Architektur eines Bildsensors mit bitserieller paralleler Ver-
arbeitungseinheit wurde als Prototyp „VISP“ von der Arbeitsgruppe realisiert. Alle Baugruppen
wurden einzeln aufgebaut und die entsprechenden statistischen Modelle erstellt. Mit Systemsi-
mulationen konnte die Funktion des Gesamtsystems unter Berücksichtigung der zufälligen
Parameterschwankungen überprüft werden. Der Schaltkreis wurde gefertigt und erfolgreich
getestet.
Die Bildsensormatrix der Architektur ist nahezu beliebig skalierbar. Mit der Anzahl der Spalten
skaliert auch das Prozessorfeld samt A/D-Wandler. Dabei wird ein Prozessorblock pro acht
Bildspalten, ein A/D-Wandler pro 64 Bildspalten eingesetzt. Die Anzahl der Bildzeilen hat
Tabelle 6.1: Technische Daten des Prototyp-Bildsensors „VISP“ mit paralleler Verarbeitungseinheit
Technologie CMOS 0,6 µm
2 Metall, 2 Poly
Schaltkreisfläche 4 x 2,5 mm2
Anzahl Pixel 128 x 64
Pixelgröße,
Füllfaktor
12 x 12 µm2,
48 %
Anzahl Prozessorelemente 512
8 x 8 Matrix-Multiplikation 465.000 pro Sek.
entspricht
30 Mio Mult. pro Sek.
Bildwiederholrate 60 Bilder pro Sek.
Verlustleistung
Rechenfeld 0,25 mW
Sensor, Readout u. Bias-Blöcke 2,25 mW
AD-Wandler 21 mW
FIFO-Speicher 83 mW
Versorgungsspannung 5 V
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Implementierung und Meßergebnisse 101direkten Einfluß auf die maximale Bildwiederholrate bzw. an die Geschwindigkeitsanforderun-
gen der Verarbeitungseinheiten. Würde beispielsweise die Architektur mit den vorliegenden
Baublöcken mit einer CIF-Auflösung realisiert, läge die maximal erreich-
bare Bildwiederholrate bei 25 Bildern pro Sekunde. Die technischen Daten sind in Tabelle 6.1
zusammengefaßt, ein Schaltkreisphoto des Prototyps ist in Abbildung 6.8 zu finden.
6.5.1  Implementierung der Baublöcke
Der vom Autor entworfene current-mode-Bildsensor wurde bereits in Abschnitt 5.1 beschrie-
ben. Im folgenden sollen die von den anderen Mitgliedern der Arbeitsgruppe implementierten
analogen Funktionsblöcke des „VISP“ vorgestellt werden [Getz01, Schr01, Grau03].
Ein Prozessorelement des Rechenfeldes besteht aus einer Stromspeicherzelle, in der die Bild-
daten zwischengespeichert werden, und zwei Schaltern (Abbildung 6.9). Diese Schalter verbin-
den die Stromspeicherzelle mit den Summationsknoten und realisieren somit die Multiplikation
mit . Jede Zelle hat eine eigene 50nA-Bias-Stromquelle und kann Ströme bis zu spei-
chern. Einfache Kaskodestufen wurden zur Erhöhung des Ausgangswiderstands der Stromquel-
len eingesetzt. Der Taktdurchgriff wird nach dem von Leenaerts et al. vorgeschlagenen Schema
Bild 6.8: Schaltkreisphoto des Bildsensors mit paralleler Verarbeitungseinheit
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102 Entwurf eines Bildsensors mit paralleler Verarbeitungseinheitkompensiert [Leen97]. Die beiden Speicherkondensatoren weisen eine Kapazität von jeweils
135 fF auf. Die Größe eines Prozessorelements beträgt . Die Prototyp-Imple-
mentierung enthält 512 Prozessorelemente und kann bis zu 60 Bildern pro Sekunde verarbeiten.
Das Rechenfeld führt somit 465.000 Faltungen pro Sekunde aus, das entspricht 30 Millionen
Multiplikationen. Bei einem Bildsensor im CIF-Format würde das Rechen-
feld aus 2816 Prozessorelementen bestehen, die zusammen 2,5 Millionen Faltungen pro
Sekunde ausführen würden.
Der A/D-Wandler kann die Ausgabewerte von acht Prozessorblöcken gleichzeitig verarbeiten.
Jeder Block gibt ein Partialergebnis für jede angelegte Bit-Repräsentation des Kernes aus.
Wegen des pipeline-Prinzips, welches dem A/D-Wandler zugrunde liegt, müssen die Ausgaben
der Blöcke mit Hilfe eines first-in-first-out-Speichers (FIFO) umsortiert werden.
Der FIFO für acht Prozessorblöcke besteht aus Stromspeicherzellen ( bit-Reprä-
sentationen von acht positiven und negativen Werten). Obwohl weitestgehend beliebig ist,
wurde für den Prototypenentwurf eine Genauigkeit der digitalen Koeffizienten mit bit
festgelegt. Systemsimulationen haben gezeigt, daß diese Genauigkeit für viele Bildverarbei-
tungsalgorithmen ausreichend ist [Getz99b, Getz02].
Abbildung 6.10a zeigt das Blockschaltbild einer pipeline-Stufe in voll differentieller switched-
current-Schaltungstechnik. Die Multiplikation des differentiellen Stromes mit dem Faktor zwei
muß hochgenau erfolgen. Sie wird durch die Addition zweier Kopien des Eingangsstromes rea-
lisiert. Während der Phase wird der differentielle Strom abgetastet und in die beiden ersten
Stromspeicherzellen (SI1n,p) geschrieben. Im Anschluß wird mit dieser abgespeicherte
Strom von dem zweiten SI-Zellen-Paar (SI2n,p) abgetastet. In den Phasen werden die
Stromspeicherzellen, die den positiven und negativen Anteil des Eingangssignal enthalten, ent-
sprechend verbunden und realisieren somit die Multiplikation mit zwei. Dieses differentielle
Verfahren hat den Vorteil, daß Gleichtaktsignale vollständig unterdrückt werden [Srow99a].
Ein vereinfachtes Schaltbild der Stromspeicherzelle ist in Abbildung 6.10b dargestellt. Zum
Einstellen des Arbeitspunktes des Stromquellentransistors kommt eine Stromgegenkopplung
Bild 6.9: Prozessor Element
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Implementierung und Meßergebnisse 103mit einem als aktive Last geschalteten Transistor zum Einsatz. Eine geregelte Kaskode erhöht
den Ausgangswiderstand [Loel99], Dummy-Schalter kompensieren den Taktdurchgriff
[Wegm90].
Für den A/D-Wandler wurde bereits festgestellt (Abschnitt 6.2), daß an die Komparatoren keine
großen Anforderungen gestellt werden müssen, da etwaige Abweichungen der Komparator-
schwellen von Nominalwert durch den Einsatz des RSD-Verfahrens korrigiert werden können.
Aus diesem Grund wurden die Komparatoren als einfache current-switch-Komparatoren ausge-
führt, da sie hinreichend genau arbeiten und dabei weniger Fläche und Verlustleistung bean-
spruchen, als current-steering-Komparatoren [Schr01]. Der Vergleich des Signales mit den vier
Schwellen wird mit den Differenzsignalen beziehungsweise ausgeführt. In
der Phase findet der Vergleich mit den Schwellen und , in Phase mit
und  statt.
Der Digital-Analog-Wandler besteht aus zwei übereinstimmenden Stromquellen, deren Ströme
in Phase von dem Ausgangssignal abgezogen oder addiert werden können. Die entspre-
chenden Schalter werden von den Ergebnissen der Vergleichsoperationen gesteuert. Die Strom-
quellen der ersten vier pipeline-Stufen werden durch Stromspeicherzellen realisiert, die in
regelmäßigen Abständen aufgefrischt werden. Die verbleibenden Referenzstromquellen sind
als einfache Stromspiegel ausgeführt, da die Genauigkeitsanforderungen zum Ende der pipeline
abnehmen.
6.5.2  Meßaufbau und -ergebnisse
Der Bildsensor „VISP“ wurde vom Autor an eine zur Verfügung stehende Demonstrationsum-
gebung für Bildsensoren angefügt (Abbildung 6.11) [Pügn00a, Pügn00b]. Die Ansteuerung des
„VISP“, d.h. die Erzeugung aller erforderlichen Takt- und Datensignale wurde mit Hilfe einer
programmierbaren hardware (FPGA) realisiert. Der aus den Sensordaten erzeugte Videodaten-
Bild 6.10: (a) Schaltplan einer Stufe des A/D-Wandlers. Alle Ströme sind auf den Referenzstrom nor-
malisiert. (b) vereinfachtes Schaltbild einer Stromspeicherzelle „SI“
I0
I0
I0
I0
a)
Φ1 Φ3,4 Φ5Φ2
comp latches
SI2p
SI2nSI1n
SI1p Is
Vbias
SI
I/O
T
-T
b)
zP n 1+,
zN n 1+,
yP n,
yN n,
zP n,
zN n,
xP n,
xN n,x– N n,
x– P n,
2xref
2xref
bN 1
bN 2
bP2
bP1
xP xN–( ) xN xP–( )
Φ3 1 2⁄ 3 2⁄– Φ4 3 2⁄
1 2⁄–
Φ5
104 Entwurf eines Bildsensors mit paralleler Verarbeitungseinheitstrom wird von dem Demonstratoraufbau in einen PC übertragen und steht dort für die Visuali-
sierung, Weiterverarbeitung oder Analyse zur Verfügung.
Der Bildsensor kann, wie in Abschnitt 6.4 erläutert, in zwei verschiedenen Betriebsmodi arbei-
ten: blockweise Transformation oder räumliche Faltung. Bei der Transformation werden acht
Bildzeilen in das Rechenfeld kopiert, anschließend folgen 640 Verarbeitungsschritte (
Koeffizienten á 10 bit). Bei der Faltung muß nach stets Schritten eine Bildzeile kopiert
werden, um die vertikale Verschiebung des Faltungskerns zu realisieren. Darüberhinaus müssen
in regelmäßigen Abständen die Stromquellen der VI-Wandler aufgefrischt werden (vgl.
Abschnitt 5.1). Den Ablauf der entsprechenden Operationen zeigt Abbildung 6.12.
Bild 6.11: Bildsensor „VISP“ am Demonstrator für Bildsensoren
Bild 6.12: Funktionsablauf des „VISP“ für die verschiedenen Operationsmodi
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Implementierung und Meßergebnisse 105Da die Speicherzellen des FIFO-Speichers durch einen zu groß gewählten Arbeitspunktstrom
ein sehr starkes Rauschen aufweisen, ist die Ausgabe des Sensors durch zeitliches Rauschen
stark gestört. Direkte Messungen haben gezeigt, daß das zeitliche Rauschen am Ausgang der
Ausleseschaltung kleiner als 0,6% und am Ausgang des Prozessorfeldes kleiner als 0,2-1,3%
(je nach Größe des Faltungskernes und des Arbeitspunktes) ist.
Um zumindest das fixed-pattern-noise auswerten zu können, wurde bei konstanter Bestrah-
lungsstärke eine Serie von Bildern aufgezeichnet. Von diesen aufeinanderfolgenden Bildern
wurde der Mittelwert gebildet, um das zeitliche Rauschen zu vermindern. Die in
Abbildung 6.13 dargestellten Testbilder wurden durch Mittelwertbildung aus 100 aufeinander-
folgenden Bildern erzeugt. Alle Bilder sind bezüglich der Anordnung der Sensormatrix in
Abbildung 6.8 um 90 Grad gedreht, d.h. Spaltenstörungen machen sich in den Bildern als hori-
zontale Linien bemerkbar.
(1) Einfaches Pixelauslesen
pix#3
(2) Laplacian of a Gaussian (7x7, σ=1)
log#2
(3) Diskrete Kosinus-Transformation
(nach idealer Rücktransformation)
dct#6
(4) Gauss-Tiefpaßfilter (7x7)
gs7#1
(5) Sobel-Filter in horizontaler Richtung
sobx#2
(6) Sobel-Filter in horizontaler Richtung
soby#1
Bild 6.13: Mit Hilfe des Demonstrator aufgenommene Testbilder, Mittelwert aus 100 aufeinanderfol-
genden Bildern
106 Entwurf eines Bildsensors mit paralleler VerarbeitungseinheitBeim Ausführen der Operation Pixelauslesen (Abbildung 6.13-1) wird mit dem Kern
(6.21)
gefaltet (vgl. Gleichung (6.3)). Da in diesem Fall nur eine einzige Stromspeicherzelle eines
-Prozessorblockes einen Strom liefert, ist der A/D-Wandler nur wenig ausgesteuert und
das Rauschen ist bei dieser Operation besonders hoch.
In Abbildung 6.13-3 wurde auf dem „VISP“ eine Diskrete Kosinus-Transformation (DCT) aus-
geführt, das Ergebnis einer idealen Rücktransformation unterzogen. Die subjektive Bildqualität
ist gut und fixed-pattern-noise kaum erkennbar.
Bei den Bildern in den Abbildungen 6.13-5 und 6.13-6 wurde ein Sobel-Filter angewendet, der
Kanten in vertikaler Richtung verstärkt. In beiden Bildern ist ein schwaches Spaltenrauschen
erkennbar (aufgrund der Drehung der Bilder um 90 Grad als Zeilenartefakte zu sehen). Es wird
von den VI-Wandlern verursacht und ist in den Bildern durch die Filterung gut erkennbar. Das
Spaltenrauschen der VI-Wandler wird sowohl von der Variation der Bauelementeparameter ver-
ursacht, als auch von dem abgetasteten Rauschen der Referenzstromquellen der VI-Wandler. In
Abbildung 6.13-5 wurden diese Referenzstromquellen nur einmal pro Bild aufgefrischt, daher
ist der Abtastwert des Rauschens während des ganzen Bildes konstant und macht sich als
zusätzliches Spaltenrauschen bemerkbar. In Abbildung 6.13-6 wurden die Referenzstromquel-
len vor dem Auslesen einer jeden Zeile neu aufgefrischt, d.h. der Abtastwert des Rauschens in
der Stromspeicherzelle ist in jeder Bildzeile ein anderer. Das Spaltenrauschen ist in diesem Bild
daher weniger stark ausgeprägt als im Bild fünf.
6.6  Zusammenfassung
Es wurden die Architektur und die Implementierung eines Bildsensors mit eingebetteter hoch-
paralleler analoger Bildverarbeitungseinheit und digitalem Ausgang vorgestellt. Neben der
Bildaquisition können lineare blockweise Transformationen oder räumliche Faltungen mit
beliebigen digitalen Koeffizienten ausgeführt werden. Viele häufig verwendete Algorithmen der
Bildverarbeitung, wie die diskrete Kosinustransformation, Kantenfilter oder Farbinterpolation,
basieren auf diesen Funktionen. Die Architektur kann für hohe Sensorauflösungen skaliert wer-
den und ist auch für die Bewegtbildverarbeitung in Echtzeit geeignet. Im Vergleich zu einen rei-
nen CMOS-Bildaufnehmer mit A/D-Wandler benötigt die analoge parallele
Verarbeitungseinheit nur wenig zusätzliche Schaltkreisfläche und Verlustleistung.
Bei dem Entwurf der Architektur kam die im Abschnitt 2 vorgestellte Entwurfsmethode durch-
gängig zum Einsatz. So wurden zunächst für alle Baublöcke des Signalpfades ein ideales
Modell erstellt, um die Funktionsfähigkeit des Systems nachzuweisen. Dann wurden anhand
der geplanten Schaltungsrealisierungen die Modelle an die zu erwartenden Nichtidealitäten
angepaßt. Mit Hilfe von Systemsimulationen konnten deren maximal tolerierbare Abweichun-
gen vom Idealverhalten der Baublöcke bestimmt werden. Aus diesen angepaßten Modellen
konnte eine Spezifikation für die Schaltungsimplementierung abgeleitet werden. Mit einem
c i i,( )
1 i 0=
0 sonst


=
8 8×
Zusammenfassung 107Netzwerksimulator wurden für die realisierten Baublöcke statistische Modelle erstellt, die das
Verhalten der Baublöcke im normalen Betriebsfall widerspiegeln. Unter Zuhilfenahme dieser
Modelle kann das Verhalten des Gesamtsystems mit vergleichsweise geringem Aufwand veri-
fiziert werden. Besonders im Hinblick auf den Einfluß der zufälligen Parameterstreuung der
Bauelemente auf das Systemverhalten stimmen Systemsimulation und Meßergebnisse qualita-
tiv gut überein.
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In der Arbeit wurden Methoden und Schaltungstechniken für den Entwurf hochparalleler ana-
loger Systeme entwickelt und vorgestellt. Diese konnten anhand des vom Autor mitentwickel-
ten CMOS-Bildsensors mit hochparalleler analoger Bildverarbeitungseinheit erfolgreich
demonstriert werden.
Die Verwendung getrennter Werkzeuge für die Simulation des Gesamtsystems beziehungs-
weise für die Analyse der elektrischen Netzwerke hat sich als sehr vorteilhaft herausgestellt. So
können für den Schaltungsentwurf konventionelle Entwurfsumgebungen eingesetzt und somit
alle herstellerspezifischen Bauelementemodelle für die Schaltungssimulation uneingeschränkt
verwendet werden. Der Einsatz eines angepaßten Simulators für die Simulation des Gesamtsy-
stems ist im Hinblick auf Rechenzeit und -ressourcen ebenfalls uneingeschränkt empfehlens-
wert. Die Verbindung der beiden Simulationsdomänen erfolgt vorzugsweise mit Hilfe
numerischer Modelle. Diese konnten für die untersuchten Aufgabenstellungen ohne zusätzli-
chen Aufwand mit einem Simulator für elektrische Netzwerke erstellt werden. Die Einbindung
dieser Modelle in den Simulator für das Gesamtsystem war ebenfalls problemlos möglich. Die
Erstellung der numerischen Modelle ist weder von der Schaltungstopologie abhängig noch ist
eine Parametrisierung erforderlich. Dennoch spiegeln die numerischen Modelle alle implemen-
tierungsspezifischen Nichtidealitäten wider, so daß gute Vorhersagen für das Verhalten des
Gesamtsystems getroffen werden können.
Die beschriebene Methode der Varianzanalyse zur statistischen Charakterisierung von Schal-
tungsblöcken hat sich ebenfalls in der praktischen Anwendung bewährt. Die mit der Varianz-
analyse vorhergesagten Streuungen bestimmter Schaltungsparameter konnten sowohl durch
Monte-Carlo-Simulationen als auch durch Messungen mit zufriedenstellender Genauigkeit
verifiziert werden. Auch während des Schaltungsentwurfs erwies sich die Varianzanalyse als
vorteilhaftes Werkzeug, da sie nicht nur die erhebliche Einsparung von Rechenzeit ermöglicht,
sondern auch dem Entwerfer zusätzliches Wissen über die untersuchte Schaltung liefert. Die
Varianzanalyse stellt aufgrund der inhärenten Näherungen keinen Ersatz für die bewährte und
konventionell eingesetzte Monte-Carlo-Analyse dar, ist aber für den Entwurfsprozeß eine sinn-
volle Ergänzung.
In der vorliegenden Arbeit wurden weiterhin eine Anzahl bekannter und neuartiger schaltungs-
technischer Methoden zur Unterdrückung von zufälligen Schwankungen der Bauelementepara-
meter zusammengestellt und bezüglich der Verwendbarkeit in hochparallelen Systemen
analysiert. Als besonders vorteilhaft im Hinblick auf Implementierbarkeit in einer CMOS-Tech-
nologie haben sich zeitdiskrete wertkontinuierliche Verfahren erwiesen, bei denen die Informa-
tion von einem Strom repräsentiert wird.
Die beschriebene Entwurfsmethode wurde beim Entwurf des „VISP“, ein Bildsensor mit ein-
gebetteter Verarbeitungseinheit, eingesetzt. In diesem System sind Bildsensormatrix und Verar-
beitungseinheit räumlich getrennt angeordnet. Deren separierte Anordnung ist vorteilhaft, da
zum einen die Bildsensormatrix auch für hohe Auflösungen skalierbar ist und zum anderen der
Grad der Parallelität der Verarbeitungseinheit so gewählt werden kann, daß die Prozessorele-
mente bezüglich der Verarbeitungsgeschwindigkeit ausgelastet sind. Da in der Verarbeitungs-
110 Zusammenfassungeinheit die Daten als Strom repräsentiert werden, wurden verschiedene bekannte und eine
neuartige Strukturen für Bildsensoren mit Stromausgang untersucht.
Das Bildaufnahme und -verarbeitungssystem ist für die Abarbeitung von verschiedenen Algo-
rithmen einsetzbar, die sich auf eine lineare Transformation oder räumliche Faltung mit beliebig
wählbaren Koeffizienten abbilden lassen. Dabei sollte eine Kerngröße von möglichst
nicht überschritten werden. Im Vergleich zu Bildsensormatrix und A/D-Wandler benötigt das
Rechenfeld nur eine geringe Siliziumfläche und eine vernachlässigbare Verlustleistung. Das
System ist vollständig in einer digitalen CMOS-Technologie implementiert worden.
Der Schaltkreis „VISP“ wurde auf einem Testsystem und in einem vorhandenen Demonstrati-
onssystem erfolgreich getestet. Dabei wurden sowohl die Funktion des Gesamtsystems in ver-
schiedenen Betriebsarten als auch einzelne Schaltungsteile meßtechnisch analysiert. Die
nachgewiesene Bildqualität deckt sich in guter Näherung mit den bei der Simulation des
Gesamtsystems getroffenen Vorhersagen.
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Anhang 121A  Meßaufbau und -ergebnisse VI-Wandler
Der Signalfluß zum Ausmessen der VI-Wandler des Bildaufnehmerschaltkreises „VISP“ ist in
Abbildung A.1 dargestellt. Beim Messen ist stets eine Zeile der Sensormatrix ausgewählt und
der Rücksetztransistor geschlossen. Durch ein Umschalten der Spannung zu den geeig-
neten Zeitpunkten können die beiden von dem VI-Wandler abgetasteten Spannungen gezielt
eingestellt werden. Nach der Autozero-Phase des VI-Wandlers wird in der Taktphase eine
kleine, der Photospannung entsprechende, Spannung angelegt, die vom VI-Wandler ab-
getastet wird. Danach wird die nominale Resetspannung eingespeist, die von dem VI-Wandler
weiterverarbeitet wird.
Der Zellenreferenzstrom wird wie im normalen Betrieb in regelmäßigen Abständen durch Ab-
tasten der Master-Referenzstroms aufgefrischt. Der Master-Referenzstrom wird über einen
Stromspiegel von außen eingespeist.
Um den Ausgangsstrom der VI-Wandler messen zu können, kann die Verbindung zum Rechen-
feld abgetrennt werden und die Zellen einzeln mit einem Strom-Spannungs-Konverter verbun-
den werden. Der Konverter wurde eingesetzt, um ein genügend schnelles Einschwingen des
Ausgangssignales am Schaltkreis-Pad sicherzustellen. Da auf dem Schaltkreis ein absolutes
Ausmessen der IV-Wandler nicht vorgesehen ist, wurde für die Auswertung der Meßdaten des-
sen Transferfunktion mit Hilfe von Simulationsergebnissen approximiert.
Die auf Seite 74f beschriebenen Messungen wurden mehrmals und für verschiedene Schaltkrei-
se durchgeführt. Nachfolgend sind die Ergebnisse der Messungen dargestellt.
Es wurden insgesamt fünf verschiedene Schaltkreise, die in den Diagrammen mit n1 bis n5 be-
zeichnet sind, mehrmals ausgemessen. Die verschiedenen Messungen an jeweils einem Schalt-
kreis erfolgten nicht direkt aufeinander. Im Rahmen der Meßgenauigkeit stimmen die einzelnen
Messungen gut überein. Auch ist die ermittelte Standardabweichung des Ausgangsstromes für
alle fünf Schaltkreise vergleichbar.
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Bild A.1: Signalfluß bei der Messung der VI-Wandler
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Anhang 135B  MOS-Transistormodell
Für alle Rechnungen mit MOS-Transistoren wird das Transistormodell von Enz et al. [Enz97]
verwendet. Der Strom-Spannungs-Beziehung dieses Modells liegen für den weak-inversion und
strong-inversion-Arbeitsbereich getrennte Funktionen vor. Der Übergang zwischen beiden Ar-
beitsbereichen wird durch eine Interpolation zwischen beiden Funktionen realisiert.
Im Bereich strong-inversion gilt für den gesättigten Transistor in Abhängigkeit von den Span-
nungen  an Gate,  an Drain und  an Source bezüglich Bulkpotential
(B.1)
mit der pinch-off-Spannung
. (B.2)
Die Transistorkonstante bestimmt sich aus der Beweglichkeit der La-
dungsträger , der flächenbezogenen Oxidkapazität und der Transistorgeometrie, ist die
Steilheitskonstante,  ist die Schwellspannung.
Für den weak-inversion-Arbeitsbereich gilt für die Strom-Spannungs-Beziehung
(B.3)
mit dem Sättigungsstrom
(B.4)
und der Temperaturspannung .
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