Abstract. A method of automatically combining geodetic network solutions to produce station coordinate time series with realistic computed errors has been developed and tested and is being applied on a weekly basis to Global Positioning System (GPS) global and regional networks of the International GPS Service. Our techniques include modified Helmert blocking, stochastic modeling to minimize frame bias, Monte Carlo simulation, variance component estimation, and multiparameter data snooping. An 18-month time series evaluation of 150 globally distributed stations demonstrates that our combined weekly solution is more complete, precise, and reliable than any contributing solution. Our method of attaching regional networks without perturbing the global network solution, rather than combining normal equations, improves the quality measures. The median RMS of station position residuals with respect to a constant velocity model is 2.4 mm in latitude, 3.0 mm in longitude, and 7.2 mm in height. Our solution has since been incorporated into the reference frame ITRF96 (International Terrestrial Reference Frame 1996), showing a RMS coordinate difference of 5.4 mm, the lowest of all contributing solutions. As an independent test, the RMS difference with the ITRF94 is 4.5 mm in horizontal and 8.1 mm in height. As a second external test, the station velocity solution was used to estimate plate tectonic Euler vectors, which were then compared with the NUVEL-1A model and found to differ at a level consistent with the computed errors. Given a few more years of data, our error model predicts solutions that will be sufficiently precise to rigorously test NUVEL-1A or its successors.
Introduction
Time series of geodetic network displacements derived from Global Positioning System (GPS) data have been used to investigate geophysical phenomena over distance scales of 1-10,000 km. Applications have included glaciology, hydrology, volcanology, seismology, tectonophysics, crustal loading, glacial rebound, Earth rotation, and global mass redistribution [Segall and Davis, 1997] . Understandably, networks have typically been implemented and analyzed specifically on a scale and density appropriate to the geophysical signals under investigation [Blewitt, 1993] . We present a methodology to produce a time series of solutions for a unified global network, which, in principle, can accommodate networks at all scales. A longer-term goal of this research is to enable the future production of "densifted global solutions" which can be used to investigate signals over all distance scales using a single self-consistent kinematic model. Apart from enabling the study of phenomena without artificial preselection of scale, the generation of such densifted global solutions is likely to increase the reliability of geodetic solutions and associated covariance matrices, and it will This contribution aims to present the geodetic methodology and demonstrate its potential as a new tool for geodynamics. It begins by explaining the method in some detail thus providing a suitable reference for further work that might utilize this method or for researchers who use our products and need a more definitive understanding of them. The method has been tested on Finally, to demonstrate the method's potential as a geophysical research tool, preliminary investigations were carried out on the estimation of global-scale geophysical parameters, including Euler vectors for tectonic plates. We conclude that geodetic resolution of plate kinematics should be sufficient to (Table 1) , which also produce orbit solutions, which are combined to produce the IGS combined orbit. R Networks are produced by four Regional Network Associate Analysis Centers (Table 1) , using the combined orbit and at least three global stations. Our Global Network Associate Analysis Center analysis produces the G network and P network. A kinematic model is fit to the P network to produce the kP solution, which contributes to International Terrestrial Reference 
Z--X where the overbar denotes the resulting deconstrained solution. The third term on the right-hand side of (1) is required for A networks that exhibited near-singular normal equations when stated constraints were removed. The term (C'C)-•C ' is a generalized inverse of the linearized functional matrix C of three loose constraints w of 3-D network orientation, that is, the first three rows of (A3).
The elements of the diagonal covariance matrix Zw are chosen in each case to give good matrix conditioning while not being too tight to cause numerical error. Because these extra constraints are minimal, they have no effect on the deconstrained parameters in (2).
The A networks sense the geocentric origin and network scale, and this information was retained in the combined G network.
Any orientation information in these networks is due to artificial constraints and was removed to prevent network distortion. In the case of R networks the ability to sense the geocenter and network scale depends on network size. Small R networks can be assumed to be insensitive to the geocenter, while large ones have some sensitivity. We assumed that no R network provides information of value on the origin or network scale; the G network origin is defined by the combination of A networks alone. Therefore in the R networks the linear combinations of parameters corresponding to all seven Helmert parameters (3-D origin, 3-D orientation and scale) were therefore assumed to be uninformative. This is reasonable because the reference system definition of the regional networks (especially small ones) comes largely from the IGS combined orbits, which, in turn, are positioned in the ITRF. The combined G network does not require this a priori information. Our approach is to effectively remove the artificial reference system definition by augmenting the deconstrained estimate covariance matrix such that the standard errors of the unobserved Helmert parameters become large. This is a loose minimal constraints approach which avoids introducing reference system parameters into the network combination functional model. The linear combinations of coordinates corresponding to the Helmert parameters are the rows of Bx in (A3). The covariance matrix of the deconstrained parameters is augmented to remove Helmert parameter constraints by either:
where the curly overbar denotes the augmented deconstrained matrix. C is made up of the appropriate rows of B for the reference system parameters that are to be augmented (three orientations in the case of A networks, and all seven parameters in the case of R networks). Zw is the diagonal covariance matrix of the augmented parameters. In the terminology of Blewitt [1998] this is a "loosening transformation," where (3) is the covariance augmentation formulation, and (4) is the weight reduction formulation. Although the formulations are equivalent, each has its advantages depending on the computation involved. From the computation of (1), Z• and 7_4 • are both known, so by using both (3) and (4), Z• and Z•x • can both be computed without a further matrix inversion. Because the information being removed here is extrinsic to the network (i.e. the function C is orthogonal to the network observations), no parameter update is required. In A networks we find a wide range of stated and unstated constraints. Stated station constraints can be loose (10 m standard error) or tight (1 mm standard error). On removing these constraints from A networks, we would expect the deconstrained normal equations to have a rank deficiency of three (computationally, three very small eigenvalues) corresponding to the three degrees of freedom of the unobserved network orientation. However, some A networks include unstated constraints that make the normal equations quite regular with constraints removed, while others have the singular normals we would expect. These differences come from the different methods employed in network estimation software. Some A networks had unstated constraints only of X and Y orientation, not of Z, or vice versa. All these cases of stated and unstated constraint were handled by the deconstraint procedure. We must assume that A network unstated constraints are minimal (i.e. of orientation only); nonminimal unstated constraint cannot be distinguished from observation information. As long as this is the case, (1) and (2) are still valid (i.e., we can obtain the undistorted network except for certain known linear combinations corresponding to the equations of global orientation, which can be dealt with). 
Modified Helmeft Blocking
with residuals Vi: A g-xi Zv, = Zx,-A Zg A' , This procedure follows that of a standard Helmert blocking solution of the A and R networks, except that the common parameter list does not include all the common parameters but only those that meet the global station requirements. Most importantly, the R networks do not contribute to the common parameter estimation. The approach can be thought of as equivalent to a simultaneous least squares estimation from all the data in the limit of large variances being ascribed to the R network junction station estimates. The result is that the G network estimate and its covariance matrix are determined only by the A networks, and this forms a first-order control network to which the regional components are attached.
Variance Component Estimation
To be statistically rigorous, variance components should only be applied after the null hypothesis (that the functional and stochastic models are correct) has been disproved. This is very difficult to do because the variance component probability distribution is unknown. We derived a 90% confidence interval by the Monte Carlo method, which could be used to solve this problem, although this was not done routinely in our weekly analysis. Analytic derivations of variance component density functions "are restricted to special applications, or they give only approximate results" [Koch, 1987b] . Bayesian methods have been developed by Koch [1987b Koch [ , 1988 and Ou [ 1991 ] ; these use numerical integration and approximations.
To determine the variance component confidence intervals by Monte Carlo, we generated 100 sets of pseudorandomly deviating A network coordinates. These coordinate sets were generated such that the mean coordinate values are those of a real set of A networks from a typical week, and the deviations follow the multivariate normal distribution defined by the real A The scaling factors o72/ applied to the AC global networks in networks' covariance matrices. Equations (6), (7) and (10) were (6) are required because the relative scaling of the input A iterated 4 times to ensure convergence of the variance component network covariance matrices is not correct. We determined these estimation. The combined global network residuals are then due factors by a damped variance component estimation technique. entirely to the pseudorandom behavior of the simulated The scaling factor for each AC in any week i was that determined observations (i.e. the null hypothesis is fulfilled a priori and we in week i-1. In week i the factor was updated based on the know the true variance components are unity). Table 3 gives the residuals (7) of each AC global network. We found that the results, including the 90% confidence interval of each variance classical Helmeft method of computing variance and covariance component. (MDEs) [Baarda, 1968] and apply an iterative data snooping Equations (6), (7), and (10) could be iterated from o-• = 1 until (outlier testing) to each A network station position estimate s• • 1. However, because our aim was to determine a slowly (coordinate triplet) in turn against a chi-square distribution with evolving scaling factor for each AC over many weeks of analysis three degrees of freedom (following Kosters and Kok [1989] ). C in the context of outlier detection and removal (see section 2.8 is zero except for the triplet block corresponding to the ith station GLOBAL GEODETIC TIME SERIES ESTIMATION 11,089 Table 4 .
It is perhaps surprising that with a confidence level of 99.9%, the test will reject an observation one time in four when no outliers or other model errors are present! The iteration then continues, so the test will reject two observations one time in sixteen, etc. This result should be borne in mind by anybody using this type of test blindly. If a single outlier is caught successfully, we return to the no-outliers situation on the second iteration, so the probability of catching one outlier of 1 MDE size and then stopping is 0.56. Similarly, the probability of catching period. Therefore our results demonstrate principles using pilot project data; they are not a definitive analysis. network plot in Figure 6 is due to the noisy baselines between regional stations in different R networks.
G network Estimation

Kinematic Comparison of Networks
If the G network methodology we have described is useful and the claims of high reliability are justified, we should be able to show that the quality of the G network is superior to that of any A network in terms of long-term station position estimate repeatability. This is hinted at by Figure 6 , but our main demonstration uses kinematic residual series (as used by, e.g., van Stations appearing in less than five weekly P networks were discarded. We do not show maps of station velocity vectors. estimable quantities (without adopting some arbitrary kinematic datum, which we have carefully avoided). Table 7 shows the magnitudes of vector differences between pairs of these three estimates for each pair of plates. The networks, using the series of evolving A network variance components previously determined in the G network estimation and leaving R network covariance matrices unchanged. We excluded those station observations that were excluded in iterative data snooping in the G network estimation. In Figure 10 we show only R network stations, with separate ordered series for the global junction stations and regional stations of the EUR (European) and GS! (Japanese) regional networks. This shows that regional station horizontal repeatability is improved by these networks being attached to the G network rather than combined with it. This is especially true of the GSI R network. We also see that the repeatability of the global junction stations is slightly degraded by allowing them to be influenced by R networks in the combination method. repeatability. This is a conclusion of the results presented here which is not obvious, and it is perhaps the most far-reaching •Transformation is between the named kinematic A network and our kinematic G network.
Are Scale and Geocenter
CTransformation is between the 52 stations common to ITRF94 and our kP network. There is weak evidence that the R network attachment method used gives superior time series repeatability to a combination method, and it is certainly to be preferred on theoretical grounds. The attachment method is preferred because it insulates the G Read 6E-6 as 6 x 10 -6 a'Yes' in this column indicates that the parameter is significantly different from zero at the 95% confidence level.
bTransformation is between the named kinematic A network and our kinematic G network.
•Transformation is between the 52 stations common to ITRF94 and our kP network. 
Future Work
The methodology described in this paper has since been applied to routine weekly IGS analysis since September 1995 and is continuing to incorporate stations from an ever-growing global network of IGS stations (currently approaching 200). The GNAAC has continued to operate at Newcastle since that time producing solutions. This paper has demonstrated that the geodetic resolution resulting from these accumulating GNAAC solutions should be sufficient to rigorously test geological models such as NUVEL-1A within the next few years. With increased spatial sampling we could test whether the rigid plate kinematic model is a viable concept to explain most of the data or whether more general kinematic models (e.g., spherical strain rate tensor models) will be more appropriate. These investigations will include study of the statistical character of kinematic solutions, which could bias the determination of station velocity. Ultimately, a more accurate and higher-resolution description of the kinematics will improve dynamic interpretation.
To fully realize a GPS solution, which unifies all distance scales, would require the incorporation of data from thousands of stations, including dense regional arrays, and data from epoch campaigns. Since our method involves partitioning, it can readily use campaign solutions and regional network solutions as inputs. We therefore suggest that this approach be used as part of a coordinated effort to produce a GPS global geodetic master solution to enable more powerful geophysical analyses through improved coverage, resolution, precision, reliability, adherence to standards, and uniformity of documentation. Such an activity would also serve to improve the archives for use by future generations of Earth scientists. This work has formed the basis for such an undertaking, which at the time of writing is being planned as a working group activity within the University NAVSTAR (Navigation System by Timing And Ranging) Consortium. 
