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Resumen
En este art´ ıculo aplicamos la teor´ ıa de matrices aleatorias (TMA) al an´ alisis
de una matriz de correlaci´ on C formada con los rendimientos diarios de 65
acciones comercializadas en la Bolsa Mexicana de Valores en un periodo de 8
a˜ nos. Encontramos que las estad´ ısticas de la mayor´ ıa de los valores propios
en el espectro de C coinciden con las predicciones de la TMA, pero que hay
desviaciones para algunos de los valores propios m´ as grandes. Demostramos
que C satisface las propiedades universales del conjunto gausiano ortogonal de
matrices aleatorias. M´ as a´ un, analizamos los vectores propios de C at r a v ´ es
de su cociente inverso de participaci´ on, tal an´ alisis nos permite se˜ nalar que la
matriz C tiene una estructura de banda aleatoria.
Abstract
In this paper we apply random matrix theory (RMT) to the analysis of cross-
correlation matrix C constructed from daily returns of 65 stocks traded at the
Bolsa Mexicana de Valores during a 8-year trading period. We ﬁnd that the
statistics of most of the eigenvalues in the spectrum of C agrees with the pre-
diction of RMT, but there are deviations for a few of the larger eigenvalues. We
show that C has the universal properties of the Gaussian orthogonal ensemble
of random matrices. Furthermore, we analyze the eigenvectors of C through
their inverse participation ratio, such analysis allow us to indicate matrix C has
a random band structure.
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1. Introducci´ on
Cuantiﬁcar la correlaci´ on entre diferentes variables es un t´ opico de inter´ es nece-
s a r i on os o l op a r ae n t e n d e rl ae c o n o m ´ ıa como un sistema din´ amico complejo,
sino tambi´ en por razones m´ as pr´ acticas como la administraci´ on de riesgos y la
asignaci´ on de activos.
El estudio de matrices de correlaci´ on tiene una historia larga en ﬁnanzas y es
una piedra angular de la teor´ ıa de optimizaci´ on de portafolios de Markowitz, sin
embargo, es dif´ ıcil determinar de una manera conﬁable una matriz de correlaci´ on
emp´ ırica.
Si se tienen N acciones con precio Pi(t)p a r ae la c t i v oi en el tiempo t,c o n ,
t =0 ,1,...,T,el logaritmo de los rendimientos de los activos Si(t)e s :
Si(t)=l nPi(t) − lnPi(t − 1).
Puesto que los niveles de volatilidad (desviaci´ on est´ andar) son diferentes para
cada activo, se deﬁne el rendimiento normalizado
gi(t)=
Si(t) −  Si(t) 
σi
.
Donde σi es la desviaci´ on est´ andar de Si y  ·  la media. Los elementos de la







La diﬁcultad para construir una matriz de correlaci´ on emp´ ırica conﬁable se
debe a varias razones, entre las cuales se encuentran:
• Las condiciones del mercado cambian con el tiempo y la correlaci´ on que
existe entre un par de activos puede no ser permanente.
• La longitud de las series de tiempo disponible para estimar la correlaci´ on
es ﬁnita y por lo tanto puede generar informaci´ on falsa (ruido).
Por esto, la forma en que se mide la correlaci´ on emp´ ıricamente contiene con-
tribuciones aleatorias, y en general es un problema dif´ ıcil poder estimar de C
la correlaci´ on que no es producto de la aleatoriedad. En particular, se ha de-
mostrado que los valores propios m´ as peque˜ nos de la matriz C son los m´ as
sensibles al ruido, sus correspondientes vectores propios son precisamente aque-
llos que determinan los portafolios menos riesgosos [Laloux]. Es esta la raz´ on
por la cual los m´ etodos que permiten distinguir se˜ nales de ruidos, esto es, dife-
renciar los valores y vectores propios que contienen informaci´ on real, de aquellos
que contienen informaci´ on in´ util o inestable en el tiempo, han adquirido una
gran importancia.
Con este ﬁn, es importante comparar las propiedades de una matriz de
correlaci´ on C contra la “hip´ otesis nula” de una matriz de correlaci´ on aleatoria,
esto es una matriz de correlaci´ on construida con series de tiempo de activos
estrictamente independientes. Si las propiedades de C se asemejan a aquellas de
la matriz de correlaci´ on aleatoria, entonces se sigue que el contenido de la matriz
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la correlaci´ on es genuina. As´ ıpues, la meta es comparar las propiedades de una
matriz emp´ ırica C con las de una matriz de correlaci´ on aleatoria y separar el
contenido de C en dos grupos: la parte de C que tiene propiedades semejantes
a las de la matriz aleatoria (“ruido”) y la parte de C q u ed i ﬁ e r ed el am a t r i z
aleatoria (“informaci´ on”).
En este trabajo examinaremos una matriz de correlaci´ on C construida a
partir de las series de tiempo de las principales acciones que cotizan en la Bolsa
Mexicana de Valores (BMV) con el objetivo de separar la informaci´ on real del
ruido y usaremos el concepto de “cociente inverso de participaci´ on” (CIP) para
analizar los vectores propios que contienen m´ as informaci´ on.
1.1 Antecedentes
El estudio de las propiedades estad´ ısticas de las matrices aleatorias tiene sus
or´ ıgenes hist´ oricos en la f´ ısica nuclear. El problema data de los a˜ nos cincuenta;
los modelos existentes no explicaban de manera adecuada los niveles de energ´ ıa
de un n´ ucleo complejo. La Teor´ ıa de Matrices Aleatorias (TMA) desarrollada en
ese contexto fue presentada por Wigner, Dyson y Mehta. Estudios recientes han
mostrado que estos resultados tienen aplicaciones importantes en el contexto
ﬁnanciero.
Stanley, Amaral y otros (1999) usan la metodolog´ ıa de TMA para analizar
la correlaci´ on cruzada entre los precios de las acciones de New York Stock
Exchange, American Stock Exchange y de Nasdaq. Potters, Cizeau y Laloux
(2002) muestran que los resultados de la TMA son de gran inter´ es para enten-
der la estructura estad´ ıstica de las matrices de correlaci´ on emp´ ıricas; usando
series de tiempo de diferentes acciones de S& P500, encuentran que hay una
similitud importante entre las predicciones te´ oricas (basadas en que la ma-
triz de correlaci´ on es aleatoria) y los datos emp´ ıricos. En este mismo art´ ıculo
Potters, Cizeau y Laloux muestran que este m´ etodo puede ser implementado
en la administraci´ on de riesgos. Maslov (2001) utiliza la TMA para medir la
globalizaci´ on usando la matriz de correlaci´ on de los ´ ındices de mercado de 37
pa´ ıses, mostrando que hay fuertes interacciones entre las econom´ ıas individua-
les. Burda, Gorlich, Jarosz y Jurkiewicz (2004) determinan, usando la TMA,
una relaci´ on exacta entre el espectro de los valores propios de la matriz de
correlaci´ on y sus estimaciones.
Estos estudios muestran que un porcentaje alto de los vectores propios de
C coinciden con las predicciones de la TMA, sugiriendo que hay un alto grado
de aleatoriedad en la medici´ on de la correlaci´ on y que alrededor de un 2% de
los vectores propios est´ an por encima de las predicciones de la TMA.
Lo que nos lleva a preguntarnos en el caso mexicano c´ omo podemos in-
terpretar los valores y vectores propios que se desv´ ıan de la predicci´ on de la
TMA? Qu´ e se puede inferir acerca de la estructura de nuestra matriz C de
estos resultados?
Referente a estas preguntas, veremos que el vector propio m´ as grande de
C representa la inﬂuencia de todo el mercado que es com´ un a todos los activos
del estudio. Nuestro an´ alisis del contenido del resto de los vectores propios que
diﬁeren de TMA muestra correlaciones entre activos del mismo sector econ´ omico
y las 32 acciones que tienen las mayores capitalizaciones en el mercado. Para
probar que los vectores propios que se desv´ ıan de las predicciones de la TMA son
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estad´ ısticas de los vectores propios de C con las propiedades universales de las
matrices reales, sim´ etricas y aleatorias, y encontramos un muy buen ajuste con
los resultados de la TMA. El cociente inverso de participaci´ on alcanza valores
importantes en los extremos del espectro de los valores propios, sugiriendo una
estructura de “banda aleatoria” para la matriz C.
2. Predicciones de la Teor´ ıa de Matrices Aleatorias (TMA)
El conjunto m´ as simple de matrices aleatorias es el conjunto de matrices si-
m´ etricas R de tama˜ no N × N, cuyos elementos son variables aleatorias inde-
pendientes e id´ enticamente distribuidas. Este conjunto de matrices es conocido
como matices aleatorias Wishart o el conjunto Laguerre de la TMA [Mehta].
En notaci´ on matricial R se puede escribir como R = 1
N AAT, donde A es una
matriz de tama˜ no N × T y AT es la matriz transpuesta de A.
2.1 Predicciones de la TMA sobre el comportamiento de los valores
propios
Un resultado interesante se obtiene cuando la matriz R tiene un tama˜ no muy
grande (N →∞ ), en este caso la distribuci´ on de sus valores propios tiene
propiedades universales, que son independientes de la distribuci´ on de los ele-
mentos de la matriz. Para el caso N  = T existe una formula [Mehta] para la
densidad ρ(λi) de los valores propios λi de R.E ne ll ´ ımite N,T →∞ ,c o nu n
cociente ﬁjo Q = T






(λ− − λi)(λi − λ+)
λ
,λ i ∈ [λ−,λ +].














T la varianza de los elementos de A, o de manera equivalente σ2 es el
promedio de los valores propios de R.
La ecuaci´ on (1.2) da una medida estrictamente cuantitativa para decidir
cu´ ando un valor propio particular de una matriz de correlaci´ on emp´ ırica C
reﬂeja una se˜ nal de correlaci´ on real presente en los datos, o si es simplemente
un efecto de ruido causado en particular por la ﬁnitud T de la serie de datos.
En principio, cualquier valor propio que sea signiﬁcativamente mayor que λ+
debe ser tratado como una se˜ nal.
Para aceptar o rechazar la hip´ otesis de aleatoriedad de una matriz C no
es suﬁciente comparar la distribuci´ on de los valores propios de C con ρ(λi).
Hay matrices aleatorias que tienen unas diferencias dr´ asticas en la distribuci´ on
de los valores propios que comparten una estructura similar de correlaci´ on en
sus valores propios debida ´ unicamente a la simetr´ ıa de las matrices. Por otra
parte, matrices con la misma distribuci´ on de sus valores propios tienen difer-
encias dr´ asticas en la correlaci´ on de los valores propios. As´ ıpues, una prueba
de aleatoriedad de C debe involucrar una investigaci´ on de la correlaci´ on en los
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Sea S una matriz real, aleatoria y sim´ etrica de tama˜ no M × M cuyos
elementos fuera de la diagonal Sij con i<json independientes e id´ enticamente
distribuidos. Se ha conjeturado, basado en evidencias anal´ ıticas y num´ ericas
extensivas [Plerou] que en el l´ ımite M →∞ , sin considerar la distribuci´ on de
los elementos Sij, esta clase de matrices presenta las propiedades universales
(funciones de correlaci´ on de los valores propios) del conjunto de las matrices
cuyos elementos est´ an distribuidos de acuerdo a una medida de probabilidad
Gausiana llamado el conjunto gausiano ortogonal o simplemente GOE (de sus
siglas en ingl´ es Gaussian ortogonal ensemble) [Mehta].
Las pruebas estad´ ısticas para los valores propios de C que se deben usar,
son precisamente las pruebas universales de correlaci´ on de los valores propios
de matrices aleatorias reales sim´ etricas.
En resumen, las propiedades universales de las matrices GOE son:
1. La distribuci´ on de las diferencias de los valores propios de acuerdo al vecino











donde ξk = f(λk) es una transformaci´ on que convierte los valores propios
λi en nuevas variables llamadas “valores propios desplegados” [Mehta]. Los
valores propios desplegados tienen un valor promedio uniforme a trav´ es del
espectro. A menudo se reﬁeren a esta distribuci´ on como “la conjetura de
Wigner”.
2. La distribuci´ on de las diferencias de los valores propios de acuerdo al si-











3. Correlaciones entre valores propios de rango largo.
Para probar correlaciones entre pares de valores propios en rangos largos,
se usar´ ae le s t a d ´ ıstico
	2 conocido como “varianza n´ umero”, que est´ a
deﬁnido como la varianza del n´ umero de valores propios desplegados en









donde n(ξ,l)e se ln ´ umero de valores propios desplegados en el intervalo
[ξ − 1/2,ξ+1 /2] y   ξ es el promedio sobre todos los ξ.S i l o s v a l o r e s
propios no est´ an correlacionados,
	2 ≈ l. En el extremo opuesto, cuando
el espectro de los valores propios es r´ ıgido,
	2 es una constante. En las
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2.2 Predicciones de la TMA sobre el comportamiento de los
vectores propios
Despu´ es de analizar el comportamiento de los valores propios, las conclusiones
m´ as importantes se obtendr´ an del estudio de las componentes de los vectores
propios. Los componentes {uk
l ;l =1 ,...,N} del vector propio uk de una matriz
aleatoria de correlaci´ on R est´ an distribuidos normalmente con media cero y
varianza uno.
Para cuantiﬁcar el n´ umero de componentes que participan signiﬁcativa-
mente en cada vector propio, se usar´ a el cociente inverso de participaci´ on (CIP),
una noci´ on aplicada a menudo en la teor´ ıa de localizaci´ on.









Donde N es el n´ umero de series de tiempo (empresas en nuestro caso) y por
lo tanto el n´ umero de componentes. La i−´ esima componente uk
i del vector uk
corresponde a la contribuci´ on de la i−´ esima serie de tiempo a tal vector propio.




N se tiene que Ik =1 /N;s is ´ olo hay una componente diferente de cero uk
l =
1, Ik = 1. De esta manera, el CIP es el rec´ ıproco del n´ umero de componentes
del vector que contribuyen signiﬁcativamente al mismo.
3. Construcci´ on y an´ alisis de la matriz C
Las series de tiempo que conforman la base de datos para este estudio est´ an
formadas por los precios de cierre diario de 65 empresas que cotizan en la BMV,
en un periodo de 8 a˜ nos. Para la elecci´ on de las empresas y la longitud de la
serie se tuvo en cuenta la bursatilidad, capitalizaci´ on y mantenimiento de las
mismas. La longitud ﬁnal de las series es de 1598. Dentro de las 65 empresas
seleccionadas para el estudio se encuentran representados todos los sectores
econ´ omicos, las empresas elegidas tienen la mayor bursatilidad de cada sector y
juntas representan m´ as del 85% de participaci´ on en el IPC y el 100% del´ ındice
M´ exico (INMEX). Todas las acciones incluidas han permanecido activas en el
periodo seleccionado para el estudio.
Ahora, queremos comparar las distribuciones emp´ ıricas de los valores pro-
pios y las estad´ ısticas de los vectores propios de la matriz C construida a partir
de estos datos con sus predicciones te´ oricas, asumiendo que la matriz de corre-
laci´ on es puramente aleatoria.
Tenemos, pues, N = 65 acciones con precio Pi(t)p a r al aa c c i ´ on i en el
tiempo t,c o nt =0 ,1,...,1598. Despu´ es de considerar el logaritmo de los
rendimientos de los activos y estandarizar cada una de las series, se calcula la
matriz de correlaci´ on estandarizada Cij que tiene un tama˜ no de 65 × 65.
El valor Q = T
N = 1597
65 =2 4 .57 > 1 garantiza que la matriz de correlaci´ on
es deﬁnida positiva y permitir´ a la aplicaci´ on de la TMA. Adem´ as, λ+ =1 .4441
y λ− =0 .63720.
En el histograma de la distribuci´ on de los valores propios de C (Figura 1)
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espectro. Estos tres valores propios son mayores que λ+.L at e o r ´ ıa asegura que
si la matriz satisface las propiedades universales de la TMA, se podr´ a obtener
informaci´ on sustancial de estos tres valores propios. Hay tambi´ en una cantidad
importante de valores propios por debajo de λ−, que de acuerdo a la literatura,
son m´ as susceptibles al ruido. Los valores entre [λ−,λ +] representan la parte
de la matriz sin informaci´ on alguna.
Las diferencias entre las distribuciones emp´ ırica y te´ orica que se muestra
en Figura 2 se deben precisamente a la existencia de valores propios por encima
de λ+ y por debajo de λ−.S il am a t r i zC fuera completamente aleatoria, las
dos curvas coincidir´ ıan y no se tendr´ ıa informaci´ on relevante. En la intersecci´ on
de las dos curvas se encuentran los valores propios del intervalo [λ−,λ +]. Los
valores propios por encima de λ+, que contienen informaci´ on real, est´ an a la
derecha de la curva roja, en azul. Y se puede ver que hay una cantidad im-
portante de valores propios por debajo de λ− en el intervalo (0,λ −]. 24 valores
propios est´ an por debajo de [λ−,3 8e ne li n t e r v a l o( λ−,λ +)y3s o nm a y o r e s
que λ+ (los tres rect´ angulos que se ven separados en la Figura 1).
El valor propio m´ as grande 14.166 es m´ as de 9 veces mayor que λ+,s e
puede entonces atribuirle informaci´ on real. El segundo mas grande valor propio
3.13 es mas del doble de λ+,t a m b i ´ en proporcionar´ ai n f o r m a c i ´ on importante, el
siguiente valor propio 1.8615 es apenas un poco mayor que λ+ sin embargo es
posible hallar en el informaci´ on importante.
Es indispensable recordar que la informaci´ on que se puede obtener del
espectro s´ olo ser´ av ´ alida si se prueba que los valores propios que pertenecen al
intervalo [λ−,λ +] satisfacen las propiedades universales de la TMA. Despu´ es
de transformar los valores propios en ξ = f(λi) con el desplegado, se obtienen
los siguientes resultados para la matriz C:
Las Figuras 2.3, 2.4 y 2.5 muestran que las gr´ aﬁcas de las distribuciones te´ oricas
se ajustan muy bien a las emp´ ıricas. La hip´ otesis de la igualdad de las distribu-
ciones es conﬁrmada por el resultado de la prueba de bondad de ajuste de
Kolmogorov-Smirnov. Permiti´ endonos concluir que el espectro de C satisface
las dos primeras propiedades universales de la TMA.
La tercera propiedad se cumple al analizar la Figura 2.6. A medida que l
aumenta,
	2 se acerca a la funci´ on lnl, esto es justamente lo que sucede en el
espectro de las matrices aleatorias.
El primer resultado interesante es que todas las componentes del vector
propio asociado al mayor valor propio son positivas, lo que signiﬁca que no hay
acciones con correlaci´ on inversa. Puesto que los vectores propios correspon-
dientes a valores propios diferentes son ortogonales entre ellos, otros vectores
propios contienen componentes negativas. El vector propio asociado al mayor
valor propio u65 tiene fuertes componentes en WalmexC, GFBBB, Cemex CPO,
GcarsoA1, Televisa CPO, TV Azteca CPO y TelmexL. Las componentes m´ as
peque˜ nas corresponden a Cid Mega Resort, y Sab.
Al analizar los otros dos vectores propios que se desv´ ıan de RMT u64 y
u63 se encuentra que las componentes signiﬁcativas pertenecen a industrias si-
milares o relacionadas. El vector propio u64 est´ a dominado signiﬁcativamente
por empresas de comunicaci´ on: Telmex , CEL y Telecom A1 con componentes
negativas. En el vector propio u63 dominado por empresas de comercio, se en-
cuentra que las componentes negativas signiﬁcativas corresponden a Waltmart,
Soriana y Elektra mientras que las positivas corresponden a Herdez y Gigante.132 Revista de Administraci´ on, Finanzas y Econom´ ıa
En cuanto a los vectores propios correspondientes a los valores propios m´ as
peque˜ nos, se encuentra que est´ an localizados, esto es, dan informaci´ on de una
sola empresa: la l´ ıder en su sector. Por ejemplo, la mayor componente de u1
corresponde a Telmex con Cij =0 .87291, la mayor correlaci´ on de la muestra.
Las mayor componente de u2 es Walmex con Cij =0 .85832, la segunda mayor
correlaci´ on de la muestra.
El cociente inverso de participaci´ on (CIP) ayuda a cuantiﬁcar el n´ umero
de componentes que participan signiﬁcativamente en cada vector propio.
La Figura 2.7 muestra el cociente inverso de participaci´ on (CIP) Ik como
una funci´ on de los valores propios λk de la matriz C.L ar e g i ´ on en el rect´ angulo
rojo muestra el intervalo [λ+,λ −].
Se puede decir que pr´ acticamente los valores en intervalo [λ+,λ −]p e r -
manecen en una banda o rango (el recuadro rojo), mientras que el CIP m´ ınimo
se obtiene en el valor propio m´ as grande y los valores de CIP m´ as altos, cor-
responden a los valores propios m´ as peque˜ nos. I65 tiene un valor de 0.024, si
todas las componentes fueran iguales a 1 √
N = 1 √
65 ,e lc o c i e n t es e r ´ ıa 0.015 el
cual representar´ ıa la inﬂuencia de todo el mercado. El hecho de que algunas
componentes dominen este vector da una idea de las empresas l´ ıderes en el mer-
cado y justiﬁca el hecho de que el cociente de participaci´ on inverso sea mayor
que 0.015. El vector propio u65 contiene aproximadamente 1/I65 =4 0p a r t i c i -
pantes signiﬁcativos, que son precisamente las acciones con mayor capitalizaci´ on
en el mercado.
En la graﬁca se observa que el cociente de participaci´ on inverso de los
valores propios menores que λ− son considerablemente mayores, de hecho son
de tres a cinco veces el promedio del CIP, lo que sugiere que los vectores est´ an
localizados, esto es, solo algunas acciones contribuyen a ellos. Por ejemplo el
vector propio u1 contiene 1/I1 = 2 acciones que contribuyen a el: Telmex A y
L.
Este mismo estudio se realiz´ o en matrices construidas a partir de series de
longitud 400 y 800, encontr´ andose que dichas matrices no cumpl´ ıan las propie-
dades universales de las matrices aleatorias.
4. Conclusiones
Se ha encontrado que la mayor´ ıade losvalorespropiosen el espectro de la matriz
de correlaci´ on C coinciden notablemente bien con las predicciones universales
de la Teor´ ıa de Matrices Aleatorias. En particular, se ha encontrado que la
matriz C satisface las propiedades universales del conjunto gaussiano ortogonal
de matrices sim´ etricas aleatorias, lo cual nos permite distinguir los valores y
vectores propios de la matriz que contienen informaci´ on real de aquellos que
tienen informaci´ on in´ util e inestable en el tiempo.
La matriz tiene 3 valores propios mayores que λ+, 24 valores propios est´ an
por debajo de λ− y3 8e ne li n t e r v a l o( λ−,λ +). El cociente inverso de par-
ticipaci´ on soporta la idea de que algunas acciones dominan el mercado y m´ as
especﬁcamente nos dice que el vector propio u65 contiene aproximadamente
1/I65 = 40 participantes signiﬁcativos, que son precisamente las acciones con
mayor capitalizaci´ on en el mercado. Tal parece que las componentes del valor
propio m´ as grande pueden ayudar en la elecci´ on de las empresas y los pesos de
las mismas en la construcci´ on de un ´ ındice. Los vectores propios correspondi-
entes a los valores propios m´ as peque˜ nos est´ an localizados, esto es cadaTeor´ ıa de matrices aleatorias y correlaci´ on 133
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uno de ellos da informaci´ on de una empresa l´ ıder de un sector, por ejemplo
u1 est´ a fuertemente dominado por Telmex. El an´ alisis del CIP nos permite
concluir que la matriz C tiene una estructura de banda aleatoria.
La longitud de las series (1598), entre otras cosas, ha permitido que la
matriz C satisfaga las condiciones de la TMA. Pero se ha probado que para
longitudes menores (800 y 400) las matrices C1 y C2 correspondientes no satis-
facen todas las propiedades universales de la TMA (Figura 8).
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