ABSTRACT Thyroid produces multiple essential hormones for vital life processes. Thyroid cancer has no symptoms and may be detected by ultrasound imaging incidentally for other medical conditions. An accurate computational detection model may help the precise diagnose of thyroid papillary cancer (TPC). A standard protocol captures at least the transverse and longitudinal ultrasonograms of the thyroid. This study investigated the detection problem of thyroid cancer using the ultrasound images. Our data suggested that the original local binary pattern (LBP) features extracted from the ultrasonograms were very sparse and the compressed LBP features outperformed the original version. And the best model (Acc = 0.9829) was achieved by the fivefold cross validation of the classifier support vector machine (SVM). Other sources of biomedical data may be integrated to further improve the TPC detection model in future studies.
I. INTRODUCTION
Thyroid is an endocrine gland at the throat and produces several important hormones using the mineral iodine [1] . Thyroid hormones play essential roles in regulating multiple vital processes, including heart activity [2] , inflammatory response [3] , metabolism [4] and body temperature [5] , etc.
Thyroid cancer accounts for no more than 5% of diagnosed cancer cases in the United States and has a low mortality rate [6] . Well differentiated thyroid cancers are usually treatable and even curable and account for nearly 95% of all
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the thyroid cancer cases [7] . Two major subtypes of thyroid cancers, i.e., papillary and follicular cancers, have 10-year survival rates of as high as 99% and 95%, respectively [6] .
Ultrasound imaging is one of the major technologies to screen the thyroid cancer at the early stage [8] . The advance of screening technology increased the incidence rate of thyroid cancers in the U.S. and U.K., but the mortality remained constant or even decreased slightly [7] , [9] . Thyroid cancers usually have no symptoms and are most incidentally found by the ultrasound imaging examination of other medical conditions [10] . Molecular biomarkers may help identify the malignant thyroid cancers from the benign ones [11] and can achieve 91% in diagnosis accuracy [12] . An accurate VOLUME 7, 2019 This computational model may greatly facilitate the diagnosis of thyroid cancer at the early stage. This study carried out a comprehensive evaluation of classification algorithms on detecting thyroid papillary carcinoma using the transverse and longitudinal ultrasonograms. A standard thyroid ultrasound protocol usually applies to the transverse and longitudinal ultrasonograms of the patient's neck, and an experienced physician may diagnose whether the thyroid is thyroid papillary carcinoma or not. This study demonstrated that the transverse ultrasonogram of the thyroid has a prediction accuracy of thyroid papillary carcinoma constantly higher than the longitudinal ultrasonogram.
II. MATERIALS AND METHODS

A. DATA SET
We recruited 114 thyroid papillary carcinoma (TPC) patients in the China-Japan Union Hospital of the Jilin University for this study. Experienced physicians collected the ultrasound images and the electronic health records (EHRs) of all the TPC patients. The transverse and longitudinal ultrasonograms of the thyroid were collected for each patient. We also collected the same data for 59 participants who were not diagnosed as TPC. This study was approved by the IRB committee of the China-Japan Union Hospital of the Jilin University, and all the participants signed the informed consent forms.
B. IMAGE FEATURE EXTRACTION
Local binary patterns (LBP) is utilized to describe the image texture patterns and has demonstrated very good image-based classification performances [13] . Besides the texture classification [14] , LBP has been widely applied to illustrate the image objects with certain shapes, e.g., facial activity recognition [15] , [16] , road-side pedestrian detection [17] and gender classification [18] , etc. Biomedical lesion sites usually have distinctive textures compared with the healthy controls. For example, osteoporosis has a deteriorated bone micro-architecture and may be easily described by the LBP features on the radiograph images [19] . Gastric cancer also has distorted texture patterns on the endoscopic images and LBP demonstrated very good detection accuracies of gastric cancer lesions [20] , [21] . This study chose LBP to quantitatively measure the ultrasound images of a thyroid.
C. PARAMETER AND DIMENSIONALITY REDUCTION
This study utilized the Local Binary Pattern (LBP) algorithm with the circular operator to extract the image features from the transverse and longitudinal ultrasonograms [22] . The circular operator with the radius 2 was used, and the number of pixels for an operator was 8. Each sonogram was split into small rectangles with the pixel sizes width × height = 5× 7. The LBP algorithm was implemented in Python version 3.7.0.
The endogenous patterns of the B-mode sonograms made the LBP features very sparse, and this study compressed the LBP features with the gray-scale step 5. That is to say, The 256 gray-scale intensities were compressed into 52 gray-scale intervals, each of which was the sum of the five gray-scale intensities. So the feature selection and model optimization procedures were greatly sped up with a smaller number of features.
The 1,820 LBP features were further screened to optimize the prediction accuracy of the TPC. Each of the features was evaluated for its discrimination power between the TPC patients and the controls by the T-test. The 1,820 features were ordered ascendingly by the T-test Pvalue. Half of the remaining features were removed iteratively and the 5-fold stratified cross validation strategy was utilized to calculate the selected feature subset, which means the randomly selecting the same proportion of samples from each class. The k-fold stratified cross validation strategy was widely used in the machine learning studies to avoid overfitting [23] - [26] . The time complexity of this strategy was logarithmic, faster than the linear time complexity of the regular backward.
D. CLASSIFICATION
The binary prediction model in this study was trained by four popular classifiers on the biomedical image analysis. Support vector machine (SVM) was a binary classifier that established a discrimination hyper-plane with the maximal margin between two groups of samples [27] . SVM has been widely used to predict the biomedical patterns from the imaging [28] , [29] and genetic data [30] . Naïve bayes (NBayes) was another popular classifier based on the Bayesian theory and it estimated the probability of a sample belonging to each of the investigated phenotypes [31] . Despite its strong assumption of inter-feature independence, NBayes was proven to achieve satisfying accuracy for analyzing drug responses [32] and transcriptome data [33] . K nearest neighbor (KNN) assigned a sample to the phenotype with the most members among the sample's k nearest neighbors, where the default number of neighbors k was 5 in the python sklearn package [34] . A number of KNN's applications included the protein's formylation site prediction [35] and OMIC missing data imputation [36] ,etc. Decision tree (DTree) was another classic classifier with human-comprehensible inner data structures and have already been successfully applied to analyze the electronic health record [37] and EEG data [38] , etc. 
E. EXPERIMENTAL SETTING AND PERFORMANCE EVALUATION
Two binary classification models were optimized for the transverse and longitudinal ultrasonograms of thyroid, respectively. The thyroid gland is usually examined in both transverse and longitudinal planes of the ultrasonograms. This study evaluated which view may produce a better classification model of the thyroid papillary carcinoma. The classification performance was evaluated by the popular performance metrics, i.e., accuracy (Acc), sensitivity (Sn), and specificity (Sp), as similarly in the other studies [38] .
All the experimental procedures were carried out using the Python version 3.7.0, and the Python package scikitlearn version 0.19.2 provided most of the machine learning algorithms. All the functions were used with their default parameter values.
III. RESULTS AND DISCUSSION
A. COMPRESSING LBP FEATURES OF THE TRANSVERSE ULTRASONOGRAMS
Firstly, we carried out a decremental feature selection procedure to reduce the dimension of the LBP features, as shown in Figure 2 . This experiment was carried out on the transverse ultrasonograms of the thyroid gland and there were 8,995 LBP features for each image. So it's computationally intensive to remove the worst feature at each step. This study removed half of the remaining features in each step (half-way Decremental Feature Selection, i.e., hDFS), as similar in Guyon's study [39] , [40] . The strategy hDFS may significantly reduce the running time of the feature selection procedure while achieve a satisfying prediction performance [40] . Figure 2 demonstrated that the prediction accuracy of the binary classifier lSVM dropped to the worst accuracy 62.07%.
After a manual exploration of the LBP features, we observed that the LBP features of a thyroid ultrasonogram were very sparse, and more than half of LBP features were zeros. So the original LBP features were compressed by summing up five gray scale values into one and splitting So the following sections used the compressed LBP features for prediction of the TPC using the ultrasound images.
B. EVALUATION OF DIFFERENT CLASSIFIERS ON THE TRANSVERSE ULTRASONOGRAMS
Four popular classifiers were evaluated for their prediction performances of the TPC using the transverse images, as show in Figure 3 . The best accuracy 0.9657 was achieved by SVM with 7 features. The subset of 7 features generated the models with the maximal averaged Acc = 0.9355 among the four classifiers. Another classifier NBayes achieved the best averaged Acc = 0.9343 over the 11 feature subsets, while its best accuracy 0.9536 was achieved on 14 features. And SVM only achieved the third best averaged Acc = 0.9122.
C. ANOTHER EVALUATION OF DIFFERENT CLASSIFIERS ON THE LONGITUDINAL ULTRASONOGRAM IMAGES
The best accuracy 0.8436 was achieved by the classifier KNN with 56 features, but the classifier SVM outperformed the other three classifiers in the averaged Acc on the longitudinal ultrasonogram images, as shown in Figure 4 . The subset of 56 features also achieved the best Acc = 0.7827 averaged over the four classifiers using the 5-fold cross validation. And overall the longitudinal ultrasonograms trained models with relatively smaller prediction accuracy than the transverse ones.
This study further compared how each classifier performed on both of these two ultrasonogram planes.
D. COMPARISON BETWEEN THE TRANSVERSE AND LONGITUDINAL IMAGES
The classifier KNN achieved the maximal improvement 0.2381 in the TPC prediction accuracy compared between VOLUME 7, 2019 the transverse and longitudinal ultrasonograms, as shown in Figure 5 . Firstly, all the four classifiers performed better on the transverse than on the longitudinal ultrasonograms with the same classification parameters. The minimum improvement 0.0474 was achieved by the classifier SVM and 14 compressed LBP features. Secondly, it's interesting to observe that a larger number of features didn't always perform better. Figure 5 demonstrated that the maximal number of features 1,820 never generated the best TPC prediction models for the four classifiers.
By considering both prediction accuracy and feature number, SVM achieved the best TPC prediction performance on the transverse ultrasonograms, as demonstrated by Figure 5 . A multi-center investigation of how the transverse and longitudinal ultrasonograms performed for the TPC prediction problem may be necessary to confirm our observation.
E. EVALUATING MORE FEATURE SELECTION AND CLASSIFICATION ALGORITHMS
Three popular feature selection algorithms were evaluated for their prediction performances on both transverse and longitudinal ultrasonogram images, as shown in Figure 6 . ReliefF was a filter-based feature selection strategy and was sensitive to the inter-feature correlations [41] . SelectKBest selected a feature based on its k neighbors with the highest scores, where the default k was 10 [42] . The SVM-based recursive feature elimination strategy (SVM-RFE) was another popular feature selection strategy that selected features according to their weights assigned by the SVM model [43] , [44] .
Firstly, a similar pattern was observed that the transverse ultrasonograms always outperformed the longitudinal ones using the same feature selection algorithms, as illustrated in Figure 6 (a) . Secondly, SVM-RFE performed the best among the three feature selection algorithms, and it achieved Acc = 0.9655 on the transverse ultrasonograms.
Classifiers may perform differently on a given dataset, as shown in Figures 3-4 and 6 . Lasso performed flexibly as either classifier or regressor, and this study utilized it as a classifier to predict TPC [45] . A random forest classifier (RF) ensembled its final prediction based on multiple random trees [46] . The gradient boosting classifier (GBC) utilized the prediction results of multiple weak classifiers and demonstrated very good prediction performances on some datasets [47] .
We may still observe that all classifiers performed better on the transverse ultrasonograms than on the longitudinal ones, as shown in Figure 6 (b) and (c). The best accuracy = 0.8276 was achieved by the classifier Lasso on 28 features extracted from the longitudinal ultrasonograms. While GBC achieved the best accuracy 0.9655 using the 7 features extracted from the transverse ultrasonograms. 
F. TRAINING THE BEST TPC PREDICTION MODEL
The best model training procedure was carried out with a feature elimination step, as shown in Figure 7 . The classifier SVM was trained on the compressed LBP features and evaluated by the 5-fold cross validation strategy. The transverse ultrasonograms were used to train the TPC prediction model. An SVM-RFE model was trained on a given feature set and each feature was assigned a weight after the training process. The feature with the smallest weight was eliminated.
Firstly, the 1,820 compressed LBP features of the transverse ultrasonograms may be refined by removing some redundant features, as shown in Figure 7 (a). At least 0.0578 in Acc was achieved by removing some features. And the best Acc = 0.9829 was initially achieved by 1,204 features during feature elimination process. Secondly, it's interesting to observe that the model Acc kept the best value at 0.9829 until the number of features was reduced to 17. After eliminating features from the subset of 17 features, the model performance was drastically decreased to Acc = 0.8322 of one feature. The best model on the longitudinal ultrasonograms (Acc = 0.8966) was achieved using 190 features, as shown in Figure 7 (b) . So our best model achieved Acc = 0.9829 using only 17 compressed LBP features.
IV. CONCLUSION AND FUTURE SCOPES
This study presented an exploratory model that achieved a very good TPC prediction performance. The experimental data suggested that the transverse ultrasonograms provided richer information for predicting the TPC samples against the controls. The original LBP image features may be compressed and selected for a better TPC prediction accuracy. 
