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ABSTRACT
Hyperpolarized 13C magnetic resonance imaging (MRI) is a novel and safe technique to image
in vivo metabolism. The technique relies on intravenous injection of hyperpolarized biological
substrates provided through dissolution dynamic nuclear polarization. The polarization process
increases the magnetic resonance (MR) signal of the substrate andmetabolic products considerably
and hereby enables real-time assessment of metabolism that is otherwise undetectable. Changes
in normal metabolism are connected to several diseases, and hyperpolarized 13C MRI hereby
represents an opportunity to better understand these changes, for early diagnosis, and for faster
treatment assessment. The technique is not limited to a certain anatomy or pathology, but has a
broad clinical potential. Uptake and metabolic conversion of the injected substrate is tracked by
MRI, utilizing its ability to di￿erentiate between molecules with di￿erent magnetic properties.
However, there are limits to how fast data can be collected using traditional acquisition methods.
This together with the fact that the high magnetization of the hyperpolarized substrate disappears
on a time-scale of a few minutes represent one of the major challenges in the clinical translation
of hyperpolarized 13C MRI. One method to increase MR scan e￿ciency is parallel imaging,
which uses sensitivity information characteristic of multi-channel receive coils to accelerate
acquisition. Parallel imaging is standard in conventional MRI and has a huge potential for use
with hyperpolarized 13C MRI.
To investigate this potential and to suggest solutions to speci￿c implementation challenges,
multiple studies were carried out. All experiments were performed at 3 T magnetic ￿eld strength
using a human clinical MR scanner to facilitate clinical translation. Three main objectives were
pursued: characterizing multi-channel 13C receive coils, investigating the optimal approach to
coil sensitivity calibration, and developing and testing 3D accelerated methods to parallel imaging
acquisition in vivo. Coil characterization was performed through simulations and phantom
experiments, while the two other objectives also involved acquisition of in vivo data that were
predominantly acquired for healthy pigs with imaging of kidneys and heart. An abdominal
imaging dataset from a healthy human volunteer was also collected.
Methods developed and results obtained from the coil characterization study provided di-
rections for future 13C coil design. The study investigating calibration of coil sensitivities found
that pre-calibration of the sensitivities was both feasible and advantageous for parallel imaging
acquisition using a multi-channel coil with ￿xed geometry. The ￿nal tests of 3D accelerated
acquisition were ￿rst performed for healthy pigs using a pre-calibrated parallel imaging scheme,
which demonstrated increased information output through higher spatial and temporal resolution
of metabolite images compared to non-accelerated acquisition. Next, using a calibrationless
parallel imaging scheme, the ￿rst full volumetric coverage of human abdominal metabolism was
demonstrated in combination with a multi-channel coil with adjustable geometry.
All in all, the research presented in this thesis clari￿es underlying prerequisites and demon-
strates successful implementation of parallel imaging for hyperpolarized 13C MRI.
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RESUMÉ (DANISH)
Hyperpolariseret 13C magnetisk resonans (MR) billeddannelse er en ny og ufarlig metode til
at optage billeder af stofskiftet in vivo. Metoden bygger på intravenøs indsprøjtning af hyper-
polariserede biologiske substrater frembragt ved ”dissolution dynamic nuclear polarization”.
Polariseringsprocessen øger MR-signalet for substrat og stofskifteprodukter betydeligt, og mulig-
gør herved en realtidsevaluering af stofomsætninger, som ellers ikke er målelige. Ændringer
i det normale stofskifte er forbundet med ￿ere sygdomme, og hyperpolariseret 13C MR billed-
dannelse repræsenterer herved en mulighed for bedre forståelse af disse ændringer, for tidlig
diagnosticering og for hurtigere evaluering af behandling. Metoden er ikke begrænset til en
bestemt anatomi eller patologi, men har et bredt klinisk potentiale. Optag og stofomsætning
af det indsprøjtede substrat spores via MR billeddannelse ved at udnytte metodens evne til at
skelne mellem forskellige molekyler med forskellige magnetiske egenskaber. Der er dog grænser
for, hvor hurtigt data kan indsamles med traditionelle billeddannelsesmetoder. Sammen med det
faktum, at den høje magnetisering af det hyperpolariserede substrat forsvinder på en tidshorisont
på kun få minutter, repræsenterer dette en af de største udfordringer for den kliniske translation
af hyperpolariseret 13C MR billeddannelse. En metode til at øge MR scanningse￿ektiviteten er
parallel billeddannelse, som bruger sensitivitetsinformation karakteristisk for ￿erkanalsspoler til
at accelerere dataopsamlingen. Parallel billeddannelse er en standardmetode for traditionel MR
billeddannelse, og har et enormt potentiale for anvendelse i forbindelse med hyperpolariseret 13C
MR billeddannelse.
For at undersøge dette potentiale og for at foreslå løsninger til speci￿kke implementering-
sudfordringer blev ￿ere studier udført. Alle forsøg blev foretaget ved 3 T magnetisk feltstyrke
ved brug af en human klinisk MR scanner for at fremme klinisk translation. Tre overordnede
målsætninger blev opstillet: karakterisering af 13C ￿erkanalsspoler, efterforskning af den opti-
male tilgang til spolesensitivitetskalibrering, og udvikling og test af 3D accelererede metoder til
parallel billeddannelse in vivo. Spolekarakteriseringen blev udført ved hjælp af simuleringer og
fantomforsøg, mens de to andre målsætninger også indebar indsamling af in vivo data, primært
fra raske grise med billeddannelse af nyrer og hjerte. Et datasæt fra billeddannelse af abdomen
for en rask forsøgsperson blev også indsamlet.
Udviklede metoder og resultater opnået fra studiet af spolekarakterisering udgør anvisninger
til fremtidigt 13C spoledesign. Studiet, der undersøgte kalibrering af spolesensitivitet, nåede frem
til, at præ-kalibrering af sensitivitet både er muligt og fordelagtigt for parallel billeddannelse ved
brug af ￿erkanalsspoler med fast geometri. De endelige afprøvninger af 3D accelereret billeddan-
nelse blev først udført for raske grise med anvendelse af præ-kalibreret parallel billeddannelse,
hvilket påviste et øget informationsudbytte gennem højere rumlig og tidslig opløsning af stof-
skiftebillederne sammenlignet med ikke-accelereret billeddannelse. Efterfølgende anvendelse af
kalibreringsfri parallel billeddannelse udgjorde den første fuldstændige rumlige dækning af det
humane stofskifte i abdomen demonstreret i kombination med en ￿erkanalsspole med justerbar
iii
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geometri.
Forskningen præsenteret i denne afhandling afklarer alt i alt underliggende forudsætninger
og demonstrerer succesfuld implementering af parallel billeddannelse for hyperpolariseret 13C
MR billeddannelse.
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INTRODUCTION 1
Hyperpolarized 13C metabolic magnetic resonance imaging (MRI) is a rapidly growing research
￿eld within medical imaging. The high count of ongoing clinical trials and the multiple human
studies published within recent years have played an important role in consolidating hyperpolar-
ized metabolic MRI as an indispensable method in the future of molecular imaging [1–3].
Hyperpolarized 13C MRI is possible in a clinical context through the technique of dissolution
dynamic nuclear polarization (DNP) [4, 5]. Through polarization transfer from electron spins,
dissolution DNP produces a dramatic signal increase for nuclei such as 13C in injectable samples,
which would otherwise be undetectable on a short time-scale. This has opened a window for
safe, real-time, nonradioactive assessment of metabolic functions known to be altered in several
diseases. One of the most promising applications of the technique is early response evaluation
of cancer treatment, but other applications related to cardiac and brain metabolism have also
received immense interest. However, a main drawback of the method is the short time (of only a
few minutes) this window into metabolism is open before the magnetization signal has relaxed
back to its thermal equilibrium. This puts strict requirements on imaging acquisition methods,
since quanti￿cation of metabolism requires mapping of ￿ve data dimensions: three spatial, one
spectral, and one temporal. To conform with hardware constraints, sacri￿ces are often made with
respect to temporal resolution and spatial coverage, which might reduce the clinical value of the
obtained images.
Di￿erent acquisition acceleration methods have been proposed to keep such sacri￿ces to a
minimum, including parallel imaging [6, 7]. Parallel imaging relies on the use of radio frequency
(RF) coils with multiple elements (multi-channel coils) to receive magnetic resonance (MR) signal
from multiple angles simultaneously. Using a multi-channel coil, the signal received by each coil
element is modi￿ed by the distinct sensitivity pro￿le of the given element. When this fact is
utilized as prior information in data reconstruction, requirements on acquisition are loosened
and exact reconstruction of MR images can be realized from much faster acquisitions.
Parallel imaging is used on a daily basis for acceleration in conventional 1H MRI, and while
the use of this method has been explored for hyperpolarized 13C MRI, it has not been thoroughly
investigated. While parallel imaging as a method to accelerate image acquisition represents a
unique opportunity for hyperpolarized 13C MRI in many aspects compared to conventional MRI, it
also introduces certain challenges. One unique opportunity is given by the non-equilibrium state
the hyperpolarized magnetization is in, which means that shorter scan times are not penalized by
lower signal-to-noise ratio (SNR) in the same way as for 1H MRI in a steady-state regime. On the
other hand, one challenge of the implementation of parallel imaging for hyperpolarized 13C MRI
is the limited selection of multi-channel coils operating at the 13C frequency.
This dissertation both seeks to explore how parallel imaging opportunities are best exploited
and to suggest solutions to how to best meet the challenges for parallel imaging implementation
in hyperpolarized 13C MR acquisitions aimed at clinical use.
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1.1 ￿￿￿￿￿￿￿￿￿￿
The overall aim of the PhD project was to theoretically and experimentally investigate the use of
parallel imaging as a means to accelerate data collection for hyperpolarized MRI. The results of
these investigations are presented in this dissertation with respect to three main objectives:
Objective 1: Coil characterization
To establish methods for fair comparison and benchmarking of multi-
channel 13C coils. With parallel imaging for hyperpolarized 13C MRI
relying on the use of multi-channel 13C coils, the quality of these should
be properly assessed to assure an optimal starting point for parallel
imaging experiments.
Objective 2: Coil pro￿le estimation
To explore di￿erent methods to calibrate coil sensitivity pro￿les for use
in parallel imaging acceleration and to decide on a best choice for use in
subsequent experiments.
Objective 3: 3D accelerated acquisition using parallel imaging
To test parallel imaging approaches with high acceleration for volumetric
hyperpolarized acquisitions in a clinical setting and to evaluate potential
bene￿ts and possible trade-o￿s.
1.2 ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿
The dissertation is structured to ￿rst provide prerequisite knowledge of the given topic, parallel
imaging in the context of hyperpolarized 13CMRI. This is given in Chapter 2 through a description
of hyperpolarized metabolic MRI with its potential clinical applications and acquisition strategies,
and through a guide to parallel imaging in context of its original use in standard 1H imaging and
with a perspective on its use in 13C imaging. As a key hardware requirement for parallel imaging,
special properties of multi-channel 13C coils are also shortly described.
The following three chapters present the results of studies conducted within three main
research topics of the PhD project with respect to the above-mentioned objectives: coil charac-
terization, coil pro￿le estimation, and 3D accelerated acquisition using parallel imaging – all in
the context of hyperpolarized 13C MR applications at 3 T. The three chapters are based on a total
of four manuscripts, which should be read in connection with the chapters to get the full study
descriptions and to see result ￿gures.
In the ￿nal chapter, Conclusions and Future Work, the main ￿ndings of the dissertation are
summarized, followed by perspectives and suggestions for future work for implementation of
parallel imaging for acceleration of hyperpolarized 13C MR acquisitions.
All chapter-associated manuscripts can be found in their full extent in the appendices. An
overview of these manuscripts in the context of other research contributions made during the
PhD project period is provided under the headline Contributions in the front matter of the thesis.
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This chapter will ￿rst provide an introduction to the research ￿eld of hyperpolarized metabolic
MRI from the basics of the underlying technique to recent advancements in clinical translation.
Next, a description of parallel imaging with a more mathematical perspective will be given
together with a short summary of its application within hyperpolarized 13C MRI. Last, coils
operating at the 13C frequency will be brie￿y described. These topics are all considered important
prerequisite knowledge for understanding the research studies presented in this dissertation and
their context. Fundamental MRI physics are also considered prerequisite knowledge, but will not
be covered.
2.1 ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿ ￿￿￿
The importance of metabolic changes in relation to both disease progression and cause, has
been consolidated in multiple studies across di￿erent ￿elds, e.g. for cancer [8, 9] and cardiac
diseases [10, 11].
Today, however, our understanding of these metabolic alterations is limited. This is partly
due to restrictions of current metabolic investigation methods, which either happen ex vivo
and hereby interfere with metabolic regulation, or are done using radiotracers in positron emis-
sion tomography (PET) or single-photon emission computed tomography (SPECT), where the
radioactive substrate and the substrate products are indistinguishable.
MRI is an imaging method that allows non-invasive studies of metabolism. This is due to
its inherent ability to encode both spatial and spectral dimensions, which means that it can
distinguish between an injected contrast agent and its downstream metabolic products. However,
only recent advances have brought the method to sensitivity levels that enable real-time in vivo
measurements of metabolism. These advances are attributed to hyperpolarization techniques,
especially dissolution dynamic nuclear polarization (DNP), which transiently, but dramatically,
increases the sensitivity of a given labeled substrate [4]. Multiple preclinical hyperpolarization
studies have demonstrated the clinical potential of the technique, including the study presented
by Day et al. [12], and the introduction of the sterile polarizer system in 2011 [5] pushed
hyperpolarized MRI further towards clinical translation.
As the end product of glycolysis, pyruvate is a key molecule in energy metabolism and in
multiple metabolic pathways. This fact together with other properties makes it a popular choice
for DNP investigation. The other bene￿cial properties include a relatively long T1 relaxation
time constant of the molecule compared to the involved metabolism (T1 ª 25 s in vivo at 3 T [3]),
when it is 13C-labeled either in the one-carbon [1-13C] or two-carbon [2-13C] position.
The dissolution DNP process results in enhanced polarization of the 13C-labeled molecule
by transferring electron polarization to the 13C nucleus through microwave irradiation. The
process requires initial mixing of the molecule with a free radical (source of free electrons) and a
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glass-former. The mixed sample is placed in a high magnetic ￿eld (typically 3.35–5 T) and rapidly
frozen in liquid helium to achieve temperatures at a 1 K level. At this stage, the glass-former
assures a homogeneous distribution of the radical within the sample. Under these magnetic ￿eld
and temperature conditions, electrons reach a nearly 100 % polarization level, which is utilized
in the subsequent transfer by microwave irradiation at the electron spin resonance frequency.
After a suitable time for the transfer of spin order (30 to 120 minutes depending on the sample
and polarizer), solid state polarization levels for the labeled molecule of > 50 % can be reached.
To generate an injectable sample at physiological temperature, the molecule is quickly melted
with a hot pressurized solvent. After dissolution, the liquid state polarization level of the sample
gradually returns to its thermal equilibrium, which normally happens within minutes depending
of the T1 time constant of the sample [13].
This is the narrow time window available for in vivo investigations of the metabolic pathways.
Depending on the choice of label position ([1-13C] or [2-13C]), di￿erent metabolic pathways can
be interrogated. Using [1-13C]pyruvate allows assessment of three separate enzyme reactions:
1) pyruvate dehydrogenase (PDH) ￿ux, 2) lactate dehydrogenase (LDH) ￿ux, and 3) alanine
aminotransferase (ALT) ￿ux. PDH is the enzyme that decarboxylates the carbohydrate-derived
pyruvate in the mitochondria to acetyl-CoA and CO2. It can therefore be assessed by the pyruvate-
CO2/bicarbonate conversion. LDH can be assessed through pyruvate-lactate conversion and ALT
can be assessed through pyruvate-alanine conversion. The metabolic pathways of [1-13C]pyruvate
are illustrated in Figure 2.1.
Figure 2.1: Central metabolic pathways of the cell with labeling in the ￿rst carbon position.
Figure edited from Golman et al. [14].
When labeling pyruvate in the second carbon position, the 13C label can be followed into
the Krebs cycle, which allows observation of cycle intermediates such as citrate and glutamate
in real-time. This dissertation, however, will focus on [1-13C]pyruvate as the hyperpolarized
substrate, since this is both the most investigated hyperpolarized probe to date and the probe
used in the studies presented in later chapters.
Hyperpolarized [1-13C]pyruvate has shown to be an ideal probe for studying the Warburg
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e￿ect in cancer. The Warburg e￿ect is a characteristic of most cancer cells, seen as an increase
in aerobic glycolysis and hence lactate production [15]. This is also the e￿ect that has made
18F-￿uorodeoxyglucose (FDG) PET a clinical success through imaging of the increased glucose
uptake associated with aerobic glycolysis. Using hyperpolarized [1-13C]pyruvate, however, the
Warburg e￿ect is assessed through an increased conversion to lactate by LDH and hereby allows
for better separation of cancer cells from cells with a naturally high glucose uptake.
Much work has been put into deriving quantitative parameters from hyperpolarized 13C
imaging to serve as potential biomarkers e.g. for tumor progression [16]. One such measure is
kPL, which is the rate constant for pyruvate conversion to lactate. kPL is usually derived through
kinetic modeling of metabolite signals over time. The most simple methods are model-free, such as
the area under the curve (AUC) method, which estimates kPL via the ratio of metabolic time curve
AUCs [17]. More complicated models involve multiple compartments and input parameters [18].
In the e￿ort to provide robust and reproducible kPL measures, a recent study also investigated
e￿ects on quanti￿cation from the choice of imaging pulse sequence [19].
2.1.1 Clinical Trials
The ￿rst human study with hyperpolarized [1-13C]pyruvate MRI was performed on subjects
with prostate cancer in 2013 [20]. This clinical target was both motivated by the ability of [1-
13C]pyruvate to assess the Warburg e￿ect and by the fact that the prostate is located in close
proximity to the bladder, which makes PET imaging di￿cult, when the radiotracer is excreted
and the bladder ￿lled during the long scan time. Although the main purpose of the study was to
evaluate the safety and feasibility of the technique, the study also succeeded in showing increased
lactate-to-pyruvate ratio for an additional biopsy-proven tumor region in the prostate for one
patient, which was not observed during the standard staging examination. A 2D single-time-point
lactate-to-pyruvate ratio image for this patient is shown in Figure 2.2 together with images from
standard staging examination.
Besides complementing current methods for early diagnosis, hyperpolarized 13C MRI has also
demonstrated detection of early treatment response in a preliminary patient study [21]. This is a
very promising application of the technique, especially in the context of cancer treatment, where
a quick assessment of positive or negative response to therapy is vital to limit toxicities, costs,
and to improve treatment outcome.
Since the ￿rst human study, multiple other human studies have been conducted and many
clinical trials are currently ongoing. Worldwide, 10 sites have performed hyperpolarized pyruvate
MRI in more than 200 human subjects [2]. Many of the clinical trials are focused on oncology,
but there are also clinical trials targeting cardiac diseases, fatty liver, and traumatic brain injury.
This demonstrates a wide spectrum of potential applications for standard clinical care.
For potential cardiac applications, the method was ￿rst demonstrated in healthy volunteers
in 2016 [22]. In a more recent study, hyperpolarized 13C MRI demonstrated the feasibility of
detecting metabolic alterations in human hypertrophic cardiomyopathy [23].
The potential of using hyperpolarized 13C MRI to investigate healthy and diseased metabolic
states of the human brain has also attracted increased attention. Three recent published studies
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Figure 2.2: Prostate tumor MR images from the ￿rst human study with hypolarized 13C MRI,
from [20]. The red arrows in the T2-weighted image, in the apparent di￿usion coe￿cient (ADC)
image, and in the lactate-to-pyruvate ratio image, respectively, point to a prostate tumor region
identi￿able from all three images. The ￿nding of this tumor region is supported by 1H spectroscopy.
Only the lactate-to-pyruvate ratio image and the 13C spectral arrays, however, are able to detect
the additional biopsy-proven tumor region in the contra-lateral side of the prostate.
[24–26] all demonstrated transport of pyruvate across the blood-brain barrier, which for the two
￿rst studies [24, 25] were for patient groups with brain tumors and in the most recent study [26]
was for healthy volunteers, i.e. subjects with intact blood-barrier.
2.1.2 Acquisition Strategies
Besides demonstrating an increase in the range of potential clinical applications for hyperpo-
larized 13C MRI, the human studies published within the last six years have also demonstrated
advancements in imaging acquisition strategies. For prostate imaging at small ￿eld of views
(FOVs), imaging has evolved from single-slice 2D dynamics with a 5 s temporal resolution [20] to
3D compressed sensing echo-planar spectroscopic imaging (EPSI) with a 0.5 cm3 spatial resolution
and a 2 s temporal resolution [27].
Acquisition strategies for hyperpolarized 13C MRI are all subject to the same conditions set
by the narrow time window available for su￿cient signal acquisition and by the ￿ve-dimensional
data space that needs to be adequately covered to separate spatial, spectral, and temporal features
of the signal. A special feature of the spectral dimension for hyperpolarized imaging is its sparsity.
Due to the negligible signal from unlabeled molecules, the hyperpolarized spectrum arising from
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[1-13C]pyruvate only consists of few peaks at well-de￿ned chemical shifts and has close to zero
background signal. To cover spatial and spectral dimensions, a fast MR spectroscopic method
such as EPSI is a decent choice, but considering the sparse spectrum, faster methods exist. These
include IDEAL chemical shift imaging (CSI) [28] and spectral-spatial (SPSP) RF pulse excitation
in combination with a conventional imaging sequence.
IDEAL CSI is adapted from methods for fat-water separation in conventional proton MR,
which is seen when spelling out the acronym IDEAL: Iterative decomposition of water and fat
with echo asymmetry and least-squares estimation. The method is based on acquiring multiple
echoes, e.g. with a single-shot spiral, with echo time shifting between excitations. Utilizing prior
knowledge about the chemical shifts of the metabolite peaks, acquired data can be reconstructed
to map the full spectrum across spatial dimensions through least-squares ￿tting. The number of
echoes needed to be acquired depends on the number of signi￿cant peaks in the spectrum and
the relative location of these. Normally, to assure a well-conditioned inversion in this inverse
problem, at least the number of peaks +1 echoes need to be acquired.
SPSP excitation, on the other hand, uses frequency selective excitation and therefore only
needs excitations equal to the exact number of peaks to be acquired. With SPSP excitation, each
metabolite is excited in turn based on the chemical shift prior knowledge and then imaged with a
fast imaging sequence, such as echo-planar imaging (EPI) or spiral acquisition. The main trade-o￿s
for the fewer required echoes and hence shorter acquisition time compared to IDEAL CSI are
an increased sensitivity to main ￿eld inhomogeneity and a longer RF pulse. The length of the
RF pulse is dictated by the spectral selectivity and typically leads to longer echo times. Both the
IDEAL CSI and SPSP approaches are dependent on reliable estimation of the metabolite chemical
shifts prior to acquisition and on a well-calibrated center frequency during acquisition. However,
consequences of a bad calibration are more severe for the SPSP approach. A bene￿t speci￿c to the
use of spectrally selective excitation is the option of di￿erent ￿ip angles for the hyperpolarized
substrate and products. Often a low ￿ip angle is desirable for excitation of pyruvate to preserve
the magnetization, while a larger ￿ip angle is desired for the products to maximize SNR. However,
variable ￿ip angles are also obtainable for acquisition with EPSI and IDEAL CSI if combined with
single- or multiband SPSP pulses [27, 29]. For the hyperpolarized 13C imaging studies presented
in this dissertation, SPSP excitation was used.
With frequency selective SPSP excitation as a starting point, the spatial dimensions in a
hyperpolarized 13C MR acquisition can be covered through an unlimited number of k-space
sampling strategies. Cartesian EPI and non-Cartesian spiral acquisition strategies are reasonable
and e￿cient choices for encoding the ￿rst two spatial dimensions, as these are well explored for
proton imaging purposes, e.g. for functional MRI (fMRI) [30]. The third dimension can then be
covered through either multi-slice acquisition or in a 3D imaging scheme. Multi-slice imaging
is straightforward to implement, but the resolution in the slice dimension is limited by system
constraints in the design of thin and well-de￿ned slice excitation. Furthermore, chemical shift
displacement and imperfect slice-pro￿les might a￿ect metabolism quanti￿cation [31, 32]. For
3D imaging, isotropic spatial resolution is easily obtained and more sophisticated trajectories
can be applied for the coverage of three spatial dimensions. But k-space inconsistencies due to
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￿ow or motion will corrupt the entire 3D volume, in contrast to multi-slice imaging, where the
separately fast acquired 2D images are less a￿ected.
Choosing between Cartesian and non-Cartesian acquisition strategies is in general terms
a choice between straightforward fast reconstruction for the rectilinear Cartesian sampling or
a more e￿cient use of MR gradient hardware for the ￿exible non-Cartesian trajectories. Since
non-Cartesian data points do not lie on a grid in k-space, direct application of the fast Fourier
transform is not feasible. Instead, methods have been developed that rely on initial "gridding"
with subsequent Fourier transformation in combination with density compensation to take
nonuniform sampling density into account. One such method is the nonuniform fast Fourier
transform (NUFFT) [33]. Gridding is the process of interpolating the measured data points onto a
rectilinear grid using a convolution kernel, such that each interpolated data point is weighted by
all neighboring sample points.
The temporal dynamics of [1-13C]pyruvate and its downstream products are usually captured
by repeating the combined spectral and spatial acquisition strategy multiple times until the
hyperpolarized signal has decayed to a negligible level. This is usually after 1–2minutes depending
on the used ￿ip angle for pyruvate excitation. The resulting temporal resolution will hereby
depend on how fast the spectral and spatial dimensions are acquired.
2.2 ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
Parallel imaging has proved to be one of the biggest innovations in MRI in the last two decades [7]
and is today a standard approach for acquisition acceleration in routine clinical proton MRI. The
method relies on using multiple receiver coils to perform MR detection from di￿erent view angles
simultaneously – in parallel. Each of the multiple received signals will have distinct information
content due to the spatial sensitivities embedded in the separate coil elements [6]. When this
extra information is used in combination with conventional gradient encoding, the amount of
data necessary per coil element for proper image reconstruction is considerably reduced. This
enables accelerated data acquisition through image reconstruction from k-space data sampled
below the Nyquist rate. For standard protocol proton MRI, parallel imaging is usually used for
reducing the total scan time or for shortening readout duration within the MR pulse sequence.
Hereby patient comfort and MR exam e￿ciency are increased, while blurring and distortion
artifacts from long readouts can be limited. However, reducing scan time with parallel imaging at
thermal equilibrium comes at a price: an SNR loss given by the square-root of the acceleration
factor multiplied with a geometry factor. The geometry factor, also referred to as the g-factor,
provides an estimate of noise ampli￿cation in the parallel imaging reconstruction, which depends
on the number of aliased replicas that arises from sampling below the Nyquist rate and the coil
sensitivity di￿erence between aliased pixels. The g-factor hereby depends on the combined e￿ects
of the geometry of the receive coil, the scan plane orientation, the applied undersampling scheme,
and the pixel location within the scan plane [34].
A large number of parallel acquisition algorithms have been developed since the theoretical
foundations for the method were laid in the late 1980s [7, 6]. They all rely on the same principles
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of complimentary sensitivity encoding provided by multi-channel (multiple element) receive
coils, but they di￿er in how they use the information in acquisition and reconstruction to resolve
aliasing artifacts. The two most used approaches are SENSE (sensitivity encoding) [35] and
GRAPPA (generalized autocalibrating partially parallel acquisitions) [36], partially because of their
availability for daily clinical routine. The SENSE algorithm is based on reconstruction in the image
domain and requires that the sensitivity pro￿les for each coil element are known beforehand in
order to "unfold" aliasing artifacts in the image reconstruction. The GRAPPA algorithm is based on
reconstruction in the k-space domain and depends on so-called auto-calibration signals (ACSs) to
implicitly derive sensitivity information and perform image reconstruction. The ACSs are acquired
through full sampling of the k-space center and are used to estimate linear dependencies between
k-space samples by ￿tting kernel weights to the spatial harmonics created by the gradients. The
kernel weights are then subsequently used for interpolating the values of unacquired samples in
the undersampled outer parts of k-space.
Because GRAPPA uses coil sensitivity information implicitly through a interpolation algo-
rithm, GRAPPA can only produce an approximation of the fully sampled image. In many cases,
however, this approximation has shown to be very accurate [36]. Nevertheless, when an exact
map of coil sensitivities can be obtained, the explicit use of these in the SENSE algorithm will
lead to the exact result [36]. Since 13C MRI provides unique opportunities for estimation of coil
sensitivities, which will be explained later, SENSE was used for parallel imaging reconstruction
in two of the presented studies of this dissertation. SENSE will therefore be explained in more
detail in the next section. The last study presented in this dissertation, in Chapter 5, is based on a
parallel imaging method with implicit use of coil sensitivities: SAKE [37, 38]. A description of
SAKE will be given in that chapter.
2.2.1 SENSE – Sensitivity Encoding Parallel Imaging
When acquiringMR data frommultiple receive coils simultaneously, each separately reconstructed
MR image will be weighted by the B1 ￿eld of the corresponding RF coil. This is illustrated for
two RF receive coils and fully sampled 2D acquisition in Figure 2.3a. Mathematically, this can be
expressed as:
Ik
°
x, y
¢=Ck °x, y¢M °x, y¢ . (2.1)
At each pixel location
°
x, y
¢
, the reconstructed image, I , for coil k is a product of the coil’s B1
￿eld or sensitivity, C , and the demodulated transverse magnetization, M [34].
When sampling below the Nyquist rate, a given pixel value in the Fourier reconstructed
image will contain a mix of signals from di￿erent locations due to aliasing. This is illustrated
in Figure 2.3b for two-times Cartesian undersampling, i.e. for skipping of every second phase-
encoding line and hereby imaging at half the FOV. This is also referred to as imaging with a scan
time acceleration factor of R = 2. For a given pixel location in the aliased images in Figure 2.3b,
the image signals from the two receive coils are given by:
I1
°
x, y
¢=C1 °x, y¢M °x, y¢+C1 °x°FOV/2, y¢M °x°FOV/2, y¢
I2
°
x, y
¢=C2 °x, y¢M °x, y¢+C2 °x°FOV/2, y¢M °x°FOV/2, y¢. (2.2)
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Figure 2.3: Illustration of the basics behind the SENSE algorithm based on an example with
two receive coils for a) fully sampled acquisition and for b) two-times undersampled acquisition.
Figure adapted from Larkman et al. [7].
This linear system of equations can be solved to ￿nd the unknowns, the aliased magnetization
values at M
°
x, y
¢
and M
°
x+FOV/2, y¢, if the coil sensitivities are known. Eq. (2.2) can be
generalized to a matrix equation with matrices I, C, and M with dimensions n£1, n£ r , and
r £1, respectively. Here n refers to the number of coil elements, while r refers to the number of
replicas due to aliasing. From this it follows that the size of r depends on the acceleration factor
R and that r ∑R , depending on the object and aliasing pattern. The matrix equation is given as:
I=CM. (2.3)
If data is collected with at least as many coils as the acceleration rate, i.e. if n ∏ r , then C will
optimally have su￿cient rank, such that Eq. (2.3) can be solved by matrix inversion to estimate
the transverse magnetization, Mˆ. In a least-squares approach, the pseudoinverse (represented by
the "dagger" superscript, †) can be applied in combination with the noise covariance matrix, ™ to
result in a maximum SNR inversion [35]:
Mˆ=
∑≥
C†™°1C
¥°1
C†™°1
∏
I. (2.4)
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The noise covariance matrix,™, has the dimensions n£n with coil noise variances in the diagonal
and noise cross-correlations in the o￿-diagonal matrix elements. For a well-functioning, decoupled
coil, diagonal elements are roughly equal and o￿-diagonal elements are close to zero, which
allows ™ to be approximated by the identity matrix in Eq. (2.4):
Mˆ=
∑≥
C†C
¥°1
C†
∏
I. (2.5)
Asmentioned earlier, parallel imaging at thermal equilibrium comes at an SNR cost, mainly due
to the reduced scan time, but also due to noise ampli￿cation related to the numerical conditioning
of the matrix inversion, expressed by the g-factor. The SNR reduction is expressed as:
SNRSENSE, thermal =
SNRnormal, thermal
g
p
R
. (2.6)
Assuming negligible noise correlations, as in Eq. (2.5), the g-factor is given as:
gi =
rh°
C†C
¢°1i
i i
£
C†C
§
i i , (2.7)
with i i indexing to the diagonal elements of the respective matrices. A g-factor of 1 indicates no
noise ampli￿cation. A poorly conditioned matrix inversion will result in g > 1. Noise ampli￿cation
from poor conditioning can be limited by means of regularization in the reconstruction, but in
general, the g-factor penalty is also limited through using a greater number of coils compared to
the acceleration factor and to get an overdetermined system of equations.
When using a Cartesian undersampling strategy, such as in Figure 2.3b, the resulting aliasing
pattern is easily predictable due to a simple point spread function (PSF) and hence presents a
parallel imaging reconstruction task with minimal computation. With the more general sampling
patterns in non-Cartesian acquisition and complex PSFs, additional considerations and more
computation time are required [6]. The complicated aliasing patterns resulting from the complex
PSFs make the sensitivity encoding matrix, C, exceptionally large. The inversion of C therefore
becomes a computationally intensive task. A well-known iterative method for handling large-
scale inverse problems is the conjugate gradient (CG) method [39]. A combined CG and SENSE
method, CG-SENSE, was therefore proposed by Pruessmann et al. in 2001 [40] as an extension
to the originally presented framework of the SENSE algorithm, presented by the same group in
1999 [35].
The CG method is an iterative method with relatively fast convergence and minimal storage
requirements, as it is based on vector operations. Starting with an initial guess of the solution, the
￿rst search direction is chosen as the steepest descent direction at the initial point. After de￿ning
the ￿rst estimate, new estimates are successively calculated based on new search directions,
which are chosen as linear combinations of the current negative residuum and the previous search
direction [41]. The main challenge for successful implementation of the CG method is choosing
the right number of iterations. Too few iterations will result in incomplete convergence, which for
SENSE means residual aliasing artifacts. With too many iterations, the residual vector calculated
at each iteration ends up being pure noise, which makes the algorithm reconstruct the noise itself
and increases the noise level for the ￿nal estimate [42].
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The main principles of CG-SENSE are illustrated in Figure 2.4. The reconstruction is initialized
by k-space data from n receive elements, which after a series of adjoint operations, gridding
("GRID"), inverse fast Fourier transformation ("IFFT"), and multiplication by the complex conju-
gates of the coil sensitivities ("Ck*"), will represent the initial image guess given as input to the
CG algorithm. In each iteration the current residuum is calculated and taken through the series
of forward operations, multiplication by the coil sensitivities ("Ck"), fast Fourier transformation
("FFT"), and degridding ("DEGRID"), and the series of adjoint operations before it is given to the
CG algorithm again as basis for the next search direction. After the last iteration, the ￿nal image
estimate is ￿rst subject to k-space ￿ltering ("F"), with respect to the extent of the used trajectory,
and secondly intensity corrected ("In") for the inhomogeneous overall sensitivity of the used coil
array.
Figure 2.4: Illustration of the iterative CG-SENSE algorithm. Inspired by ￿gures in [6, 42].
2.2.2 Application of Parallel Imaging in Hyperpolarized 13C MRI
The main principles of parallel imaging are the same for hyperpolarized 13C MRI compared to 1H
MRI at the same ￿eld strength, but key details di￿er.
Firstly, hyperpolarized 13C MRI is not in a steady-state regime, as there is no signal recovery
for the hyperpolarized substrate, only decay when assuming negligible reverse conversion rates.
This changes the conditions that led to the SNR derivation in Eq. (2.6) for thermal equilibrium 1H
MRI. For hyperpolarized 13C MRI, the SNR penalty from the g-factor is still present, but this might
be the only penalty depending on acquisition acceleration strategy. If parallel imaging acceleration
is utilized optimally with fewer excitations and adapted ￿ip angles, an SNR loss caused by high
g-factors might even be countered by reduced relaxation losses [43]. This motivates the use of
parallel imaging to increase sampling e￿ciency for hyperpolarized 13C MRI.
Another changed characteristic for parallel imaging in the context of hyperpolarized 13C MRI,
is the lower Larmor frequency of 13C (32.13 MHz at 3 T) compared to 1H (127.7 MHz at 3 T).
This leads to altered properties for the multi-channel array coils operating at this frequency. The
consequences of this is described in Section 2.3.
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Due to the non-equilibrium state of hyperpolarized 13CMRI, the estimation of coil sensitivities
for SENSE reconstruction also involves di￿erent challenges compared to proton MRI. For parallel
imaging proton MRI using SENSE, sensitivity calibration is usually part of a pre-scan step and is
based on acquiring a 3D low-resolution image of the subject with both the coil array and the body
coil. Hereby the relative coil pro￿les can be estimated from the array images by dividing out object
contrast using the body coil image. For hyperpolarized MRI, however, the 13C signal present prior
to contrast injection is too low to allow for pre-scan calibration with the subject in the scanner,
and the hyperpolarized signal after injection is too short-lived to be spend on a calibration scan.
Alternative approaches for estimation of coil sensitivity pro￿les for hyperpolarized 13C MRI will
be presented in Chapter 4, 13C Coil Pro￿le Estimation for Parallel Imaging.
The ￿rst published study using parallel imaging to accelerate hyperpolarized 13C MR acquisi-
tion is from 2009 [43] and demonstrated SENSE reconstruction of undersampled free induction
decay CSI (FIDCSI) data acquired with a custom-built 4-channel rat coil. Coil sensitivities were
approximated from the dataset itself through a fully sampled k-space center. Since then, seven
more studies using parallel imaging for hyperpolarized 13C MR in vivo acquisition have been
published in scienti￿c journals [44–47, 38, 48, 49]. One thing the six studies up to 2016 have in
common is that the in vivo subjects were normal Sprague Dawley rats and that data acquisition
was done for small FOVs. For the two more recent studies from 2018 [48, 49], imaging was done
for large FOVs for a healthy human subject and a healthy pig, respectively. The ￿rst study to
test parallel imaging for human 13C imaging [48] is included in this dissertation and is described
further in Chapter 5. The latest study by Lau et al. [49] used a simultaneous multi-slice (SMS)
approach to parallel imaging acceleration. In SMS acquisition two or more slices are excited
simultaneously using a multi-band RF pulse and subsequently separated using parallel imaging
reconstruction [50–52]. To improve the conditioning of the matrix inversion, the multi-slice signal
aliasing can be controlled by means of phase-modulation of each slice over repeated excitations.
2.2.3 Acceleration Alternatives
Multiple alternative approaches to acquisition acceleration exist and have been tested for acceler-
ation of hyperpolarized 13C MRI, including partial Fourier imaging and compressed sensing.
Partial Fourier imaging is a method that exploits a known Hermitian symmetry of k-space
data [53, 54]. Theoretically, given this symmetry property, only exactly half of k-space needs to
be sampled when the imaged object is purely real after removing a common phase. In reality,
however, the reconstructed object is often complex due to phase shifts caused by o￿-resonance,
motion, eddy currents, and RF receive and transmit non-uniformities. Partial Fourier imaging is
therefore usually implemented with one half of the needed k-space fully sampled and the other
half partially sampled. The missing data samples can hereby be recovered using the symmetry
properties together with phase information from the additionally sampled k-space data opposite
to the fully sampled part. For hyperpolarized 13C MRI, partial Fourier imaging has been applied
in combination with parallel imaging and an 8-channel receive array to achieve an acceleration
rate of R = 3.75 [45]. In a more recent study, partial Fourier imaging has also been demonstrated
for acquisition of volumetric 13C data in the human brain [55].
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The currently most popular acceleration method for hyperpolarized 13C MRI is compressed
sensing [56–62, 27]. Contrary to parallel imaging, compressed sensing adds no extra hardware
requirements, which might partially explain its more widespread use, considering the limited
access to commercially available 13C coil arrays. Compressed sensing is based on theory of
image compressibility, which allows reconstruction of underdetermined linear systems [63].
Successful reconstruction relies on three main requirements: 1) non-uniform, pseudo-random
undersampling to produce noise-like aliasing patterns, 2) sparsity of the reconstructed image
in some domain, and 3) a sparsity-enforcing non-linear reconstruction such as the minimum
`1-norm. Compressed sensing is hereby well-suited for application in hyperpolarized 13C MRI,
since the spectral dimension is already sparse in the spectral domain and both the spatial and
temporal dimensions often are sparse in a wavelet transform domain. By facilitating acceleration
in all dimensions, encoding e￿ciency can be considerably increased by means of compressed
sensing.
Similar to how partial Fourier imaging and parallel imaging can be combined for increased
acceleration and better use of prior knowledge, it is also possible to combine compressed sensing
with parallel imaging. This is so far unexplored for in vivo applications, but has been shown in a
publication for phantom data [60].
2.3 ￿￿￿￿￿￿￿￿￿￿￿￿￿ 13￿ ￿￿￿￿ ￿￿￿￿￿￿
The use of multi-channel receive coils is standard practice in 1H MRI to increase imaging sensitiv-
ity and enable image acceleration through parallel imaging. Currently only few 13C multi-channel
receive coils are commercially available, which has been a hindrance for the testing and imple-
mentation of parallel imaging for hyperpolarized 13C MRI.
13C coils operate in a low-frequency regime, 32.13 MHz at 3 T, relative to that of protons at
the same ￿eld strength (127.7 MHz). In this regime, electronic noise from the coil has a signi￿cant
impact relative to the sample-induced noise [64]. Sample noise comes from coil losses caused by
electrical currents induced in the conductive sample volume. When coil noise is dominant, coil
quality becomes extra important, as even small di￿erences in coil performance in this regime
will be visibly imprinted in the MR images. This places additional responsibility on the 13C coil
developers, while also making cooling of the coils an attractive approach to reduce coil losses
[64]. On the other hand, the low-frequency regime also has a positive e￿ect in the sense that the
sensitivity pro￿les of 13C coils at 3 T in theory are less a￿ected by sample load. This provides the
option of simulating the coil sensitivities independently of the imaged object [65].
While RF sensitivity inhomogeneity is the key characteristic of receive arrays exploited
for parallel imaging, RF ￿eld inhomogeneity is an especially undesired property of transmit
coils. Inhomogeneous transmit ￿elds make ￿ip angle calibration challenging and can make kPL
estimation unreliable. Ideally, 13C-acquisition dedicated MR systems would bene￿t from a 1H/13C
dual-tuned body coil with homogeneous sensitivity.
13C COIL CHARACTERIZATION 3
Multi-channel coils represent an integral part of parallel imaging, and the success of a parallel
imaging experiment is heavily dependent on the con￿guration and quality of the used array
coil. Few commercial 13C multi-channel coils exist and many of the 13C multi-channel coils
seen in publications are custom-made. In this chapter, methods for 13C coil characterization and
comparison are suggested with the objective to guide 13C coil development and to establish a
quality assurance protocol. This chapter also summarizes the methods and results of a 13C coil
comparison study including volume and array coils tested at di￿erent MR research sites. The
simulation study presented in the ￿rst part of the chapter has not been published elsewhere,
whereas the coil comparison study presented in the last part is based on the manuscript in
Appendix A.
3.1 ￿￿￿￿￿￿￿￿￿￿
In 1990, Roemer et al. [66] introduced the NMR phased array to the MRI ￿eld together with
algorithms for combining the data from the multiple coil elements. Using RF B°1 ￿eld maps, also
referred to as coil sensitivity pro￿les, an optimum way to combine complex quadrature data was
suggested. Optimal combination is given on a pixel-by-pixel basis with complex weights that
depend on location and the result is maximum intrinsic SNR at all pixels in a single composite
image. Intrinsic SNR is here based on de￿nitions presented in [67], which assumes negligible coil
losses. The expression for combining the data of many coils into a single uniform noise image,
represented by a single pixel value, is given by:
Pn,B°1 =
pT™°1b§p
bT™°1b§
. (3.1)
In Eq. (3.1), p is an n-dimensional complex column vector of pixel values for the n di￿erent coil
elements, b is a complex column vector of the B°1 sensitivities for the di￿erent coil elements at
the given pixel location, b§ is the complex conjugate of b, and ™°1 is the inverse of the noise
covariance matrix. Pn,B°1 is the combined pixel value with subscript n indicating the number of
coil elements and B°1 indicating combination based on RF B°1 ￿elds. From this equation, it follows
that in order to perform optimal combination, coil sensitivity pro￿les and the noise covariance
matrix need to be measured or calculated.
Data combination to result in a uniform sensitivity image (instead of a uniform noise image
as in Eq. (3.1)) is given by:
P 0n,B°1 =
pT™°1b§
bT™°1b§
. (3.2)
Uniform sensitivity images are often more desirable for diagnostic purposes, however, for SNR
calculation purposes a uniform noise distribution is often required.
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Sum-of-squares combination is a more simple alternative to optimal combination and has
the advantage that the exact position of the coil does not need to be known, and no extra
computation or measurement time for estimating sensitivity pro￿les is needed. This has made it
a popular method in standard clinical practice. Sum-of-squares combination is based on the fact
that complex multi-channel MR images themselves represent an estimate of the local RF ￿elds
under an assumption of uniformity of the transversal magnetization. The mathematics of the
sum-of-squares method is given by its name accompanied by a square-root for correct weighting:
Pn,SoS =
q
pT™°1p§. (3.3)
The SoS subscript stands for sum-of-squares. Eq. (3.3) appears as b is replaced with p in Eq. (3.1).
How well p represents b depends on its SNR: The higher the pixel SNR, the better the estimate.
On the other hand, as the pixel value is weighted by itself, errors in pixel values due to image
artifacts will not be suppressed, but ampli￿ed.
Roemer et al. [66] additionally presented an estimate of how sub-optimal sum-of-squares
combination is compared to optimal sensitivity-weighted combination. The estimate is derived
based on a maximum expected noise correlation of 41 % between two overlapped coil elements
and state that less than 10 % intrinsic SNR is lost for combined magnitude images (sum-of-squares
combination) compared to optimally combined complex images (Eq. (3.1)). This validates the
widespread use of sum-of-squares combination for cases where coil elements are well-decoupled,
SNR is su￿ciently high, and artifacts are limited.
Ignoring the coil noise correlations in the optimal complex combination, i.e. removing ™ in
Eq. (3.1), results in a similar maximum intrinsic SNR degradation, i.e. maximum 10 %, according
to Roemer et al. [66] and based on a noise correlation of 41 %.
Nevertheless, intrinsic SNR is not a straightforward metric to estimate experimentally, which
implies that it is not an easy metric to use for routine quality assurance either. In 1997, Con-
stantinides et al. [68] suggested one way to estimate intrinsic SNR from MR images acquired
with multi-channel coils. What makes their paper particularly interesting, is the fact that the
proposed method was accompanied by and based on a statistical evaluation of measured SNR for
sum-of-squares coil combination.
The measured pixel intensity after sum-of-squares combination, Pn,SoS, was given in Eq. (3.3),
but to help subsequent derivations, it can also be expressed as follows (ignoring coil noise
correlations):
Pn,SoS =
s
nX
k=1
°
p2Rk +p2Ik
¢
. (3.4)
Here pRk and pIk are the measured pixel intensities (sum of signal and noise) in the real and
imaginary parts of the complex image, reconstructed from the kth receiver, respectively. In the
presence of thermal noise, the probability function for pRk and pIk is a Gaussian with mean sRk
and sIk , respectively, and a standard deviation æ.
The probability distribution for Pn,SoS, assuming absence of coil noise correlations and assum-
ing that the n receivers are statistically independent, is given by the non-central chi distribution
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de￿ned by:
pdf(Pn,SoS)= Sn
æ2
µ
Pn,SoS
Sn
∂n
e°
h≥
S2n+P2n,SoS
¥
/(2æ2)
i
In°1
µ
Pn,SoS ·Sn
æ2
∂
, (3.5)
in which
Sn =
s
nX
k=1
°
s2Rk + s2Ik
¢
, (3.6)
is the total pixel signal intensity in the absence of noise, and In°1 is the modi￿ed (n°1)th order
Bessel function of ￿rst kind. From the probability distribution in Eq. (3.5) and with reference
to the underlying Gaussian noise distribution with zero mean, it can be shown that noise in a
sum-of-squares combined image is biased and that the size of the bias depends on the number of
coil elements n.
When coil combination is done optimally with complex data using the coil sensitivities as
de￿ned in Eq. (3.1), the SNR statistics follow a Rician distribution just as the SNR statistics of a
single receiver system (n = 1):
pdf(P1)= pdf(Pn,B°1 )=
P1
æ2
e°[(S
2
1+P21 )/(2æ2)]I0
µ
P1 ·S1
æ2
∂
(3.7)
Furthermore, when no signal is present (S1 = 0) the Rician distribution reduces to a Rayleigh
distribution with mean 1.25æ and standard deviation 0.655æ. This means that for optimal coil
combination a noise bias still exist in the ￿nal displayed magnitude image. However, the di￿erence
from this bias to that of the sum-of-squares combined image is that this is independent of the
number of coil elements.
True, intrinsic SNR of a combined MR image, based on the de￿nitions stated above, is given
by the total pixel signal intensity divided by the noise standard deviation, Sn/æ. Constantinides
et al. [68] suggested that this SNR expression can be estimated using a single sum-of-squares
combined MR image. The method is based on ￿rst extracting an average across multiple pixels in
a signal region, Pn,SoS, then correcting the value to yield Sn , and last by estimating æ separately.
The correction of Pn,SoS is given by subtraction of a value based on the theoretical probability
distribution in Eq. (3.5), and is hereby dependent on both the measured Pn,SoS itself and on the
number of receivers n. This essentially means that how well Sn is estimated with this approach
is determined by how precise Pn,SoS is measured, which further entails that the lower the SNR,
the worse the SNR estimate. This SNR evaluation method is therefore not ￿tting for 13C coil
characterization and comparison, as this most often is done with phantoms at thermal equilibrium
and hereby at low SNR.
3.2 ￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
With the arrival of multi-channel coils in the ￿eld of 13C MRI and with sum-of-squares being the
standard approach for coil combination in 1H imaging, it is not surprising that sum-of-squares
combination became the initial method of choice for 13C MRI. However, with the statistical
circumstances for sum-of-squares combination stated above and with the challenges they induce,
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especially for low-SNR data, sum-of-squares combination might not even be close to optimal for
this application.
To explore this statement, image quality was evaluated for sum-of-squares combination
through simulations with comparison to optimal sensitivity-weighted coil combination. This
study also aimed at establishing a coil combination method that allows fair comparison of SNR
for coil arrays with di￿erent number of elements, without separate estimation of coil sensitivity
pro￿les.
3.2.1 Methods
As stated previously, sum-of-squares combination is based on the fact that complex multi-channel
MR images themselves represent an estimate of the local RF ￿elds. In sum-of-squares, the
magnitude images are used directly as weight functions in the combination. Alternatively, if
the complex MR images are subject to an adequate amount of smoothing, under the assumption
of a uniform object, these can also be used as estimates for coil sensitivities in optimal coil
combination (Eq. (3.1)) [35]. This allows for combination of multi-channel data with minimal
noise bias independent of number of coil elements, without a separate measurement of coil
sensitivities.
When coil sensitivity pro￿les are estimated directly from MR data, straightforward low-
pass ￿ltering is not applicable as it would result in errors at the edges of the imaged object.
Instead, an edge-preserving smoothing method is advised to preserve the high sensitivity at object
edges close to the coil, while still removing high-frequency noise elsewhere. In this study, edge-
preserving smoothing was performed using a locally developed implementation of Perona–Malik
anisotropic di￿usion ￿ltering [69]. The degree of smoothing and di￿usion anisotropy of the ￿lter
are controlled by two parameters, which in this study were set relative to the SNR level, such
that a high maximum SNR at the object edge would result in slow di￿usion, and a high overall
SNR would result in minimal smoothing and vice versa. This results in automatically calibrated
coil sensitivities, in the sense that they originate from the data itself. Using these sensitivities in
coil combination is therefore referred to as auto-calibrated coil combination.
Quality evaluation of the three coil combination methods, sum-of-squares, optimal, and
auto-calibrated combination, was done on the basis of SNR, bias, and contrast-to-noise-ratio
(CNR) with respect to the contrast between object and background. Mathematically, the three
quality evaluation metrics can be expressed as:
SNR= Sn
æPn
, Bias= Pn °Sn
æ
, and CNR= Pn °Pn(Sn = 0)
æPn
, (3.8)
in which the bar indicates the mean.
A multi-channel MR dataset was simulated using the open-source, ￿exible MR simulator
JEMRIS [70], which performs Bloch equation-based modeling of isochromats. The dataset was
simulated using a default JEMRIS gradient-echo (GRE) sequence modi￿ed to yield a FOV of
256£256 mm2 and a matrix size of 64£64. The receive array coil used in the simulation was
based on CST (Darmstad, Germany) RF modeling of an actual locally built array, a 12-channel
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receive array with two rows of six loop coils mounted over a cylinder with a diameter of 300 mm.
The individual coil diameter is 130 mm. In the CST modeling, preampli￿ers were assumed noise-
free and did therefore not contribute to noise correlation. The noise correlation matrix ™ was
therefore ignored. The transmit coil pro￿le was assumed uniform. Simulations were based on a
uniform-intensity digital phantom as the imaged object; a 2D sphere with a 200 mm diameter.
All post-processing was done in MATLAB (R2016a, 64-bit (maci64), MathWorks, Natick, MA,
USA). 512 generations of Gaussian distributed complex noise were added to the complex k-space
data generated by JEMRIS. Data were scaled such that a reasonable noise level was given by a
standard deviation of æ= 1, which entails that Sn = Sn/æ.
3.2.2 Results
The chosen noise level resulted in a maximum true SNR of 18, a realistic SNR level in the context
of 13C imaging. Figure 3.1 shows magnitude and phase maps for the individual coil elements
together with the combined true SNR image for the simulated dataset. As expected for a coil array
comprised of surface loops, the SNR image shows highest SNR at the object surface decreasing as
a function of coil distance.
Figure 3.1: Simulated multi-channel dataset with added noise. Left: separately reconstructed
images for the 12 coil elements (magnitude and phase images). Right: true SNR image after coil
combination.
Figure 3.2 shows all three image quality metrics calculated for all three coil combination
methods based on Eq. (3.8). Comparing the SNR images, these are all very similar except from a
slightly higher SNR in the object center for the sum-of-squares combined image. Comparing the
bias images, it is seen that the higher SNR for sum-of-squares relative to the other combination
methods is the result of a higher bias for the low SNR values. Overall, sum-of-squares combination
for this 12-channel coil dataset shows high bias especially in the background. The bias also
a￿ects the CNR, which is lower for sum-of-squares compared to the optimal and auto-calibrated
combination methods. On the other hand, comparing the image quality metrics for optimal
and auto-calibrated combination these are close to identical, which indicates successful auto-
calibration of the coil sensitivities. Looking closely at the right part of the object edge for the
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bias evaluation for the auto-calibrated combination, a slight negative bias is observed. This is
likely due to some degree of over-smoothing of the auto-calibrated sensitivities at the object edge.
The stripe-like pattern seen in the background for the bias images for both sensitivity-based
combination methods is a simulation artifact.
The graphs in Figure 3.3 shows the quality metrics calculated from the simulation data as
function of true SNR, and held up against the metrics calculated through theoretical derivations
using Eq. (3.5) and Eq. (3.7). It is appreciated that simulation and theoretically derived values
follow each other closely.
Figure 3.2: Quality evaluation of di￿erent coil combination methods represented by SNR, bias,
and CNR as de￿ned in Eq. (3.8).
3.3. Paper I: Multi-Site Benchmarking of Clinical 13C RF Coils at 3 T 21
Figure 3.3: Simulated image quality metrics compared to theoretically derived metrics for
sum-of-squares combination (n = 12, red) and optimal coil combination (n = 1, blue).
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￿￿ 3 ￿
In-house 13C coil developments and parallel imaging testing, motivated a more comprehensive
comparative study of available 13C coils to guide the e￿orts. From this motivation, the manuscript,
ready for submission, in Appendix A took form. In this study, a total of seven di￿erent coils were
compared based on tests carried out at three di￿erent MR sites representing two di￿erent MR
scanner vendors. The comparison was guided by the theoretical investigations of fair comparison
presented above, such that coils with di￿erent numbers of elements could be included. While
the initial aim of the study was to guide own research developments, this evolved into an aim of
establishing a protocol to also aid research colleagues in their choice, use, and design of 13C coils.
Although the study presents methods for coil testing independent of clinical application, a
special focus was put on 13C human brain imaging by including four coils speci￿cally designed
for head coil use. This choice of focus was based on the recent growing interest and application
of hyperpolarized 13C MRI for brain imaging as described in Section 2.1.1.
When evaluating coil performance, it should be put into perspective of the intended use.
Therefore, in addition to the SNR evaluation, all array coils were also evaluated with respect
to their potential parallel imaging performance through calculations of noise correlations and
g-factors.
3.3.1 Methods
RF Coils
The seven di￿erent coils compared in this study included three transmit-receive volume coils,
three receive-only coil arrays and one receive-only surface coil. All receive-only coils were
tested together with a separate 13C transmit coil of the clamshell type similar to the one used in
[20, 44]. The tested volume coils included two birdcage coils (RAPID Gmbh, Rimpar, Germany),
one single-tuned and one slightly smaller dual-tuned (1H/13C), and one Helmholtz pair (PulseTeq
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Limited, Surrey, UK) – all three commercially available. The tested array coils included two
commercially available arrays, an 8-channel array (GE Healthcare, Waukesha, WI, USA) and a
16-channel array (RAPID Gmbh, Rimpar, Germany), and one locally built 14-channel array. This
selection of coils was chosen to both consider coils that provide high surface SNR (coil arrays)
and coils that have uniform sensitivity and hereby are expected to perform better at greater
depths (volume coils). A single-channel surface coil was included as the seventh coil to provide a
reference for optimal surface SNR una￿ected by mutual coupling. A more thorough description
of all coils, including images, is in the manuscript, in Appendix A.
Phantoms
SNR performance of all coils was evaluated by means of FIDCSI MR spectroscopic imaging
(MRSI) experiments using two di￿erent phantoms: a head-shaped phantom (225 mm maximum
outer diameter) and a large cylindrical-shaped phantom (250 mm outer diameter). The main
compartment of both phantoms was ￿lled with a solution of ethylene glycol (99.8 %; natural
abundance 13C; triplet with JCH of ª 142 Hz) (Sigma Aldrich, Missouri, US) and NaCl (17 g/L).
The head-shaped phantom is a Speci￿c Anthropomorphic Mannequin (SAM) phantom (IXB-
030, IndexSAR, Surrey, UK), ￿lled and sealed locally. The large cylindrical-shaped phantom was
created from own design to both accommodate coil quality assurance and sequence testing in
general. It was made from acrylic plastic with eight internal, sealed compartments. The size of
the phantom was chosen as an intermediate between typical torso and head phantom sizes. The
inner structure of the phantom was created to be symmetrical along one axis to allow imaging
with thick slices and hereby fast acquisition of high SNR images if needed. Four of the eight
compartments were ￿lled with 13C-enriched solutions to enable testing of spectroscopic sequences.
Two compartments were ￿lled with a 2.0 M solution of sodium acetate-1-13C including 1 g/L
sodium azide and 0.8 % (v/v) 0.5 M Gd chelate (Magnevist). The two other compartments were
￿lled with a 2.0 M solution of urea-13C including 1 g/L sodium azide and 0.3 % (v/v) 0.5 M Gd
chelate (Magnevist). Gd amounts were chosen to result in T1 relaxation time constants in the
range of 700-800 ms, corresponding to the T1 time constant measured for undoped ethylene
glycol.
SNR Estimation
To achieve an unbiased SNR comparison of volume and array coils, coil combination for arrays
was done using the auto-calibrated combination method described in the previous section. SNR
estimation was performed based on the methods suggested by [71]. The overall pipeline for the
acquisition protocol and SNR estimation is sketched in Figure 3.4.
Following standard shimming procedure on the proton frequency and RF power and center
frequency calibration on the carbon frequency, MRSI acquisition is performed using a FIDCSI
sequence in the axial scan plane. Scan time with an imaging matrix of 24£24 and a TR of 1 s
amounts to 9 min 36 s. Noise is estimated in a separate acquisition with zero RF power. Post-
processing begins with low-pass ￿ltering of the FIDCSI data after Fourier transforming all three
3.3. Paper I: Multi-Site Benchmarking of Clinical 13C RF Coils at 3 T 23
Figure 3.4: Sketch of acquisition protocol and post-processing pipeline for SNR evaluation of
both single and multi-channel receive coils.
dimensions (two spatial and one spectral). Next, 2D signal data are extracted as the ￿rst in-phase
data point in the temporal domain of the spectral dimension. The ￿rst in-phase data point is
determined from the JCH-coupling constant of ethylene glycol and the echo time. Noise standard
deviation is determined from the noise data as the square-root of the scaled variance. The variance
is scaled with respect to a scanner-dependent noise equivalent bandwidth factor to account for
the fact that the raw noise spectrum is not ￿at across the full bandwidth [71]. SNR images for each
coil element are hereby obtained by dividing the signal images by the noise standard deviation.
For multi-channel coils, auto-calibration of coil sensitivities is subsequently performed to allow
for coil combination as given by Eq. (3.1) assuming negligible noise correlations.
Parallel Imaging Performance
Evaluation of the parallel imaging potential of the three array coils was done by g-factor calcula-
tions based on the auto-calibrated coil sensitivities. G-factors were calculated for acceleration
factors R = 2 and R = 4 with uniform Cartesian undersampling using open-source code published
by M. Hansen [72].
3.3.2 Results
For SNR at the center of the head-shaped phantom, the smallest of the two birdcage coils performed
best with an SNR level of 43. The other volume coils, the larger birdcage and the Helmholtz pair,
only performed at 74 % and 48 % relative to this value. The two head coil arrays, the 8-channel
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and 14-channel coil, on the other hand, showed center SNR levels at 84 % and 79 % relative to the
small birdcage.
While the volume coils showed high variability in performance, the arrays showed better
consistency, with low variability for super￿cial SNR values. For the ￿rst 7–8 cm from the surface,
the arrays showed superior SNR performance compared to the volume coils, with SNR levels at
the surface > 4 times higher compared to the SNR of the best performing volume coil. For imaging
at greater depths, however, the birdcage performed better. Nevertheless, image acceleration via
parallel imaging is not possible with a volume coil, which gives the array coils an acquisition
advantage despite lower central SNR. All three arrays showed negligible g-factor penalties for
R = 2. For R = 4 the 14-channel locally built array showed the best performance with a mean
g-factor value of 1.22 and maximum of 1.82. The 8-channel array, having the lowest channel
count, also had the highest g-factors for R = 4, with a mean of 1.72 and a max of 5.26, i.e. a more
than ￿ve times ampli￿cation of noise at the center, where the coil pro￿les are least distinct.
The noise correlation matrices of both the 8-channel and the 14-channel arrays showed low
o￿-diagonal values re￿ecting good decoupling. For the 16-channel coil, signi￿cant coupling
between the coil elements in the top ￿exible part of the array was revealed through o￿-diagonal
elements > 50 % in the noise correlation matrix. This lower performance of the top part of
the array was consistent with its SNR performance, where the rigid bottom part of the array,
with reasonably low noise correlation values, showed surface SNR values at 76 % relative to the
single-channel loop coil, and the ￿exible top part only performed at 27 %.
3.4 ￿￿￿￿￿￿￿￿￿￿
The overall ￿ndings of the studies presented in this chapter include the importance of how
combination for array coils is done in a low-SNR regime. Based on both theory and simulations,
the often used coil combinationmethod, sum-of-squares, showed a highly biased SNR as a function
of signal level and number of coil elements, which further leads to reduced CNR. This has an
impact on image quality, but also on the fairness when comparing coils with di￿erent number of
elements. Furthermore, a recently published study by Zhu et al. [73] showed how sum-of-squares
coil combination for hyperpolarized 13C MRI can also lead to incorrect estimation of apparent
rate constants in the kinetic modeling.
To enable fair comparison of 13C coils, independent of the number of elements, sensitivity-
weighted coil combination is the best choice. However, for the routine quality assurance of 13C
coils, a separate measurement or simulation to estimate sensitivity pro￿les might be excessive.
Auto-calibration of the sensitivities via anisotropic di￿usion ￿ltering showed to provide a reason-
able alternative, with a noise distribution independent of the number of elements. Auto-calibration
for phantoms and other speci￿c circumstances can also be performed using other methods, such
as ESPIRiT [74], in which sensitivities are extracted as the main eigenvector in a singular value
decomposition (SVD). Advantages of Perona–Malik anisotropic di￿usion are easy implementation,
fast computation, and relative input parameters.
The suggested pipeline for coil characterization is simple to apply and could stand as a
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starting point for cross-center coil characterization to continuously evaluate coil function and to
choose the best coil for at given experiment. To aid distribution and discussion of the pipeline,
post-processing tools should be made available open-source online.
In the coil comparison study presented here, SNR evaluation of the seven tested coils primarily
showed coils performing as expected with respect to their given geometries. However, two coils
clearly underperformed: the largest of the two birdcage coils and the 16-channel receive array.
For the birdcage, further investigations indicated that it was slightly detuned, which could explain
its low performance. For the 16-channel array, comparisons to previous tests suggested that the
high coupling between elements of the ￿exible part of the array had increased over time. This
gradual decrease in performance is likely explained by the fact that coils operating at the 13C
frequency operate in a high-Q (low-bandwidth) regime, where small mechanical shifts can easily
have a large impact on coil performance.
For the parallel imaging performance, the 14-channel array showed the best performance
for the in-plane acceleration scheme applied here. However, this coil only allows for parallel
imaging acceleration within this plane, as it consists of a single row of coils. The 16-channel
array, on the other hand, consists of two rows of coil elements along the through-plane axis,
which can facilitate 3D acceleration schemes. This study con￿rmed a parallel imaging bene￿t of
a higher channel count, with the 8-channel coil displaying the highest overall g-factor penalty. A
trade-o￿ for more elements can be a less robust coil with more components to potentially fail
and risk of higher noise correlations. The results of this study indicated that a rigid coil casing,
such as those used for the 8-channel or 14-channel coils tested here, might provide a more stable
coil design for which a higher channel count can be realized without loss of SNR performance.
While a ￿exible coil has the bene￿t of better patient ￿tting, which is also essential for high-SNR
performance, the chance of mechanical shifts over time might make it unattractive for use at the
13C frequency at 3 T. Another bene￿t of a rigid coil structure if combined with a ￿xed geometry,
as for the 14-channel coil, is the easier application of simulated coil pro￿les for coil combination
and parallel imaging reconstruction.
With respect to channel count, however, there exist an upper limit in relation to a minimal
size of the individual coil elements. If a coil element ends up being too small, the coil noise will
be completely dominant relative to the received signal. A possible way to overcome this limit, is
by decreasing the coil noise through cooling of the electronics. How to make cryogenic coils was
explored by D. H. Johansen in his PhD thesis from present year, 2019 [75].
A recently published study compared a 32-channel head coil to an 8-channel array of the
same kind as the one tested here for application in hyperpolarized 13C brain MRI [76]. As the
SNR evaluation was based on a di￿erent protocol, it is di￿cult to compare results to the present
study. Main di￿erences for the imaging protocol used in [76] compared to the protocol presented
in this chapter, include the use of SPSP excitation and a 3D stack-of-EPI sequence. While SPSP
excitation increases encoding e￿ciency, it also makes the SNR evaluation more susceptible to
center frequency miscalibration. Extending the SNR evaluation to a 3D volume, on the other
hand, would have provided this comparative study with a better analysis of the full potential
and limitations of the tested array coils and their coverage. To achieve a similarly better view
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of coil performance, without too high an increase in scan time, the imaging protocol proposed
in this chapter could easily be repeated to include all three scan planes: axial, mid-sagittal, and
mid-coronal.
Finally, it should be noted that while SNR is the overall most popular quality metric for
evaluating MR receive coils, it does not represent an objective measure of coil function as it is
infeasible to obtain without a signal-contributing object, which inherently will in￿uence the ￿nal
measure.
13C COIL PROFILE ESTIMATION FOR PARALLEL
IMAGING 4
The ￿nal image quality of parallel imaging methods using coil sensitivity pro￿les is determined
by how well those coil pro￿les have been estimated. Poor estimation can both lead to residual
aliasing and low SNR in the reconstructed image. Typical coil pro￿le estimation methods for
hyperpolarized 13C MRI are based on either pre-calibration or auto-calibration. The aim of the
study presented in this chapter was to investigate which approach would yield the best result for
parallel imaging reconstruction of hyperpolarized 13C MR volumetric data. A secondary aim was
to facilitate a starting point for the design of future parallel imaging studies.
4.1 ￿￿￿￿￿￿￿￿￿￿
Many di￿erent approaches to parallel imaging acquisition exist with either explicit or implicit use
of the coil sensitivity pro￿les in the reconstruction. In theory, explicit use of perfectly calibrated
sensitivities provides the exact result after reconstruction (only limited by the g-factor), whereas
implicit use provides an approximation of the image through ￿tting based on priors in the multi-
channel dataset. As mentioned in Chapter 2, the use of SENSE in conventional 1H MRI normally
involves estimation of sensitivity pro￿les in a pre-scan step with the subject in the scanner. But
for hyperpolarized 13C MRI the natural abundance of 13C is too low to calibrate sensitivities prior
to the hyperpolarized injection, and time and signal are too valuable to be spend on manual
calibration scans immediately after injection.
However, since the frequency regime of 13C at 3 T is less a￿ected by sample load, it is not
a necessity to perform sensitivity calibration with the subject in the scanner. In this regime,
coil sensitivity pro￿les should theoretically be close to independent of load, which opens up for
the use of pre-calibrated sensitivities. Pre-calibration essentially means calibration prior to and
independent of the actual data acquisition. It can be based on either measuring the sensitivity
pro￿les in a long phantom scan or simulating the pro￿les based on RF theory and known coil
geometry. Successful pre-calibration therefore depends on good identi￿cation of coil placement
and subsequent registration to the actual acquisition. This challenges the use of pre-calibration
in combination with ￿exible coil arrays and promotes the use of rigid geometry coils.
Auto-calibration of coil pro￿les is based on acquiring calibration data as an integral part
of the accelerated acquisition. Calibration is hereby based on a fully sampled k-space center,
and acceleration is constrained to undersampling in outer parts of k-space. Total achievable
acceleration is consequently limited by the relatively small matrix sizes used in hyperpolarized
13C imaging. Auto-calibrated k-space data can either be used to provide implicit sensitivity
information in a GRAPPA-based parallel imaging reconstruction, as described in Chapter 2, or
for approximating coil sensitivity pro￿les explicitly to be used in SENSE reconstruction. One
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advantage of auto-calibration compared to pre-calibration is that no registration of sensitivity
maps is needed and that ￿exible arrays hereby can be used without problems. For 1H parallel
imaging it is normally also pointed out that auto-calibration avoids problems with patient motion
between calibration and parallel imaging scans. However, this is in context of subject pre-scan
calibration and steady-state magnetization. For hyperpolarized 13CMRI, auto-calibration normally
needs to be done based on the time integral of the full acquisition to both assure su￿cient SNR
and full distribution of the hyperpolarized substrate within the imaged volume. Hereby motion,
especially from respiration, still represents a challenge.
Explicit estimation of coil pro￿les based on low-resolution auto-calibration data can be done
as described for auto-calibrated coil combination of fully sampled data in Chapter 3, i.e. by
edge-preserving smoothing via Perona–Malik anisotropic di￿usion ￿ltering. However, to divide
out object contrast, the coil pro￿les need to be normalized with respect to their sum-of-squares
combination. When coil pro￿les cannot be estimated independently of their sum-of-squares
combination, it is not possible to perform intensity correction to obtain uniform sensitivity for
the ￿nal reconstructed image. A separate limitation of auto-calibrated coil pro￿les for in vivo
use is the fact that the accuracy of their estimation is heavily dependent on the SNR of the
hyperpolarized acquisition.
In pre-calibration methods for sensitivity estimation, on the other hand, SNR can be increased
by adding more averages for phantom-based pre-calibration and coil pro￿les can be estimated
independently of their sum-of-squares combination to allow for intensity correction. For phantom-
based pre-calibration, this is possible if the used phantom has a su￿ciently uniform signal
distribution and if it does not in￿uence the sensitivity pro￿les di￿erently than the subject. For
pre-calibration based on simulation using RF modeling, the main limiting factor for its success is
how well the coil geometry and function are known. This includes knowledge of how the use
of the coil with a speci￿c MR scanner induces di￿erent phase delays and magnitude scaling for
di￿erent coil elements.
In standard parallel imaging reconstruction, as introduced in Section 2.2, the encoding e￿ect
of coil sensitivities is treated as the only deviation from Fourier encoding. However, in reality
other e￿ects from imperfect acquisition exist as well, including main ￿eld (B0) inhomogeneity,
tissue motion, and eddy currents [6]. With the increased need for imaging with greater volumetric
coverage, shimming becomes more challenging and B0 inhomogeneity gets more severe. In the
study presented here, we included B0 inhomogeneity correction in the reconstruction.
4.2 ￿￿￿￿￿ ￿￿: ￿￿￿￿ ￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ 13￿ ￿￿￿
In this study, phantom- and simulation-based approaches to pre-calibration were compared
together with an auto-calibrated approach to test which would provide the best result for parallel
imaging reconstruction of undersampled 13C data. This was tested through simulations, phantom
acquisition and in vivo hyperpolarized imaging of a healthy pig. Phantom and in vivo acquisitions
were performed using a rigid locally built multi-channel coil to enable the use of pre-calibrated
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sensitivities in the reconstruction. The full manuscript, submitted for publication, including
￿gures can be found in Appendix B.
4.2.1 Methods
All data were acquired on an MR750 3 T scanner (GE Healthcare, Waukesha, WI, USA) using a
locally built coil setup consisting of a linear 13C volume coil for transmission, and a 12-channel
array with rigid geometry for reception. The 12-channel array was identical to the one described
in Section 3.2.
Sensitivity Calibration
Phantom sensitivity pre-calibration was based on a 6 h 13 min long multi-slice FIDCSI acquisition.
The used phantom was the large multi-compartment ethylene glycol phantom, described in
Section 3.3.
The phantom is cylindrical and measures 240 mm in diameter and 180 mm in length (inner
measures). To enable registration of the pre-calibrated coil pro￿les, three coil markers (5 mm
diameter oval vitamin E capsules) were placed in the center of three di￿erent coil loops of the
receive array. Complex signal values for the spectroscopic imaging data were extracted in the
time domain as described for the post-processing pipeline in Section 3.3. To ensure that the
phantom pre-calibrated sensitivities could be used for reconstructions with higher resolution and
for reconstructions where the object size exceeded that of the phantom, the sensitivity data were
inter- and extrapolated. Inter- and extrapolation were based on separate ￿tting of magnitude and
phase data.
Simulation-based pre-calibration of coil sensitivities was performed using CST (Darmstad,
Germany) RF modeling of the 12-channel receive array. In the CST modeling, preampli￿ers
were assumed noise-free and did therefore not contribute to noise correlation. To account for
hardware-induced di￿erences in receiver gains and phase delays, the simulated sensitivities were
multiplied by complex scaling factors, one for each coil element found through least-squares
￿tting to the phantom calibration data.
Auto-calibrated coil sensitivities were extracted from the fully sampled k-space center by
means of Perona–Malik edge-preserving smoothing. The sensitivity pro￿les were subsequently
resized to match the ￿nal reconstructed resolution using bicubic interpolation. For the in vivo
auto-calibration reconstruction, sensitivity extraction was based on the time integral of the fully
sampled, low-resolution pyruvate images.
MR Sequence
MR acquisitions were done using SPSP excitation and 3D stack-of-spirals with non-Cartesian
spiral encoding in-plane and Cartesian encoding through-plane. One fully sampled sequence
and two undersampled versions were designed, all with uniform sampling density and for a FOV
of 40£40£30 cm3, a nominal in-plane resolution of 5 mm, and a through-plane resolution of
10 mm (reconstructed matrix size 80£80£30). The fully sampled sequence served as reference
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for the undersampled sequences. The same stack-of-spirals sequences were used in simulations,
phantom and in vivo acquisitions. The ￿rst undersampled version of the stack-of-spirals sequence
was designed for pre-calibrated parallel imaging reconstruction and was undersampled uniformly
by skipping every second phase-encode in the stacked dimension to result in an acceleration rate
R = 2. The second undersampled version was designed for reconstruction using auto-calibrated
sensitivities andwas hereby designed to fully sample the center of k-space in the stacked dimension
and to undersample outer parts of k-space with a factor of three to achieve an identical total
acceleration rate of R = 2.
Simulations and MR Acquisitions
All sequence simulations were performed in JEMRIS [70] and analyzed using MATLAB. The
simulations were based on a digital phantom designed as a replica of the physical phantom. The
simulations were performed with ±15 Hz macroscopic o￿-resonance distribution. Di￿erent levels
of complex Gaussian noise were added in the post-processing to test parallel imaging reconstruc-
tion ￿delity. Simulation results were evaluated based on a quantitative measure of structural
similarity with respect to the simulated sample, SSIM (structural similarity index measure) [77].
Simulations were based on the CST simulated coil pro￿les, which hereby represented an ideal
case for the reconstruction with the true sensitivities available.
Phantom acquisition was done using the fully sampled stack-of-spirals and the undersampled
versions were created retrospectively. The undersampled stack-of-spiral datasets were based on
twice as many averages compared to the fully sampled sequence, to result in an identical total
acquisition time. Center frequency and RF power calibrations were done using non-selective
excitation and an automated Bloch–Siegert phase shift method [78].
In vivo acquisition was based on a hyperpolarized [1- 13C]pyruvate kidney study of a healthy
female Danish domestic pig. The pig received three hyperpolarized injections to acquire data
with the fully sampled 3D stack-of-spirals and the two undersampled versions, respectively. The
acquisition time per metabolite volume was 5.4 s for the fully sampled acquisition and half that
time, 2.7 s, for the undersampled acquisitions. Signals from pyruvate and lactate were acquired in
an interleaved fashion. The e￿ective temporal resolutions for both pyruvate and lactate were
hereby 10.8 s for the fully sampled acquisition, and 5.4 s for the undersampled acquisitions. The
same constant ￿ip angle of 5± was used for both pyruvate and lactate excitations. This amounts
to an e￿ective ￿ip angle of 26.9± per volume for the fully sampled acquisition with 30 excitations
and 19.2± for the undersampled acquisitions with 15 excitations. 13C MR acquisitions were done
with free breathing.
To enable o￿-resonance correction in the reconstruction, B0 ￿eld mapping was performed at
the 1H frequency using the body coil in connection with both phantom and in vivo acquisitions.
For the phantom acquisition, B0 mapping was done using a dual-echo method [79] with an
appropriate echo time with respect to the ethylene glycol proton spectrum. For the in vivo
acquisition, B0 ￿eld inhomogeneity was mapped using the scanner software IDEAL-IQ (GE
Healthcare).
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Reconstruction
Parallel imaging reconstruction was performed using CG-SENSE with NUFFT-based 3D gridding
routines for the 3D datasets. O￿-resonance correction was implemented using a method described
by Sutton et al. [80]. The method uses a B0 map for iterative correction utilizing a time-segmented
approximation to the MR signal equation. The number of time-segments needed for accurate
correction depends on the readout duration and level of main ￿eld inhomogeneity. Before the
measured B0 map was given as input to the reconstruction algorithm, the map was ￿rst scaled to
the 13C frequency and manually shifted to account for any mismatch in center frequency between
the 1H and 13C acquisitions.
In all cases possible, the ￿nal reconstruction included intensity correction using the estimated
coil pro￿les. With the close to uniform phantom used both in simulations and phantom acquisition,
it was also possible to perform intensity correction for the auto-calibrated reconstructions in
these cases.
The parallel imaging reconstruction, including o￿-resonance correction, was initially validated
using the JEMRIS simulation data.
4.2.2 Results
For both simulations, phantom and in vivo experiments, the pre-calibrated approaches to coil
pro￿le estimation showed the best image quality results compared to the auto-calibrated approach.
The simulation results showed the highest SSIM values for the reconstructions using pre-
calibrated sensitivities based on the simulated coil pro￿les – as expected, as these also repre-
sented the true sensitivities. The second-highest SSIM values were found using phantom-based
pre-calibration, while auto-calibrated reconstructions scored the lowest of the three methods.
Structural similarity was also evaluated for sum-of-squares reconstruction of the fully sampled
data, which resulted in the overall lowest SSIM values. This low structural similarity performance
was mainly attributed to the lack of intensity correction in sum-of-squares.
Results from the phantom acquisition indicated parallel imaging reconstructions without
residual aliasing for all methods, with the best results obtained using the simulated sensitivities.
This was assessed qualitatively with respect to the known phantom structure. The phantom
results also demonstrated a positive e￿ect from o￿-resonance correction through reduced blurring
and distortion artifacts.
Results from the in vivo pig study showed improved mapping of the dynamic features for
pyruvate uptake and lactate conversion in the kidneys for the accelerated acquisitions. This
improvement was attributed to the higher temporal resolution. However, unlike the phantom
results, parallel imaging results for the in vivo acquisition showed some residual aliasing in the
outermost slices, which was observed for all parallel imaging reconstructions of undersampled
data. Fortunately the unresolved aliasing artifacts did not overlap critically with the kidneys, and
did therefore not interfere with mapping of kidney metabolism. The reason why this residual
aliasing was not seen in simulations or in the phantom study, is that the phantom was shorter
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than the FOV in the undersampled dimension. Hereby any residual aliasing in the outermost
slices were masked by the signal mask from the proton reference acquisition.
The reason why the simulation-based pre-calibration was deemed the best approach for the
in vivo study as well, was based on fewer artifacts and better results after intensity correction
compared to using phantom-based pre-calibration. Intensity correction using phantom-based
pre-calibration led to some noise ampli￿cation at the image edges due to imperfect extrapolation.
For the in vivo results, main ￿eld o￿-resonance correction had the most distinct positive
impact for acquisitions with badly calibrated center frequency.
4.3 ￿￿￿￿￿￿￿￿￿￿
Pre-calibration of coil sensitivities showed bene￿cial for 13C MR parallel imaging at 3 T compared
to auto-calibration for all cases represented in this study. Pre-calibration of sensitivities resulted
in successful parallel imaging reconstruction with minor aliasing artifacts for the in vivo case,
con￿rming the theoretical negligible e￿ect of load on sensitivity pro￿les at this frequency. Using
a rigid coil design, the simulated sensitivities provided the best results. One potential bene￿t
of parallel imaging acceleration was shown through better captured dynamic features of the
acquired metabolite image series, without loss of structural information.
Together with parallel imaging acceleration, the pre-calibrated coil sensitivities also provided
higher image quality for fully sampled acquisitions based on both sensitivity-based coil combina-
tion (compared to sum-of-squares combination) and on intensity correction, which resulted in
more readily interpretable metabolite images.
Aside from comparing sensitivity calibration approaches, the results presented in this chapter
also demonstrated a fast and e￿cient 13C MR acquisition scheme for large FOVs using a 3D stack-
of-spirals sequence with SPSP excitation, which showed robustness across phantom and multiple
in vivo acquisitions. The acquisition scheme was demonstrated in the context of an iterative
reconstruction pipeline, which showed capable of incorporating acquisition imperfections such
as B0 inhomogeneity.
The undersampling scheme applied in this study, was not optimized for the geometry of
the used receive coil nor for maximum acceleration purposes. While it was not the objective
of the study to demonstrate optimized undersampling, it cannot be ruled out that the choice of
undersampling scheme in combination with the used array geometry did in￿uence the results.
For example, it is likely that the auto-calibration approach would have provided more competitive
results with a lower acceleration rate. More optimized undersampling and greater acceleration
rates for parallel imaging, utilizing the increased ￿exibility in undersampling strategies for 3D
trajectories, are presented in the next chapter.
It was brie￿ymentioned that main ￿eld o￿-resonance correction was applied using a measured
B0 map after this had been scaled and shifted to the 13C center frequency. A minor frequency
shift was necessary after scaling, due to di￿erences in center frequency calibration on 13C and 1H
caused by non-uniformity of the 13C receive array. In this study this frequency shift was found
manually. However, since the frequency di￿erence between 1H in water and [1-13C]lactate is a
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￿xed quantity with respect to ￿eld strength, a manual shift should become obsolete if this prior
knowledge is quanti￿ed and utilized for center frequency calibration. This is in agreement with
what was shown in a recent conference abstract [81].

3D ACCELERATED ACQUISITION FOR
HYPERPOLARIZED METABOLIC MRI 5
When acquisition strategies are planned for fully sampled hyperpolarized 13C MRI in a clinical
context, large volumetric coverage, thin slice thickness, and high temporal resolution are some of
the typical parameters sacri￿ced to conform to the short life-time of the hyperpolarized substrate.
However, these parameters might all prove critical in the extraction of reliable biomarkers. This
chapter presents two di￿erent parallel imaging approaches that demonstrate how parallel imaging
can be exploited to reduce or eliminate those sacri￿ces.
5.1 ￿￿￿￿￿￿￿￿￿￿
The previous chapter presented arguments for implementation of parallel imaging using pre-
calibrated sensitivities for hyperpolarized 13C MRI. However, this with respect to SENSE recon-
struction and primarily compared to using auto-calibrated sensitivities based on a fully sampled
k-space center. As brie￿y mentioned in Chapter 2, parallel imaging methods with more implicit
use of coil sensitivities also exist. One such method is SAKE [37, 38], which does not require
acquisition of a fully sampled k-space center, making the method so-called calibrationless. When
sensitivities cannot be stably and independently estimated, e.g. for ￿exible coil arrays, calibra-
tionless methods such as SAKE might hereby provide a better alternative than auto-calibrated
parallel imaging for applications in hyperpolarized 13C MRI.
Originally developed for proton imaging, SAKE is based on utilizing the linear dependency
residing in multi-channel k-space data [82]. Because of the linear dependency, multi-channel
k-space data will have low rank when cast into a single structured matrix based on smaller,
overlapping data blocks. This allows the problem of ￿tting missing data samples to be solved as a
low-rank matrix completion problem; an approach that shares features with compressed sensing
theory. Low-rank matrix completion is a research topic that extends beyond the ￿eld of MRI [83]
and is based on the fact that missing entries of a matrix can be completed if the original matrix
has low rank and if the entries have been randomly undersampled [84]. One fast and e￿cient
method to enforce a low rank is through singular value thresholding, which is the method used
for low-rank matrix completion in the SAKE algorithm.
The overall concept of the SAKE algorithm is summarized in Figure 5.1. First the undersampled
multi-channel k-space dataset is structured in a single data matrix with block-wise Hankel matrix
structure (anti-diagonal constant values). Next singular value thresholding is performed after
computation of the matrix SVD. Finally the matrix is cast back into the original data structure,
which entails averaging of the anti-diagonal values. At each iteration, data consistency is assured
through reinserting sampled data values into the original data structure. After the ￿nal iteration,
a resulting reconstructed image is obtained by Fourier transformation and coil combination.
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Figure 5.1: Illustration of the iterative SAKE algorithm, from [37].
The most essential elements for a successful SAKE reconstruction of undersampled data are:
1) non-uniform, pseudo-random undersampling, 2) the choice of window-size in the data matrix
construction, 3) the choice of singular value threshold, and 4) the choice of number of iterations.
The used coil array of course also plays a role.
All acceleration strategies presented in this chapter are based on SPSP excitation followed
by 3D blipped acquisition. The ￿rst presented study is based on a blipped version of the stack-
of-spirals trajectory presented in the previous chapter in Section 4.2, applied to obtain a higher
total acceleration factor of R = 4. This blipped-stack-of-spirals trajectory was inspired by a
similar trajectory used for SMS 3D k-space acquisition [85] with demonstrated bene￿t for fMRI
applications with CG-SENSE reconstruction at 3 T [86] and 7 T [87].
5.2 ￿￿￿￿￿ ￿￿￿: 3￿ ￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿
13￿ ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿ ￿￿￿￿￿￿￿￿
With a starting point from the conclusions of Chapter 4.2 and Paper II, this study was performed to
demonstrate a greater acceleration potential of CG-SENSE parallel imaging through an improved
sequence design and the same coil setup and simulation-based pre-calibration from coil RF
modeling. Potential bene￿ts of the increased imaging e￿ciency were demonstrated in a kidney
and cardiac study of healthy pigs. The full manuscript, in preparation, can be found in Appendix C.
5.2.1 Methods
The blipped-stack-of-spirals trajectorywas developed for an acceleration rate of four compared to a
fully sampled stack-of-spirals and applied with SPSP excitation. The trajectory was developedwith
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volumetric coverage of a large FOV (30£30£16 cm3) and with high nominal spatial resolution (5£
5£10mm3). The acceleration rate R = 4was obtained through two-times Cartesian undersampling
through-plane, in the stacked dimension, and two-times non-Cartersian undersampling in-plane.
In-plane undersampling was obtained by adding multiple gradient blips during spiral readout,
such that two undersampled spiral planes would be read out following a single excitation. Hereby
the number of excitations per volume acquisition was also reduced by a factor four. Gradient
blips were added at golden angle intervals to minimize artifacts from systematic encoding errors.
Similarly, trajectories within one excitation were rotated one golden angle about the z-axis relative
to each other.
Reconstruction was performed using the same CG-SENSE reconstruction pipeline with 3D
gridding as described in the previous chapter, however without application of o￿-resonance
correction, as this did not signi￿cantly improve image quality for phantom or in vivo studies in
these cases for the given FOV. Extra regularization was added through the Tikhonov method,
which enforces smoothness by making solutions with a small `2-norm favorable. How strongly
this preference is enforced is controlled by a regularization parameter. In this study, this was set
empirically at 0.05 to result in a decent level of denoising without over-smoothing.
Phantom and In Vivo Acquisitions
The proposed pulse sequence and reconstruction method were initially tested in a phantom study
using the previously described large multi-compartment phantom. Acquisition was done with a
fully sampled stack-of-spirals as reference and the blipped-stack-of-spirals with the same total
acquisition time. Acquisition with the two trajectories was repeated twice to both acquire data
with the center frequency at the ethylene glycol resonance (with a 32 min scan time) and at the
sodium acetate-1-13C resonance (with a 16 min scan time). Hereby datasets were acquired both
for a large sample size compared to the FOV, and for smaller more localized signal sources.
The proposed blipped-stack-of-spirals sequence was next used for kidney and cardiac imaging
in two healthy pigs. For the kidney study, the pig received three hyperpolarized injections to
acquire data with the blipped-stack-of-spirals and with two fully sampled stack-of-spirals to serve
as reference for metabolic dynamics and kidney structure, respectively. 13C MRI acquisitions were
done with free breathing. With TR to the repetition time between volume excitations of the same
metabolite and TRexc referring to the repetition time per excitation, the blipped-stack-of-spirals
was acquired with TRexc = 90 ms. With four excitations per volume, each volume acquisition
hereby took 360 ms. Four di￿erent metabolite resonances (lactate, pyruvate, bicarbonate, and ala-
nine) were excited in an interleaved manner, and the e￿ective temporal resolution per metabolite,
TR, hereby amounted to 1.44 s.
The ￿rst fully sampled stack-of-spirals was acquired as reference to metabolite dynamics with
identical temporal resolution at the cost of a four times lower resolution in z, i.e. with spatial
resolution 5£5£40 mm3. The second fully sampled acquisition, the structural reference, was
acquired with identical spatial resolution and coverage at the cost of a four times lower temporal
resolution (TR= 5.76 s).
38 Chapter 5. 3D Accelerated Acquisition for Hyperpolarized Metabolic MRI
For the cardiac study a separate healthy pig received two hyperpolarized injections to ac-
quire data with the blipped-stack-of-spirals and the fully sampled stack-of-spirals with identical
temporal resolution (and lower spatial resolution). As for the kidney experiment, each volume
acquisition took 360 ms. The sequences were cardiac-gated with four excitations per trigger, i.e.
with one full volume acquisition per trigger. The cardiac trigger delay was set to align each volume
acquisition with the diastole. Four metabolites (lactate, pyruvate, bicarbonate, and alanine) were
acquired in an interleaved manner. The e￿ective temporal resolution was decided based on the
heart rate of the pig during acquisition. As for the kidney experiment, the 13C acquisitions were
done with free breathing.
All experiments were preceded by higher-order shimming based on automatic ￿eld mapping,
a manually drawn spherical shim volume, and automatic shim correction through least-squares
minimization of ￿eld inhomogeneities [88].
Flip Angle Strategy
A constant ￿ip angle scheme was applied for all in vivo studies. Pyruvate was excited with an 8±
￿ip angle per volume acquisition to preserve magnetization. For excitation of the hyperpolarized
products (lactate, bicarbonate, and alanine), ￿ip angles were chosen based on a numerical analysis.
The analysis was based on the hypothesis that since hyperpolarized products do not only experi-
ence relaxation, but also build up due to metabolic conversion, an optimal ￿ip angle to maximize
total product SNR must exist, similar to the Ernst angle for conventional steady state MRI. The
numerical analysis was based on a two-compartment model [18] with parameters given by [89].
The optimal e￿ective ￿ip angle was chosen based on maximum accumulated signal. With multiple
excitations per volume, the e￿ective ￿ip angle is de￿ned as the resulting ￿ip angle for a full
volume excitation after a series of smaller ￿ip angles. For the kidney studies with TR= 1.44 s, the
proposed optimal e￿ective ￿ip angle for hyperpolarized product excitation was 27± per volume.
For the fully sampled kidney acquisition with TR= 5.76 s, the optimal e￿ective ￿ip angle was
estimated to 48± per volume. For excitation of the hyperpolarized products in the cardiac study, a
￿ip angle per volume of 45± was found using a TR estimate of 5 s.
5.2.2 Results
For the phantom and in vivo cardiac acquisitions, the 12-channel receive array unfortunately had
two non-functioning elements, which was detected during reconstruction and later con￿rmed
and ￿xed in the electronics lab. Their signal output was therefore removed from the raw data,
and the reconstruction was based on the data from the other 10 fully functional coil elements.
For the in vivo kidney experiment all coil elements were working.
For the phantom experiments done at the acetate resonance frequency (localized signal
sources), the CG-SENSE reconstructions of the undersampled and fully sampled dataset, respec-
tively, were close to identical. Hereby the non-functioning elements did not seem to signi￿cantly
impact the reconstruction.
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For the phantom experiments at the ethylene glycol center peak frequency, however, the
missing coil elements did seem to have a negative impact on the parallel imaging reconstruction.
Non-resolved aliasing artifacts were observed as spiral-like noise patterns and signal fold-in.
Regions corresponding to locations of the missing coil elements were noticeably a￿ected. The less
successful reconstruction at the ethylene glycol resonance is likely related to the more complicated
aliasing pattern arising from a larger signal source relative to the FOV and to the lower SNR of
the non-enriched ethylene glycol solution (despite longer acquisition time). With the CG-SENSE
reconstruction being an iterative algorithm, lower SNR data can lead to convergence towards a
sub-optimal result.
The in vivo kidney study demonstrated both high structural and dynamic similarities of the
blipped-stack-of-spirals acquisition relative to the fully sampled acquisitions. With respect to the
phantom results and residual artifacts only seen as minor fold-in aliasing after parallel imaging
reconstruction, it seems that this in vivo case more closely resembles the case of localized signal
sources within a larger FOV. Structurally, both fully sampled and undersampled reconstructions
showed clear separation of renal cortices versus medullae and pyruvate uptake and conversion to
lactate and alanine. Bicarbonate signal was at a negligible level for all kidney acquisitions.
With respect to metabolic dynamics, similar trends were also observed for the undersampled
reconstruction relative to the fully sampled dataset with same temporal resolution. However, some
di￿erences, mainly attributed to the di￿erent slice thicknesses, were seen. The main di￿erence
was higher signal intensities for the fully sampled acquisition, which was expected with the
thicker slice. However, a four times increase in signal strength, which could be expected for the
four times larger voxel volume, was not observed. This is likely explained by intravoxel dephasing
causing an increased signal loss for the larger voxel volume through T2* and non-linear phase
e￿ects. In addition to signal loss during the echo time, a short T2* causes spatial resolution loss.
For the in vivo cardiac study, comparison of the blipped-stack-of-spirals images to the fully
sampled stack-of-spirals images demonstrated distinct increase in structural information gained
with the four times thinner slice of the undersampled acquisition. The resolution and image
coverage of the parallel imaging acquisition were, respectively, high and large enough to show
structural and metabolic di￿erences from base to apex and details at the level of the papillary
muscles – all within a single cardiac trigger. All in all, the parallel imaging acquisition of the heart
was deemed successful, despite the sub-optimal function of the used receive array on that day.
This suggests that a 10-channel coil could be su￿cient for the applied undersampling strategy
and reconstruction scheme.
5.3 ￿￿￿￿￿ ￿￿: 3￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿13 ￿￿￿ ￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿ ￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿
As an alternative to pre-calibrated parallel imaging, the calibrationless SAKE represents an
attractive approach, when sensitivities cannot be estimated reliably. Compared to auto-calibrated
approaches such as GRAPPA, SAKE has shown to be more robust at higher acceleration rates
(R > 2) [38]. In the study presented here, SAKE was explored using a 3D blipped EPI approach
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with di￿erent sampling strategies and acceleration rates. The method was tested in simulations
and in phantom experiments, and ￿nally demonstrated in a 3D volume acquisition of abdominal
metabolism in a healthy human volunteer with R = 4, relative to a fully sampled stack-of-EPI
with identical echo train length (ETL). The full, accepted paper is given in Appendix D, including
supplemental material.
5.3.1 Methods
Two di￿erent sampling strategies were explored: a pseudo-random raster based on a trajectory
applied for compressed sensing in [62], and a center-out approach. Both approaches are based on
undersampling in one plane, directly on a Cartesian grid, and fully sampled EPI readout along
the ￿nal dimension. The pseudo-random raster performs in-plane undersampling starting from
the corner of k-space with regular blips on one axis and pseudo-random blips on the other based
on a beta probability distribution and with ETL = 48. The center-out approach is based on a
variable-density Poisson disk pattern with corner-cutting and a wedge-shaped readout direction
from the center of k-space. The center-out trajectory was designed with both an ETL of 24 and 48.
With a shorter ETL the readout duration is reduced and potential blurring from o￿-resonance will
be less pronounced; however, in this case at the cost of twice the number of excitations. Sampling
patterns for undersampling factors of two to six were generated for a 48£48 acquisition matrix
with a 4£4 fully sampled center of k-space. The scanner implementation of the undersampled
sequences was based on the ramp-sampled, symmetric EPI sequence presented in [90], which
was also used as the fully sampled reference in a stack-of-EPI version.
For reconstruction of the undersampled data, SAKE was performed slice-by-slice with a
window-size of 6£6 and 100 iterations.
Simulations
Numerical simulations were performed in MATLAB based on an idealized signal model to enable
evaluation of e￿ects from main ￿eld macroscopic o￿-resonance and T2* decay for the di￿erent
sampling strategies. The sensitivity pro￿les of an 8-channel receive coil of similar design to the
one presented and tested in Chapter 3 was calculated based on the Biot–Savart law and used in
simulations. This receive array was also used in the phantom experiments.
PSF simulations were performed with B0 o￿-resonance ranging from 0-30 Hz and T2* decay
ranging from 10-50 ms. Subsequently, simulations for two di￿erent digital phantoms were
performed with 0 Hz o￿-resonance and T2* = 30 ms for di￿erent acceleration rates. The ￿rst
digital phantom was designed as a replica of the ethylene glycol phantom presented previously
(in Section 3.3.1), i.e. as a large phantom relative to the size of the FOV. The second digital
phantom was designed to mimic a sparse signal distribution from multiple smaller signal sources.
Without explicit knowledge of coil sensitivity pro￿les, intensity correction could not be performed
and the reconstructed images are hereby weighted by the overall coil sensitivity. Evaluation of
the reconstruction results for the digital phantoms was therefore based on structural similarity
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relative to the sensitivity-weighted numerical sample (representing the best obtainable result)
using the SSIM metric [77].
For the simulations, the choice of SVD threshold in the SAKE reconstruction was based on
maximum SSIM, as illustrated in the "Supporting Figure 1" in Appendix D. The threshold is closely
related to the size of the imaged object within the FOV [37], for which reason a higher optimal
threshold (based on SSIM) was found for the large digital phantom (1.8) compared to the sparse
digital phantom (1.2).
Phantom Experiments
For phantom experiments, a sphere (with 18 cm diameter) was ￿lled with ethylene glycol with
natural abundance 13C, after inserting a water-￿lled syringe vertically into the center of the sphere
to create structure in the otherwise uniform phantom. The coil setup consisted of a 13C transmit
coil of the clamshell type and an 8-channel 13C receive array for reception [44]. Data from the
undersampled trajectories for an undersampling factor of 6 and a fully sampled stack-of-EPI were
acquired for a 48£48£48 cm3 FOV (1 cm isotropic resolution) and a 5 min total scan time per
acquisition. A reference scan to correct for Nyquist ghost artifacts caused by inconsistencies
between even and odd k-space readout lines was acquired at the 13C frequency for the same
phantom.
Volunteer Study
To assess the feasibility of SAKE for parallel imaging acceleration in a clinical setting, the center-
out approach with ETL= 24 was used in an abdominal [1-13C]pyruvate imaging study with a
healthy human volunteer. Using this approach yields an acceleration rate of R = 2 relative to a
fully sampled stack-of-EPI sequence with ETL= 48 and an acceleration rate of R = 4 relative to a
fully sampled sequence with the same ETL of 24. The same clamshell transmit coil was used here
in combination with a 16-channel phased array for reception. This receive array is design-wise
identical to the partially ￿exible 16-channel array characterized in Chapter 3.
Four metabolites (pyruvate, lactate, alanine, and bicarbonate) were sequentially excited using
a single-band SPSP pulse with 7± ￿ip angle per excitation. Each volume acquisition consisted of
24 excitations amounting to an e￿ective ￿ip angle of 33± per volume. Images were acquired for
a 72£72£72 cm3 FOV to result in a resolution of 1.5£1.5£1.5 cm3. With a TRexc of 62.5 ms
(repetition time per excitation), scan time per metabolite volume was 1.5 s inducing an e￿ective
temporal resolution of TR= 6 s.
To correct for ghost artifacts in the hyperpolarized imaging setting, a reference scan on the 1H
channel was acquired prior to injection with the subject in the scanner using the 13C waveform
as described in [90].
5.3.2 Results
Simulation results showed di￿erent e￿ects of T2* length and bulk o￿-resonance for the di￿erent
sampling strategies. For the PSF analysis, the center-out approach resulted in isotropic, symmetric
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blurring increasing both for shorter T2* times and larger o￿-resonance. With less phase accrual
and earlier sampling of maximum k-space values for a shorter readout duration, blurring was less
pronounced for ETL= 24 compared to ETL= 48. The pseudo-random raster, on the other hand,
was a￿ected di￿erently by changes in T2* versus changes in o￿-resonance. Shorter T2* times
resulted in increased asymmetric blurring with more blurring in the "slow" regular blip encoding
direction, whereas bulk o￿-resonance caused a simple spatial shift. Isotropic blurring for the
center-out approach can represent a more benign e￿ect, which is easier to leave out of account
with respect to image analysis. However, the spatial shift caused by bulk o￿-resonance for the
pseudo-random raster is easier to correct for. Simulation results for the two digital phantoms
demonstrated a higher level of robustness to higher undersampling rates for the center-out
approach, whereas reconstruction broke down for the pseudo-random raster for R > 4.
Results from phantom experiments showed subtle di￿erences between sampling strategies,
which were in accordance with simulation results. Di￿erences were observed as signal dropout
for the pseudo-random raster, and a higher degree of blurring at the edges for the center-out
trajectory with ETL= 48.
Based on simulation and phantom results, the center-out approach with the shortest ETL
of 24 was chosen as the most robust strategy for in vivo acquisition. The healthy volunteer
study represents the ￿rst demonstration of pyruvate metabolism for three enzymatic pathways
throughout the abdomen from heart to kidneys. The di￿erent metabolite signals, summed through
time, showed a high spatial agreement with abdominal anatomy in proton images, which served
as reference as no fully sampled dataset was acquired. Motion artifacts were present in slices
covering the heart as expected for a non-gated acquisition. Otherwise, minimal blurring was
observed, which was partially attributed to a good center frequency calibration. Although a large
encoding volume was applied (72 cm), signal was only received for an extent of 33 cm due to
limited sensitivity coverage of the used coil setup.
The choice of SVD threshold for phantom and in vivo acquisitions was made empirically
with simulation results as starting point. Since the choice of threshold is critical for a successful
reconstruction, a method to assure an optimal threshold could improve the robustness for future
use of SAKE. Further potential improvements of the SAKE reconstruction include incorporation
of compressed sensing priors considering the appreciable overlap between the two methods.
5.4 ￿￿￿￿￿￿￿￿￿￿
While the two presented parallel imagingmethods for accelerated 3D acquisition of hyperpolarized
13C MRI can be viewed as competitive, they are also complementary. They complement each other
in the sense that reliable pre-calibration of sensitivities for CG-SENSE reconstructionmight only be
achievable with rigid, ￿xed geometry type receive arrays, whereas SAKE can be usedwith any type
of receive coil with a su￿cient number of coil elements with respect to undersampling rate. CG-
SENSE reconstruction on the other hand, does not require random undersampling, which might
ease scanner implementation, and if sensitivity pro￿les are well-estimated, the reconstruction
results in uniform sensitivity images readily interpretable. Furthermore incorporation of additional
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priors in the CG-SENSE algorithm e.g. for inhomogeneity correction, is easily achieved if required.
Both studies presented in this chapter demonstrated the ￿exibility in undersampled acquisition
obtained with 3D k-space sampling. Nevertheless, both studies also have room for improvement
in trajectory design. While the blipped-stack-of-spirals could bene￿t from an undersampling
pattern better matched to coil geometry to eliminate residual aliasing, the center-out, stack-of-EPI
approach could improve e￿ciency by also undersampling the third dimension and by extending
the SAKE reconstruction to 3D.
Reconstruction methods in both studies depend on manual inputs to assure e￿ective recon-
struction, i.e. choice of iterations, SVD threshold, window-size, and regularization parameter. As
already mentioned for the choice of SVD threshold, such inputs should optimally be automatically
chosen to assure robustness of the methods across di￿erent hyperpolarized applications with
di￿erent signal distributions and SNR levels. Initially the e￿ects of the inputs could be better
described and automatic decision methods from other applications could be explored, e.g. the
L-curve criterion for choice of regularization parameters [91].
While many types of encoding imperfections might be characterized and subsequently cor-
rected for in the reconstruction and post-processing of the data, many of these can also be
minimized. Main ￿eld o￿-resonance e￿ects, for instance, can be substantially decreased by use of
higher order shimming and good center frequency calibration procedures. This would also limit
the computational load of the reconstruction algorithm.
In the ￿nal presented study (Paper IV) a shorter ETL and readout duration were chosen for the
in vivo demonstration at the cost of acceleration. Blurring e￿ects from short T2* time constants
were in this way limited and the actual spatial resolution was likely close to the nominally encoded
spatial resolution. This can be viewed as a trade-o￿ between spatial and temporal resolution.
What is most important will depend on the individual application and should be explored in the
context of such, e.g. in combination with quanti￿cation of relevant metabolic pathways. In the
blipped-stack-of-spirals study, on the other hand, the trade-o￿ was made di￿erently with a focus
on high temporal resolution. Hereby the actual spatial resolution was only expected at half the
nominal, with respect to the applied readout duration of 45 ms and for a T2* = 20-25 ms (for
lactate with JCH-dominated signal decay) [92, 93]. This resulted in a temporal resolution of 1.44 s
for the non-gated kidney study with blipped-stack-of spirals, compared to 6 s for the SAKE study.
However, these can not be compared directly due to other di￿erences in volumetric coverage and
spatial resolution.
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6.1 ￿￿￿￿￿￿￿￿￿￿￿
This dissertation has explored the use of parallel imaging for accelerated acquisition in hyper-
polarized 13C MRI. This has been done in a bottom-up manner starting with characterization of
the necessary hardware, 13C multi-channel coils, in Chapter 3. Chapter 4 investigated how to
best extract the necessary sensitivity information from such coils for SENSE reconstruction of
hyperpolarized data. And the ￿nal chapter, Chapter 5, demonstrated how pre-calibrated parallel
imaging using a ￿xed geometry coil could achieve a higher spatial and temporal resolution
without loss of anatomic and dynamic features of the metabolism, and how acquisition with
calibrationless parallel imaging in combination with ￿exible coil geometries was able to obtain
the ￿rst images of pyruvate metabolism across the entire abdomen of a healthy human volunteer.
With respect to the ￿rst objective de￿ned in the introduction, the studies in Chapter 3 found
that sum-of-squares is a sub-optimal method for coil combination of low SNR 13C data, both
with respect to image quality but also for subsequent SNR comparison of 13C coils with di￿erent
number of elements. While optimal coil combination using exact sensitivity pro￿les results
in images with noise statistically independent of the number of coil elements, it was shown
that auto-calibrated coil combination with coil sensitivities extracted from the data itself can
achieve a similar noise distribution. This knowledge was used in the proposed acquisition and
post-processing pipeline for fair 13C coil characterization and comparison. A comparison of seven
coils at three research facilities was made using the proposed pipeline. The comparison showed
how 13C coil performance at 3 T is critically a￿ected by minor mistuning and mechanical shifts,
which should be taking into account in the design of coils at this frequency. The comparison
also showed better acceleration performance for greater number of coil elements, with the best
performance demonstrated for a locally built 14-channel coil with rigid and ￿xed geometry.
Ful￿llment of the second objective, to ￿nd the best approach for coil sensitivity calibration,
was obtained through the results presented in Chapter 4. Three di￿erent approaches were
tested and pre-calibration based on RF simulated coil pro￿les showed better and more robust
results compared to auto-calibration based on a fully sampled k-space center. The successful
demonstration of pre-calibrated parallel imaging in phantom and in vivo experiments con￿rmed
the theory of minimal sample loading at the 13C frequency at 3 T. A main limitation was identi￿ed,
since the use of pre-calibrated sensitivities requires ￿xed coil geometry to assure correct parallel
imaging reconstruction. The di￿erent sensitivity calibration methods were tested with a 3D stack-
of-spirals acquisition and CG-SENSE iterative reconstruction. The implementation and validation
of this sequence and reconstruction framework served as a starting point for an additional study.
The last objective, to test parallel imaging approaches in a clinical setting with high accel-
eration, was achieved ￿rst in two pig studies with hyperpolarized 13C imaging of the heart and
kidneys, respectively, using a ￿xed geometry multi-channel coil setup, and next in an abdominal
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imaging study of a healthy human volunteer using a ￿exible multi-channel coil setup. The ￿xed
geometry coil setup allowed reconstruction with pre-calibrated CG-SENSE after acquisition with
a blipped-stack-of-spiral sequence. For the ￿exible coil setup, calibrationless SAKE reconstruction
proved valuable for reconstruction of data acquired with a 3D blipped, center-out EPI sequence.
Both approaches used SPSP excitation and provided a four times reduction in scan time compared
to non-accelerated acquisition. The resultant metabolite images bene￿ted from this through a
higher temporal and spatial resolution, and through full coverage of large 3D volumes.
To summarize, the main contributions presented in this dissertation to the research ￿eld of
hyperpolarized 13C metabolic MRI are:
• An acquisition and post-processing pipeline for 13C coil characterization.
• Veri￿cation of the use of pre-calibrated coil sensitivities for parallel imaging reconstruction
of hyperpolarized 13C undersampled data acquired using a ￿xed coil geometry.
• Demonstration of two separate acquisition and reconstruction strategies to allow for fast
parallel imaging acquisition with any multi-channel coil setup for large 3D volumes with
high resolution.
6.2 ￿￿￿￿￿￿ ￿￿￿￿
Many aspects of the research documented in this dissertation can be improved and optimized
further. This section provides suggestions for such improvements and for future studies.
Throughout this dissertation, great importance has been attributed to multi-channel 13C
coils and their role in parallel imaging acquisition. Future coil work should include improving
robustness both for ￿exible arrays, which in one case presented here indicated performance degra-
dation over time, and for custom-built coils, which also in one case showed failing performance
through non-functioning elements. In general, however, rigid and ￿xed coil designs did show a
higher degree of robustness. Together with the fact that ￿xed geometry coils allow for simple
registration of pre-calibrated sensitivity pro￿les, this might be the best design strategy for future
coil developments. Nevertheless, the lack of ￿exibility of such coils would require the design of
multiple application-dedicated coils, i.e. one ￿xed geometry coil with a snug ￿t for brain imaging,
one for abdominal imaging, etc.
While the presented parallel imaging studies primarily have focused on the reconstruction
from undersampled datasets and the use of prior knowledge, other important factors with respect
to fast acquisition have received less attention. These include excitation strategy and more
optimized undersampling patterns. All studies presented in this dissertation used SPSP excitation
for encoding of the spectral dimension. Most trade-o￿s made with this choice compared to
using an IDEAL approach for spectral encoding were stated in Chapter 2. A main concern for
the speci￿cally used SPSP pulse in Paper II and III is its long duration of 22 ms. A long echo
time has shown to in￿uence kinetic modeling results, if not accounted for, due to di￿erences
in T2* for di￿erent metabolites [19]. A shorter pulse is therefore desired both for SNR and
quanti￿cation reasons, however, this should not be at the cost of robustness, e.g. with respect
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to o￿-resonance. A combined IDEAL and SPSP approach might be useful as shown in [29],
though at the cost of temporal resolution due to more excitations per acquisition. With respect
to the choice of undersampling pattern, it was also mentioned at the end of Chapter 5 that
reconstruction could bene￿t from an undersampling pattern designed in closer connection to the
geometry of the intended multi-channel coil. The undersampling pattern for the blipped-stack-of-
spirals acquisition in Chapter 5 could, for example, have been designed with a higher degree of
undersampling in the axial plane and less undersampling in the superior-inferior direction with
regard to the geometry of the used 12-channel array.
In Chapter 2, other methods than parallel imaging to accelerate acquisition for hyperpolarized
13C MRI were mentioned. Both partial Fourier imaging and compressed sensing in synergy
with parallel imaging have the potential of achieving higher acceleration factors or more robust
acquisition and reconstruction. This should be explored in future studies. For partial Fourier
imaging, this could be done with inspiration from its recent use for hyperpolarized human brain
imaging [55] and from how it was combined with parallel imaging by Ohliger et al. in 2013 [45].
It would be interesting to see the Ohliger et al. study repeated for a larger animal model or human
imaging to better test the possibility for clinical translation of the combined approach. Inclusion
of compressed sensing priors in SAKE reconstruction of pseudo-randomly undersampled data is
relatively straightforward as shown in [37] for proton acquisition. This was done by adding `1-
norm regularization for the wavelet transform of the MR images. Complications of this involves
longer reconstruction times and an additional regularization parameter to choose. Future work
should additionally focus on compressed sensing reconstruction in combination with CG-SENSE
with explicit use of coil sensitivity pro￿les.
For parallel imaging to be adapted and accepted broadly for acquisition acceleration in the
￿eld of hyperpolarized 13C MRI, reliability through reproducibility needs to be shown. Repro-
ducibility of parallel imaging reconstruction when applied by di￿erent researchers across di￿erent
applications is best assured with a simple protocol setup and a limited number of manual inputs.
Future work in this regard includes demonstration of automatic registration of pre-calibrated coil
sensitivity pro￿les, and investigation of how di￿erent inputs such as regularization parameters
a￿ect reconstruction results and how these inputs can be set automatically.
When an acceptable level of reproducibility has been assured, parallel imaging for hyperpo-
larized 13C MRI should be demonstrated in a multi-subject study with a clinical target. Preferably
with a clinical target challenged by current restrictions on coverage and resolution for non-
accelerated acquisitions, to hereby show essential value provided by parallel imaging with no or
minimal compromise on image quality and reliability.
In conclusion, with the further work suggested here, parallel imaging has the potential of
not only being a standard method within conventional proton MRI, but also soon becoming
the standard approach for acquisition acceleration in hyperpolarized metabolic MRI. This will
hopefully give biomarker extraction a better starting point with high-resolution images covering
the full relevant anatomy and metabolite dynamics.
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Abstract	
Purpose: A benchmarking of seven RF coils dedicated to 13C MRI at 3 T is reported, including volume and surface coils 
from three different MR sites. Coil performance is particularly important for 13C MRI at 3 T, since the coil-to-sample noise 
ratio is higher at this frequency. 
Methods: The coils are evaluated experimentally with CSI measurements performed with two different phantoms: one with 
human head shape, and another one with cylindrical shape and nearly twice the volume of the first one. To achieve an 
unbiased SNR comparison of volume and array coils, coil combination was done using sensitivity profiles extracted from the 
data. SNR, noise correlation matrices and g-factor maps (for SENSE acceleration) are reported. 
Results: The measured SNR levels show a large variability in the performance of the volume coils, with a difference between 
the best and the worst performing coils of 90 % at the phantom center. The results of the arrays show a lower variability on 
the superficial SNR. The depth from which the volume coils outperform the arrays is estimated around 7-8 cm, with the 
central SNR being 20 % lower for the best array, compared to the best volume coil. 
Conclusion: A broad set of coils for 13C at 3 T have been benchmarked, and their performance is assessed for different 
depths. The results reported, and the method used to benchmark them, should guide the 13C community to choose the most 
suitable coil for a given experiment. 
Keywords: RF coil; SNR; 13C MRI; Hyperpolarization; Parallel imaging 
 
1.	Introduction	
The number of magnetic resonance (MR) applications for 
hyperpolarized 13C compounds using dissolution dynamic 
nuclear polarization (dDNP) (1) has grown steadily over the 
last decade. One of the challenges of this technique for its 
clinical use is the need of dedicated radiofrequency (RF) 
hardware for the lower Larmor frequency of 13C, as opposed 
to the standard, optimized 1H RF hardware. Besides of its cost, 
transmit amplifiers do not imply a large technological burden, 
while the RF coils impose a significant challenge due to the 
low resonance frequency of the 13C nuclei. In practice, the low 
frequency means that the coils operate in (or close to) a regime 
where the electronic noise of the coil is not negligible (2). In 
this regime, relatively small differences in coil performance 
will have a direct impact on the signal-to-noise ratio (SNR) of 
the MR images. At higher frequencies, where sample noise 
dominates, the sample noise will often mask such coil 
differences. 
Standard clinical 1H receive coils are often array coils as 
these allow accelerated acquisition through parallel imaging 
(3). For hyperpolarized MR, the use of arrays might be 
particularly encouraged, as SNR for parallel imaging in this 
case is not penalized by the reduced acquisition time, but only 
by the geometry factor (g-factor) (4,5), explained by the non-
recoverable nature of the magnetization of the hyperpolarized 
nuclei. This has triggered the development of dedicated 13C 
arrays aimed at parallel imaging (6). However, the question of 
optimal coil geometry in terms of SNR remains open, and also 
that of SNR performance for 13C arrays under practical 
conditions compared to simpler volume coils. 
In this study, we aim to compare a broad selection of 13C 
coils, including different volume and surface array 
geometries. While other studies have been done based on 
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numerical simulations (7), the goal here is to study how the 
different designs perform in practice similar to (8). We choose 
to focus on 13C human brain imaging, a challenging clinical 
case, which has attracted much interest lately. In fact, the first 
clinical studies of hyperpolarized [1-13C]pyruvate on human 
brain have already been presented  (9–11) with results 
suggesting a need for better receive coils for this purpose. The 
coils included in this study are three volume coils, three coil 
arrays and one receive-only surface coil, with four of the coils 
designed for head imaging. 
	Another focus of this study is on coil combination for array 
coils and on SNR estimation to provide a fair comparison of 
array and volume coils. How array data are combined has 
shown to be critical for hyperpolarized experiments (12), 
where SNR is usually low, especially for hyperpolarized 
products and at the end of the experiment where most 
polarization has been lost. Furthermore, if coil combination is 
not done optimally, an SNR bias dependent on channel count 
will obscure the comparison between different arrays and 
volume coils (13). 
The results presented in this study were obtained at three 
different MRI systems: a GE Discovery MR750 scanner (GE 
Healthcare, Waukesha, WI, USA) at Aarhus University 
Hospital (Aarhus, Denmark), a Siemens Biograph mMR 
PET/MR scanner (Siemens Healthcare, Erlangen, Germany) 
at Rigshospitalet (Copenhagen, Denmark), and a GE 
Discovery MR750 scanner at Addenbrooke's Hospital 
(Cambridge, UK). While the list of evaluated coils and MR 
sites is not exhaustive, the presented results aim to shed some 
light on the optimal use of RF coils for 13C MRI at 3 T. 
2.	Methods	
2.1	RF	Coils	
Seven different RF coil setups were evaluated in this study, 
as listed in Table 1. Images of the coils are shown in Figure 1. 
This selection of coils includes three transmit-receive volume 
coils, three receive-only arrays and one receive-only single 
loop. 
Coils #1 and #2 are birdcage coils designed for human head 
imaging and used for both transmit and receive. Coil #1 has a 
bore diameter of 265 mm and a length of 210 mm, while Coil 
#2 has a bore diameter of 255 mm and length of 170 mm. Both 
are operated in quadrature. Coil #1 is 13C dedicated (single-
tuned), while Coil #2 is dual-tuned to 1H and 13C. The third 
volume coil, Coil #3, is a flexible Helmholtz pair also used in 
transceiver mode for abdominal applications. The loops form-
ing the Helmholtz pair each has a 200 mm diameter.  
Coil #4 is a commercial receive-only array (GE Healthcare, 
Waukesha, WI, USA), which consists of 8 channels each of 
them being a rectangular loop of 50x100 mm2 (5,14). The 8 
channels are arranged in two separate paddles of 4 channels. 
While this array was designed originally for human head im-
aging, its mechanical flexibility makes it also useful for other 
 
Table	1:	List	and	description	of	the	evaluated	coils.	
 Coil Parameters MR System 
 Type Geometry T/R Mode Manufacturer Brand Location 
Coil #1 Volume Birdcage Tx-Rx RAPID Gmbh Siemens Copenhagen, DK 
Coil #2 Volume Birdcage Tx-Rx RAPID Gmbh GE Cambridge, UK 
Coil #3 Volume Helmholtz Tx-Rx Pulsteq GE Aarhus, DK 
Coil #4 Surface 8-CH Array Rx-Only GE GE Aarhus, DK 
Coil #5 Surface 16-CH Array Rx-Only RAPID Gmbh GE Aarhus, DK 
Coil #6 Surface 14-CH Array Rx-Only HYPERMAG GE Aarhus, DK 
Coil #7 Surface Single Loop Rx-Only HYPERMAG GE Aarhus, DK 
	
	
Figure	1:	Different	RF	coils	included	in	the	benchmarking.	
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imaging cases, and is in practice used as one of the standard 
multipurpose coils on GE systems. 
Coil #5 is a commercial 16-channel receive-only array 
(RAPID Gmbh, Rimpar, Germany), made of rectangular loops 
of approximately 60x130 mm2, with a similar design to (15). 
The array is divided in two separate modules: a rigid module 
placed below the sample and a flexible module placed above 
the sample. This array was originally designed for human car-
diac imaging, but can also accommodate other sample geom-
etries due to the flexibility of its top module.  
Coil #6 is a home-built (HYPERMAG Center) 14-channel 
receive-only array, made of circular loops with 80 mm diam-
eter. The coils are placed around a cylinder with a 250 mm 
diameter; a suitable size for human head imaging. Each loop 
is critically overlapped with its neighbors, while decoupling to 
the next-neighboring coils is provided by the preamplifiers as 
described in (16,17).  
All receive-only coils were used jointly with a separate 13C 
transmit coil of the clamshell type (RAPID Gmbh, Rimpar, 
Germany). The coil, similar to the one described in (18,19), 
measures 400 mm in diameter and 300 mm in length. 
With this selection of coils, we aimed to include coils that 
can provide the best (or close to optimal) SNR at both the cen-
ter of the considered FOV and at the surface. The inclusion of 
Coil #7 (single loop, receive-only) in this study provides a 
comparison for surface SNR, which is not impaired by mutual 
coupling to other elements (as is the case in an array). Like-
wise, a good birdcage coil performs near-optimally near the 
coil center.  
2.2	Phantoms	
Two different phantoms were used for characterization of 
the coils described above. The first one is a Specific 
Anthropomorphic Mannequin (SAM) phantom (IXB-030, 
IndexSAR, Surrey, UK): a head-shaped phantom with a 2 mm 
thick shell, measuring 300 mm from top to bottom, and 225 
mm in maximum outer perimeter. The phantom was filled 
with a solution of ethylene glycol (99.8 %; natural abundance 
13C; triplet with JCH of ~142 Hz) (Sigma Aldrich, Missouri, 
US) and NaCl (17 g/L). The concentration of NaCl was 
adjusted to match muscle tissue conductivity at 32 MHz (0.66 
S/m (20)) and estimated using an RF dielectric probe kit 
(85070E, Keysight, CA, USA). The T1 relaxation time 
constant of the ethylene glycol solution at room temperature 
and 3 T was measured to be ~0.7 s. 
The second phantom is a cylinder of 200 mm in length with 
an outer diameter of 250 mm. The cylinder is made of acrylic 
plastic (polymethylmethacrylate – PMMA) with a shell 
thickness of 5 mm, and was filled with an ethylene glycol 
solution identical to the one used for the SAM phantom. The 
cylindrical phantom has eight sealed internal compartments 
that can be filled with additional compounds (not used for this 
study). The cylindrical phantom was used to more accurately 
characterize surface SNR for the different coils, due to its axial 
slice symmetry (contrary to the SAM phantom). Both 
phantoms are shown in Figure 2.  
Both phantoms were used to characterize each of the coils 
described above, with two exceptions: Coil #2 could not be 
measured with the cylindrical phantom, due to practical 
challenges of shipping the phantom (located in Copenhagen, 
DK) to the MR facility in Cambridge (UK). Coil #5 was not 
measured with the SAM phantom, as we did not consider it 
appropriate to characterize an array designed for cardiac 
imaging with a head phantom (a very unlikely use of it). 
Therefore, the final comparison includes measurements 
from six of the coils for each phantom: Coils #1, #2, #3, #4, 
#6 and #7 with the SAM phantom, and Coils #1, #3, #4, #5, 
#6 and #7 with the cylindrical phantom. 
2.3	MR	Acquisition		
To estimate SNR for the coils and phantoms described 
above, these were all scanned with the center frequency at the 
ethylene glycol center peak resonance with a CSI sequence 
due to its robustness and its availability in most scanner’s 
standard software packages, including necessary raw data 
access. The sequence was scanned in the axial plane with a 
FOV of 36x36 cm2, a slice thickness of 20 mm, and matrix 
size of 24x24. The nominal spatial resolution was therefore 
1.5x1.5x2 cm3. Other sequence parameters are: flip angle = 
70°, TR = 1000 ms, spectral bandwidth = 5000 Hz, FID points 
= 1024. The sequence was run with minimum echo time, 
which for the GE systems was 2.7 ms and for the Siemens 
system was 2.3 ms. The total acquisition time was 9 min 36 s. 
RF power calibration was done slightly different for the 
different scanner vendors. For the Siemens system, multiple 
FIDs were acquired at different RF power settings for external 
sinusoidal fitting to find the 90° reference voltage. For the GE 
system, an automated Bloch–Siegert phase shift method was 
used as described in (21). 
A separate measurement was done to estimate the noise for 
the subsequent SNR estimation. The noise measurement was 
Figure	2:	The	two	phantoms	used	in	this	study:	a)	SAM	phantom,	b)	
cylindrical	phantom.	1H	MR	images	of	an	axial	slice	are	shown	for	
the	phantoms	in	c)	and	d). 
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acquired as a FID with TR = 1000 ms, spectral bandwidth = 
5000 Hz, FID points = 1024 and flip angle = 0°, i.e. with zero 
transmit power. All measurements were done following 
standard automatic shimming. 
Additionally, transmit maps for Coil #2 and the clamshell 
coil used in combination with Coils #4, #5, #6 and #7 were 
estimated using the Bloch–Siegert approach described in (22) 
by repeating the CSI acquisition described above twice with a 
positive and negative phase of the Bloch–Siegert pulse, 
respectively. Both transmit maps were acquired with the SAM 
phantom. 
2.4	Reconstruction	and	SNR	Estimation	
Image reconstruction of the raw acquired CSI data, prior to 
coil combination, was done based on the first in-phase time 
point of the FIDs, instead of peak amplitude, to minimize 
signal variations from shimming and resulting spectral 
linewidths.  
The data were first Fourier transformed both spatially and 
spectrally without any apodization and zero-filling. Next, all 
spectra were low-pass filtered by multiplication of a 
rectangular function from ±10 ppm, and then Fourier 
transformed back to the temporal domain. The ethylene glycol 
J-coupling factor was then experimentally estimated from the 
peak-to-peak distance in a high signal voxel. Finally, the first 
in-phase time point was defined based on the J-coupling and 
the echo time, and this was used as the signal data for the 
following coil combination and SNR estimation. 
It should be mentioned that SNR is not a straightforward 
metric to estimate experimentally, especially for phased 
arrays. In 1997 Constantinides et al. (13) suggested how to 
measure SNR from MRI images acquired with phased arrays. 
When array data is combined by sum-of-squares, the 
probability distribution of the combined magnitude image 
follows a non-central chi distribution. The non-central chi 
distribution depends on the number of array elements, and 
noise statistics will therefore vary for arrays with different 
channel counts following sum-of-squares combination. 
Constantinides et al. suggested to correct for this bias in the 
SNR calculation by subtracting a value based on the 
theoretical probability distribution before normalizing with a 
separately estimated noise standard deviation. However, this 
means that the biased combined magnitude image needs to be 
accurately measured to provide a good starting point for SNR 
estimation – i.e. the lower the SNR, the worse the SNR 
estimate. Alternatively, when coil combination is done 
optimally with complex data and using the coil sensitivity 
profiles as weight functions as defined by Roemer et al. (23), 
the SNR statistics follow that of a single receiver system; a 
Rician distribution. Sensitivity-based coil combination of 
array data hereby provide an even starting point, when 
comparing SNR of arrays to SNR of volume coils.  
The coil sensitivity profiles of the included arrays were not 
known a priori but could be estimated based on the acquired 
phantom data, as the close to uniform phantom coil images 
represent a good, but noisy estimate of the profiles themselves. 
The sensitivity profiles were extracted from the data by 
performing edge-preserving smoothing using Perona–Malik 
Anisotropic Diffusion filtering (24). The degree of smoothing 
and anisotropy of the filter were set relative to the maximum 
signal and SNR level, respectively, such that a high maximum 
signal at the phantom edge results in high anisotropy, and a 
high SNR results in minimal smoothing and vice versa. 
SNR was estimated based on methods described in (25). 
The complex FID from the separate noise measurement was 
first used to estimate coil element-specific noise variance. The 
variance was then scaled with respect to the scanner-
dependent noise equivalent bandwidth factor to account for 
the fact that the raw noise spectrum is not flat across the full 
bandwidth (25). The signal data were subsequently scaled 
coil-wise with respect to the noise standard deviation (square-
root of the scaled noise variance). This was the final point for 
SNR estimation for the single-receiver coils. For the arrays 
this step was followed by coil combination as described in (23) 
using the sensitivity profiles extracted from the data. 
The final SNR images were defined as the absolute value 
of the combined complex image multiplied by √2 to account 
for the SNR definition in terms of the real channel noise 
component, consistent with MRI literature (13). During all 
processing steps, the data were scaled appropriately with 
respect to the Fourier transform and filters such that the input 
and output had the same noise standard deviation. 
2.5	Array	Noise	Correlation	and	Geometry	Factor	
An important performance metric of coil arrays is their 
capability of parallel imaging. This is particularly relevant for 
hyperpolarized studies, where the main source to SNR 
degradation when using parallel imaging is related to non-
ideal responses of the coil array (18,26). Consequently, array 
metrics relevant for parallel imaging, besides SNR, were also 
evaluated for the three coil arrays included in the study (Coils 
#4, #5 and #6). More precisely, noise correlation matrices and 
geometry factors (g-factors) were estimated.  
While the noise correlation matrix is an absolute metric of 
array performance, the g-factor is dependent on both the coil 
geometry, the sampling scheme, the acceleration method and 
the acceleration rate. A g-factor map provides an estimate of 
noise amplification in the parallel imaging reconstruction. A 
g-factor of 1 indicates no noise amplification, while a g-factor 
>1 indicate noise amplification, typically caused by a low 
sensitivity difference between aliased pixels. In this study, g-
factors were calculated based on uniform Cartesian 
undersampling and acceleration rates (R) of 2 and 4. Maps of 
the g-factor were generated based on the extracted coil 
sensitivity profiles as described in (27) using source code 
published by M. Hansen (28). 
Maps of the g-factor were calculated similarly for all three 
arrays, with the only difference being the direction of the 
undersampling pattern: left-right for Coils #4 and #6, and 
anterior-posterior for Coil #5. This difference was made to 
account for the different geometries of Coils #4 and #5 with 
respect to the sample. 
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3.	Results	
3.1	SNR	–	SAM	Phantom	
The SNR images measured using the SAM phantom for the 
different coils are shown in Figure 3a. Figure 3b shows SNR 
profiles of the SNR images across the central axes. To 
facilitate interpretation of the SNR images in Figure 3a, the 
color scale was set different for the volume coils (SNRMAX = 
50) and the surface coils (SNRMAX = 200). 
Coil #2 (birdcage) shows the highest SNR (~43) at the 
center of the phantom. The SNR levels of the other volume 
coils (Coils #1 and #3) reach only 74 % and 48 %, 
respectively, of the maximum SNR for Coil #2. The SNR 
distributions are consistent with the coil geometries, and Coil 
#3 (the Helmholtz pair) has the smallest homogenous volume. 
The arrays (Coils #4 and #6) show lower SNR at the center 
compared to Coil #2 with center SNR levels at 84 % and 79 
%, respectively, of the SNR for Coil #2. The relative SNR 
levels are easiest appreciated from the line-plots in Figure 3b. 
As expected, surface SNR is clearly higher for the arrays 
compared to the volume coils, reaching levels >200 (roughly 
four times higher than Coil #2) at the very surface of the 
phantom. The exact surface SNR values are subject to some 
variation, due to poor anatomical fitting of the arrays to the 
head-shaped SAM phantom. However, the absolute values 
obtained here are relatively similar (SNRMAX = 198, 246, 238 
for Coils #4, #6, #7, respectively).  
Figure	3:	SNR	estimates	obtained	with	the	SAM	Phantom.	a)	SNR	images,	b)	SNR	profiles	across	the	central	axes	of	the	measured	slice	
(right-left	on	the	left	side,	anterior-posterior	on	the	right	side).	Note	that	the	color	scales	of	the	SNR	images	are	different	for	the	volume	
coils	(SNRMAX	=	50)	and	the	surface	coils	(SNRMAX	=	200). 
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Note that the maximum SNR for Coil #4 is not exactly at 
the center (on the anterior-posterior axis), but slightly shifted 
towards the top. This is because the two paddles that constitute 
the coil were not perfectly centered, which means that the top 
parts of the paddles were closer to the phantom than their 
bottom parts. While the coil could have been placed more 
symmetrically with respect to the phantom, this slightly 
asymmetric placement represents a realistic example of the 
practical use of the coil if maximum anatomical fitting is 
desired. 
The results from the transmit map estimation for Coil #2 
and the clamshell coil are shown in the Supporting 
Information Figure S1. 
3.2	SNR	–	Cylindrical	Phantom	
The estimated SNR for the cylindrical phantom using the 
different coils is shown in Figure 4. Note that, as for the 
images in Figure 3a, the color scale of the SNR images in 
Figure 4a is also different for the volume coils and the surface 
coils.   
Since Coil #2 was not measured with the cylindrical 
phantom, the maximum center SNR in this case is 33 obtained 
with Coil #6. Center SNR is similar to that measured for the 
SAM phantom for the coils with rigid geometry (Coils #1 and 
#6), and worse for the coils that have some degree of 
mechanical flexibility (Coils #3, #4 and #7). This was 
expected, as the surface-to-center distance on the cylindrical 
Figure	4:	SNR	estimates	obtained	with	the	cylindrical	phantom.	a)	SNR	images,	b)	SNR	profiles	across	the	central	axes	of	the	measured	
slice	(right-left	on	the	left	side,	anterior-posterior	on	the	right	side).	Note	that	the	color	scales	of	the	SNR	images	are	different	for	the	
volume	coils	(SNRMAX	=	50)	and	the	surface	coils	(SNRMAX	=	200). 
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phantom is higher (125 mm) than that of the SAM phantom 
(~100 mm). 
The maximum surface SNR for Coils #3 and #4 is slightly 
lower with this phantom: 25 vs. 27 for Coil #3, and 162 vs. 
198 for Coil #4. This is consistent with the increased size of 
this phantom, since both of these coils consists of two movable 
parts placed opposite each other. The maximum surface SNR 
was achieved by the single loop (SNRMAX = 214). The rest of 
the surface coils (Coils #4, #5 and #6) reached 76 %, 88 %, 
and 97 %, respectively, of this maximum superficial SNR. 
For the SNR results for Coil #5, the bottom part of the array 
shows a visibly better performance than the top part. While 
the SNR of the bottom part is within reasonable expected 
performance (76 % of the single loop), the top part is clearly 
underperforming with an SNR of 58, which is only 27 % of 
what the single loop achieves. 
3.3	Array	Noise	Correlation	and	Geometry	Factor	
The noise correlation matrices of the arrays are shown in 
Figure 5. The results show that Coils #4 and #6 perform 
similarly in terms of maximum and mean correlation between 
elements, with a relatively low maximum correlation factor of 
18.6 % and 21.8 %, respectively. However, the top part of Coil 
#5 (element 1-8) shows elevated correlation factors, with a 
maximum correlation >70 %. This is consistent with the lower 
SNR obtained for the top part of the array described in the 
previous section. 
The estimated g-factor maps for Cartesian undersampling 
with acceleration rates R = 2 and R = 4 are shown in Figure 6. 
For R = 2, the obtained g-factors are overall low and very 
similar for all three arrays. For the higher acceleration, R = 4, 
the difference between the 8-channel and the other arrays 
becomes more significant, showing potential for greater 
acceleration for the high channel count arrays. The results are 
better for Coil #6 than for Coil #5 despite the lower channel 
count of Coil #6 (14 vs. 16 channels). 
Discussion	
MR receive coils for 13C at 3 T are a crucial part of the 
hardware needed for hyperpolarized 13C experiments. The 
results presented here showed great variability in the 
performance of the three evaluated volume coils, with up to 
90 % difference in SNR. The two volume coils with similar 
geometry (birdcage coils, Coil #1 and #2) showed SNR 
performance differences of ~30 %. While the best performing, 
Coil #2, is slightly smaller, this does not fully explain such a 
large difference in performance. However, it is not unlikely 
that a small frequency shift (detuning) of Coil #1, for the high-
Q and low sample loading at this frequency, could have a great 
impact on its performance. Furthermore, the fact that 13C 
volume coils cannot be shielded (because they need to be 
transparent to the 1H signal) makes them more sensitive to 
coupling to the scanner bore, which could also contribute to 
imperfect tuning.  
The results of the evaluated arrays also showed some SNR 
performance variability, but were in general as expected, es-
pecially with respect to the surface SNR. The comparison to 
the single-element receive loop showed that all the arrays 
performed within 76 % (or better) of the performance of the 
single coil. The performance of the home-built array, Coil #6, 
demonstrated an array configuration that can reach good 
performance at the coil surface (compared to a single 
element), and that has limited SNR loss furthest away from 
the coil surface (compared to the best volume coil). The SNR 
results of Coil #5 represent an interesting case, with a great 
difference in performance of the top flexible part of the array 
compared to the rigid bottom part. The flexible part showed 
high noise correlation between its elements, and poor SNR (~3 
times lower than the bottom part).   
The results obtained for the two phantoms were similar for 
both volume and surface coils, despite the smaller volume of 
the SAM phantom; nearly half the volume of the cylindrical 
phantom. This suggests a negligible effect from sample 
loading at this frequency. 
The comparison of volume and surface coils showed SNR 
performance of the arrays that consistently outperformed the 
SNR of the volume coils for the first 7 cm depth from the 
phantom surface (29). The volume coils only proved superior 
at deeper locations. For a good-performing coil array, the SNR 
sacrifice at deep locations (e.g. at 11 cm) is less than 20 % in 
this study. This relatively small SNR loss should be put in 
Figure	5:	Coil	noise	correlation	for	the	arrays	used	in	this	study:	a)	Coil	#4	(8-channel	array),	b)	Coil	#5	(16-channel	array)	and	c)	Coil	#6	
(14-channel	array). 
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context of the parallel imaging capability of the arrays, giving 
them a performance advantage with respect to encoding 
efficiency. The relative performance between Coils #2 and #4 
reported here is consistent with published data obtained with 
similar coils (8).  
For the evaluation of the array coils’ parallel imaging 
capabilities, Coil #6, the home-built array, showed the most 
promising results with low g-factors at both acceleration 
factors 2 and 4. Coil #5 had slightly higher g-factors at R = 4, 
despite the higher channel count. However, taking the 
arrangement of the coil elements into account, the results 
make sense: Coil #5 has two rows of 8 elements each in the 
through-plane direction, while the 14 elements of Coil #6 are 
all arranged in a single row. Hereby Coil #5 would also allow 
for undersampling along the through-plane axis, not possible 
for Coil #6. I.e. for volume acquisition with a uniform 
undersampling pattern, compared to the single-slice 
acquisition shown here, Coil #5 is expected to show superior 
parallel imaging performance. 
Altogether, the results presented here also demonstrated the 
importance of performing careful evaluations of 13C coils. 
This suggests that sites performing 13C MRI should have 
access to a reliable quality assurance protocol to ensure well-
functioning receive coils. A critical part of coil quality 
assessment, especially at this frequency, is the coil 
combination for phased arrays. Sum-of-squares combination 
creates a bias for the subsequent SNR evaluation and results 
in decreased image quality for low-SNR images. The SNR and 
coil combination method used here takes bias effects and 
image quality into consideration and allows comparison of 
volume coils and arrays with different numbers of elements. 
 
Conclusions	
RF coil performance is crucial for the success of any MR 
experiment, but even more for MR acquisition at the 
frequency of low-gamma nuclei at 3 T. In this study, several 
coil geometries were evaluated and showed substantial 
differences in performance, as expected for coils in the regime 
where sample noise cannot be assumed dominant.  The 
different coils have been compared in terms of SNR and 
parallel imaging capability (for arrays). The results may 
reflect local issues such as servicing needs and scanner 
influences as well as fundamental aspects and coil design 
choices. The results obtained show the importance of careful 
QA of coils at this frequency, and methods for sensible SNR 
calculation and coil combination are proposed.	 
The methods and results presented here will aid the 
community of researchers and clinicians performing 13C 
experiments at 3 T in how to choose the most appropriate coil 
for their experiment, depending on the depth of the target 
organ or structure from the coil surface and whether the 
planned FOV and resolution requires the use of parallel 
imaging. 
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Figure	6:	Parallel	imaging	g-factor	maps	for	the	arrays	used	in	this	study:	a)	Coil	#4	(8-channel	array),	b)	Coil	#5	(16-channel	array)	and	
c)	Coil	#6	(14-channel	array). 
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Figure	S1.	Transmit	maps	in	units	of	relative	actual	flip	angles	with	respect	to	the	nominal	70°	
flip	angle.	Shown	for	Coil	#2	and	the	clamshell	transmit	coil.	The	bottom	row	shows	histogram	
distributions	of	the	relative	flip	angles	with	the	mean	and	standard	deviation	stated	over	each	
histogram.	
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Abstract	
Purpose: To investigate auto- and pre-calibration coil profile estimation for parallel imaging reconstruction of 
hyperpolarized 13C MRI volumetric data. 
Methods: Parallel imaging reconstruction was studied with three different approaches for coil profile estimation: auto-
calibration, phantom calibration and theoretical calibration. Acquisition was performed with a 3D stack-of-spirals sequence 
with spectral-spatial excitation and Cartesian undersampling. Parallel imaging reconstructions were done with conjugate 
gradient SENSE and 3D gridding with inhomogeneity correction. The approaches were compared in simulations with 
different SNR, through phantom experiments, and in an in vivo pig study focused on the kidneys. All imaging was done with 
a rigid home-built 12-channel 13C receive coil at 3 T. 
Results: The phantom calibrated and theoretical approaches resulted in the best structural similarities in simulations, and 
demonstrated higher image quality in the phantom experiments compared to the auto-calibrated approach. In vivo mapping of 
pyruvate uptake and lactate conversion improved for accelerated acquisitions due to a better temporal resolution. From a 
practical and image quality point of view, use of theoretical coil profiles led to improved results compared to the other 
approaches.  
Conclusion: The success of the theoretical coil profile estimation demonstrates a negligible effect of load on sensitivity 
profiles at the carbon frequency at 3 T. Through theoretical or phantom calibrated parallel imaging, accelerated 3D volumes 
could be reconstructed with sufficient sensitivity, temporal and spatial resolution to map the metabolism of kidneys 
exemplifying abdominal organs. This approach overcomes a critical step in the clinical translation of parallel imaging in 
hyperpolarized 13C MR. 
Keywords: 13C MRI; Hyperpolarization; Parallel Imaging; RF Coil Array; Metabolic imaging; Coil sensitivity estimation 
 
1.	Introduction	
Hyperpolarized 13C MR offers unique opportunities for 
measuring first pass perfusion and fast metabolic processes in 
vivo, e.g., in tumors [1], [2] or the heart [3], [4]. However, the 
short-lived nature of the substances’ magnetization caused by 
T1 relaxation, excitation depletion and metabolism places high 
demands on acquisition time. In order to prevent signal loss 
while acquiring large volumetric field-of-views (FOVs) with 
high spatial resolution, and in order to fully capture substrate 
uptake and rapid metabolic conversion, fast data acquisition is 
crucial. 
Parallel imaging is a method that uses spatial information 
inherent to each coil element of multi-channel coils to reduce 
scan times [5]. Conventional proton parallel imaging results in 
an SNR reduction given by the square-root of the acceleration 
factor multiplied with the geometry factor (g-factor). 
However, for parallel imaging with hyperpolarized 13C MRI, 
the inherent SNR is only reduced by the g-factor, which may 
be countered by reduced relaxation losses [6]. Increased 
encoding efficiency allows higher temporal resolution or a 
larger FOV in hyperpolarized imaging. 
The majority of parallel imaging methods requires 
estimation of the coil sensitivity profiles either explicitly as 
for SENSE [7] or implicitly as in GRAPPA kernel estimation 
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[8]. Explicit estimation of coil sensitivities is normally done 
using either a separate calibration scan (pre-calibration) or 
low-resolution scans acquired by measuring the central part of 
k-space with full Nyquist sampling (auto-calibration) while 
undersampling the outer parts of k-space. Self-calibrating 
parallel imaging methods exist as well. One such method is 
SAKE [9]–[11], which does not explicitly involve coil 
sensitivity estimation, but instead uses priors in the multi-
channel dataset to formulate the reconstruction as a low-rank 
matrix completion problem. However, SAKE requires non-
uniform undersampling to be able to resolve aliasing artifacts, 
which limits its general applicability. Traditional parallel 
imaging methods, such as SENSE, on the other hand, are 
applicable to all available pulse sequences [5]. If accurate 
sensitivity maps are available, SENSE is expected to work 
best [8]. 
Estimating coil sensitivity profiles in the context of 
hyperpolarized 13C MRI poses new challenges. Acquiring 
reference data during the subject pre-scan, as for conventional 
proton parallel imaging, is not feasible, due to the low natural 
abundance of 13C. Instead, the reference data will either need 
to be acquired as an integral part of the acquisition through 
auto-calibration [6], [12], [13], or need to be estimated 
accurately from a phantom measurement [14] or through 
theoretical calculations [15] in a pre-calibration step. The first 
choice limits the maximum achievable acceleration rate, 
especially in the context of the comparatively small matrix 
sizes used in hyperpolarized 13C acquisitions, and the latter 
choices might prove sub-optimal for flexible arrays and in 
situations where the subject significantly influences the 
sensitivity profiles. However, this may offer a particular 
opportunity for 13C imaging due to the lower Larmor 
frequency. With a resonance frequency of 32.13 MHz at 3 T, 
the geometry of the RF fields are largely independent of the 
imaged object; i.e. minimally affected by sample loading [16]. 
The objective of this study is to determine the optimal 
strategy for estimating reliable coil sensitivity profiles for 
parallel imaging reconstruction of hyperpolarized 13C MR 
data using SENSE. Using a rigid home-built multi-channel 
coil, we perform simulations under different SNR conditions, 
phantom experiments, and evaluation in an in vivo pig study. 
A major advantage of a fixed coil geometry is the possibility 
of using simulated coil profiles for reconstruction, which is 
explored here. 
Three different approaches to sensitivity calibration are 
compared: 
1. Auto-calibration; estimating sensitivity maps from a fully 
sampled k-space center. 
2. Phantom pre-calibration; estimating sensitivity maps 
from a thermally polarized phantom prior to placing the 
subject in the scanner. 
3. Theoretical pre-calibration; estimating sensitivity maps 
based on Biot-Savart integration with respect to the 
geometric localization of the coil-array relative to the 
subject. 
As exact hardware-induced phase delays and receiver 
amplifier gains can be difficult to predict theoretically, 
approach 3 will be calibrated based on phantom data.  
The three approaches are tested with a 3D stack-of-spirals 
parallel imaging sequence accelerated in the stacked 
dimension and with spectral-spatial (SPSP) excitation. The 
sequence was designed with focus on abdominal 13C imaging 
as this especially will benefit from parallel imaging, when 
covering large FOVs. 
2.	Methods	
The same 3D stack-of-spirals sequences were used in 
simulations, in phantom and in vivo. A fully sampled 
sequence was designed with uniform sampling density for a 
FOV of 40x40x30 cm3, a nominal in-plane resolution of 5 mm, 
and through-plane resolution of 10 mm (reconstructed matrix 
size 80x80x30). Assuming a T2* relaxation time of 20-25 ms 
(for lactate with JCH-dominated signal decay) [17], the spiral 
readout duration was chosen to be 45 ms [18]. Consequently, 
by applying a 15-Hz Gaussian line-broadening filter to each 
spiral k-space readout, the actual resolution becomes 1 cm 
(isotropic). The pulse sequence including SPSP excitation is 
shown in Figure 1a. The expected spectral and spatial 
selectivity of the used SPSP pulse are shown in Figure 1b. The 
pulse profile was simulated using tools from the “Spectral-
Spatial RF Pulse Design MATLAB package” [19]. 
Two undersampled versions of the sequence were 
designed, both with an acceleration rate R = 2: 1) a uniformly 
undersampled stack-of-spirals, skipping every second phase-
encode in the stacked dimension, 2) an undersampled stack-
of-spirals with an undersampling factor of 3 in the outer parts 
of k-space and a fully sampled center of k-space (auto-
calibration scheme). See Figure 1c. 
All data were acquired on an MR750 3T scanner (GE 
Healthcare, Waukesha, WI, USA) with a custom-made coil 
setup consisting of a linear 13C volume coil for transmission, 
and a 12-element array for reception (see Figure 2). The 
transmit coil is of the clamshell type [14], [20] with a diameter 
of 400 mm, and two opposed loops covering 120° in order to 
resemble the current pattern of a saddle coil and hereby 
maximize field homogeneity [21]. The receive array consists 
of two rows of six coils each mounted over a cylinder with a 
diameter of 300 mm. The individual coil diameter is 130 mm. 
The array was designed following the decoupling strategy 
described in [22],  allowing for a non-overlapped geometry in 
order to minimize the g-factor penalty. The measured 
Qunloaded/Qloaded ratio was 580/120. Both coils are mounted over 
fiberglass cylinders to provide a high mechanical stability and 
to keep a stable relative position between elements and 
transmit-receive coils. All 1H images were acquired using the 
body coil of the scanner. 
For the phantom experiments a large volume ethylene 
glycol phantom was used (natural abundance 13C; triplet with 
JCH of ~142 Hz). The phantom is cylindrical with a 25-cm 
outer diameter and a length of 20 cm. The phantom was loaded 
with NaCl (17 g/L), which resulted in a conductivity close to 
that of muscle tissue at 32.13 MHz (~0.66 S/m).  The T1 
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relaxation time constant of the phantom was measured to be 
~0.7 s.   
2.1	Simulations	
All sequence simulations were performed in the flexible 
MR simulator JEMRIS [23] and analyzed using MATLAB 
(R2016a, MathWorks, Natick, MA, USA). The 3D stack-of-
spirals sequences were designed with uniform sampling 
density using MATLAB scripts from the Multinuclear 
Spectroscopy (MNS) research pack (GE Global Research, 
Munich, Germany) as starting point. The sensitivity profiles 
of the 12-element receive array were simulated using the 
electromagnetic simulation suite CST (Darmstad, Germany). 
The simulation accounted for the electronic losses of the 
components and the decoupling obtained from mismatched 
Figure	1: Pulse	sequence	and	acquisition	strategy.	a)	Pulse	sequence	diagram	showing	the	spectral-spatial	pulse	with	fly-back	gradients	
(22.44	ms	duration)	followed	by	center-out	ordered	z	phase-encoding	and	xy	spiral	readout.	Total	duration	of	the	pulse	sequence	is	70	
ms.	b)	Spectral	and	spatial	selectivity	of	the	spectral-spatial	pulse,	shown	with	indications	of	the	in	vivo	metabolite	resonances	and	slab	
thickness	(dashed	bar)	used	for	the	in	vivo	experiments.	The	dotted	curve	in	the	spatial	selectivity	plot	to	the	right,	represents	the	rela-
tive	sensitivity	around	the	center	of	the	used	receive	coil	array	(only	simulated	within	a	34-cm	region	in	z).	c)	Acquired	samples	along	
the	kz-direction	for	the	trajectories	illustrating	the	undersampling	schemes.	FS	=	fully	sampled,	US	=	undersampled. 
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preamplifiers (using circuit co-simulation). The preamplifiers 
were assumed noise-free and therefore not contributing to 
noise correlation. Both sequence and receive array profiles 
were imported into JEMRIS together with a digital phantom 
to imitate the phantom study. The transmit coil profile was 
assumed uniform. The digital phantom was designed as a 
replica of the physical phantom and simulated with an 8-
degree tilt along the z-axis (see Supporting Information Figure 
S1). The following relaxation parameters were used in the 
simulation: T1 = 1000 ms; T2 = 200 ms; and T2* = 50 ms 
(simulating T2* properties of pyruvate) [24]. The simulation 
was performed with a ±15 Hz macroscopic off-resonance 
distribution and hard pulse singlet excitation. Off-resonance 
effects of the SPSP excitation were therefore not simulated. 
Different levels of complex Gaussian noise were added to test 
reconstruction fidelity. 
The MATLAB implementation of the structural similarity 
index measure (SSIM) [25] was used to assess image quality 
of the simulation results compared to the true simulated 
sample (the digital phantom). In the following, when a SSIM 
value is stated, this represents the mean value within the object 
mask. 
 
2.2	Phantom	Pre-Calibration	
Phantom pre-calibration sensitivity maps were generated 
based on a multi-slice CSI acquisition. The sequence was 
setup to cover the full phantom (FOV = 30x30x21 cm3) with 
an isotropic resolution of 1.5 cm. TR = 500 ms; flip angle = 
60°; 8 averages. Total acquisition time of 6 h 13 min. To 
enable registration of the pre-calibrated coil profiles, three coil 
markers (5 mm diameter oval vitamin E capsules) were placed 
in the center of three different coil loops of the receive array.  
2.3	Phantom	Experiments	
Phantom experiments were performed with the fully 
sampled 3D stack-of-spirals with: TR = 1 s; flip angle 70°; 
SPSP pulse with fly-back gradients (22.44 ms); 60 vs. 120 
averages. The fully sampled stack-of-spirals data were 
reconstructed based on 60 averages, whereas retrospectively 
undersampled datasets for the two undersampling schemes 
were created and reconstructed based on 120 averages to give 
identical total signal acquisition time. 
Main field (B0) inhomogeneity was estimated using the 
dual-echo method [26], to enable inhomogeneity correction in 
the post-processing. The B0-field was mapped at the proton 
frequency and subsequently scaled with respect to the ratio of 
the 13C and 1H gyromagnetic ratios. The proton spectrum of 
ethylene glycol has two significant peaks arising from its 
hydroxyl (OH) and methylene (CH2) groups. This poses a 
challenge for the phase-based dual-echo method. The echo 
time was therefore chosen to match the chemical shift 
difference of the two peaks (~212 Hz at room temperature), to 
enable calculation of the accumulated phase based on two in-
phase measurements. 
Center frequency calibration on 13C was performed 
manually by non-selective excitation. However, with the non-
uniform receive profile of the 13C array, this resulted in a 
center frequency that did not match the 1H center frequency 
based on non-selective excitation with the body coil. The B0-
field mapped at the proton frequency was therefore shifted to 
compensate. RF transmit power was calibrated with an 
automated Bloch-Siegert phase shift method [27]. 
2.4	In	Vivo	Experiments	
The different sensitivity calibration schemes were tested in 
vivo in a hyperpolarized [1-13C]pyruvate kidney study of a 
healthy female Danish domestic pig weighing 40 kg. The pig 
received three hyperpolarized injections to acquire data with 
the fully sampled 3D stack-of-spirals and the two 
undersampled versions, respectively.  
The procedure was similar to a previously reported [28], 
[29]. In short, the pig was anesthetized with an initial dose of 
IV propofol 12 mg, intubated, and mechanically ventilated 
using a 60 % O2-air mix using a commercially available 
Avance respirator system with a built-in CO2 and O2 gas 
monitoring unit (GE Healthcare, Brøndby, Denmark). 
Anesthesia was maintained with IV propofol 0.4 mg/kg/h and 
fentanyl 8 µg/kg/h. By ultrasound guidance, sheaths were 
placed in femoral arteries and veins on the left and right side 
for blood sampling, monitoring of arterial blood pressure, and 
administration of hyperpolarized [1-13C]pyruvate. The animal 
experiment was done in accord with relevant laws and ethics 
under permission from The Animal Experiments Inspectorate 
in Denmark. 
641 mg [1-13C]pyruvate with 15 mM of AH111501 was 
polarized for 2.5 h in a SPINlab polarizer (GE Healthcare, 
Figure	2: Custom-made	coil	geometry.	a)	Linear	13C	transmit	coil.	The	coil	is	formed	by	two	rectangular	loops	of	419x300	mm2	(each	
covering	120°	of	the	coil	perimeter).	b)	12-element	receive-only	array,	where	each	element	has	a	diameter	of	130	mm.	c)	Integrated	coil	
setup,	where	the	two	fiberglass	cylinders	are	placed	concentrically,	such	that	their	relative	position	is	fixed. 
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Brøndby, Denmark). Dissolution was performed with 29 mL 
of de-ionized water into a receiver syringe, containing 13 mL 
of 360 mM of sodium hydroxide and 181 mM of 
tris(hydroxymethyl)aminomethane for neutralization of the 
pyruvic acid. Approximately 25 mL of 250 mM pyruvate 
(0.63 mL/kg) was injected IV, followed by a 20-mL saline 
flush. Total injection took approximately 10 s. Acquisition 
was started at the beginning of saline injection. 
13C MR acquisition was done with a TR of 90 ms per 
excitation, and two averages per excitation, amounting to an 
effective TR per metabolite volume of 5.4 s for the fully 
sampled acquisition and half that time, 2.7 s, for the 
undersampled acquisitions. Signals from pyruvate and lactate 
were acquired in an interleaved fashion. The effective 
temporal resolutions for both pyruvate and lactate were hereby 
10.8 s for the fully sampled acquisition, and 5.4 s for the 
undersampled acquisitions. The same constant flip angle of 5° 
was used for both pyruvate and lactate excitations. This 
amounts to an effective flip angle of 26.9° per volume for the 
fully sampled acquisition and 19.2° for the undersampled 
acquisitions. 13C MRI acquisition was done with free 
breathing. 
The Gz-gradient of the SPSP pulse was scaled to limit 
excitation outside the encoded FOV, at a cost of non-uniform 
excitation efficiency (see Figure 1b). This trade-off was made, 
as wrap-around effects in the full FOV for parallel imaging 
represent a significant source of artifacts.  
A gadolinium-doped 13C-urea phantom was used for both 
center frequency referencing and transmit power calibration 
prior to injection. Each 13C MRI stack-of-spirals acquisition 
was followed by acquisition of a 13C spectrum to evaluate the 
center frequency estimate and adjust it if needed before the 
next acquisition. 
Main field inhomogeneity was estimated at the 1H 
frequency using the body coil and the scanner software 
IDEAL-IQ (GE Healthcare); a 3D imaging sequence used to 
estimate parameter maps from a single breath-hold 
acquisition. Similar to the phantom experiments, the B0-field 
was shifted to account for a mismatch of 1H and 13C center 
frequencies. 
To provide anatomic references for the 13C images, 
additional proton acquisitions were made with the body coil 
during single breath-hold. These included two multi-slice 
GRE acquisitions in the axial and coronal scan planes, 
respectively (TR/TE = 300/4.5 ms, flip angle = 30°, FOV = 
40x40 cm2, slice thickness = 1 cm, matrix size 128x128). 
Finally, to estimate renal perfusion, a DCE-MRI 
acquisition was performed after administration of gadolinium 
at a dose of 0.4 mL/kg (ClariscanTM). Acquisition was done 
using the scanner software DISCO; a dual-echo 3D spoiled 
gradient-echo sequence. One acquisition was done before 
contrast injection for baseline estimation. After contrast 
injection, a dynamic series of 49 images was acquired (TR/TE 
= 3.8/1.7 ms, flip angle = 12°, FOV = 34x34x5.4 cm3, matrix 
size = 160x128x12).  
2.5	Reconstruction	
All reconstructions were performed in MATLAB. 
For phantom and in vivo reconstructions based on phantom 
pre-calibration, sensitivity profiles were extracted from the 
calibration data by separate linear fitting of the magnitude and 
phase images. Magnitude data were fitted by third order 
polynomial fitting (including interactions) of their natural 
logarithm transform. Phase data were first calculated relative 
to one coil element, then unwrapped and finally fitted by a first 
order polynomial (including interactions) with a weight 
function, w = 1/(1+ residual ), to make the fitting more 
robust. The fitted functions were evaluated at the needed 
positions, which entailed both inter- and extrapolation. This 
ensured that the phantom pre-calibrated sensitivities could be 
used for reconstructions with higher resolution and for 
reconstructions, where the object size exceeded that of the 
phantom.  
For the simulated data, all phantom pre-calibrated 
reconstructions were based on sensitivity profiles extracted 
from the highest simulated SNR level. With no inter- or 
extrapolation needed in this case, sensitivity profiles were 
extracted by performing edge-preserving smoothing using 
Perona-Malik Anisotropic Diffusion filtering [30]. The degree 
of smoothing and anisotropy of the filter is controlled by two 
separate parameters set relative to the maximum signal and 
SNR level; i.e. the higher the maximum signal, the greater the 
anisotropy of the filter, and the higher the SNR, the less 
smoothing. 
For reconstructions of auto-calibrated data, sensitivity 
profiles were also extracted by means of edge-preserving 
smoothing, but based on the reconstructed images of the low 
resolution fully sampled k-space center. The sensitivity 
profiles were subsequently resized to match the final 
reconstructed resolution using bicubic interpolation. For the in 
vivo auto-calibration reconstruction, sensitivity extraction 
was based on the time integral of the fully sampled, low-
resolution pyruvate images. 
Theoretical sensitivity maps were used directly in the 
simulated reconstructions, as these also represented the actual 
simulated profiles. For the phantom and in vivo 
reconstructions, however, the phase maps of the simulated 
profiles needed to be shifted to represent the actual coil phases 
affected by hardware-induced phase delays. The needed phase 
shift for each coil element was found by least-squares 
minimization of the phase difference to the phantom pre-
calibration maps. The scaling of each coil element, needed to 
account for differences in receiver gains, was also found by 
least-squares fitting. 
Off-resonance correction due to main field inhomogeneity 
was performed for both simulated, phantom and in vivo data. 
As the imaging sequence acquires data in 3D k-space, the 
implementation of inhomogeneity correction required full 3D 
gridding. Routines based on the NUFFT (non-uniform fast 
Fourier transform) were given by “gpuNUFFT – Open-Source 
GPU Library for 3D Gridding” on GitHub [31], which 
provides a 3D interface to Jeffrey Fessler’s MIRT Toolbox 
[32], and enables NUFFTs to be performed on the GPU. GPU 
computing was not exploited in the current implementation, 
but should be easy to include to reduce reconstruction time. 
Static field off-resonance correction was done as described in 
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Sutton et al. [33], by applying its 2D implementation from the 
MIRT Toolbox to the 3D reconstruction framework provided 
by gpuNUFFT. The inhomogeneity correction method 
performs fast, iterative, field-corrected reconstruction by 
utilizing a time-segmented approximation to the MR signal 
equation. The number of time-segments needed for accurate 
correction is automatically estimated based on readout 
duration and a histogram analysis of the provided B0-field 
map. After the final iteration in the 3D gridding routine, the 
gridded k-space data were masked with a region of support for 
the stack-of-spirals trajectory. The mask was filtered with a 
3D Gaussian smoothing kernel to reduce ringing artifacts in 
the final image. 
For the undersampled 3D reconstructions, SENSE was 
implemented as an iterative reconstruction [34] by means of 
the conjugate gradient (CG) algorithm with code from the 
above-mentioned GitHub toolboxes. To reduce ill-
conditioning, all sensitivities were masked before they were 
given as input to the CG-SENSE algorithm. This includes the 
prior knowledge of the correct signal values outside the masks 
being zero [5]. 
To also explore optimal reconstruction of fully sampled 
data with respect to coil-combination, different combination 
methods were compared: sum-of-squares coil-combination, 
auto-calibrated coil-combination, and coil-combination based 
on phantom and theoretical pre-calibrated maps. 
3.	Results	
3.1	Simulations	
Figure 3a summarizes the effects of noise on the different 
simulation reconstructions. SNR values represent maximum 
SNR for the uncombined coil images. Structural similarity to 
the true sample is highest for the reconstructions using the 
theoretical pre-calibrated sensitivities, which was expected as 
these also represent the true sensitivities used in the 
simulation. The fact that the structural similarity of the 
reconstructed undersampled data is similar to that of the fully 
sampled data, indicates minimal g-factor penalty. 
At high SNR levels (>20) the similarity to the true sample 
is stable for all reconstructions. As SNR decreases to less than 
10, SSIM values fall drastically for all reconstructions. At 
SNR < 10 central parts of the object far from the coil elements 
were at the noise-level. 
The SSIM values for the fully sampled sum-of-squares 
reconstructions stand out in the graph. One reason is that this 
reconstruction does not include intensity correction. Intensity 
modulation decreases structural similarity to the true object, 
although it does not decrease SNR.  
Figure 3b shows the central sagittal slice of the 
reconstructed volume at three different SNR-levels to aid the 
interpretation of the SSIM metric in context of the graph in 
Figure 3a. From these images, it is seen that the lower SSIMs 
of the phantom pre-calibrated reconstructions, compared to 
those of the theoretical pre-calibrated reconstructions, might 
be partially explained by over-smoothing at the edges, despite 
the efforts to avoid this.  
3.2	Phantom	Experiments	
Supporting Information Figure S2 shows the fully sampled 
phantom data reconstructed using four different coil-
combination methods. The sum-of-squares combined images 
show a lower contrast between background noise and signal, 
which is explained by SNR-dependent bias introduced by 
performing magnitude-based coil-combination [35]. The three 
reconstructions using sensitivity maps are similar, which 
indicate successful registration of the pre-calibrated maps. 
Figure 4 shows a representative sagittal slice from the 
reconstructed volume for different sampling patterns and 
reconstructions. The last column shows images reconstructed 
using the theoretical pre-calibration maps, and although the 
two bottom figures were reconstructed from undersampled 
data, all three figures are close to identical. Reconstructions 
with phantom pre-calibrated and auto-calibrated maps (center 
column) were all successful in resolving aliasing artifacts. 
Figure 5 shows representative slices for the uniformly 
undersampled trajectory reconstructed with the theoretical 
sensitivities. The full volume reconstruction can be found in 
Supporting Information Figure S3. Figure 5 both shows the 
sum-of-squares reconstruction, and the reconstruction with 
and without intensity correction. The figure also shows off-
resonance artifacts in context of the measured B0-field, as well 
as the correction of these. The edges at the signal voids appear 
sharp, which indicates both a satisfactory B0-field estimation 
and registration, as well as a well-functioning correction 
algorithm. 
The intensity corrected reconstruction in Figure 5d 
represents the best result of the phantom experiment among 
the reconstructions of undersampled data. Compare these 
images to the digital phantom in Supporting Information 
Figure S1.  
3.3	In	Vivo	Experiments	
The physiological state of the pig during the scan session is 
summarized in Supporting Information Table S1. 
Figure 6 shows temporal averages for two coronal slices of the 
3D volume covering the kidneys, illustrating different 
reconstruction methods. The three different acquisition 
schemes applied after the three individual hyperpolarized 
injections are indicated by braces to the left. For the uniform 
undersampling scheme, the sum-of-squares reconstruction 
reveals a convenient aliasing pattern for the kidneys, since 
these are close to free from aliasing artifacts. The majority of 
aliasing artifacts occurring elsewhere were resolved by the 
CG-SENSE reconstructions. However, some aliasing artifacts 
were left unresolved (indicated by the white arrows). For the 
auto-calibration acquisition scheme, the undersampling 
pattern resulted in more blurry aliasing artifacts. Possibly due 
to unresolved aliasing, renal structures are slightly less clear 
in the auto-calibrated reconstructions, compared to the pre-
calibrated reconstructions.   
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The lactate images in Figure 6 
demonstrate the benefit of performing 
sensitivity-based reconstructions for 
multi-channel datasets with low SNR. 
This is illustrated by the increased contrast 
between signal and background noise 
compared to the sum-of-squares 
reconstructions. 
Figure 7 shows the metabolite dynam-
ics for a single slice of the kidneys for 
phantom and theoretical pre-calibrated re-
constructions of both uniformly under-
sampled and fully sampled datasets. Un-
like the images shown in Figure 6, these 
images were corrected for coil-profile in-
tensity variations to give uniform images. 
Structural information is provided by both 
undersampled and fully sampled acquisi-
tions through a higher signal of pyruvate 
and lactate in the renal cortices than in the 
medullas. Application of intensity correc-
tion results in similar signal intensities for 
the left and right kidney, as expected for a 
healthy pig. This was supported by the 
DCE-MRI measurement, which showed 
equal and normal perfusion levels. 
Figure	3: Simulation	results.	a)	Structural	similarity,	SSIM,	as	a	function	of	maximum	SNR	of	the	uncombined	image,	for	the	different	ac-
quisition	and	reconstruction	schemes.	FS	=	fully	sampled,	US	=	undersampled.	SSIM	values	represent	the	similarity	of	the	intensity	cor-
rected	images	to	the	true	sample.	b)	Example	results	for	three	different	SNR	levels	represented	by	the	central	sagittal	slice	of	the	volume	
acquisition.	Associated	SSIM	values	are	noted	in	the	bottom	right	corner	of	each	image. 
Figure	4:	Central	sagittal	slice	of	the	phantom	data	for	different	undersampling	and	re-
construction	scenarios.	The	first	column	shows	the	sum-of-squares	combined	images.	The	
second	column	shows	reconstruction	results	using	the	pre-calibrated	phantom	sensitivities	
for	the	fully	sampled	and	uniformly	undersampled	data,	as	well	as	reconstruction	results	
for	the	auto-calibrated	undersampling	and	reconstruction	schemes.	The	last	column	
shows	the	theoretical	pre-calibrated	reconstructions	for	all	sampling	schemes. 
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Figure 8 shows that metabolite dynamics are better 
captured with the higher temporal resolution of the 
undersampled acquisitions, which results in a more 
trustworthy estimate of the area under the curve ratio for 
lactate versus pyruvate. 
Supporting Information Animations S1-3 show 
a maximum intensity projection of the pyruvate 
time integrated signal from different view angles, 
the pyruvate dynamics in axial and coronal view, 
respectively. All for the theoretical pre-calibrated 
reconstruction.  
Discussion	
The main finding of this study is that 
theoretically pre-calibrated sensitivities provides 
the highest image quality for parallel imaging 
acquisition in hyperpolarized 13C MRI using a 
fixed receive coil geometry. In this study, pre-
calibrated sensitivities enabled reconstruction of 
accelerated 3D volumes of renal metabolism. This 
is important, since current non-accelerated 
methods typically do not allow for sufficient 
temporal and spatial resolution to map abdominal 
organ metabolic and functional heterogeneity – a 
key requirement for clinical translation of 
hyperpolarized MR [36], [37]. 
Results from the simulations verified the 
reconstruction pipeline: Simulated static field 
inhomogeneity could be corrected and aliasing 
artifacts from undersampling could be resolved. 
The simulations also showed higher image quality 
for uniformly undersampled data using pre-
calibrated maps, compared to the auto-calibration 
reconstructions. This is not surprising considering 
the higher undersampling rate in the outer parts of 
k-space for the auto-calibration scheme.  
The comparison of coil-combination methods 
for fully sampled data (Supporting Information 
Figure S2) demonstrated an image quality benefit 
from using coil sensitivities in agreement with 
literature [38], [39]. In cases where sensitivities are 
not known, auto-calibrated coil-combination 
demonstrated image quality similar to pre-
calibrated coil-combined images. This is useful for 
phantom studies and coil array testing, both due to 
the higher image quality compared to sum-of-
squares combination, and because sensitivity-
based coil-combination results in minimal noise-
bias, independent of the number of coil elements. 
For phantoms with signal non-uniformity and for 
in vivo imaging, auto-calibrated coil sensitivities 
need to be based on the sum-of-squares normalized 
image to divide out object contrast. This will still 
result in increased image quality, however, without 
intensity correction [39], [40]. 
The phantom results share a trend with the 
simulations, in the sense that theoretical pre-
calibrated reconstructions resulted in the highest 
image quality, and auto-calibrated reconstructions 
resulted in the lowest image quality. The success of the 
theoretical pre-calibrated sensitivities relies on fixed coil 
geometry and the sensitivity profiles being minimally affected 
by load at the relatively low carbon frequency at 3 T. The 
Figure	5:	Axial	slice	representation	of	eight	representative	slices	from	the	full	ac-
quisition	volume	for	the	uniformly	undersampled	data.	Find	all	slices	in	Support-
ing	Information	Figure	S3.	a)	Smoothed	and	masked	B0-field	map	in	units	of	Hz,	
scaled	and	shifted	to	the	13C	frequency.	b)	Undersampled	data	after	sum-of-
squares	combination.	c)	CG-SENSE	reconstruction	using	theoretical	sensitivities	
and	inhomogeneity	correction.	The	red	arrows	point	to	two	regions	off-reso-
nance	(see	a)),	which	led	to	distortions	in	b),	but	were	successfully	corrected	for	
in	c).	d)	The	reconstruction	in	c)	after	intensity	correction. 
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slightly lower image quality of the auto-calibrated 
reconstruction is consistent with the simulation. For an in 
vitro, stationary experimental setup pre-calibration methods 
are expected to outperform auto-calibration methods. The 
strength of auto-calibration methods is usually demonstrated 
in the presence of motion, where a closer registration of the 
reference data to the target data may yield better results [5].  
For the in vivo study, where motion was present, the auto-
calibrated reconstruction did, however, not prove 
advantageous compared to the pre-calibrated reconstructions. 
But as the auto-calibrated reconstruction was based on 
sensitivity map extraction from the pyruvate data summed 
through time, motion represents as big an issue as for the pre-
calibrated reconstructions. It cannot be ruled out that a 
GRAPPA-like reconstruction could have provided a more 
robust reconstruction. However, GRAPPA kernel estimation 
would similarly require time-averaged data or data from a 
maximum SNR time point, and would hereby likely be equally 
motion-sensitive. 
Parallel imaging reconstruction was not able to resolve all 
artifacts for any of the undersampled reconstructions of the in 
vivo data. For the reconstruction based on phantom pre-
calibration, this could be related to imperfect extrapolation of 
the phantom maps: As the pig covered a larger part of the FOV  
Figure	6:	Two	slices	summed	through	time	showing	pyruvate	uptake	and	lactate	metabolism	in	the	kidneys	for	different	acquisition	and	
reconstruction	schemes.	The	images	are	from	a	slightly	oblique	scan	plane	(close	to	coronal)	to	best	show	both	kidneys.	All	pyruvate	and	
lactate	images	are,	separately,	shown	on	the	same	color	scale	after	multiplying	the	fully	sampled	images	by	two,	to	account	for	half	the	
number	of	acquired	time	points.	Note	that	no	signal	mask	was	used	for	the	sum-of-squares	reconstructions,	however	the	applied	mask	for	
the	sensitivity-based	reconstructions	only	suppresses	noise	in	the	left-right	regions	of	the	images. 
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compared to the phantom, parts of the sensitivity map were 
estimated based on extrapolated values, making them less 
reliable. Nevertheless, the theoretical pre-calibrated 
reconstruction also had residual aliasing artifacts, mainly seen 
as fold-in of the blood vessels. With the strong signal intensity 
of the blood vessels combined with their central location 
within the coil (where profiles are least unique), these 
represented a difficult parallel imaging reconstruction task. 
Fortunately, though, for this experiment the artifacts did not 
interfere with the kidneys, being the target organ of the study. 
Intensity corrected images, as those shown in Figure 7, 
produce more readily interpretable metabolite images. This 
together with the higher image quality of sensitivity-based 
coil-combination, represent a strong argument for using 
sensitivity profiles as a prior in reconstruction of multi-
channel hyperpolarized data, when reliable sensitivity profiles 
are available.  
The main strengths of using pre-calibrated maps for parallel 
imaging acquisition and reconstruction for hyperpolarized 
MRI have here been demonstrated through volumetric 
acquisition with increased temporal resolution leading to 
better capture of metabolite dynamics. Weaknesses of the 
experimental setup in this study, include the fact that the coil 
setup was not designed to be easily combined with a proton 
receive array, resulting in low quality proton scans. Another 
weakness results from the use of SPSP excitation: When 
acquiring data over large volumes, shimming becomes more 
challenging, and so does off-resonance excitation artifacts. In 
a recent study by Lau et al. [41] such artifacts were mitigated 
by increasing the spectral passband of the SPSP pulse and 
acquiring multiple echoes to resolve signal contamination in 
the reconstruction, similar to IDEAL [42]. Besides being 
sensitive to off-resonance, the used SPSP pulse was also rather 
long. A long echo time leads to loss of SNR, but a recent study 
by Chen et al. [43] also found that a long echo time for 
hyperpolarized experiments can cause errors in the estimated 
kinetics due to the shorter T2* of lactate compared to pyruvate. 
Therefore, future improve-ments should include a better SPSP 
design and/or IDEAL reconstruction. 
Other potential improve-ments include the accelera-tion 
scheme, which for this study did not make optimal use of the 
geometry of the receive array. A future scheme should also be 
accelerated in the axial plane, while reducing through-plane 
acceleration, for decreased residual aliasing, increased 
temporal resolution, and more measured metabolites.  
The in vivo experiments in this study were performed under 
circumstances similar to human hyperpolarized imaging. With 
a fixed geometry, multi-channel 13C coil and a stationary 
target organ, such as the kidneys or the brain, it is therefore 
expected that parallel imaging using theoretical pre-
calibration would also provide the best results for human 
imaging with free-breathing. 
Conclusions	
This study tested different approaches to sensitivity 
calibration for parallel imaging reconstruction of 
hyperpolarized 13C MRI using SENSE. The auto-calibration 
approach did not prove advantageous in simulations, phantom 
experiments, or in vivo. Pre-calibrated parallel imaging 
reconstructions, on the other hand, resulted in high quality 
images both for phantom and in vivo experiments, though the 
reconstruction was more challenged and less successful in the 
in vivo case. From a practical point of view, pre-calibrated 
parallel imaging is also preferred, since it enables the use of 
standard sequences with reduced FOV for image acceleration. 
Pre-calibration using theoretically inferred maps gave better 
results for both the phantom and the in vivo study and does 
not require a long phantom scan nor extrapolation, only spatial 
registration. 
Overall this study demonstrated improved image quality 
for volumetric hyperpolarized 13C MRI acquisition by means 
of parallel imaging using SENSE and theoretical pre-
calibrated sensitivity maps.  
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SUPPORTING INFORMATION 
 
 
Figure S1: Digital phantom, “true sample”, shown in the axial plane with z-resolution and FOV matched to the 
reconstructed resolution in z.  
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Figure S2: Reconstruction of the fully sampled data with different coil-combination methods: a) sum-of-
squares, b) combination with auto-calibrated sensitivities, c) combination with phantom pre-calibration 
maps, d) combination with theoretical pre-calibration maps. To make the comparison to sum-of-squares coil-
combination fair, these reconstructions did not include off-resonance correction or intensity correction. All 
images are shown with equal window settings. 
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Figure S3: Axial slice representation of the full acquisition volume for the uniformly undersampled data. a) 
Smoothed and masked B0-field map in units of Hz, scaled and shifted to the 13C frequency. b) Undersampled 
data after sum-of-squares combination. c) CG-SENSE reconstruction using theoretical sensitivities and 
inhomogeneity correction. The red arrows point to two regions off-resonance (see a)), which led to 
distortions in b), but were successfully corrected for in c). d) The reconstruction in c) after intensity 
correction.  
   4/4 
Table S1: Physiological state of the pig during the scan session.  
 Time (hh:mm) 
tidalV 
(mL) 
resp. F. 
(1/min.) 
CO2 
(%) 
O2 
(%) 
HF 
(1/min.) 
Sat. 
(%) 
BP sys. 
(mmHg) 
BP dia. 
(mmHg) 
BP MAP 
(mmHg) 
temp. 
(°C) pH 
cGlu 
(mmol/L) 
cLac 
(mmol/L) 
Baseline 10:00 406 12 5.1 60 55 100 119 64 83 36.6 7.49 3.9 1.4 
1st inj. 12:20 357 14 4.7 60 54 - 125 69 88 - 7.48 2.0 1.0 
2nd inj. 12:53 366 14 4.7 60 56 - 124 67 85 - 7.49 2.4 1.0 
3rd inj. 13:20 364 14 4.6 60 57 - 128 66 86 - 7.51 2.7 0.9 
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Abstract	
Purpose: To test a new parallel imaging strategy for acceleration of hyperpolarized 13C MR acquisitions based on a 3D 
blipped-stack-of-spirals trajectory and conjugate gradient SENSE reconstruction with pre-calibrated sensitivities. 
Methods: The blipped-stack-of-spirals trajectory was developed for an acceleration rate of four, compared to a fully sampled 
stack-of-spirals. The trajectory was developed with volumetric coverage of a large FOV (30x30x16 cm3) and with high spa-
tial resolution (5x5x10 mm3). High temporal resolution was attained through spectral-spatial excitation and four excitations 
per volume. The blipped-stack-of-spirals was first evaluated in phantom experiments for a larger and smaller sample relative 
to the acquired FOV. Next, the method was evaluated for kidney and cardiac imaging in two separate healthy pigs. 
Results: Phantom results showed successful acquisition and reconstruction for small signal sources, but also revealed recon-
struction challenges for large signal sources. For the kidney experiment, the accelerated acquisition showed high similarity to 
two separately acquired fully sampled datasets with matched spatial and temporal resolution, respectively. For the cardiac 
experiment, the accelerated acquisition proved able to map metabolism in all parts of the heart within a single cardiac cycle. 
Conclusion: The proposed method demonstrated effective mapping of metabolism in both kidneys and the heart of healthy 
pigs. Limitations of the method seen in phantom experiments, might be irrelevant for most clinical applications, but should be 
kept in mind. We show that the blipped-stack-of-spirals is a relevant parallel imaging method for hyperpolarized human im-
aging by facilitating better insights into metabolism compared to non-accelerated acquisition almost free of disadvantages. 
Keywords: Hyperpolarization; 13C MRI; Parallel Imaging; Metabolic imaging; 3D imaging 
 
1.	Introduction	
Hyperpolarized 13C MRI has great potential as a new 
metabolic imaging modality for probing metabolic pathways 
non-invasively. This has been demonstrated in multiple recent 
patient studies [1]–[6]. However, due to the short-lived nature 
of the hyperpolarized substrate [7], many sequence designs for 
human imaging end up sacrificing either resolution or 
coverage in one or more dimensions for the sake of encoding 
the remaining multi-dimensional space within the narrow time 
window.  
By undersampling k-space data below the Nyquist rate, 
data acquisition is accelerated and a higher resolution or larger 
coverage can be encoded without increasing the total scan 
time. Depending on the undersampling strategy and imaging 
setup, aliasing-free images can be reconstructed using either 
compressed sensing [8] or parallel imaging [9] methods. A 
main difference from parallel imaging to compressed sensing 
is that parallel imaging requires image acquisition with a 
multi-channel receive coil together with estimation of the 
sensitivity profiles of the coil. In parallel imaging 
reconstruction, sensitivity encoding is then used together with 
gradient encoding to resolve aliasing. Compressed sensing 
reconstruction, on the other hand, is based on theory of image 
compressibility and sparsity, and requires a pseudo-random 
undersampling pattern, but has no special requirements for 
imaging equipment. 
Both acceleration methods have been demonstrated in 
human for 13C MRI after injection of hyperpolarized [1-
13C]pyruvate. Compressed sensing has been used in 3D echo-
planar spectroscopic imaging (EPSI) of the prostate with high 
spatial resolution [10]. Parallel imaging was demonstrated for 
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large 3D field of view (FOV) echo-planar imaging (EPI) of 
the abdomen [11]. The parallel imaging method used in that 
study, SAKE [12], [13], is a so-called calibrationless parallel 
imaging method, which does not require estimation of coil 
sensitivities. Instead, the reconstruction is based on priors in 
the multi-channel dataset used to pose the reconstruction as a 
low-rank matrix completion problem. Together with the 
requirement of a non-uniform undersampling pattern, this 
places SAKE methodologically closer to compressed sensing 
than to conventional parallel imaging methods, such as 
SENSE [14]. 
In this study, we seek to demonstrate parallel imaging 
aimed at human hyperpolarized 13C MRI, and based on 
conjugate gradient SENSE (CG-SENSE), i.e. iterative 
reconstruction with explicit use of coil sensitivities in the 
reconstruction. Similar to the two above-mentioned methods, 
the imaging scheme presented here also sample in 3D k-space, 
as doing so allows more flexible and uniform undersampling 
strategies. With inspiration from functional MRI (fMRI), 
another MRI method challenged by time constraints, the 
accelerated trajectory used in this study is blipped-stack-of-
spirals [15], [16] with two-times radial non-Cartesian 
undersampling in-plane (xy-plane) and two-times Cartesian 
undersampling in the stacked dimension (z-dimension). This 
amounts to a total acceleration factor of R = 4. 
The proposed parallel imaging strategy is tested in phantom 
and in two separate in vivo pig studies aimed at kidney and 
cardiac imaging, respectively. 
2.	Methods	
The blipped-stack-of-spirals sequence was designed for a 
30x30x16 cm3 reconstructed FOV, at a 5x5x10 mm3 nominal 
resolution, achieved in four excitations. The sequence was 
designed with spectral-spatial (SPSP) excitation and uniform 
sampling density using MATLAB scripts from the GE MNS 
Research Pack (GE Healthcare) as starting point. To minimize 
artifacts from systematic encoding errors, blipping between 
the spiral planes were done at golden angle intervals. 
Similarly, trajectories within one excitation were rotated one 
golden angle about the z-axis relative to each other. kz-phase-
encodes were ordered for a center-out readout. The blipped-
stack-of-spirals k-space trajectory is shown in Figure 1 
together with its sequence diagram. 
All data were acquired on an MR750 3T scanner (GE 
Healthcare, Waukesha, WI, USA) with a custom-made coil 
setup consisting of a linear 13C volume coil for transmission, 
and a 12-element array for reception [17]. The 12 receive 
elements (with 130 mm diameter) are distributed in two rows 
mounted over a cylinder with a diameter of 300 mm. This 
geometry allows parallel imaging acceleration along all axes. 
For the phantom experiments, a large volume multi-com-
partment phantom was used (see Supporting Information Fig-
ure S1). The phantom is cylindrical with a 25-cm outer diam-
eter and a length of 20 cm. The largest compartment is filled 
with ethylene glycol (natural abundance 13C, triplet with JCH 
of ~142 Hz) and NaCl (17 g/L) for loading (conductivity ~0.66 
S/m). Two of the smaller compartments are filled with a 2.0 
M solution of sodium acetate-1-13C, sodium azide (1 g/L) and 
0.8 % (v/v) Magnevist. The T1 relaxation time constants of 
both phantom compartments were measured to be between 
0.7-0.8 s. 
It has been demonstrated that loading effects have minimal 
effect on coil sensitivity profiles at the carbon frequency at 3 
T [17]. For fixed coil geometry, this enables the use of pre-
calibrated sensitivity profiles in parallel imaging 
reconstruction of undersampled 13C data. In this study, pre-
calibration was based on simulated sensitivity profiles of the 
12-element receive array by means of CST (Darmstad, 
Germany) RF modelling. The sensitivity profiles were 
subsequently scaled element-wise to account for hardware-
induced phase delays and receiver gain differences. Phase 
shifts and scaling values were fitted based on phantom data as 
previously described [17].  
For all phantom and in vivo experiments, the Gz-gradient 
of the used SPSP pulse was scaled to limit excitation outside 
the encoded FOV and hereby minimize wrap-around effects, 
at the cost of non-uniform excitation efficiency. To 
compensate for the irregular profile, an inverse filter based on 
the simulated excitation profile was used in the 
reconstructions. 
All experiments were preceded by higher order shimming 
based on automatic field mapping, a manually drawn spherical 
shim volume, and automatic shim correction through least-
squares minimization [18].  
2.1	Phantom	Experiments	
Four phantom experiments were performed; two scans with 
the center frequency at the ethylene glycol resonance, and two 
scans with the center frequency at the resonance of sodium 
acetate-1-13C. For each center frequency setting, acquisition 
was done with 1) the undersampled (R = 4) blipped-stack-of-
spirals trajectory shown in Figure 1, and 2) a fully sampled 
stack-of-spirals trajectory with the same FOV (30x30x16 cm3) 
and nominal resolution (5x5x10 mm3). Data were acquired 
with repetition time TRexc = 1 s, being the time between 
excitations of the same nuclei, flip angle = 70° and a total scan 
time of 32 minutes for the ethylene glycol acquisitions, and 16 
minutes for the acetate acquisitions. The echo time with the 
used SPSP pulse was 9 ms (see Figure 1). 
The phantom was positioned with a slight tilt along the z-
axis, such that the two ends of the symmetric phantom would 
be distinguishable in the MR images.  
2.2	In	Vivo	Kidney	Experiment	
The blipped-stack-of-spirals sequence was first tested in 
vivo in a hyperpolarized [1-13C]pyruvate kidney study of a 
healthy female Danish domestic pig weighing 40 kg.  
The pig received three hyperpolarized injections to acquire 
data with the blipped-stack-of-spirals and two fully sampled 
stack-of-spirals to serve as reference for kidney structure and 
metabolic dynamics, respectively. 13C MRI acquisitions were 
done with free breathing. 
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Figure	1:	Different	views	of	the	3D	blipped-stack-of-spirals	trajectory.	a-b)	The	full	k-space	trajectory	from	different	view	angles,	where	
the	different	colors	represent	separate	excitations.	Excitations	were	ordered	in	a	center-out	manner,	i.e.	in	the	order:	blue,	red,	yellow,	
purple.	c)	A	single	excitation	blipped-spiral	readout	trajectory.	d)	The	same	blipped-spiral	as	in	c),	but	projected	into	the	kx-ky-plane.	In	d)	
blue	and	red	dots	represent	samples	read	out	at	separate	kz-levels	(kz	=	0	cm
-1	and	kz	=	0.125	cm
-1,	respectively),	while	the	yellow	dots	
represent	samples	read	out	between	those	levels.	e)	The	sequence	diagram	including	SPSP	excitation	(22	ms).	The	duration	of	the	com-
bined	excitation	and	readout	is	70	ms. 
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The pig anesthesia and ventilation procedure was similar to 
previously reported [19], [20]. The animal experiment was 
done in accord with relevant laws and ethics under permission 
from The Animal Experiments Inspectorate in Denmark.  
641 mg [1-13C]pyruvate with 15 mM of AH111501 was 
polarized for 2.5 h in a SPINlab (GE Healthcare, Brøndby, 
Denmark) polarizer. Dissolution was performed with 29 mL 
of de-ionized water into a receiver syringe, containing 13 mL 
of 360 mM of sodium hydroxide and 181 mM of 
tris(hydroxymethyl)aminomethane for neutralization of the 
pyruvic acid. Approximately 25 mL of 250 mM pyruvate 
(0.63 mL/kg) was injected IV, followed by a 20-mL saline 
flush. Total injection took approximately 10 s. Acquisition 
was started at the beginning of saline injection. 
13C MR acquisitions were done in the axial scan plane with 
a TRexc of 90 ms. For the blipped-stack-of-spirals with four 
excitations per volume each volume was acquired in 360 ms. 
Four different metabolite resonances (lactate, pyruvate, 
bicarbonate, and alanine) were excited in an interleaved 
manner. Hereby the effective temporal resolution per 
metabolite amounted to TR = 1.44 s (time between full volume 
acquisitions of the same nuclei). 
The first fully sampled acquisition was designed to match 
the temporal resolution of the accelerated acquisition, while 
sacrificing spatial resolution. The stack-of-spirals was 
designed with four excitations (four spiral readouts) per 
volume with the FOV kept to 30x30x16 cm3. This gives a 
nominal spatial resolution of 5x5x40 mm3 – four times lower 
resolution in the z-dimension compared to the blipped-stack-
of-spirals. The other fully sampled acquisition was designed 
to match the spatial resolution of the accelerated acquisition, 
at the cost of temporal resolution. The stack-of-spirals was 
designed for a reconstructed matrix size of 60x60x16 for the 
encoded FOV, i.e. with 16 excitations per volume. The 
effective temporal resolution hereby decreased by a factor four 
to TR = 5.76 s per metabolite. 
Since the hyperpolarized pyruvate signal only decays 
(assuming insignificant reverse reaction rates of downstream 
products), the choice of flip angle simply depends of how fast 
or slow one wishes to spend the magnetization. Using multiple 
small flip angles or few large flip angles results in identical 
total pyruvate SNR except for relaxation losses. For 
hyperpolarized products, on the other hand, the choice of flip 
angle does affect the total product SNR, since the products do 
not only experience relaxation, but also signal build up due to 
metabolic conversion from pyruvate. For this reason, we 
performed a numerical analysis in an attempt to find an 
optimal flip angle as a function of TR for the hyperpolarized 
products, using lactate as starting point in a constant flip angle 
scheme. The analysis was based on a two-compartment model 
as presented by Bankson et al. [21], with parameter values 
given by Sun et al. [22], i.e. T1,pyr = 43 s, T1,lactate = 33 s, kve = 
0.02 s-1, and vb = 0.09. The apparent exchange rate from 
pyruvate to lactate was set to kPL = 0.025 s-1 based on previous 
experiments [17]. The optimal flip angle was chosen based on 
maximum accumulated signal. With multiple excitations per 
volume, the effective flip angle is defined in relation to the 
resulting volume excitation after the series of smaller flip 
angles. For the two acquisitions with TR = 1.44 s, the proposed 
optimal effective flip angle for hyperpolarized product 
excitation was 27° per volume. For the fully sampled 
acquisition with TR = 5.76 s, the optimal flip angle was 
estimated to 48° per volume. For all acquisitions an effective 
flip angle of 8° per volume was used for pyruvate excitation. 
A gadolinium-doped 13C-urea phantom was used for both 
center frequency referencing and RF transmit power 
calibration prior to injection using an automated Bloch-Siegert 
phase shift method [23]. Each 13C MRI stack-of-spirals 
acquisition was followed by acquisition of a series of 10 13C 
spectra to evaluate the center frequency estimate (TR = 1000 
ms, flip angle = 45°, slice thickness = 80 mm, spectral BW = 
5000 Hz). 
To provide anatomic reference to the metabolic 13C images, 
a 3D fast spoiled gradient-echo sequence was used for proton 
acquisition with the body coil during single breath-hold 
(TR/TE = 3.9/2.2 ms, flip angle = 12°, FOV = 34x34x20 cm3, 
matrix size = 192x192x100). 
As a reference to the renal function of the pig, a proton 
DCE-MRI acquisition was performed after administration of 
gadolinium at a dose of 0.4 mL/kg (ClariscanTM). Acquisition 
was done using a dual-echo 3D spoiled gradient-echo 
sequence. To estimate renal perfusion, one acquisition was 
done before contrast injection for baseline estimation. After 
contrast injection, a dynamic series of 49 images was acquired 
(TR/TE = 3.8/1.7 ms, flip angle = 12°, FOV = 34x34x2.7 cm3, 
matrix size = 160x128x6). The reconstructed DCE-MRI 
images were also used as reference for drawing of renal cortex 
regions of interest (ROIs). 
2.3	In	Vivo	Cardiac	Experiment	
The blipped-stack-of-spirals sequence was next tested in 
vivo in a hyperpolarized [1-13C]pyruvate cardiac study of a 
healthy female Danish domestic pig weighing 40 kg. Animal 
handling procedure, polarization and dissolution processes 
were identical to those for the in vivo kidney experiment. The 
pig received two hyperpolarized injections to acquire data 
with the blipped-stack-of-spirals and the fully sampled stack-
of-spirals with matched temporal resolution and lower spatial 
resolution. 
As for the kidney experiment, a TRexc of 90 ms per 
excitation was used amounting to 360 ms per volume 
acquisition (four excitations). The sequences were cardiac-
gated with four excitations per trigger, i.e. one full volume 
acquisition per trigger. The cardiac trigger delay was set to 
align each volume acquisition with the diastole. Four 
metabolites (lactate, pyruvate, bicarbonate, and alanine) were 
acquired in an interleaved manner. The effective temporal 
resolution was decided based on the heart rate of the pig 
during acquisition. With a heart rate between 40-60 bpm, the 
temporal resolution for each of the metabolites will be 4-6 s, 
for example. As for the kidney experiment, the 13C 
acquisitions were done with free breathing. 
An effective flip angle of 8° per volume was used for 
pyruvate excitation. For excitation of the hyperpolarized 
products, a flip angle of 45° was found using the numerical 
analysis described above with an effective TR estimate of 5 s. 
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Center frequency and transmit power were calibrated as 
described above using a gadolinium-doped 13C-urea phantom.  
For anatomical reference, a standard proton cardiac 
protocol was used with an initial scout sequence to locate the 
heart, followed by acquisition of multiple slices in short-axis 
view and a single slice in four-chamber long-axis view. Proton 
images were acquired using the body coil during breath-hold 
and triggered to the diastolic phase. 
2.4	Reconstruction	
All reconstructions were performed in MATLAB (R2016a, 
MathWorks, Natick, MA, USA). 
Both fully sampled and undersampled acquisitions were 
reconstructed using the same pipeline initially validated by 
simulated data. CG-SENSE reconstruction – iterative SENSE 
reconstruction by means of the conjugate gradient (CG) 
algorithm [24] – was performed based on source code given 
by “gpuNUFFT – Open-Source GPU Library for 3D 
Gridding” on GitHub [25], [26]. The reconstruction requires 
five main inputs: 1) the 3D k-space data, 2) a 3D NUFFT 
forward operator to perform 3D gridding, 3) a 3D array of coil 
sensitivities, 4) the number of CG iterations, and 5) a 
regularization parameter for Tikhonov regularization. The two 
last inputs help control the ill-conditioning of the 
reconstruction and were both chosen empirically for this study 
primarily based on the phantom data. The regularization 
parameter was set to 0.05 for all reconstructions as this 
provided reasonable denoising without over-smoothing, while 
the number of iterations were set to 3 for the fully sampled 
reconstructions and 6 for undersampled blipped-stack-of-
spirals. A higher number of iterations was required for the 
undersampled data to effectively resolve aliasing artifacts. 
After the final CG iteration, the gridded k-space data were 
masked with a region of support for the k-space trajectory. The 
mask was filtered with a 3D Gaussian smoothing kernel to 
reduce ringing artifacts in the final image. 
Before the coil sensitivity profiles were given as input to 
the reconstruction algorithm, these were registered to the 
target acquisition. This was done based on three-point 
registration of three coil markers (5 mm diameter oval vitamin 
E capsules) placed in the center of three different coil loops of 
the 12-element receive array. To further reduce ill-
conditioning, the coil sensitivity profiles were also masked 
based on the proton reference data. 
As a final part of the reconstruction, all images were 
corrected for the non-uniform intensity profile of the 
combined coil sensitivities. This ideally results in images with 
uniform signal distribution (and non-uniform noise 
distribution).  
To enable comparison of fully sampled and undersampled 
acquisitions on the same signal scale and with equal 
background noise, all raw fully sampled datasets were scaled 
by a factor four (the acceleration rate) before reconstruction. 
3.	Results	
For the phantom and in vivo cardiac results presented 
below, the coil array unfortunately had two non-functioning 
elements. Their signal output was therefore removed from the 
raw data, and the reconstruction was based on the data from 
the other 10 fully functional coil elements. For the phantom 
acquisition, the coil array was oriented with the non-
functioning elements at the top. For the in vivo cardiac 
acquisition, the coil array was rotated 180° such that the non-
functioning elements was located at the bottom at the array 
furthest away from the heart. For the in vivo kidney 
experiment all coil elements were working.  
3.1	Phantom	Experiments	
Figure 2 shows the reconstruction results for the phantom 
experiments done at the acetate resonance frequency. The 
sum-of-squares reconstruction of the blipped-stack-of-spirals 
shows the aliasing pattern from the undersampled trajectory as 
fold-in of acetate signal across the slices in the z-dimension, 
and a spiral-like noise pattern distributed across the full FOV. 
Both CG-SENSE reconstructions illustrate how the intensity 
corrected images better represent the actual geometry of the 
acetate compartments compared to the fully sampled sum-of-
squares reconstruction: from the intensity corrected images 
the actual difference in size of the two acetate compartments 
is visible (see Supporting Information Figure S1 as reference). 
Overall the CG-SENSE reconstructions of both datasets are 
close to identical. However, the last slices of the undersampled 
reconstruction reveal minor residual aliasing indicated with a 
white arrow in Figure 2.  
Figure 3 shows the reconstruction results for the phantom 
data obtained at the ethylene glycol resonance frequency. 
With a signal source almost as large as the FOV, the aliasing 
pattern in the sum-of-squares reconstruction of the 
undersampled data is here less distinguishable from the 
underlying phantom structure. This also represents a more 
challenging CG-SENSE reconstruction task, which is clearly 
reflected in the CG-SENSE reconstruction results. The white 
arrows in the CG-SENSE reconstruction of the undersampled 
data, point to some of the non-resolved aliasing artifacts seen 
as spiral-like noise patterns and signal fold-in. 
The white arrows in the CG-SENSE reconstruction of the 
fully sampled data, point to noisy regions of the image, 
corresponding to the location of the non-functioning coil 
elements. These regions are also identifiable in the 
undersampled CG-SENSE reconstruction as they make the 
reconstruction task extra challenging. 
3.2	In	Vivo	Kidney	Experiment	
The in vivo kidney experiment was setup to provide 
references for both structure and metabolite dynamics 
measured by the reconstructed blipped-stack-of-spirals based 
on two separate fully sampled stack-of-spirals.  
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The ability of the accelerated acquisition to provide renal 
structural information is summarized in Figure 4. An excerpt 
of the CG-SENSE reconstructed and intensity corrected 13C 
images (summed through time) are shown overlaid on the 
proton reference images. The figure only shows overlays for 
lactate, pyruvate and alanine, as bicarbonate had negligible 
signal. Overall fully sampled and undersampled 
reconstructions are largely similar showing clear separation of 
renal cortices versus medullae and pyruvate uptake and lactate 
conversion in the liver. The main differences from the fully 
sampled to the undersampled reconstructions are seen as 
differences in signal intensity and unresolved aliasing in the 
outermost slices (indicated by white arrows).  
Figure 5 and Figure 6 compare how well the accelerated 
acquisition captured metabolite dynamics relative to the fully 
sampled acquisition with lower spatial resolution. The 
metabolite uptake and conversion in the shown centrally 
located slice in Figure 5 show similar trends for the fully 
sampled versus undersampled acquisition, however, with two 
main differences. The first difference is seen in the timing, as 
both uptake and conversion are shifted to earlier time points 
for the fully sampled acquisition. The second difference is in 
the signal intensities that are higher for the fully sampled 
acquisition. This is expected with the thicker slice of the fully 
sampled acquisition. The larger slice thickness also give rise 
to more liver signal for the given slice, and a decreased 
contrast between renal cortices and medullae, especially for 
pyruvate, compared to the thinner undersampled slice. 
The metabolite dynamics displayed in Figure 6 
demonstrate the high temporal resolution of both acquisitions. 
Comparing graphs for the right versus left renal cortex, the 
fully sampled and undersampled graphs resemble each other 
more closely for the left cortex. Identical graphs are not 
expected for signal arising from slices of different thickness. 
The larger signal for the right renal cortex for the fully 
sampled acquisition is likely related to the right kidney’s 
proximity to the liver: with the thicker slice, the drawn ROI 
might include some liver signal.  
Figure	2:	Reconstruction	results	for	the	phantom	acquisition	at	the	acetate	frequency	represented	by	16	axial	slices.	The	fully	sampled	
and	blipped-stack-of-spirals	are	shown	in	separate	columns	with	sum-of-squares	and	CG-SENSE	reconstruction	results	shown	in	separate	
rows.	Images	from	the	fully	sampled	and	undersampled	acquisitions	are	shown	on	the	same	linear	color	scale	after	scaling	the	fully	sam-
pled	dataset	by	a	factor	four	(the	acceleration	rate). 
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3.3	In	Vivo	Cardiac	Experiment	
Figure 7 and Figure 8 show temporal averages for all 
metabolites for the blipped-stack-of-spirals acquisition 
overlaid on anatomical references. Supporting Information 
Figure S2 compares the pyruvate temporal average from the 
fully sampled acquisition to the undersampled acquisition, 
illustrating the increase in structural information gained with 
the four times thinner slice of the undersampled acquisition. 
Supporting Information Figure S2 also shows some 
unresolved aliasing in the outermost slices of the 
undersampled acquisition, however, this is mostly suppressed 
by the signal mask derived from the proton reference images. 
Visualization of the acquired metabolic dynamics is 
provided in the Supporting Information Animation S1 as an 
animation in long-axis single-slice view. 
The short-axis metabolite images in Figure 7 show lactate 
signal from ventricles and myocardium, pyruvate signal 
restricted to the ventricles and atria, and bicarbonate and 
alanine signals from the myocardium. The resolution and 
image coverage is high enough to show structural and 
metabolic differences from base to apex and details at the level 
of the papillary muscles (seen as indents in the pyruvate signal 
arising from the left ventricle). 
Figure 8 shows the metabolite images in a single-slice long-
axis view and illustrates the volumetric coverage of the 
sequence. The images are shown both separately and overlaid 
on the proton long-axis anatomical reference. The white 
arrows in the top right part of the figure point to effects of the 
non-uniform excitation profile. With less effective excitation 
at the slab edge and subsequent compensation for this in the 
post-processing, the effects are seen as increased noise at the 
slab edge. 
 
Figure	3:	Reconstruction	results	for	the	phantom	acquisition	at	the	ethylene	glycol	frequency	represented	by	16	axial	slices.	The	fully	sam-
pled	and	blipped-stack-of-spirals	are	shown	in	separate	columns	with	sum-of-squares	and	CG-SENSE	reconstruction	results	shown	in	sep-
arate	rows. 
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Discussion	
The results presented in this study demonstrate how parallel 
imaging 3D acceleration for hyperpolarized MR can be 
exploited to obtain high temporal and spatial resolution across 
a large FOV. This allowed mapping of structural 
heterogeneity in renal metabolism and full volumetric 
coverage of the heart from base to apex within a single cardiac 
cycle.  
The phantom acetate images demonstrated successful CG-
SENSE reconstruction of the blipped-stack-of-spirals for 
smaller localized signal sources. The ethylene glycol results, 
however, indicated a limitation of the method in context of the 
used coil through substantial residual aliasing for a large 
signal source comparable to the size of the FOV. The less ideal 
results from the ethylene glycol acquisition are partially 
explained by the non-functioning elements of the coil at the 
time, but the lower SNR of the ethylene glycol images might 
also play a part with the CG-SENSE reconstruction being an 
iterative algorithm, where low SNR data can lead to 
convergence towards a sub-optimal result. While it was 
unfortunate that two elements of the coil were not working, it 
gives us insight into the robustness of the method when coil 
profiles are less than optimal. 
The first in vivo case involving imaging of the kidneys after 
hyperpolarized [1-13C]pyruvate injection showed both high 
spatial and temporal resolution for the blipped-stack-of-
spirals. Compared to the fully sampled acquisition with 
identical spatial resolution, the accelerated acquisition 
revealed some residual aliasing at the outermost slices, but 
was otherwise free from significant aliasing artifacts. Relating 
these results to those of the phantom experiments, it seems that 
this in vivo case more closely resembles the case of localized 
signal sources within a larger FOV.  
The in vivo kidney results showed that the blipped-stack-
of-spirals acquisition comes at the cost of some residual 
aliasing at the edges of the FOV and minor noise 
amplification. For a future hypothetical study in which 
accurate structure of regions comparable in size to the FOV is 
the most essential aim, a fully sampled stack-of-spirals with 
decreased temporal resolution might fulfill that study’s 
requirements. If instead a high temporal resolution is critical 
for kinetic modeling to extract a reliable biomarker, a fully 
sampled stack-of-spirals with a 4-cm thick slice might suffice. 
But if both a high spatial and temporal resolution are required, 
then parallel imaging, e.g. by means of blipped-stack-of-
spirals, appears to be the best choice. 
The second in vivo case, imaging the heart of a pig, also 
showed successful reconstruction of the blipped-stack-of-
spirals acquisition, which was assessed based on proton image 
registration and similarities to the low resolution 13C 
reference. With the additional constraint of a cardiac trigger 
for hyperpolarized acquisitions of the heart, undersampling 
might prove particularly valuable. This was here shown 
through a full volume acquisition in one cardiac cycle with 
high spatial resolution and broad coverage. 
	  
Figure	6:	Metabolite	dynamics	for	an	excerpt	of	the	acquisition	time	based	on	renal	cortex	ROIs	for	a	single	axial	slice	(the	same	slice	
displayed	in	Figure	5).	For	the	fully	sampled	(FS)	acquisition,	the	mean	signal	for	the	cortices	is	based	on	a	40-mm	thick	slice,	whereas	the	
mean	signal	for	the	blipped-stack-of-spirals	(US)	is	for	a	10-mm	thick	slice.	All	curves	are	shown	on	a	scale	relative	to	maximum	pyruvate	
signal	in	the	fully	sampled	right	renal	cortex.	Note	that	the	times	axes	have	been	shifted	to	approximately	align	the	start	of	pyruvate	
buildup	for	the	two	acquisitions.	Also	note	the	different	flip	angles	used	for	pyruvate	(8°)	versus	products	(27°). 
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Figure	7:	Short-axis	images	summed	through	time,	interpolated,	cropped	and	overlaid	on	proton	images.	Pyruvate	images	were	summed	
through	all	frames,	while	products	were	summed	from	the	fourth	frame	through	the	last.	The	13C	images	were	interpolated	to	match	the	
resolution	of	the	proton	images	(1.25x1.25x8	mm3).	Pyruvate	images	were	windowed	to	better	show	signal	in	the	ventricles	versus	inflow-
ing	magnetization	from	vena	cava.	The	image	overlay	threshold	was	set	to	0.01	of	maximum	(windowed)	pyruvate	signal. 
Figure	8:	Single	slice	long-axis	view	of	the	heart.	13C	images	were	resampled	to	match	proton	reference	resolution.	Background	threshold	
was	set	to	0.15	of	the	signal	maximum	for	pyruvate	and	each	product	image	individually.	The	arrows	point	to	effects	of	the	non-uniform	
excitation	profile	seen	as	increased	noise	at	the	edges	of	the	excited	slab. 
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When undersampling is employed to improve spatial 
resolution, this could be at the price of a significant SNR 
penalty from the reduced voxel size. However, the four times 
smaller voxel volume gained through acceleration in this 
study, did not come at the cost of a four times lower signal 
strength as seen in Figure 5 and Figure 6. This is likely 
explained by intravoxel dephasing causing an increased signal 
loss for the larger voxel volume through T2* and non-linear 
phase effects. In addition to signal loss during the echo time, 
a short T2* causes spatial resolution loss.  
Besides signal decrease through dephasing, significant 
artifacts due to off-resonance were not observed for the shown 
experiments. Off-resonance correction due to main field 
inhomogeneity hereby did not significantly improve image 
quality and was therefore omitted to keep the final acquisition 
and reconstruction pipeline as simple as needed. For situations 
where higher-order shims are not available, for larger 
volumes, or for situations where the center-frequency for the 
hyperpolarized experiment has been badly calibrated, off-
resonance correction can easily be added to the 3D gridding-
based reconstruction pipeline, as shown in previous work [17]. 
All undersampled reconstructions showed some residual 
aliasing along the z-axis, the stacked dimension of the blipped-
stack-of-spirals. The acceleration scheme could possibly be 
modified to overcome this problem, by reducing the 
acceleration rate along the z-axis, where the coil geometry 
only consists of two rows of coil elements, and by increasing 
the acceleration rate in the xy-plane, where a higher count of 
distinct coil profiles may allow greater acceleration without 
significant increase in g-factor penalty. Alternatively, a 
different 13C array could be used with a more uniform 
distribution of coils for the acquired 3D volume. 
Together with the proposed strategy for acquisition 
acceleration, this study also suggested choosing flip angles for 
hyperpolarized product excitation depending on TR to 
maximize total product signal. At this stage, the choice of flip 
angles was based on a numerical analysis, and hereby 
represent a rough estimate of the optimal flip angle due to 
uncertainties of exact parameter values in the two-
compartment model. A more analytical approach might be 
preferred for future studies, possibly inspired by the recent 
results presented in [27], which support application of a 
constant excitation strategy that maximizes product signal. 
To aid potential routine use of pre-calibrated parallel 
imaging with hyperpolarized 13C MR, the registration of pre-
calibrated sensitivity maps could be made automatic in a pre-
scan step. One possible approach to achieve this was proposed 
by Ohliger et al. [28], [29] through 55Mn fiducial markers and 
multiple projection scans. Registration in this study was done 
through a three-point registration, which can be done in most 
standard Dicom-viewer software semi-automatically, until a 
fully automatic approach is developed.  
Conclusions	
This study demonstrated pre-calibrated parallel imaging 
aimed at hyperpolarized 13C MRI human applications through 
blipped-stack-of-spirals 3D acquisition and CG-SENSE 
reconstruction. The applicability for human use was evaluated 
through large FOV in vivo imaging of renal and cardiac 
metabolism in two pigs. The results showed that the method 
was able to achieve both a high temporal and spatial 
resolution, with a full volume acquisition in only four 
excitations and with minimal artifacts. Phantom results 
indicated that the success of the method might be limited to 
signal sources that do not take up the entire FOV. However, 
this would be the case for most hyperpolarized in vivo imaging 
applications.  
Blipped-stack-of-spirals parallel imaging has shown 
potential for future human 13C hyperpolarized imaging 
without compromise on resolution and coverage, and could 
hereby ease the planning of clinical trials where maximum 
information output is wanted.  
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SUPPORTING INFORMATION 
 
 
Figure S1: Phantom structure from proton scan. The large compartment is filled with Ethylene Glycol, while the 
two smaller compartments (marked) are filled with sodium acetate-1-13C.  
 
Figure S2: Short-axis pyruvate images (sum through time) for the accelerated acquisition (16 slices to the left) 
versus the fully sampled acquisition (four slices to the right). Pyruvate images are shown with reference to the 
long-axis proton image with lines indicating slice positions. 
Animation S1: Single slice long-axis view of the heart with 13C metabolite dynamics overlaid. 13C images were 
resampled to match proton reference resolution. Background threshold was set to 0.009 of the maximum 
pyruvate signal across frames. Each frame is scaled to its own maximum value. The numbers at the bottom for 
each metabolite overlay relate this maximum value to maximum pyruvate signal.  
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a b s t r a c t
With the translation of metabolic MRI with hyperpolarized 13C agents into the clinic, imaging approaches
will require large volumetric FOVs to support clinical applications. Parallel imaging techniques will be
crucial to increasing volumetric scan coverage while minimizing RF requirements and temporal resolu-
tion. Calibrationless parallel imaging approaches are well-suited for this application because they elim-
inate the need to acquire coil profile maps or auto-calibration data. In this work, we explored the utility of
a calibrationless parallel imaging method (SAKE) and corresponding sampling strategies to accelerate and
undersample hyperpolarized 13C data using 3D blipped EPI acquisitions and multichannel receive coils,
and demonstrated its application in a human study of [1-13C]pyruvate metabolism.
! 2018 Elsevier Inc. All rights reserved.
1. Introduction
Dissolution dynamic nuclear polarization provides over a
10,000+ fold enhancement to nuclear spin polarization [1]. This
huge increase in polarization allows 13C MRI to overcome sensitiv-
ity limitations, enabling non-invasive, real-time metabolic imaging
of both the biodistribution of the injected substrate and its conver-
sion into metabolic products. [1-13C]pyruvate has been the most
widely studied molecule in both pre-clinical [2] and clinical [3,4]
applications as it sits at the nexus of metabolism, simultaneously
providing direct information on glycolysis (through conversion to
lactate via lactate dehydrogenase) as well as pyruvate dehydroge-
nase activity via bicarbonate production and alanine transaminase
activity via conversion to alanine.
To quantify this conversion, 5D data (3D spatial + 1D spectral +
time) must be acquired to provide information throughout the
entire volume, and the transient nature of the hyperpolarized mag-
netization leads to tradeoffs between spatial resolution, temporal
resolution, and SNR. Frequency selective approaches using a
spectral-spatial RF pulse to independently excite each metabolite
[5] can help ameliorate the tradeoffs between spatial resolution
and temporal resolution by removing the need for spectral encod-
ing. This enables single-shot approaches with echoplanar or spiral
readouts that would otherwise be unusable without a multiecho
readout (e.g. EPSI [6] or IDEAL [7,8]).
While this is a tractable problem for pre-clinical applications, it
becomes difficult to maintain adequate spatial and temporal reso-
lution for many clinical research applications that require larger
FOVs and longer scan times to maintain the same spatial resolu-
tion. This is an important point, as volumetric coverage will be cru-
cial for clinical research when studying metastases and diffuse
diseases, assessing treatment response, or when the disease loca-
tion is not already known.
Parallel imaging can be employed to improve volumetric cover-
age of hyperpolarized 13C MRI through undersampling, reducing
the total scan time and number of RF pulses needed for data acqui-
sition. Image-based approaches such as SENSE [9] require a coil
profile map as an input to the reconstruction. However, acquiring
a sensitivity map directly from the 13C spins is an inefficient use
of the hyperpolarization, and may cause artifacts if there is motion
between the calibration scan and data acquisition. K-space based
approaches, such as GRAPPA or SPIRiT [10,11], require autocalibra-
tion data from a fully sampled center of k-space. This typically
comprises the central 24 ! 24 or 30 ! 30 region of k-space for 1H
imaging, limiting the total acceleration. While this can be some-
what reduced for the comparatively small matrix sizes used for
13C acquisitions [12,13], a substantial subset of k-space must
remain fully sampled because these techniques need a robust esti-
mate of the weighting factors for synthesizing unacquired k-space
points.
Alternatively, calibrationless parallel imaging techniques such
as simultaneous autocalibrating and k-space estimation (SAKE
[13,14]) are appealing because they obviate the need for either
https://doi.org/10.1016/j.jmr.2018.02.011
1090-7807/! 2018 Elsevier Inc. All rights reserved.
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sensitivity maps or autocalibration data. Instead, the reconstruc-
tion is posed as a low-rank matrix completion problem and solved
iteratively, potentially increasing the overall acceleration and pro-
viding more flexibility in sampling patterns. In this work, we
explored the application of SAKE to accelerate and undersample
hyperpolarized 13C data using a 3D blipped EPI acquisition
(Fig. 1) with multichannel reception. Two different sampling pat-
terns were explored over a range of undersampling factors in both
numerical simulations and phantom experiments to assess their
suitability for clinical applications, and the feasibility of this
approach was demonstrated in an abdominal [1-13C]pyruvate
imaging study with a healthy volunteer.
2. Methods
2.1. Simulations
Numerical simulations were performed in MATLAB R2015b
(The MathWorks Inc., Natick, MA). Two different sampling patterns
were investigated: a center-out acquisition and a pseudorandom
raster [15], with regular blips on one axis and pseudorandom blips
on the other (Fig. 2). Here, undersampling is performed simultane-
ously in the two phase-encoding dimensions (ky-kz), while the
through-slice readout dimension (kx) remains fully sampled. Sam-
pling patterns were generated for undersampling factors R = 2–6
and were designed for a 48!48!48 matrix with 0.612 ms echo-
spacing, with a 4 ! 4 fully sampled center of k-space. The pseudo-
random raster sampling patterns were generated with an echo
train length (ETL) of 48 using a beta probability distribution in
the pseudorandom (kz) dimension for each ky row. The center-
out sampling patterns were generated from a variable-density
Poisson disk pattern [11,16] with corner cutting and were designed
with an ETL of 24 or 48. Since the fully sampled acquisitions
assumed an ETL of 48, the ETL of 24 has an acceleration (or time-
savings) of R/2.
T2⁄ decay and chemical shift were included in an idealized sig-
nal model to quantify the effect of signal decay and bulk off-
resonance on the reconstruction:
SðkÞ ¼ qðkÞe%ð
sn
T&
2
þi2pDfsnÞ
In this nomenclature, q(k) is the Fourier transform of the image
at k-space point k and sn is the nth echo time (the product of the
echo-spacing and the nth echo number). Here, we have assumed
idealized sampling by subsampling k-space directly on a Cartesian
grid. For each sampled point in k-space, off-resonance phase and
T2⁄ decay were applied. T2⁄ values ranging from 10 ms to 50 ms
and bulk off-resonance between 0 and 30 Hz were explored. This
corresponds to a range of 120 Hz for conventional 1H MRI because
of the fourfold difference in 1H and 13C gyromagnetic ratios. An 8-
channel receive array was used in these simulations, with sensitiv-
ity profiles calculated based on the principle of reciprocity using
the Biot-Savart Law in the quasi-static regime [17]. This setup
was designed to match the receive array used in the phantom
study described below.
Two different numerical phantomswere explored: one consisted
of a uniform object withmultiple signal voids comprising the entire
FOV, and theother consistedof small circles of varying radii tomimic
the sparse signal often seen in hyperpolarized studies (Fig. 3). Data
were either zero-filled or reconstructed with SAKE using a 6 ! 6
reconstruction window over 100 iterations. The appropriate
window-normalized rank threshold (1.8 for the large phantom, 1.2
for the sparse phantom) was determined from the fully sampled
data (SupportingFig. 1), as it is closely related to the sizeof theobject
in the imagedomain [14]. The structural similarity (SSIM) index [18]
between the numerical phantom and reconstructed images were
calculated to assess reconstruction fidelity.
2.2. Phantom experiments
All data were acquired on a GE 3T scanner (MR750, Waukesha
WI, USA) with clinical performance gradients (5 G/cm gradient
strength, 20 G/cm/ms slew-rate). A 3D ramp-sampled, symmetric
echo-planar imaging sequence with blip gradients on both Y and
Z (Fig. 1) was used for data acquisition [19]. A bore-insertable
clamshell coil was used for 13C RF transmit and an 8-channel coil
comprised of two 4-element paddles [20] was used for reception.
For 13C phantom acquisitions, R = 6 sampling patterns were
compared using an 18 cm diameter sphere filled with 3L of natural
abundance ethylene glycol. To provide structure, a 60 mL, 3.5 cm
diameter syringe filled with water was inserted vertically into
the center of the sphere. A singleband spectral-spatial RF pulse
(120 Hz FWHM passband, 600 Hz stopband) was used to selec-
tively excite the central 13C ethylene glycol resonance. Scan param-
eters for the phantom acquisition were: FOV = 48.0 ! 48.0 ! 48.0
cm3, matrix = 48 ! 48 ! 48, TR = 62.5 ms, 7" flip angle, 5 min scan
time. A fully sampled 3D stack-of-EPI acquisition was acquired as a
reference. Data were acquired with a sagittal orientation, with the
fully encoded readout perpendicular to the array. The total scan
time of 5 min per sampling pattern was kept constant by increas-
ing the number of averages for the undersampled acquisitions. A
reference scan was acquired directly from the 13C phantom to cor-
rect for Nyquist ghost artifacts. The total acquisition time per aver-
age was 3 s for a fully sampled 3D volume, 1 s for the R = 6, ETL =
24 center-out sampling pattern, and 0.5 s for the R = 6, ETL = 48
center-out and pseudorandom raster sampling patterns.
2.3. Volunteer study
2.3.1. Sample preparation & polarization
Following an FDA IND and IRB approved protocol, 1.47 g of
Good Manufacturing Practices (GMP) [1-13C]pyruvate (Sigma-
Fig. 1. The 3D EPI pulse sequence used in this work. A singleband spectral-spatial RF pulse was used to selectively excite individual metabolites. Phase-encode gradients on
the Y and Z-axis enable 3D imaging with an arbitrary blip pattern that is changed every TR.
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Aldrich) and 15 mM electron paramagnetic agent (EPA)
(AH111501, GE Healthcare) were prepared by a pharmacist the
morning of the study. The sample was polarized using a 5T com-
mercial polarizer (SPINlab, GE Healthcare) for 3 h before being
rapidly dissolved with 130 "C water and neutralized with NaOH
and Tris buffer. The EPA was rapidly removed by filtration, and
pH, pyruvate and EPA concentrations, polarization, and tempera-
ture were measured prior to injection. In parallel, the hyperpolar-
ized solution was pulled into a syringe (Medrad Inc) through a 0.5
lm sterile filter and transported into the scanner for injection. The
integrity of this filter was tested in agreement with manufacturer
specifications prior to injection. After release by the pharmacist,
a 0.43 mL/kg dose of (250 mM pyruvate was injected at a rate of
5 mL/s, followed by a 20 mL saline flush, with the acquisition start-
ing 10 s after the end of saline injection.
2.3.2. Imaging setup
A bore-insertable clamshell coil was used for 13C RF transmit
and a 16-channel bilateral phased array (RAPID Biomedical, Rim-
par, Germany) was used for 13C signal reception, functionally sim-
ilar to the 8-channel array used in simulations and phantom
studies, but with an extra row of coil elements in the readout
(sagittal) direction to provide greater coverage. As with the phan-
tom study, data were acquired with a sagittal orientation, with the
fully encoded readout perpendicular to the array. These coils were
placed anterior and posterior to the volunteer to provide coverage
over the entire abdomen. For imaging, a singleband spectral-spatial
RF pulse (130 Hz FWHM passband, 870 Hz stopband) was used to
sequentially excite [1-13C]pyruvate, [1-13C]lactate (Df = 390 Hz),
[1-13C]alanine (Df = 180 Hz), and 13C bicarbonate (Df = %320 Hz).
Scan parameters for the study were: FOV = 72.0 ! 72.0 ! 72.0
cm3, matrix = 48 ! 48 ! 48, TR/TE = 62.5/13.2 ms, 7" flip angle,
echo-spacing = 0.416 ms, scan time per metabolite volume = 1.5 s.
Data were acquired with an R = 4, ETL = 24 center-out sampling
pattern. This represents a twofold time-savings compared to a fully
sampled stack-of-EPI with ETL = 48. A total of 10 timeframes were
acquired for each metabolite, yielding an effective temporal resolu-
tion of 6 s and a total scan time of 60 s. A reference scan was
acquired on the 1H channel using the 13C waveform [19] to correct
for inconsistencies between even and odd lines of k-space. Imme-
diately following 13C imaging, a non-localized spectrum (h = 60", 5
kHz spectral bandwidth, 2048 points) was acquired with a 500 ls
hard pulse to measure the relative metabolite frequencies. For ana-
tomic reference, a 3D T1W SPGR was acquired with TR/TE = 4.3/1.9
ms, h = 8", FOV = 35 ! 35 ! 22 cm3, matrix size = 320 ! 224 ! 72.
2.3.3. Data processing
For phantom and volunteer datasets, phase coefficients from
the reference scan were applied to the ramp-sampled data using
the Orchestra Toolbox (GE Healthcare). The multichannel k-space
data were pre-whitened [21] and subsequently reconstructed
using SAKE on a slice-by-slice basis in the fully encoded (readout)
dimension. For the phantom study, the structural similarity
between the fully sampled 3D acquisition and the three acceler-
ated sampling patterns was used to assess reconstruction fidelity.
All 1H/13C overlay images were generated using SIVIC [22].
3. Results
The effects of T2⁄ and off-resonance on the point spread func-
tion (PSF) for the fully-sampled center-out and pseudorandom ras-
ter sampling patterns can be seen in Fig. 4. The tradeoff between
the center-out and pseudorandom raster yielded stark differences
in the symmetry of the PSF (Fig. 4). Similar to a radial acquisition,
Fig. 2. Representative sampling patterns (undersampling factor R = 4) used with the 3D EPI pulse sequence in this work. The center-out sampling patterns started at the
center of k-space and encoded a wedge in ky-kz within each TR using a variable density Poisson disc distribution. The two center-out sampling patterns were identical aside
from the echo train length. The pseudorandom raster sampling pattern started at ky,max and acquired a rectangular portion in ky-kz within each TR. The white lines denote the
region in ky-kz encoded within a single TR.
Fig. 3. Numerical phantoms (A, B) and sensitivity profiles (C) of the eight channel receive array used in simulations, with the location of the elements of the receive array
outlined in white. Undersampling was performed in-plane, with the through-plane direction being the fully encoded readout.
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the PSF is isotropic in the two blip dimensions (ky-kz) for the
center-out sampling pattern. The PSF broadens as the T2⁄
decreases, and is more pronounced for a longer echo train length
and readout duration (Fig. 4B).
Similarly, the center-out ETL = 24 sampling pattern had an
increased peak height compared to the pseudorandom raster, due
to the shorter TE (Fig. 4B). In contrast, the pseudorandom raster
had an anisotropic and highly directional PSF that is sharper in
the pseudorandom blip dimension but broader in the regular blip
(ky) dimension over all T2⁄ values. However, this approach is much
more robust to off-resonance, manifesting as a simple shift in the
normal blip dimension instead of substantial broadening for the
center-out approach (Fig. 4C). As with T2⁄, the degree of broaden-
ing for the center-out sampling scheme is more pronounced for a
longer echo train length and larger chemical shift.
Numerical phantom simulation results for the three sampling
patterns with different undersampling factors are shown in
Fig. 5. While the pseudorandom raster had similar reconstruction
fidelity to the center-out sampling patterns at low undersampling
factors, its overall acceleration was limited, breaking down for R >
4 when the object comprises the majority of the FOV (Fig. 5A). For
the sparse phantom (Fig. 5B), the overall SSIM is similar between
the three sampling patterns. However, the pseudorandom raster
sampling pattern has increased error at the center of the phantom
due to residual undersampling artifacts, with decreased conspicu-
ity and increased error for the smallest point sources. Conversely,
the center-out approach allowed for more flexible sampling,
including corner cutting and variable-density sampling. The error
was highest at the boundary of the point sources that comprise
the sparse phantom, and at the edge of the small signal voids
within the large phantom, with the ETL of 48 sampling pattern
having increased blurring and error at the object boundary. It is
important to note that the hard rank threshold used in the recon-
struction process will influence image quality (Supporting Fig. 1).
Choosing too low of a threshold makes it difficult to separate the
signal from the noise subspace, while too high of a threshold pre-
serves the signal but results in an inability to remove undersam-
pling artifacts.
The numerical simulations were corroborated by the thermal
13C ethylene glycol phantom studies in Fig. 6 with R = 6 sampling
patterns. While the SSIM index was similar over the entire object
for all three sampling patterns, subtle differences between the
sampling patterns are evident. Similar to the numerical simula-
tions, the pseudorandom raster sampling pattern has increased
error and loss of signal at the center of the object, farthest from
the receive array. Similarly, blurring was readily apparent at the
ethylene-glycol/air boundary at the edge of the sphere for the
center-out pattern with ETL = 48. In comparison, the center-out
pattern with ETL = 24 provides a potential threefold reduction in
scan time compared to the fully-sampled stack-of-EPI while yield-
ing a beneficial tradeoff between blurring and signal loss, with less
blurring compared to the center-out ETL = 48 sampling pattern and
Fig. 4. Point spread function (PSF) for the three sampling patterns explored in this work. A representative 2D PSF simulated with T2* = 30 ms and no off-resonance for each of
the three sampling patterns (A) shows stark differences in symmetry. 1D line profiles in the y-dimension of the PSF as a function of T2* (B) shows that the two ETL = 48
sampling patterns are similarly sensitive to short T2* with respect to signal intensity. In contrast, the PSF as a function of off-resonance (C) highlights the robustness of the
pseudorandom raster to bulk off-resonance, resulting in only a simple shift instead of blurring (broader PSF) for the center-out approach.
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improved signal fidelity when compared to the pseudorandom ras-
ter sampling pattern.
The results from the healthy volunteer study showing the total
signal (sum through time) for each metabolite can be seen in Fig. 7.
For this study, the pyruvate injection began 55 s after the sample
was dissolved, with a 45.1% back-calculated polarization. While
there is no fully sampled dataset for comparison, there is good spa-
tial agreement between the 1H anatomy and 13C data acquired
with the R = 4, center-out ETL = 24 sampling pattern. Strong pyru-
vate signal is seen in the vasculature, kidneys, and heart, but the
cardiac data lacks well-defined structure because cardiac gating
was not employed. Lactate production is visible in the kidneys
and other organs, while conversion to alanine is seen in smooth
muscle and skeletal muscle close to the anterior array. Spectra
acquired after imaging showed a center frequency offset of %3.7
Hz, resulting in minimal blurring due to a bulk receiver offset.
4. Discussion
In this work, we explored the utility of calibrationless parallel
imaging for hyperpolarized 13C imaging over a range of undersam-
pling factors and sampling patterns. Based on the numerical simu-
lations and phantom studies shown here, the best sampling
pattern will be determined by the expected T2⁄ and B0 inhomo-
geneity across the volume of interest. For well-shimmed applica-
tions, the center-out sampling pattern can potentially provide
greater acceleration and a shorter TE. In these cases, the center-
out, ETL of 24 sampling pattern can provide a beneficial tradeoff
between reconstruction fidelity, PSF response and sensitivity to
off-resonance, albeit with a time-savings of R/2 because of the
reduced ETL. Care must be taken to avoid an extended readout in
the presence of field inhomogeneity, as off-resonance will manifest
as blurring for these radial-like sampling patterns [23,24]. Ulti-
mately, the best sampling pattern will be determined by the T2⁄
and B0 inhomogeneity expected throughout the volume.
The extent of the 13C transmitter and abdominal receive array in
the sagittal dimension limited the spatial coverage in the volunteer
study. While the encoding volume was 72 cm, signal was only
received in the central 22 slices (33 cm). Nevertheless, these
results demonstrate the utility of a volumetric imaging approach,
as pyruvate uptake and metabolism through three enzymatic path-
ways was observed in multiple organs within a single injection. To
our knowledge this is the first demonstration of pyruvate metabo-
lism throughout the abdomen.
It is important to note that the performance of SAKE and other
parallel imaging strategies depends on the orientation of the
receive array with respect to the undersampled dimensions.
Fig. 5. Numerical simulation results for a uniform object with multiple signal voids (A) and a sparse phantom with circles of varying radii (B) assuming T2* = 30 ms and
acquired with R = 6 sampling patterns. While both the center-out and pseudorandom raster sampling patterns are able to reconstruct the sparse phantom (B), the raster
approach breaks down when the object size approaches the FOV for higher undersampling factors (A). The two center-out sampling patterns have similar reconstruction
fidelity as measured by SSIM. However, the center-out ETL = 48 sampling pattern has increased error at the object boundary, in agreement with the broader PSF. All images
have been displayed with identical window and level.
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Fig. 6. Thermal 13C ethylene glycol phantom data acquired using the three sampling patterns described in this work. Data were acquired with a sagittal orientation but have
been reformatted axially to highlight the artifacts arising from the different sampling schemes. Two slices from the volume are shown, with the second containing a water
filled syringe used to provide negative space at the center of the object. While SAKE can reconstruct the data from all three approaches, the center-out ETL = 24 acquisition
provides a beneficial tradeoff between deleterious blurring (highlighted in the center-out ETL = 48) and reduced signal loss at the center of the object (highlighted in the
pseudorandom raster).
Fig. 7. Area under the curve (sum through time) images demonstrate pyruvate uptake and metabolism in the heart and throughout the abdomen. Four representative slices
(from the heart to the kidneys) within the active volume of the 13C abdominal array are shown. 13C data have been zero-filled fourfold for display. Colorbar scale is in arbitrary
units.
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Acceleration is only possible when there are variations in coil sen-
sitivity, such as undersampling in the direction of the receive array,
but not possible perpendicular to the array, where there is little-to-
no variation in sensitivity between elements [25]. The performance
of SAKE also depends on the choice of the window-normalized
threshold, as shown above. While there was no fully sampled data
for the volunteer study, the window-normalized threshold was
chosen empirically. Choosing an optimal threshold in the absence
of a fully sampled reference is beyond the scope of this project
but will be investigated in future work.
In this approach, spectral-spatial excitation was used to selec-
tively excite metabolites of interest. A bulk offset in the receive fre-
quency can be readily corrected for by frequency demodulating the
data. However, B0 field inhomogeneity throughout the volume of
interest will impact the two sampling patterns differently. Spa-
tially dependent blurring will occur in the center-out sampling
pattern, whereas geometric distortion [26] will occur along the
regular blip dimension for the pseudorandom raster. As shown in
the numerical and phantom studies, reducing the ETL will mitigate
artifacts by limiting the phase accrual due to this off-resonance,
and in practice, the fourfold lower 13C gyromagnetic ratio also
helps to reduce the sensitivity to off-resonance compared to 1H
MRI. Incorporating a field map into the SAKE reconstruction will
provide additional off-resonance correction, but is significantly
more complex and will be explored in future work.
Blurring arising from T2⁄-related signal decay will ultimately
limit the echo train length. Given that the in vivo T2⁄ values are
on the order of 20–100 ms at 3 T [27], readout durations on the
order of 20–40 ms should be achievable without substantial reso-
lution loss. While T2 has been reported to be substantially longer
than T2⁄ for 13C substrates [28,29], spin echo approaches [30,31]
are problematic for hyperpolarized studies because miscalibration
of the B1 power and B1+ inhomogeneity can lead to rapid RF decay
from the refocusing pulses due to saturation at the edge of the coil
[32].
Motion is also a concern with volumetric imaging. While 2D
multislice approaches are more robust to motion, they will suffer
from slice profile effects [33–35] due to unequal magnetization
usage across the slice, confounding quantification when large flip
angles are used or at the end of the imaging sequence. Acceleration
will also be limited, as only one phase encode dimension can be
undersampled [13]. As shown here, greater acceleration can be
achieved with a 3D approach, and self-gating [36,37] can poten-
tially be combined with the center-out acquisition to minimize
motion-related artifacts.
An 8-channel bilateral coil was used for all numerical simula-
tions and phantom studies, and center-out sampling patterns up
to R = 6 were shown to yield reconstructed datasets with minimal
error. Combining SAKE with compressed sensing [15,38] and the
development of coils with more elements or better distributed
geometries for 13C applications [39] may further improve image
quality or provide greater acceleration, and will be explored in
future work.
5. Conclusion
Parallel imaging approaches are crucial to increasing the scan
coverage for human hyperpolarized 13C MR studies while minimiz-
ing the temporal resolution and RF requirements. The 3D EPI
sequence developed in this manuscript provided a flexible acquisi-
tion that allows for arbitrary 2D undersampling patterns in the two
phase-encode dimensions. Using a center-out sampling pattern,
we demonstrated pyruvate uptake and metabolism in the heart
and throughout the abdomen. This acquisition pattern yields a
shorter TE and improved SNR while allowing a flexible tradeoff
between time-savings, sensitivity to off-resonance, and recon-
struction fidelity.
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Supporting	Figure	1.	Structural	similarity	(SSIM)	index	vs.	window-normalized	threshold	(A)	
for	 the	 two	numerical	phantoms	explored	 in	 this	work.	Note	 the	different	 threshold	values	
required	to	maximize	the	SSIM.	Signal	and	noise	subspaces	(B)	from	three	different	window-
normalized	 thresholds	 (open	 circles	 plotted	 in	 (A))	 are	 shown	 to	 highlight	 the	 threshold’s	
impact	on	the	reconstruction.	Choosing	too	low	of	a	threshold	makes	it	difficult	to	separate	
the	signal	from	the	noise	subspace,	while	too	high	of	a	threshold	makes	it	difficult	to	remove	
undersampling	artifacts.	All	images	have	been	displayed	with	identical	window	and	level.	
	
