Fast and precise motion control is important for industrial robots in manufacturing applications. However, some collaborative robots sacrifice precision for safety, particular for high motion speed. The performance degradation is caused by the inability of the joint servo controller to address the uncertain nonlinear dynamics of the robot arm, e.g., due to joint flexibility. We consider two approaches to improve the trajectory tracking performance through feedforward compensation. The first approach uses iterative learning control, with the gradient-based iterative update generated from the robot forward dynamics model. The second approach uses dynamic inversion to directly compensate for the robot forward dynamics. If the forward dynamics is strictly proper or is nonminimum-phase (e.g., due to time delays), its stable inverse would be non-causal. Both approaches require robot dynamical models. This paper presents results of using recurrent neural networks (RNNs) to approximate these dynamical modelsforward dynamics in the first case, inverse dynamics (possibly non-causal) in the second case. We use the bi-directional RNN to capture the noncausality. The RNNs are trained based on a collection of commanded trajectories and the actual robot responses. We use a Baxter robot to evaluate the two approaches. The Baxter robot exhibits significant joint flexibility due to the series-elastic joint actuators. Both approaches achieve sizable improvement over the uncompensated robot motion, for both random joint trajectories and Cartesian motion. The inverse dynamics method is particularly attractive as it may be used to more accurately track a user input as in teleoperation.
I. INTRODUCTION
Motivated by the need for fast and precise motion in manufacturing, robot tracking control has long been of interest [1] . A common joint torque control architecture consists of linear joint position and velocity feedback for stabilization and model-based feedforward for trajectory tracking. If the feedforward is expressed in the linear-in-parameter form, adaptive control may be applied to estimate the uncertain parameters online while achieving perfect tracking asymptotically [2] . To further remove the requirement for the expression of the nonlinear robot dynamics, iterative learning control (ILC) [3] may be used, but only for a specified desired trajectory. Neural networks (NNs) based controller has been proposed to extend the learning paradigm to arbitrary desired trajectory [4] . These approaches have been extended to flexible joint robots, as in some collaborative industrial robots and space robots [5] - [7] .
Most industrial robots already have a joint torque controller and only allow the joint setpoint adjustment at certain rate. This paper considers neural-learning control for the outer loop robot tracking control for a flexible joint robot (Baxter) based on recurrent neural networks (RNNs). It has already been demonstrated that RNNs can be used to approximate dynamical systems due to their internal recurrent structure [8] . Here, we propose and compare two approaches based on deep RNNs. Fig. 1 shows the schematics of the control architecture. The RNN is used as a feedforward controller to produce the control input, which is combined with the feedback term to determine the commanded input to the robot. For the first approach, we train a deep unidirectional RNN to approximate the forward dynamics of the robot manipulator by collecting the response data of the manipulator for a large amount of specified trajectories. Then, we iteratively refine a given desired trajectory offline with the learned model to get the optimal input for the trajectory. Compared to the iterative refinement implemented on the physical robot, our method is much more time efficient. For the second approach, we train another RNN to approximate the inverse dynamics of the robot manipulator. Considering the non-causality of the inverse dynamical system, we train a bidirectional RNN (BRNN) [9] with the same set of collected data. We report these two approaches here out of two reasons. First, they can both improve the trajectory tracking performance, given that the entire desired trajectory is known in advance. Second, we have the similar workload for RNNs training due to the one-time data collection. However, for a desired trajectory that is not determined completely in advance but is generated online via user teleoperation, the dynamical inversion approach is preferred for online dynamics compensation with its capability of real-time inference. The first approach, which requires the knowledge of the entire trajectory for iterative refinement, is not suitable anymore. To our best knowledge, there are few works exploring and comparing the two approaches using RNN/BRNN as feedforward compensation for robot manipulators trajectory tracking control with unknown dynamics.
To validate the effectiveness and generalization capability of the proposed approaches. We conduct experiments for tracking an unseen multi-joint sinusoidal trajectory, a random joint trajectory, and a Cartesian trajectory using two approaches. For those entirely given desired trajectories, the corresponding feedforward controller input trajectory is obtained either through ILC with the trained RNN (the first approach), or directly filtered through the BRNN (the second approach). We test that, for either of the two approaches, we can apply additional iterations of ILC with the resulted feedforward trajectory on the physical manipulator to further improve the tracking performance. We also validate the effectiveness of the dynamical inversion approach for realtime online compensation of a user-teleoperated trajectory. Instead of obtaining the entire feedforward input trajectory offline, the feedforward input at each time step is obtained by the trained BRNN in real-time. For all above experiments, at each time step, the feedforward control input is combined with a feedback term obtained by a proportional feedback controller, and the combined input will be used as the commanded joint setpoint to the robot manipulator. By comparing with the performance of a baseline feedback controller, we demonstrate that both of two approaches work effectively in reducing the trajectory tracking error.
The rest of the paper is organized as follows. Section II summarizes related work of advanced approaches on trajectory tracking control, including NNs, ILC, and differential dynamic programming (DDP), and highlights the difference from our approaches. Section III states the problem, followed by the detailed description of methodology in Section IV. The experimental results are presented in Section V. Finally, Section VI concludes the paper and adds some new insight.
II. RELATED WORK
There have been a lot of works for improving trajectory tracking performance of robot manipulators through controllers design based on learning dynamics models or inverse dynamics through NNs [10] . NNs, with their strong generalization and approximation capability given enough training data, have attracted more and more attention in control community for controller design. A detailed review of neural-learning control can be referred in [11] .
Candidate NNs, including radial basis function (RBF) NN, RNN, and multi-layer feedforward NN, have been explored to approximate the robot forward dynamics model for adaptive trajectory tracking controller design [12] - [16] . In [17] , an adaptive controller designed using RBF NN producing joint torque input was proposed to compensate the unknown dynamics and a payload for a Baxter robot. Compared to their work, instead of using torque level control, we use joint setpoint control. Also, it is a non-trivial task to determine the number of Gaussian kernels and their centers as well as shapes for RBF NN. They trained a large amount of parameters (in the order of 10 5 ) for RBF NN to approximate the robot dynamics model, whereas we have much less amount of parameters (in the order of 10 3 ) considering that the parameters are shared among all RNN time step cells. In addition, in their work, Lyapunov stability theory was applied to guarantee the bounded tracking error and also derive the NNs parameters update law. However, there is no guarantee that the model estimation error will also converge. They used separate RBF NNs to approximate robot dynamical model components individually including inertial matrix M , Coriolis matrix C, and gravity torque G whereas they did not guarantee the properties of the robot dynamics model such as the positive-definiteness of M . On the contrary, we use supervised learning to train the RNNs given collected input/response data to directly approximate the robot internal dynamics as one integrated model. Finally, the dynamics model they tried to approximate is for rigidjoint robot manipulators instead of flexible-joint ones.
Works have also been reported of using NNs to learn an inverse dynamics model for dynamics compensation [18] . Li et al. [19] proposed an NN-based control architecture with an NN pre-cascaded to a quadrotor under a feedback controller. Compared to their approach, our method is different in the following aspects. First of all, we apply the trained RNNs to an articulated robot manipulator, which has very different dynamics from the quadrotors. Next, we train RNNs to approximate the feedfoward and inverse dynamics while they use multi-layer feedforward NNs. And specifically we train a BRNN to address the noncausality of the inverse of a strictly proper system. It has been also shown that RNN can outperform Gaussian Processes [20] in performance of learning the inverse dynamics of a robot manipulator with linear time complexity, given sufficient training data [21] .
ILC is another approach to improve the tracking performance by searching for the optimal input trajectory for a desired trajectory via iteratively updating the control input with previous tracking errors. The main drawback of ILC is its non-transferability. For each new desired trajectory, ILC must be re-implemented to search for the optimal input. In our work [22] , we trained multi-layer feedforward NNs offline to find a good estimate of the inverse dynamics of an industrial ABB robot for trajectory tracking control, by implementing ILC for a large number of desired trajectories to collect training data in a high-fidelity simulator. We also applied transfer learning to transfer the learned representations in simulator to the real-world by fine-tuning the NNs with real-world data. However, the above techniques cannot be applied to Baxter robots due to the following reasons. First, there is no good dynamic simulator for Baxter, which makes it tedious to implement ILC on the physical robot for a large amount of trajectories. Then, the joints of ABB robot are decoupled, thus we can train 6 NNs, with each NN approximating the dynamical inversion for one joint. But the joints of Baxter are coupled as shown in Fig. 2 . Thus, we must train one NN to couple all 7 joints instead of training separate NNs. To address this, we train RNNs with 2D inputs, which are composed of roll-out of a segment of a joint trajectory for all 7 joints. Finally, since we directly collect training data from the physical robot, no transfer learning is needed. DDP [23] is another gradient-based algorithm that uses a locally-quadratic dynamics model to search for local optimal control inputs. For nonlinear systems, the control inputs will be iteratively updated by applying the linear quadratic regulator (LQR) to the linearized system about the current trajectory. In general, it is impractical to solve DDP at runtime.
III. PROBLEM STATEMENT
Here we aim at achieving improved trajectory tracking for the left arm of a Baxter robot. The arm is under closed loop joint servo control with input u ∈ R n (here we use the joint position command q c ), and the output q ∈ R n , the measured joint position. Our goal is to compensate the robot inner loop dynamics G, by learning a mapping from the desired trajectory q d to the feedforward control q f (as shown in Fig. 3 ), which will be combined with real-time feedback control input to produce the commanded input q c to achieve improved tracking performance of the overall system, compared to the baseline feedback controller.
IV. METHODOLOGY A. Proposed Control Law
We propose the controller composed of feedforward and feedback components indicated in Fig. 3 . The associated control law is as below:
where q d (t) is the desired joint position at time t, q(t) is the real time output of robot, and q f (t + 1) is the feedforward command at time t + 1, which is obtained either by implementing ILC with the trained unidirectional RNN that approximates the manipulator forward dynamics, or directly filtering by the dynamical inversion approximated by the BRNN. q c (t + 1) is the resulting commanded joint input for robot manipulator at time t + 1.
On the other hand, the stable baseline feedback controller is:
B. Feedforward Controller using RNN and ILC
The feedforward control input q f can be obtained by implementing ILC with the trained RNN. In order to train an RNN with large capacity of memory by supervised learning, we need a large amount of input/output training data.
1) Data Collection: We collect raw response joint position data of the left arm of Baxter for in total 500 joint trajectories q d , among which 100 trajectories are purely random and another 400 are sinusoids with varying magnitudes and frequencies. We choose the trajectories by obeying the joint limits of Baxter, as well as trying to cover a feasible portion of Baxter joint space. The manipulability measure [24] of 500 training joint trajectories as well as the 4 testing joint trajectories (described in Section V) are plotted in Fig. 4 . Each trajectory q d contains 2500 joint setpoints for all 7 joints (thus a 7 by 2500 matrix) and is commanded to Baxter at 100 Hz. At the same time, the output joint trajectory q of the manipulator is collected. Then, our goal is to obtain an approximation of the forward dynamics G by learning from a set of (q d , q).
2) Unidirectional RNN Training: We train a unidirectional RNN as shown in Fig. 5a to represent the forward dynamics of the manipulator considering the causality of the dynamical system, and the coupling of Baxter joints.
In specific, during training, the input to the RNN is a sequence of a desired joint trajectory containing T time steps setpoints q d (t) :
is a 7 by 1 vector denoting the joint position setpoint on a desired trajectory q d for all 7 joints at time τ . The output of the RNN is the joint position q(t + T ) (also a 7 by 1 vector) of the output trajectory q. Thus, for each input q d and output q trajectory containing 2500 joint position setpoints, we can get 2500 − T training samples (q d (t), q(t + T )). We choose T = 50 to guarantee that the input of RNN contains enough dynamics information for the RNN to model. In total we have 1225000 samples, and we use 80 % of the samples for training and 20 % for testing. We train a 4-layer unidirectional RNN with Gated Recurrent Units (GRUs) instead of LSTM cells after comparison in TensorFlow. We use AdamOptimizer with an initial learning rate of 1 × 10 −3 to tune the parameters of RNN by minimizing the mean squared error (MSE) between the predicted output of RNN and the expected output over a randomly selected batch of 256 training samples in each training iteration. Also, we use dropout [25] of 0.5 to avoid overfitting. The training process converges after 10000 training iterations.
After training, the RNN can provide a mapping from a sequence of 50 time steps (T = 50) joint position inputs (a 7 by 50 matrix) q d (t) to the predicted output q o (t + 50) (a 7 by 1 vector):
3) Iterative Learning Control: We can implement ILC with the trained RNN that emulates the forward dynamics of the manipulator to search for the optimal input for a given desired trajectory. We use the multiple-input multiple-output (MIMO) gradient-based ILC algorithm as developed in [22] based on the work in [26] . The key idea of the algorithm is that, we iteratively update the input u k (k represents the number of iterations) until convergence with the gradient of the tracking error with respect to the current input u k as below:
where G * (s) represents the adjoint of a linear time invariant system G(s) approximating the internal dynamics G, and e q := (q k − q d ), which is the tracking error using u k as input. G * (s)e q represents the gradient of the tracking error with respect to u k . α k is the optimal learning rate for k th iteration and can be obtained by a 1-d line search. The above iterative refinement algorithm is easily implemented with the trained RNN. u 0 is simply chosen to be the desired output trajectory q d to start the iteration.
The drawback of the above method is that although it is much faster (compared to implementation on the physical system) to implement ILC with the RNN offline to find the feedforward control input for a given desired trajectory, it still takes several seconds until the convergence of ILC. Thus, it is only suitable for an entirely given trajectory and will not work for real-time compensation.
C. Feedforward Controller using BRNN
The feedforward control input q f can also be obtained by directly filtering q d through the trained BRNN, which is used to approximate the manipulator inverse dynamics. In this way, there are no iterations required thus it is suitable for real-time compensation.
1) Data Collection: Instead of collecting training data through ILC as we did in [22] , we can use the same collected training data above but use the output trajectory q as input and the desired trajectory q d as output to the BRNN, inspired by [19] . The idea behind this is that, if q d and q are corresponding input and output trajectories for a dynamical system G, then with input of q, the inverse dynamical system would produce output of q d .
2) Bidirectional RNN Training: Here, we train a BRNN as shown in Fig. 5b to represent the inverse dynamics of the manipulator considering the possible noncausality of the inverse of a non-minimum-phase system.
In specific, the input to the BRNN during training is a sequence of an output joint trajectory q containing T time steps q(t) := {q(τ ) : τ ∈ [t − T /2, t + T /2 − 1]}. The output of the BRNN is the input joint position q d (t). Thus, for each input q d and output trajectory q containing 2500 joint position setpoints, we can get 2501-T training samples (q(t), q d (t)).
Similar to the training of the unidirectional RNN, we choose T = 50, which will result in 1225500 samples, and we use 80 % for training and 20 % for testing. We train a 2-layer BRNN with GRU cells in TensorFlow by AdamOptimizer with an initial learning rate of 1 × 10 −3 to tune the parameters by minimizing the MSE between the predicted output of BRNN and the expected output over a randomly selected batch of 256 training samples in each training iteration.
After training, the BRNN can provide a mapping from a sequence of 50 time steps of desired joint position inputs (a 7 by 50 matrix) q d (t) to a feedforward control input q f (t) (7 by 1):
D. Resolved Velocity Controller for Human Teleoperation
To facilitate the human teleoperation of the redundant manipulator, we develop the resolved velocity controller based on our work in [27] as below: miṅ q,αr,αp ||Jq − αv d || 2 + r (α r − 1) 2 + p (α p − 1) 2 (6) subject to equality constraints such as orientation control: h E (q) = 0, and inequality constraints such as joint limits: h I (q) > 0, where J is the Baxter left arm Jacobian andq is the resolved robot joint velocity for the user commanded velocity v d . And
in which α r scales the angular velocity part of the human commanded velocity v d , and α p scales the linear velocity part. r , p are two scaling factors. The resulted trajectory will be used as input to the BRNN to produce the feedforward control input q f in real-time.
E. Robot Raconteur Bridge
We use Robot Raconteur (RR) [28] as middleware to coordinate robot manipulator control and communication, joystick teleoperation, and feedforward controller input inference using the trained RNNs with separate RR services, as shown by the green blocks in Fig. 1 . The overall coordination is conducted by a MATLAB script that connects to these services as a client. The RR-Baxter bridge software is available at https://github.com/rpiRobotics/baxter rr bridge. Fig. 6 shows the results of tracking an unseen sinusoidal joint trajectory using two approaches. Table I compares the tracking errors in terms of 2 and ∞ norms (using the error vectors at each sampling instant) for each joint, using the baseline feedback controller, the first approach and the second approach, respectively. From the figure and the table, we can see that the feedforward control input obtained by either of the two approaches can improve the tracking performance a lot compared to the baseline feedback controller (in average over 50 % of improvement). Also, the second approach works slightly better than the first method. One possible reason is the initial transient process at the beginning when using ILC [22] .
V. RESULTS

A. Tracking a Multi-Joint Trajectory
B. Tracking a Random Joint Trajectory
We did another test of tracking an unseen random joint trajectory using two approaches. Table II summarizes the results of tracking errors. From the table, we can see that the feedforward control input obtained by both approaches can improve the tracking performance obviously compared to the baseline feedback controller (in average over 40 % of improvement). Also, the second approach still works slightly better than the first one. Fig. 7 shows the results of using two approaches to track a Cartesian trajectory, which is a square in the x − y plane with z = 0.2 m. During the motion, the orientation of the end-effector is fixed. Table III compares the corresponding tracking errors for each Cartesian direction. From the figure and the table, we show that the tracking performance is significantly improved with the feedforward control inputs (in average over 50 %), as compared to the baseline feedback controller.
C. Tracking a Cartesian Trajectory
We also find that the tracking performance for all test cases above can be further improved by implementing additional ILC iterations on the physical robot, using the feedforwardcompensated trajectory as the initial input u 0 in (4).
D. Tracking with Human-Teleoperated Motion
We may also encounter the case that the desired trajectory is not given completely and the feedforward controller must work in real-time to produce the control input. In this case we can only use the BRNN. To verify the feasibility of the BRNN for online compensation, we use an Xbox joystick to teleoperate the left arm of Baxter using the resolved velocity controller in (6) , in which case the desired trajectory is randomly planned online by a user. Note that at each time step t, we need to collect future 24 user inputs (as from (5)) to get the required 50 (T = 50) input joint setpoints of the BRNN, which will cause about 0.24 s delay corresponding to 100 Hz communication rate. The delay can be reduced by using a smaller T , but if T is too small, there will not be enough information for the BRNN to capture the inverse dynamics of the manipulator. Time (second) 8 10 12 14 16 Angle (radian)
Joint 5
Time (second) 8 10 12 14 16 Angle (radian) Fig. 8 shows the results of tracking one random teleoperated joint trajectories using the BRNN feedforward controller. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we explored two approaches for trajectory tracking control of a flexible-joint robot manipulators with unknown dynamics through feedforward compensation by recurrent neural networks. The first approach is to implement iterative learning control with the trained RNN which approximates the forward dynamics of the robot for a specified desired trajectory offline. The second one is to filter the desired trajectory by the BRNN which emulates the dynamical system inversion. We first demonstrated the results of two approaches for the manipulator trajectory tracking control when a desired trajectory is entirely given in advance. We also showed the results of tracking a human teleoperated random joint trajectory which is generated online using the BRNN feedforward controller producing real-time compensation control input. By comparing with a baseline feedback controller, the effectiveness of our approaches is verified.
Future work includes the development of an adaptive controller with generalized basis network that can approximate multiple dynamical systems via online parameters tuning. Also, it is worthwhile to explore the transferability of the trained model to another Baxter robot. The tracking performance may be further improved by combining the feedforward control inputs produced by RNNs with more sophisticated feedback control laws instead of a pure proportional control as described here. 
