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Abstract
We prove a trace formula for pairs of self-adjoint operators associated to canonical
differential expressions. An important role is played by the associated Weyl function.
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1. Introduction
In this paper we prove a trace formula for canonical differential expressions of the
form
iJ df
dt
ðt; zÞ ¼ zf ðt; zÞ þ VðtÞf ðt; zÞ; tX0; zAC; ð1:1Þ
where
J ¼ In 0
0 In
 !
; VðtÞ ¼ 0 kðtÞ
kðtÞn 0
 !
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and where the function k; called the potential, is Cnn-valued and with entries
in L1ð0;NÞ: The solution f ðt; zÞ is C2np-valued (typically, p will be equal to 1;
n or 2n). Canonical differential expressions have a long history and have
been studied in particular by Kreı˘n and his coworkers. See e.g. [1,25,29–32]. They
play an important role in inverse scattering, generalized Fourier analysis and related
topics.
We associate to the differential expression (1.1) a pair ðHþ; HÞ of self-adjoint
operators as follows: they both have as domain the subspace of functions
fAL2n2 ð0;NÞ which are absolutely continuous with respect to Lebesgue measure
and for which ðIn  InÞf ð0Þ ¼ 0 and are deﬁned by
Hþf ðtÞ ¼ iJ df
dt
ðt; zÞ  0 kðtÞ
kðtÞn 0
 !
f ðt; zÞ ð1:2Þ
and
Hf ðtÞ ¼ iJ df
dt
ðt; zÞ þ 0 kðtÞ
kðtÞn 0
 !
f ðt; zÞ; ð1:3Þ
respectively.
We prove that for every non-real z;
rankfðHþ  zIÞ1  ðH  zIÞ1g ¼ n
and give a formula for the trace of the operator
ðHþ  zIÞ1  ðH  zIÞ1
in terms of the Weyl function of the canonical differential expression, see
Theorem 1.2. The Weyl function is one of a number of functions of z associated
to (1.1) and which we called in [8] the characteristic spectral functions
of the canonical differential expression. Two other functions which will
play an important role in the sequel are the scattering function and the spectral
function.
We gather the main properties of the spectral function in the next theorem.
We ﬁrst recall that the Wiener algebra Wnn consists of the functions of the
form
f ðzÞ ¼ D þ
Z N
N
eiztuðtÞ dt; ð1:4Þ
where DACnn and where uALnn1 ðRÞ: The subalgebra Wnnþ (resp. Wnn )
consists of the functions of the form (1.4) for which the support of u is in Rþ
(resp. in R).
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Theorem 1.1. The canonical differential expression has a unique C2n2n-valued solution
Yðt; zÞ such that Yð0; zÞ ¼ I2n: The limit
aðzÞ bðzÞ
gðzÞ dðzÞ
 !
¼ lim
t-þN e
itzJYðt; zÞ ð1:5Þ
exists for every real z and the function
WðzÞ ¼ ðaðzÞ  bðzÞÞ1ðaðzÞ  bðzÞÞ1* ; zAR
is a spectral function for the canonical differential expression in the following sense: the
map which to fAL2n2 ðRþÞ associates the function
ðUþf ÞðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p ðIn InÞ
Z N
0
Yðt; znÞnf ðtÞ dt ð1:6Þ
defines a unitary map onto Ln2ðWÞ:Z N
0
f ðtÞnf ðtÞ dt ¼
Z
R
ðUþf ÞðtÞnWðtÞðUþf ÞðtÞ dt:
Moreover,
ðUþHþf ÞðzÞ ¼ zðUþf ÞðzÞ
for fAdom Hþ: The spectral function W is in the Wiener algebra and satisfies
WðNÞ ¼ In:
See [24,17, pp. 1.6, p. 6.5] for a proof and see [22] for a direct proof when the
function W is rational. When kðtÞ 
 0; we have Yðt; zÞ ¼ eiztJ and map (1.6) reduces
to the classical Fourier transform.
The Weyl function of the canonical differential expression is the unique function
NðzÞ analytic in the open upper half-plane, with NðNÞ ¼ iIn and such that
WðzÞ ¼ Im NðzÞ; zAR:
Thus, if WðzÞ ¼ In þ
RN
N e
iztuW ðtÞ dt with uWALnn2 ðRÞ we have
NðzÞ ¼ i In þ 2
Z N
0
eitzuW ðtÞ dt
 
:
We note that N is bounded in the closed upper half-plane.
Theorem 1.2. Let Hþ and H be the differential operators defined by (1.2) and (1.3).
Then for any z off the real line the operator
ðHþ  zIÞ1  ðH  zIÞ1
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has rank n: Let N be the Weyl function associated to the canonical differential
expression (1.1). Then,
TrððHþ  zIÞ1  ðH  zIÞ1Þ ¼ Tr NðzÞ1N 0ðzÞ ð1:7Þ
and
fdetz0ðH  zIÞðHþ  zIÞ1 ¼ det NðzÞNðz0Þ1; zACþ; ð1:8Þ
where z0AC\R and fdetz0 is the generalized perturbation determinant associated to the
pair ðHþ; HÞ:
The deﬁnition and properties of generalized perturbation determinants are
recalled in the appendix. The proof of the theorem is given in Section 5.2. In the
proof we will make use of results of [24]. An important role in the arguments of [24]
is played by transformations of the form
fðzÞ ¼ 1pi
Z
R
Im NðtÞf ðtÞ dt
t  z þ iNðzÞf ðzÞ:
These transformations were introduced and used in [2–4] to solve the inverse
scattering problem associated to a function analytic and with a positive real part in
the open upper half-plane (i.e. a Carathe´odory function). Since [24] is not widely
available we will present proofs of the results of [24] which we use. We also use
extensively the paper [17].
We also give detailed formulas in the case where the Weyl function N is rational
and analytic at inﬁnity. This is equivalent to the fact that the spectral function W or
the scattering function is rational. Potentials kðtÞ corresponding to this case were
characterized in [5]. The rational case was further studied in [6–8,19–22].
If
NðzÞ ¼ iðIn þ cðzI  aÞ1bÞ
is a minimal realization of N; formula (1.7) implies that
TrððHþ  wIÞ1  ðH  wIÞ1Þ ¼ Trða  wIÞ1  Trða  wIÞ1;
and from (1.8) we obtain
fdetz0ðHþ  wIÞðH  wIÞ1 ¼ detða  wIÞ1ða  wIÞ
detða  z0IÞ1ða  z0IÞ
;
where a ¼ a  bc:
The outline of the paper is as follows. In Section 2 of the paper we recall the
necessary background on reproducing kernel Hilbert spaces. In Section 3 we review
some preliminaries on differential expressions of the form (1.1). Section 4 contains
the proof of a result of A. Iacob which is used in the sequel. The proof of
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Theorem 1.2 is given in Section 5. Section 6 deals with the rational case. Finally, we
review in an appendix the deﬁnition and main properties of perturbation
determinants.
A word on notation. For a function fAL2ðRÞ the Fourier transform and its
inverse are denoted by
fˆðzÞ ¼
Z
R
eitzf ðtÞ dt and fˇðtÞ ¼ 1
2p
Z
R
eitzf ðzÞ dz;
respectively.
The Hardy space of the open upper half-plane is denoted by H2 and the Hardy
space of the open lower half-plane will be denoted by H2:
2. Preliminaries on reproducing kernel Hilbert spaces
Reproducing kernel Hilbert spaces of analytic functions will play an important
role in this paper and we here review the basic deﬁnitions and some properties which
will be used in the sequel.
Deﬁnition 2.1. A Cnn-valued function Kðz; wÞ deﬁned for z and w in some set O is
said to be positive in O if it is hermitian: Kðz; wÞ ¼ Kðw; zÞn; and if for every choice
of integer r and points w1;y; wrAO the r  r block matrix with c; j entry Kðwc; wjÞ is
positive.
Associated to a positive function is a uniquely deﬁned Hilbert space (which we will
denote by HðKÞ) of functions from O into Cn with the following two properties:
1. For every choice of wAO and cACn the function z/Kðz; wÞc belongs to HðKÞ:
2. For every fAHðKÞ and w; c as above,
/f ðzÞ; Kðz; wÞcSHðKÞ ¼ cnf ðwÞ: ð2:1Þ
See e.g. [10,33]. The spaceHðKÞ is called the reproducing kernel Hilbert space with
reproducing kernel Kðz; wÞ: As an example take O ¼ Cþ (the open upper half-plane);
the function Kðz; wÞ ¼ 12piðzwnÞ is positive in Cþ and the associated reproducing
kernel Hilbert space is the Hardy space of the open upper half-plane. Formula (2.1)
is then Cauchy’s formula for Hardy functions; see [18, p. 34]. A slight extension of
this example is:
Example 2.2. Let
NðzÞ ¼ i; 8zACþ;i; 8zAC;
(
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where C denotes the open lower half-plane. The function
NðzÞNðwÞn
4pðzwnÞ is positive in
C\R and the associated reproducing kernel Hilbert space is the set of all functions of
the form
FðzÞ ¼ 1
2pi
Z
R
f ðtÞ dt
t  z ;
where fAL2ðRÞ and with norm
jjF jjLðNÞ ¼ jj f jjL2 :
This example is a particular case of Theorem 2.5. Writing f ðtÞ ¼ fðtÞ þ fþðtÞ
where fþ (resp. f) is the restriction to the real line of a function of the Hardy space
of the open upper half-plane (resp. of the Hardy space of the open lower half-plane)
and using Cauchy’s formula for Hardy functions we have
FðzÞ ¼ fþðzÞ; zACþ;fðzÞ; zAC:
(
The following simple fact will be used a number of times in the paper and we write it
as a proposition.
Proposition 2.3. Let Kðz; wÞ be a Cnn-valued function positive in some set O: The
linear span of the functions z/Kðz; wÞc with wAO and cACn is dense in HðKÞ:
Indeed, let FAHðKÞ be orthogonal to all the functions Kðz; wÞc: By the
reproducing kernel property
/FðzÞ; Kðz; wÞcSHðKÞ ¼ cnFðwÞ ¼ 0
and hence FðzÞ 
 0:
Another important property we will need is the following result:
Proposition 2.4. Let Kðz; wÞ be a Cnn-valued function positive in a set O and assume
that the associated reproducing kernel Hilbert space HðKÞ is separable. Let
F1ðzÞ; F2ðzÞ;y be an orthonormal basis of HðKÞ: Then,
Kðz; wÞ ¼
XN
c¼1
FcðzÞFcðwÞn;
where the convergence is in norm and pointwise.
See for instance [10,33] for a proof. The hypothesis of separability in the above
proposition is satisﬁed in particular when the kernel Kðz; wÞ is analytic in z and wn;
as is easily seen from Proposition 2.3
In order to prove the trace formula (1.7) we ﬁrst need to recall some results on the
theory of reproducing kernel Hilbert spaces with reproducing kernel NðzÞNðwÞ
n
4pðzwnÞ :
D. Alpay, I. Gohberg / Journal of Functional Analysis 197 (2003) 489–525494
These spaces have been introduced by L. de Branges and we refer to [3, Section 6,
pp. 629–630] for more information and references; for the original works see [13,14].
Note that in these works functions with positive real part rather than positive
imaginary part are considered.
Let N be a Cnn-valued function analytic in the open upper half-plane Cþ and
with a positive imaginary part there. Such a function is called a Nevanlinna function,
and we will write NACn: The Herglotz representation theorem (see e.g. [15]) asserts
that NðzÞ can be expressed as
NðzÞ ¼ a þ zb þ 1
p
Z
R
1
t  z 
t
t2 þ 1
 
dsðtÞ; ð2:2Þ
where aACnn is an hermitian matrix, bACnn is a positive matrix and s is a Cnn-
valued increasing function such that
R
R
dsðtÞ
t2þ1oN:
Theorem 2.5. Let N be a Nevanlinna function with Riesz–Herglotz representation
(2.2), and extend N via formula (2.2) to the lower open half-plane. Then,
NðzÞ ¼ NðznÞn; zAC\R;
and the function
KNðz; wÞ ¼ NðzÞ  NðwÞ
n
4pðz  wnÞ
is positive (in the sense of reproducing kernels) in C\R: Let LðNÞ be the associated
reproducing kernel Hilbert space of functions analytic in C\R with reproducing
KNðz; wÞ: Then, LðNÞ is the set of functions of the form
FðzÞ ¼ 1
4p
bc þ 1
2p
Z
R
dsðtÞf ðtÞ
t  z ; ð2:3Þ
where cACn and fALn2ðdsÞ; with norm
jjF jj2LðNÞ ¼
cnbc
4p
þ jj f jj2Ln2ðdsÞ: ð2:4Þ
It is invariant under the resolvent-like operators
RaFðzÞ ¼ FðzÞ  FðaÞ
z  a :
Proof. We have
NðzÞ  NðwÞn
4pðz  wnÞ ¼
b
4p
þ 1
4p2
Z
R
dsðtÞ
ðt  zÞðt  wnÞ: ð2:5Þ
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Hence
NðwcÞ  NðwjÞn
4pðwc  wnj Þ
 !
c;j¼1;y;r
¼
b
4p
b
4p ?
b
4p
b
4p ?
  
b
4p
b
4p ?
0BBBB@
1CCCCAþ 14p2
Z
R
1
tw1
^
1
twr
0B@
1CAdsðtÞ
1
t  w1
^
1
t  wr
0BBBBB@
1CCCCCA
n
X0:
From (2.5) we have
Xr
j¼1
KNðz; wjÞcj ¼
bðPrj¼1 cjÞ
4p
þ 1
4p2
Z
R
dsðtÞ
t  z
Xr
j¼1
cj
t  wnj
 !
for every choice of rAN; w1;y; wrAC\R and c1;y; crAC
n; which is of the form (2.3)
with
c ¼
Xr
j¼1
cj and f ðtÞ ¼ 1
2p
Xr
j¼1
cj
t  wnj
:
Moreover,
Xr
j¼1
KNðz; wjÞcj




2
LðNÞ
¼ ð
Pr
1 cjÞnbð
Pr
1 cjÞ
4p
þ 1
2p
Xr
j¼1
cj
z  wnj
 !



2
Ln2ðdsÞ
:
It follows by continuity that LðNÞ consists of the functions of the form (2.3) with
norm (2.4). &
Lemma 2.6. Let N is a Cnn-valued Nevanlinna function such that det NðzÞc0: Then
N1ðzÞ is also a Nevanlinna function and the map F/ N1F is a unitary map
from LðNÞ into LðN1Þ:
Proof. Let FðzÞ ¼Prj¼1 NðzÞNðwjÞn4pðzwn
j
Þ cj be an element of LðNÞ with w1;y; wrAC\R
and c1;y; crAC
n: Then
NðzÞ1FðzÞ ¼
Xr
j¼1
NðzÞ1  NðwjÞ1*
4pðz  wnj Þ
 NðwjÞncj :
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Thus N1FALðN1Þ and we have
jj  N1F jj2LðN1Þ ¼
Xr
c;j¼1
ccNðwcÞNðwcÞ
1 þ NðwjÞ1*
4pðwc  wnj Þ
Nðwnj Þncnj
¼
Xr
c;j¼1
cc
NðwcÞ  NðwjÞn
4pðwc  wnj Þ
cnj
¼ jjF jj2LðNÞ;
where we used the reproducing kernel property in LðNÞ and LðN1Þ to compute
the various norms.
By Proposition 2.3 the linear span of the functions z/KNðz; wÞc (with c and w as
above) is dense in LðNÞ and the lemma is proved. &
The operators Ra satisfy the resolvent identity
ða bÞRaRb ¼ Ra  Rb;
and are continuous in LðNÞ: Thus, when kerRa ¼ f0g there is a closed densely
deﬁned self-adjoint transformation H such that
Ra ¼ ðH  aIÞ1
see [34].
The factor 4p in (2.5) should not disturb the reader. When NðzÞ ¼ i the left-hand
side of (2.5) is equal to 12ipðzwnÞ and so the restrictions of the functions ofLðNÞ to
the upper half-plane coincide with the functions of the classical Hardy space.
Stieltjes’ inversion formula allows us to recover the function s in (2.2): assuming s
normalized by
sðtÞ ¼ sðtþÞ þ sðtÞ
2
and b ¼ a ¼ 0; we have
sðt2Þ  sðt1Þ ¼ 1p limy-þN
y40
Z t2
t1
Im Nðx þ iyÞ dx
(see e.g. [12]).
We also recall the formula for obtaining the matrix b in the Riesz–Herglotz
representation (2.2):
b ¼ lim
y-þN
y40
Im NðiyÞ
y
:
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When N is continuous on the real line the function s is thus absolutely continuous
with respect to the Lebesgue measure and s0ðtÞ ¼ Im NðtÞ:
We also note that the spaceLðNÞ is ﬁnite dimensional if and only if ds is a jump
measure with a ﬁnite number of jumps.
We conclude this section with some simple examples.
Example 2.7. Let NðzÞ ¼ 1þz
1z: Then
NðzÞ  NðwÞn
z  wn ¼
2
ð1 zÞð1 wnÞ
and the space LðNÞ is the one-dimensional space spanned by the function z/ 1
1z:
Similarly,
N1ðzÞ þ N1ðwÞn
z  wn ¼
2
ð1þ zÞð1þ wnÞ
and the space LðN1Þ is spanned by the function z/ 1
zþ1 and the map of
multiplication by N1 is one-to-one forLðNÞ ontoLðN1Þ: It is also readily seen
to be an isometry.
Example 2.8. Let NðzÞ ¼ 1
z
: Then the space LðNÞ is the one-dimensional space
spanned by the function 1
z
and thus contains no non-zero constants. On the other
hand, NðzÞ1 ¼ z and the space LðN1Þ is equal to C:
Indeed, we have
NðzÞ  NðwÞn
z  wn ¼
1
zwn
and
N1ðzÞ þ N1ðwÞn
z  wn ¼ 1:
Example 2.9. Let
NðzÞ ¼ a þ m1
t1  z þ
m2
t2  z
where a; t1; t2AR and m1 and m2 are strictly positive numbers. Then the space
LðN1Þ contains no non-zero constant functions if and only if aa0:
Indeed, we have
NðzÞ ¼ aðz  t1Þðz  t2Þ þ m1ðz  t2Þ þ m1ðz  t1Þ
iðz  t1Þðz  t2Þ :
Thus limz-þN
NðzÞ1
z
¼ 0 if and only if a ¼ 0:
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3. Preliminaries on canonical differential expressions
3.1. The fundamental solution
Eq. (1.1) has a C2n2n-valued solution Yðt; zÞ uniquely deﬁned by the condition
Yð0; zÞ ¼ I2n and called the fundamental solution or matrizant. The function Yðt; zÞ
admits an integral representation of the form
Yðt; zÞ ¼ eitzJ þ
Z t
t
kðt; sÞeiszJ ds; ð3:1Þ
where the kernel kðt; sÞ is continuous. See [17, (2.16), p. 150].
The ﬁrst result of this section can be found in [17, p. 150]. We outline the proof for
completeness.
Proposition 3.1. Let Yðt; zÞ be the matrizant of a canonical differential expression.
Then, the function
KT ðz; wÞ ¼ J þYðT ; z
nÞnJYðT ; wnÞ
2piðz  wnÞ ð3:2Þ
is positive in the complex plane. Let HðTÞ denote the associated reproducing kernel
Hilbert space; the map
f/f\ðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z T
0
Yðt; znÞnf ðtÞ dt ð3:3Þ
is a unitary operator from L2n2 ð0; TÞ onto HðTÞ:
Proof. From the differential equation (1.1) we haveZ T
0
zYðt; znÞnYðt; wnÞ dt
¼
Z T
0
iJ@Yðt; z
nÞ
@t
 VðtÞYðt; znÞ
 n
Yðt; wnÞ dt
¼ i
Z T
0
@Yðt; znÞn
@t
JYðt; wnÞ dt 
Z T
0
Yðt; znÞnVðtÞYðt; wnÞ dt
and similarlyZ T
0
Yðt; znÞnwnYðt; wnÞ dt ¼  i
Z T
0
Yðt; znÞnJ @Yðt; w
nÞ
@t
dt

Z T
0
Yðt; znÞnVðtÞYðt; wnÞ dt:
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Hence,
ðz  wnÞ
Z T
0
Yðt; znÞnYðt; wnÞ dt ¼ i
Z T
0
@
@t
ðYðt; znÞnJYðt; wnÞÞ dt
and hence
J þYðT ; znÞnJYðT ; wnÞ
2piðz  wnÞ ¼
1
2p
Z T
0
Yðt; znÞnYðt; wnÞ dt:
Thus the map
f/f\ðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z T
0
Yðt; znÞnf ðtÞ dt
is an isometry from the closure in L2n2 ð0; TÞ of the functions of the form t/Yðt; wnÞx
(where w runs through C and x runs through C2n) intoHðTÞ: To conclude one has
to show that the indicated closure is in fact all of L2n2 ð0; TÞ: Let f ðtÞ be orthogonal to
the indicated span. Then, in view of representation (3.1),Z T
0
eitz
nJ þ
Z t
t
eisz
nJkðt; sÞn ds
 
f ðtÞ dt ¼ 0; zAC;
so that Z T
0
eitz
nJ f ðtÞ þ
Z T
t
kðt; sÞnf ðsÞ ds
 
dt ¼ 0; zAC; ð3:4Þ
and so
f ðtÞ þ
Z T
t
kðs; tÞnf ðsÞ ds ¼ 0; 0ptpT ;
where kðt; sÞ is the kernel in representation (3.1). This latter is a Volterra equation
whose only solution is f ðtÞ 
 0: &
The following corollary will be used in the sequel in the proof of the trace formula.
Corollary 3.2. Let T1pT2: Then the space HðT1Þ is isometrically included in the
space HðT2Þ:
Indeed, let FðzÞAHðT1Þ: It can be written as
FðzÞ ¼
Z T1
0
Yðt; znÞnf ðtÞ dt ¼
Z T2
0
Yðt; znÞnf4ðtÞ dt;
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where f4ðtÞ ¼ f ðtÞ for tA½0; T1 and f4ðtÞ ¼ 0 for tAðT1; T2: Thus FðzÞAHðT2Þ
and
jjF jj2HðT1Þ ¼ jjF jj2HðT2Þ ¼
Z T
0
f ðtÞnf ðtÞ dt:
We recall the deﬁnition of the Weyl coefficient function.
Deﬁnition 3.3. The Weyl coefﬁcient function NðzÞ is deﬁned in the open upper half-
plane; it is the unique Cnn-valued function such thatZ N
0
ðiNðzÞn InÞ
In In
In In
 !
Yðt; zÞnYðt; zÞ In In
In In
 !
iNðzÞ
In
 !
dtoN ð3:5Þ
for Im z40:
For the existence of square integrable solutions to the canonical differential
expression, see [17, Section 8, p. 204].
Proposition 3.4. Let N be the Weyl function of the canonical differential expression
(1.1). Then, NðzÞ1 is the Weyl function associated to the canonical differential
expression with potential kðtÞ:
Indeed, the matrizant associated to the canonical differential expression with
potential kðtÞ is JYðt; zÞJ: Thus, we have to prove thatZ N
0
ðiNðzÞ1* InÞ
In In
In In
 !
JYðt; zÞnJJYðt; zÞJ
In In
In In
 !
iNðzÞ1
In
 !
dtoN:
Multiplying this expression on the left by iNðzÞn and on the right by iNðzÞ we see
that we have to verify thatZ N
0
ðIn iNðzÞnÞ
In In
In In
 !
JYðt; zÞnJJYðt; zÞJ
In In
In In
 !
In
iNðzÞ
 !
dtoN:
This in turn is equivalent to (3.5) since
ðIn iNðzÞnÞ
In In
In In
 !
J ¼ ðiNðzÞn InÞ
In In
In In
 !
:
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3.2. Fourier analysis associated to a canonical differential expression
Recall that the operator Hþ has been deﬁned by (1.2) and the map Uþ deﬁned by
(1.6) is unitary from L2n2 ð0;NÞ onto Ln2ðIm NÞ and is such that
UþðHþf ÞðzÞ ¼ zðUþf ÞðzÞ
for all fAL2n2 ð0;NÞ such that f 0AL2n2 ð0;NÞ and ð In In Þf ð0Þ ¼ 0: The inverse
map is given by
f ðtÞ ¼
Z
R
Yðt; zÞ In
In
 !
Im NðzÞgðzÞ dz: ð3:6Þ
We set U to be the map
f-
1ﬃﬃﬃﬃﬃ
2p
p
Z N
0
ð In In Þ
In 0
0 In
 !
Yðt; zÞn In 0
0 In
 !
f ðtÞ dt: ð3:7Þ
U is a unitary map from L2n2 ð0;NÞ onto Ln2ðIm ðN1ÞÞ such that
ðUðHf ÞÞðzÞ ¼ zðUf ÞðzÞ
for all fAL2n2 ð0;NÞ such that f 0AL2n2 ð0;NÞ and ð In In Þf ð0Þ ¼ 0:
The operators ðHþ  wIÞ1 and ðH  wIÞ1 can be explicitly computed using the
generalized Fourier analysis.
Proposition 3.5. Let fAL2n2 : Then,
ððHþ  wIÞ1f ÞðtÞ
¼
Z
R
Yðt; zÞ In
In
 !
Im NðzÞðRN0 ðIn InÞYðu; zÞnf ðuÞ duÞ
z  w dz;
ððH  wIÞ1f ÞðtÞ
¼
Z
R
JYðt; zÞJ In
In
 !
Im NðzÞ1 RN0 ðIn InÞJYðu; zÞnJf ðuÞ du 
z  w dz:
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It seems quite difﬁcult to prove directly from these formulas (for instance
using the deﬁnition of the trace in terms of an orthonormal basis) that
the operator
ðHþ  wIÞ1  ðH  wIÞ1
has rank n:
Proposition 3.6. Let fAL2n2 ð0;NÞ: Then,
1ﬃﬃﬃﬃﬃ
2p
p
Z N
0
Yðt; zÞnf ðtÞ dt ¼ 1
2
Uþf þ UðJf Þ
Uþf  UðJf Þ
 !
ðzÞ: ð3:8Þ
Proof. By deﬁnition of U we have
ðUðJf ÞÞðzÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z N
0
ðIn InÞJYðt; zÞnJJf ðtÞ dt
¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z N
0
ðIn  InÞYðt; zÞnf ðtÞ dt
and so we have
Uþf
UðJf Þ
 !
ðzÞ ¼ In In
In In
 !
 1ﬃﬃﬃﬃﬃ
2p
p
Z N
0
Yðt; zÞnf ðtÞ dt
 
and hence the result. &
3.3. The Hilbert transform
The unitary operator MN1 of multiplication by N1 from LðNÞ onto
LðN1Þ induces a corresponding unitary transformation in the related weighted
spaces L2ðIm NÞ and L2ðIm ðN1ÞÞ: This transformation is the counterpart of the
transformation relating orthogonal polynomials of the ﬁrst and second kind in the
discrete case (see e.g. [35]) and is called the Hilbert transform in [12]. We also refer to
[11, Theorem IV, p. 548].
The following result appears in [24]; see [24, (5.52), p. 5.20].
Theorem 3.7. Let f be defined by
fðzÞ ¼
Z
R
ðIm NðtÞÞf ðtÞ dt
piðt  zÞ þ iNðzÞf ðzÞ: ð3:9Þ
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Then, Z
R
ðIm NðtÞÞf ðtÞ dt
2piðt  zÞ ¼ NðzÞ
Z
R
ðIm ðNðtÞ1ÞÞfðtÞ dt
2piðt  zÞ : ð3:10Þ
Moreover, f is given by the formula
fðzÞ ¼ ipNnpf  iqNqf ; ð3:11Þ
where p ¼ I  q denotes the orthogonal projection from the Lebesgue space Ln2ðRÞ onto
the Hardy space of the open upper half-plane.
Proof. We ﬁrst consider f of the form f ðtÞ ¼ c2piðtwnÞ with wACþ and cACn: ThenZ
R
ðIm NðtÞÞf ðtÞ dt
piðt  zÞ ¼
Z
R
ðIm NðtÞÞc dt
2p2ðt  zÞðt  wnÞ ¼
NðzÞ  NðwÞn
2pðz  wnÞ c
and the Hilbert transform of c2piðtwnÞ (as given by (3.9)) is equal to
NðzÞ  NðwÞn
2pðz  wnÞ
 
c  NðzÞc
2pðz  wnÞ ¼ 
NðwÞnc
2pðz  wnÞ:
Hence for f ðtÞ ¼ c2piðtwnÞ we have fðtÞ ¼  NðwÞ
n
c
2pðtwnÞ:
The left-hand side of (3.10) is equal to ðNðzÞNðwÞ
nÞc
4pðzwnÞ and the right-hand side of (3.10)
is equal to
NðzÞ
Z
R
Im ðNðtÞÞ1NðwÞnc dt
4p2ðt  zÞðt  wnÞ ¼NðzÞ
NðzÞ1 þ NðwÞ1*
4pðz  wnÞ
 !
NðwÞnc
¼ðNðzÞ  NðwÞ
nÞc
4pðz  wnÞ ;
where we have used the equalityZ
R
Im ðN1ðtÞÞ dt
4p2ðt  zÞðt  wnÞ ¼
NðzÞ1 þ NðwÞ1*
4pðz  wnÞ :
The case of functions of the form c2piðzwÞ with w in the open loer half-plane is
proved in the same way and the result is proved by continuity and density.
The proof of formula (3.11) is done in the same way. We note that the operator
ipNnp  iqNq is bounded since, as already remarked, N is bounded in the closed
upper half-plane. We ﬁrst consider a function f of the form f ðzÞ ¼ c2piðzwnÞ where
cACn and wACþ: Then (3.11) is equal to
NðwÞnc
2pðzwnÞ; which coincides with (3.9).
D. Alpay, I. Gohberg / Journal of Functional Analysis 197 (2003) 489–525504
Similarly, for f ðzÞ ¼ c2piðzwÞ; formula (3.11) gives fðzÞ ¼ NðwÞc2pðzwÞ: The general case
follows by a density argument. &
When f has its components in the Hardy space of the upper half-plane and zACþ
we note that
fðzÞ ¼ 1
2p
Z
R
NðtÞnf ðtÞ
t  z dt: ð3:12Þ
4. A theorem of Iacob
In this section we prove a result, Theorem 4.2, taken from Iacob’s thesis (see [24,
Theorem 5:50; p. 5.18]). The result is based on a result of [3], but no proofs for the
speciﬁc result we need appeared besides in [24], and we will repeat the proof. The
result in [24] is in the setting of J-inner function while here the functions we consider
are inverses of J-inner functions. This explains the difference of signs in some
formulas between the present work and [24].
We begin with a preliminary proposition. Recall that YðT ; zÞ denotes the
matrizant of the canonical differential expression (1.1). We set
YðT ; zÞ ¼ Y11ðT ; zÞ Y12ðT ; zÞ
Y21ðT ; zÞ Y22ðT ; zÞ
 !
;
where the YijðT ; zÞ are Cnn-valued and
EþðT ; zÞ ¼ Y21ðT ; znÞn þY22ðT ; znÞn; ð4:1Þ
EðT ; zÞ ¼ Y11ðT ; znÞn Y12ðT ; znÞn; ð4:2Þ
FþðT ; zÞ ¼ Y21ðT ; znÞn þY22ðT ; znÞn; ð4:3Þ
FðT ; zÞ ¼ Y11ðT ; znÞn þY12ðT ; znÞn: ð4:4Þ
Proposition 4.1. Let TX0: The following hold:
1. The function EðT ; zÞ is invertible in the open upper half-plane and ððz þ
iÞEðT ; zÞÞ1AHnn2 :
2. The function EþðT ; zÞ invertible in the open lower half-plane and ððz 
iÞEþðT ; zÞÞ1AH2nn:
3. The function
NTðzÞ ¼
iFðT ; zÞEðT ; zÞ1 if zACþ;
iFþðT ; zÞEþðT ; zÞ1 if zAC
(
is a Nevanlinna function.
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4. For zAR it holds that
Im NTðzÞ ¼ EðT ; zÞ1*EðT ; zÞ1 ¼ EþðT ; zÞ1 *EþðT ; zÞ1; ð4:5Þ
5. and the function z/Im NT ðzÞ belongs to the Wiener algebra and takes value In at
infinity.
A proof can be found in [17]. For completeness we outline some of the arguments.
It follows from (3.2) that the function z/YðT ; znÞn is J-expansive in the open upper
half-plane and J-unitary on the real line:
YðT ; znÞnJYðT ; znÞ
XJ if zACþ;
¼ J if zAR:
(
It follows that
YðT ; znÞJYðT ; znÞnXJ
for zACþ; see e.g. [16, pp. 13–16]. Multiplying this inequality by ðIn 0Þ on the left
and by ðIn 0Þn on the right we obtain
Y11ðT ; znÞY11ðT ; znÞn Y12ðT ; znÞY12ðT ; znÞnXIn
and so
FðT ; zÞnEðT ; zÞ þ EðT ; zÞnFðT ; zÞX2 In: ð4:6Þ
Assume that EðT ; zÞc ¼ 0 for some vector cACn: Then, multiplying both sides of
(4.6) by cn on the left and c on the right we get 0Xccn and so c ¼ 0 and EðT ; zÞ is
invertible in the open upper half plane. Thus (4.6) also leads to
NTðzÞ  NTðzÞn
2i
XEðT ; zÞ1*EðT ; zÞ1: ð4:7Þ
We now show that the function ððz þ iÞEðT ; zÞÞ1AHnn2 : Let cACn and e40:
Using (4.7) and the Poisson formula for harmonic function we obtain
Z
R
c
EðT ; t þ ieÞ1*EðT ; t þ ieÞ1
t2 þ ð1þ eÞ2 c
n dtp
Z
R
c
Im NTðt þ ieÞ
t2 þ ð1þ eÞ2 c
¼ p
1þ e cðIm NTðið1þ eÞÞc
n dt
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and so
sup
e40
Z
R
c
EðT ; t þ ieÞ1 *EðT ; t þ ieÞ1
t2 þ ð1þ eÞ2 c
n dtppcðIm NTðiÞÞcn
and so ððz þ iÞEðT ; zÞÞ1AHnn2 :
Similarly, since z/YðT ; znÞn is J-contractive in the lower half-plane we have
JXYðT ; znÞJYðT ; znÞn; zAC:
Multiplying this inequality on the left by ð0 InÞ and by ð0 InÞn on the right we obtain
Y22ðT ; znÞY22ðT ; znÞn Y21ðT ; znÞY21ðT ; znÞnXIn
and so
FþðT ; zÞEþðT ; zÞn þ EþðT ; zÞFþðT ; zÞnX2 In
and so for z in the open lower half-plane we have
NTðzÞn  NT ðzÞ
2i
XEþðT ; zÞ1*EþðT ; zÞ1: ð4:8Þ
Thus
NTðzÞ  NTðzÞn
ðz  znÞ X0
in the open lower half-plane. Eq. (4.5) is obtained by considering (4.7) and (4.8) for z
on the real line. The function z/YðT ; zÞ is then unitary and the inequalities are
replaced by equalities in (4.7) and (4.8). &
Multiplying (3.2) by ðIn  InÞ on the left and by ðIn  InÞn on the right we see that
the function
LTðz; wÞ ¼ EðT ; zÞEðT ; wÞ
n  EþðT ; zÞEþðT ; wÞn
2piðz  wnÞ ð4:9Þ
is positive in the complex plane. We will denote by BT the associated reproducing
kernel Hilbert space.
Theorem 4.2. Let HðTÞ denote the reproducing kernel Hilbert space with reproducing
kernel KT ðz; wÞ defined by (3.2). Then
HðTÞ ¼ 1
2
g þ eg
g  eg
 !gABT
( )
; ð4:10Þ
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where
egðzÞ ¼  Z
R
DT ðtÞgðtÞ dt
piðt  zÞ þ iNTðzÞgðzÞ
 
: ð4:11Þ
In this expression
DTðzÞ ¼ ðEðT ; zÞEðT ; zÞnÞ1 ¼ ðEþðT ; zÞEþðT ; zÞnÞ1 ð4:12Þ
and
NTðzÞ ¼ i In  2
Z N
0
eizthðT ; tÞ dt
 
ð4:13Þ
with DTðzÞ ¼ In 
R
R
eitzhðT ; tÞ dt and t/hðT ; tÞALnn1 ðRÞ:
Proof. The proof is built in a number of steps. We ﬁrst give some notations. P
denotes the projection
P ¼ 1
2
In In
In In
 !
:
We also deﬁne the spaces (where ‘‘c.l.s.’’ stands for the closed linear span in the space
HðTÞ):
HPðTÞ ¼ c:l:s:fKTðz; wÞðI2n PÞx; wAC; xAC2ng;
NP ¼fFAHðTÞ; ðI2n PÞFðzÞ 
 0g:
We also recall that the elements of HðTÞ were characterized in Proposition 3.1
(see Eq. (3.3)).
Step 1: The space NP ¼ f0g:
Indeed, let FðzÞ ¼ R T0 Yðt; znÞnf ðtÞ dt be such that
ðI2n PÞFðzÞ 
 0:
Then, as in the proof of Proposition 3.1 (see Eq. (3.4)) we have
ðI2n PÞ
Z T
0
eitz
nJ f ðtÞ þ
Z T
t
kðt; sÞnf ðsÞ ds
 
dt ¼ 0:
But ðI2n PÞJ ¼ JP and PJ ¼ JðI2n PÞ so that
ðI2n PÞeitznJ ¼ ðcosh itznJÞðI2n PÞ  ðsinh itznJÞP:
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We are thus lead toZ T
0
ðcosh itznJÞðI2n PÞ f ðtÞ þ
Z T
t
kðt; sÞnf ðsÞ ds
 
dt ¼ 0
and Z T
0
ðsinh itznJÞP f ðtÞ þ
Z T
t
kðt; sÞnf ðsÞ ds
 
dt ¼ 0
for all zAC: It follows that
f ðtÞ þ
Z T
t
kðt; sÞnf ðsÞds 
 0
and so f ðtÞ 
 0:
It follows from the previous step that HðTÞ ¼HPðTÞ:
Step 2: The map
LTðz; wÞc-Y ðLTðz; wÞcÞ ¼ 1
2
LTðz; wÞc þ GTðz; wÞc
LTðz; wÞc  GTðz; wÞc
 !
;
where
GTðz; wÞc ¼ 2In þ FðT ; zÞEðT ; wÞ
n þ FþðT ; zÞEþðT ; wÞn
2piðz  wnÞ c
extends to an isomorphism from BT onto HðTÞ:
Indeed, let x ¼ x1
x2
 
with x1 and x2 in C
n: Then,
PKT ðz; wÞðI2n PÞ
x1
x2
 !
¼ 1
2
In In
In In
 !
J þYðT ; znÞnJYðT ; wnÞ
2piðz  wnÞ
1
2
In In
In In
 !
x1
x2
 !
¼ 1
2
GTðz; wÞ
GTðz; wÞ
 !
x1 þ x2
2
 
and
ðI2n PÞKTðz; wÞðI2n PÞx ¼ 1
2
LTðz; wÞ
LTðz; wÞ
 !
x1 þ x2
2
 
:
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Hence
KTðz; wÞðI2n PÞx ¼PKTðz; wÞðI2n PÞxþ ðI2n PÞKTðz; wÞðI2n PÞx
¼ 1
2
LTðz; wÞ þ GTðz; wÞ
LTðz; wÞ  GTðz; wÞ
 !
x1 þ x2
2
 
and the map Y sends the linear span of the LTðz; wÞc into HðTÞ: Moreover, for
every choice of complex numbers wj and of vectors x
ðjÞ ¼ x
ðjÞ
1
xðjÞ
2
 
AC2n (with
j ¼ 1;y; r) we have (using the reproducing kernel property in HðTÞ and in BT )
Xr
c¼1
KTðz; wcÞðI2n PÞxðcÞ




2
HðTÞ
¼
Xr
c;j¼1
xðcÞ* ðI2n PÞKTðwc; wjÞðI2n PÞxðjÞ
¼ x
ðcÞn
1 þ xðcÞ
n
2
2
xðcÞ
n
2 þ xðcÞ
n
1
2
 
1
2
LTðwc; wjÞ þ GTðwc; wjÞ
LTðwc; wjÞ þ GT ðwc; wjÞ
 !
xðjÞ1 þ xðjÞ2
2
 !
¼
Xr
c;j¼1
ðxðcÞ1 þ xðcÞ2 Þn
2
LTðwc; wjÞðx
ðjÞ
1 þ xðjÞ2 Þ
2
¼
Xr
c¼1
LTðz; wcÞ x
ðcÞ
1 þ xðcÞ2
2
 !



2
BT
:
Thus with f ðzÞ ¼PcLTðz; wcÞðxðcÞ1 þxðcÞ22 Þ we have jjYðf ÞjjHðTÞ ¼ jj f jjBT and hence the
result by density and continuity.
Step 3: It holds that
GTðz; wÞ ¼
Z
R
DTðtÞLT ðt; wÞ dt
piðt  zÞ þ iNTðzÞLTðz; wÞ: ð4:14Þ
We prove (4.14) for z; wACþ: The other cases are treated in a similar manner. We
have NTðzÞ ¼ iFðT ; zÞEðT ; zÞ1 and so
iNTðzÞLTðz; wÞ
¼  FðT ; zÞEðT ; wÞ
n
2piðz  wnÞ þ
FðT ; zÞEðT ; zÞ1EþðT ; zÞEþðT ; wÞn
2piðz  wnÞ :
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Hence, proving (4.14) is equivalent to proving that
2In  FþðT ; zÞEþðT ; wÞn
2piðz  wnÞ ¼
FðT ; zÞEðT ; zÞ1EþðT ; zÞEþðT ; wÞn
2piðz  wnÞ
þ
Z
R
DTðtÞLTðt; wÞ dt
piðt  zÞ :
We now computeZ
R
DTðtÞLTðt; wÞ dt
piðt  zÞ ¼ 2
Z
R
EðT ; tÞ1*EðT ; tÞ1EðT ; tÞEðT ; wÞn
ð2piðt  zÞÞð2piðt  wnÞÞ dt
 2
Z
R
EþðT ; tÞ1*EþðT ; tÞ1EþðT ; tÞEþðT ; wÞn
ð2piðt  zÞÞð2piðt  wnÞÞ dt:
Using Cauchy’s formula for Hardy function we see that
2
Z
R
EðT ; tÞ1*EðT ; tÞ1EðT ; tÞEðT ; wÞn
ð2piðt  zÞÞð2piðt  wnÞÞ dt
 !n
¼ 2
Z
R
EðT ; wÞEðT ; tÞ1
ð2piðt  znÞÞð2piðt  wÞÞ dt
¼ 2In2piðw  znÞ
so that
2
Z
R
EðT ; tÞ1*EðT ; tÞ1EðT ; tÞEðwÞn
ð2piðt  zÞÞð2piðt  wnÞÞ dt ¼
2In
2piðz  wnÞ:
Similarly
 2
Z
R
EþðT ; tÞ1*EþðT ; tÞ1EþðT ; tÞEþðT ; wÞn
ð2piðt  zÞÞð2piðt  wnÞÞ dt
¼ 2
Z
R
EþðT ; tÞ1*EþðT ; wÞn
ð2piðt  zÞÞð2piðt  wnÞÞ dt
¼ 2EþðT ; z
nÞ1*EþðT ; wÞn
2piðz  wnÞ
since the function z/EþðT ;z
nÞ1 *
zwn has its components in H2: Hence to prove (4.14)
boils down to verifying that
FþðT ; zÞ ¼ FðT ; zÞEðT ; zÞ1EþðT ; zÞ  2EþðT ; znÞ1 * :
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We multiply on the right both sides by EþðT ; znÞn and recall that
EþðT ; zÞEþðT ; znÞn ¼ EðT ; zÞEðT ; znÞn: We are lead to check that
FþðT ; zÞEþðT ; znÞn ¼ FðT ; zÞEðT ; znÞn  2In:
This in turn is easily checked by multiplying both sides of the equality
YðT ; znÞnJYðT ; zÞ ¼ J on the left by ðIn InÞ and on the right by InIn
 
: &
We note that Step 3 in the proof is the key to Iacob’s result and to the trace formula.
5. The proof of the trace formula (1.7)
We will start with some preliminaries.
5.1. The spaces BT
The next step toward the proof of the trace formula for the pair of operators
ðHþ; HÞ is:
Proposition 5.1. In formula (4.11) one can replace DT by Im NðtÞ and NTðzÞ by NðzÞ:
Since the BT form a nested sequence, a formal proof consists in letting T-N in
(4.11). The rigourous proof makes use of various properties of the spaces BT : We
proceed in a number of steps. Recall that the space BT was deﬁned in Theorem 4.2.
Step 1: The space BT is the closed linear span in L
n
2ðWÞ of the functions
z/
eizt  1
z
c;
where jtjpT and c runs in Cn:
For a proof see [17,24, Theorem 5.4, p. 185; Theorem 6.7, p. 6.30]. Under our
assumptions on the weight functions, we have that
e1InpWðtÞpe2In; tAR
and so BT ; as a vector space, is the same in the L
n
2ðRÞ norm and in the norm of
Ln2ðWÞ: Hence, as a vector space, BT is the set of functions of the formZ T
T
eizugðuÞ du with
Z T
T
gðuÞngðuÞ duoN:
Step 2: Let T1pT2: The space BT1 is isometrically included in BT2 :
This is a direct consequence of Corollary 3.2 and of Step 2 of the proof of
Theorem 4.2. A proof may also be found in [17, Corollary 5.2, p. 180].
Step 3: The space BT is isometrically included in L
n
2ðDTÞ:
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Indeed, the reproducing kernel LTðz; wÞ of BT (given by (4.9)) can be written as
LTðz; wÞ ¼ EðT ; zÞ In  VTðzÞVT ðwÞ
n
2piðz  wnÞ EðT ; wÞ
n; ð5:1Þ
where the function VTðzÞ ¼ EðT ; zÞ1EþðT ; zÞ is inner. It follows that
BT ¼ fFðzÞ ¼ EðT ; zÞGðzÞ; GAHn2~VTHn2g
with norm
jjF jjBT ¼ jjGjjHn2
and the result follows.
Step 4: The spaces BT are isometrically included in L
n
2ðIm NÞ:
Indeed, from the two previous steps we have that BT is isometrically included in
L2ðDT 0 Þ for all T 0XT : To conclude we recall that
Im NðtÞ ¼ lim
T 0-N
DT 0 ðtÞ: ð5:2Þ
Indeed, let Yðt; zÞ denote the matrizant of the canonical differential
expression (1.1) and let Eðt; zÞ and Eþðt; zÞ be deﬁned by (4.1) and (4.2). Then it
holds that
lim
t-N
ðEðt; zÞEðt; zÞnÞ1 ¼ Im NðzÞ:
Indeed, using (1.5)
lim
t-N
Eðt; zÞEðt; zÞn
¼ lim
t-N
ðY11ðt; zÞ Y12ðt; zÞÞnðY11ðt; zÞ Y12ðt; zÞÞ
¼ lim
t-N
ððY11ðt; zÞ Y12ðt; zÞÞneitzÞððY11ðt; zÞ Y12ðt; zÞÞeitzÞ
¼ ðaðzÞ  bðzÞÞnðaðzÞ  bðzÞÞ
and hence we have (5.2).
Step 5: Let DT be as above; the inverse Fourier transform of the function DT  Im N
vanishes in the interval ð2T ; 2TÞ:
Indeed, we have for all t; sA½T ; T Z
R
ðIm NðuÞ  DTðuÞÞe
iut  1
u
eius  1
u
du ¼ 0: ð5:3Þ
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The function Im NðuÞ  DTðuÞ is in the Wiener algebra and vanishes at inﬁnity. Thus
we have
Im NðuÞ  DT ðuÞ ¼
Z
R
eiuxvTðxÞ dx;
where the entries of vT are in L1ðRÞ: Differentiating (5.3) with respect to t and s we
have Z
R
eiðtsÞu
Z
R
eiuxvT ðxÞ dx
 
du ¼ 0
for t; sA½T ; T : Hence, using the properties of the inverse Fourier transform we
have that vTðxÞ ¼ 0 for xA½2T ; 2T : It follows that
NðuÞ  NTðuÞ ¼ 2
Z N
T
eiuxvTðxÞdx: ð5:4Þ
Step 6: We now conclude the proof and first check that one can replace DTðtÞ and
NTðzÞ by Im NðtÞ and NðzÞ; respectively, in (4.14).
By Step 1, LTðz; wÞ is of the form
R T
T gðuÞeizudu where the entries of g
are in L2ðT ; TÞ: We show that in (3.11) we can replace N by NT : Indeed,
using (5.4)
pðN  NTÞnpLT  qðN  NTÞqLT
¼ 2p
Z N
T
eiuxvT ðxÞ dx
 Z T
0
gðuÞeizudu
 
 2q
Z N
T
eiuxvTðxÞndx
 Z 0
T
gðuÞeizudu
 
¼ 0:
Here we used the easily veriﬁed facts thatZ N
T
eiuxvT ðxÞ dx
 Z T
0
gðuÞeizu duAWþ
and Z N
T
eiuxvTðxÞndx
 Z 0
T
gðuÞeizudu
 
AW:
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Thus for wAC and cACn we have
GTðz; wÞc ¼ 
Z
R
Im NðtÞLTðt; wÞc dt
piðt  zÞ þ iNðzÞLTðz; wÞc
 
¼  iðpNnp  qNqÞLT ðz; wÞc
¼  ðLT ðz; wÞcÞ ðin view of ð3:11ÞÞ:
Since the span of the functions of the form Lðz; wÞc ðwAC; cACn) is dense in BT
and since the operator iðpNnp  qNqÞ is bounded, (4.11) holds for all gABT by
continuity.
5.2. Proof of the trace formula
We begin with a proposition. We recall that the operators Uþ and U are deﬁned
by (1.6) and (3.7), respectively.
Proposition 5.2. Let
ðVþxÞðzÞ ¼ 1
2pi
Z
R
ðIm NðtÞÞxðtÞ dt
t  z ; L
n
2ðIm NÞ-LðNÞ
and
ðVxÞðzÞ ¼ 1
2pi
Z
R
ðIm ðNðtÞÞ1ÞxðtÞ dt
t  z ; L
n
2ðIm ðN1ÞÞ-LððN1ÞÞ:
Then
MNVUJ ¼ VþUþ: ð5:5Þ
Proof. Eq. (5.5) can be rewritten as
NðzÞ
Z
R
Im ðNðtÞ1ÞðUJf ÞðtÞ dt
2piðt  zÞ ¼
Z
R
ðIm NðtÞÞðUþf ÞðtÞ dt
2piðt  zÞ :
Thus we have to prove that UJf is the Hilbert transform of Uþf :
UJf ðzÞ ¼  ðUþf ÞðzÞ
¼ 
Z
R
ðIm NÞðtÞðUþf ÞðtÞ dt
ðt  zÞ þ iNðzÞðUþf ÞðzÞ
 
:
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From Proposition 5.1 we replace in (4.11) DT by Im N and NT by N: We thus have
*g ¼ g for gABT : Comparing (3.8) and (4.10) we then obtain
ðUþf Þ ¼ UJf ð5:6Þ
for a function of support in ð0; TÞ: Thus, equality (5.5) holds for every f with
compact support and by continuity it holds for all fAL2n2 ðRþÞ: &
We now turn to the proof of the trace formula. We ﬁrst remark that we can choose
an orthonormal basis of L2n2 ðRþÞ which consists of functions of the form
fpðtÞ ¼
xpðtÞ
0
 !
ð5:7Þ
and
fpðtÞ ¼
0
xpðtÞ
 !
; ð5:8Þ
i.e. such that Jfp ¼7fp and so ðUþfpÞ ¼7Ufp and NVUfp ¼7VþUþfp:
The family Fp ¼ VþUþfp is an orthonormal basis ofLðNÞ since VþUþ is a unitary
transformation from L2n2 ðRþÞ onto LðNÞ: Recall that
/ðHþ  wIÞ1f ; fSL2n2 ðRþÞ ¼ /RwF ; FSLðNÞ; F ¼ VþUþf ð5:9Þ
for every fAL2n2 ðRþÞ and that similarly,
/ðH  wIÞ1f ; fSL2n2 ð0;NÞ ¼ /RwF
0; F 0SLðN1Þ; F
0 ¼ VUf :
On the other hand,
/RwF 0; F 0SLðN1Þ ¼ /NRwN1NF 0; NF 0SLðNÞ:
Assume that f is such that NVUf ¼7VþUþf : Then, the formula
ðRwðuvÞÞðzÞ ¼ ðRwuÞðzÞvðwÞ þ uðzÞðRwvÞðzÞ
for u and v of appropriate dimensions and analytic in a neighborhood of the point w
leads to:
/ðH  wIÞ1f ; fSL2n2 ðRþÞ
¼ /NðRwN1ÞðzÞðVþUþf ÞðwÞ; VþUþfSLðNÞ
þ/NN1ðRwVþUþf ÞðzÞ; VþUþfSLðNÞ
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¼ /ðRwNÞðzÞNðwÞ1ðVþUþf ÞðwÞ; VþUþfSLðNÞ
þ /ðHþ  wIÞ1f ; fSL2n2 ðRþÞ;
where we have used (5.9). Thus if f ¼ fp is an element of a basis of L2n2 ð0;NÞ of the
form (5.7) or (5.8)
/ððHþ  wÞ1  ðH  wIÞ1Þfp; fpSL2n2 ð0;NÞ
¼ NðzÞ  NðwÞ
z  w NðwÞ
1
FpðwÞ; Fp
 
LðNÞ
¼ 4pTrfNðwÞ1FpðwÞFpðwnÞng:
To prove the last equality, remark that
NðzÞNðwÞ
zw ¼ 4pKNðz; wnÞ so that we have
N 0ðwÞ ¼ 4p KNðw; wnÞ
and
NðzÞ  NðwÞ
z  w NðwÞ
1
FpðwÞ; Fp
 
LðNÞ
¼ /Fp; 4pKNðz; wnÞNðwÞ1FpðwÞSnLðNÞ
¼ 4p FpðwÞnNðwÞ1*FpðwnÞn
 n
¼ 4pTr NðwÞ1FpðwÞFpðwnÞn:
By Proposition 2.4,
KNðz; wÞ ¼
XN
0
FpðzÞFpðwÞn; ð5:10Þ
where F1; F2;y form an orthonornal basis ofLðNÞ: Setting z ¼ wAC\R in (5.10) we
obtain
N 0ðwÞ ¼ 4p
XN
0
FpðwÞFpðwnÞn
 !
:
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So,
TrfðHþ  zIÞ1  ðH  zIÞ1g
¼
XN
0
/ððHþ  wÞ1  ðH  wIÞ1Þfp; fpSL2n2 ð0;NÞ
¼
XN
0
NðzÞ  NðwÞ
z  w NðwÞ
1
FpðwÞ; Fp
 
LðNÞ
¼
XN
0
/Fp; 4pKNðz; wnÞNðwÞ1FpðwÞSnLðNÞ
¼ 4pTr NðwÞ1
XN
0
FpðwÞFpðwnÞn
 !
¼ Tr NðwÞ1N 0ðwÞ
and this ﬁnishes the proof of the trace formula (1.7). We now turn to the proof of
(1.8). First note that
d
dz
ln det NðzÞ ¼ Tr NðzÞ1N 0ðzÞ: ð5:11Þ
See [27, Lemma, p. 129]. Next we start from (A.3):
d
dz
ln fdetz0ðH  zIÞðHþ  zIÞ1 ¼ TrððHþ  zIÞ1  ðH  zIÞ1Þ:
Using (5.11) we see that (1.7) can be rewritten as
d
dz
ln fdetz0ðH  zIÞðHþ  zIÞ1 ¼ ddz ln det NðzÞ;
from which we obtain
ln fdetz0ðH  zIÞðHþ  zIÞ1 ¼ ln det NðzÞ þ k
for some constant k: Hencefdetz0ðH  zIÞðHþ  zIÞ1 ¼ ekdet NðzÞ:
The choice z ¼ z0 leads to ek ¼ detNðz0Þ1 and hence we obtain (1.8). &
Deﬁnitions and the main properties of perturbation determinants are recalled in
the appendix. We also refer to the paper [26], which can be found in [28].
D. Alpay, I. Gohberg / Journal of Functional Analysis 197 (2003) 489–525518
6. The rational case
6.1. Introduction
In this section we study the rational case, that is the case where one (and
hence all) of the characteristic spectral functions of expression (1.1) is rational. A
rational function analytic at inﬁnity and on the real line belongs to the Wiener
algebra:
Proposition 6.1. Let W be a Cnn-valued rational function analytic on the real
line and at infinity, and let WðzÞ ¼ D þ CðzI  AÞ1B be a minimal realization
of W : Then, W belongs to the Wiener algebra Wnn and WðzÞ ¼ D  R
R
kðuÞeizu du
where
kðuÞ ¼ iCe
iuAðI  PÞB if u40;
iCeiuAPB if uo0;
(
where P is the Riesz projection corresponding to the eigenvalues of A in Cþ:
In [5] we characterized the class of potentials associated to a rational spectral
function:
Theorem 6.2. Let WðzÞ be a Cnn-valued rational function analytic and
strictly positive on the real line and such that WðNÞ ¼ In: Then, W is the spectral
function of a canonical differential expression of the form (1.1). Let WðzÞ ¼
In þ CðIN  zAÞ1B be a minimal realization of W : Then the potential kðtÞ is given by
the formula
kðtÞ ¼ 2CðPe2itA jIm PÞ1PB;
where A ¼ A  BC and where P is the Riesz projection corresponding to the
eigenvalues of A in Cþ:
These potentials are called strictly exponential potentials. The next theorem,
proved in [6] and [9] expresses the spectral function in terms of a minimal realization
of the spectral factor SðzÞ:
Proposition 6.3. Let WðzÞ ¼ SðzÞ1SðzÞ1* be the spectral function associated to
the canonical differential expression (1.1) and let SðzÞ ¼ In þ cðzI  aÞ1b be a
minimal realization of the spectral factor S: Then the potential associated to W is
given by
kðtÞ ¼ 2ce2itaðIm þ OðY  e2itanYe2itaÞÞ1ðb þ iOcnÞ;
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where O and Y are the unique solutions of the Lyapunov equations
iðOa*  aOÞ ¼ bbn;
iðYa  anYÞ ¼  cnc:
One can obtain a minimal realization of N from various minimal realizations of
other spectral data associated to the weight function. The following result is taken
from [8,9].
Proposition 6.4. Let WðzÞ ¼ SðzÞ1SðzÞ1* be the spectral function associated to
the canonical differential expression (1.1) and let et SðzÞ ¼ In þ cðzI  aÞ1b be a
minimal realization of the spectral factor S: Then the function
NðzÞ ¼ iðIn þ 2ðbn þ icOÞðzIp  a* Þ1cnÞ
is analytic in the open upper half-plane and such that
WðzÞ ¼ Im NðzÞ:
6.2. The trace formula in the rational case
Let r be a rational function with no poles on the real line and vanishing at inﬁnity.
It can be written as a ﬁnite sum of the form
rðzÞ ¼
X cj
ðz  wjÞnj ;
where the cjAC and the wj are not real. If H is a self-adjoint operator we deﬁne
rðHÞ ¼
X
cjðH  wjIÞnj :
Theorem 6.5. Let N be a Cnn-valued rational function analytic in the closed upper
half-plane and at infinity and such that NðNÞ ¼ In and with a positive real part in the
upper half-plane. Then, N is the Nevanlinna function of a canonical differential
expression. Let Hþ and H be the self-adjoint operators defined by (1.2) and (1.3)
and let
NðzÞ ¼ iðIn þ cðzI  aÞ1bÞ
be a minimal realization of the Nevanlinna function N: Then, for any rational
function r with no poles in the closed upper half-plane and vanishing at infinity,
the operator
rðHþÞ  rðHÞ
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has rank n and
TrfrðHþÞ  rðHÞg ¼ Tr rðaÞ  Tr rðaÞ;
where a ¼ a  bc: Finally,
fdetz0ðHþ  zIÞðH  zIÞ1 ¼ detða  zIÞ1ða  zIÞ
detða  z0IÞ1ða  z0IÞ
: ð6:1Þ
Proof. Let NðzÞ ¼ iðIn þ cðzI  aÞ1bÞ be a realization of N: Then,
N 0ðzÞ ¼ icðzI  aÞ2b
and thus, with a ¼ a  bc we have
N1ðzÞN 0ðzÞ ¼ ðI  cðzI  aÞ1bÞðcðzI  aÞ2bÞ
¼  cðzI  aÞ2b
þ cðz  aÞ1bcðzI  aÞ2b
¼  cðzI  aÞ2b
þ cðzI  aÞ1ða  aÞðzI  aÞ2b
¼  cðzI  aÞ1ðzI  aÞ1b:
Hence
Tr NðzÞ1N 0ðzÞ ¼TrðcðzI  aÞ1ðzI  aÞ1bÞ
¼TrðzI  aÞ1ðbcÞðzI  aÞ1
¼TrðzI  aÞ1ða  aÞðzI  aÞ1
¼TrðzI  aÞ1 a  zI þ zI  að ÞðzI  aÞ1;
and thus
Tr NðzÞ1N 0ðzÞ ¼ TrððzI  aÞ1  ðzI  aÞ1Þ ð6:2Þ
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and (1.7) leads to
TrððHþ  zIÞ1  ðH  zIÞ1Þ ¼ Tr ðða  zIÞ1  ða  zIÞ1Þ ð6:3Þ
and hence the result for r with simple poles. The general result is obtained by an
approximation argument.
We now prove (6.1). Formula (A.1) with B ¼ a and A ¼ a gives
d
dz
ln detða  zIÞða  zIÞ1 ¼ Tr fða  zIÞ1  ða  zIÞ1g:
On the other hand, recall (A.3):
d
dz
ln fdetz0ðH  zIÞðHþ  zIÞ1 ¼ Tr ððHþ  zIÞ1  ðH  zIÞ1Þ:
In view of (6.3) we have
d
dz
fln detða  zIÞða  zIÞ1 þ ln fdetz0ðH  zIÞðHþ  zIÞ1g ¼ 0
and hence the result. &
Appendix. Perturbation determinants
In this appendix we review some facts on perturbation determinants. First
the deﬁnition. If A and B are (possibly unbounded operators) such that B  A is
trace class, the determinant detðB  zIÞðA  zIÞ1 makes sense and is called the
perturbation determinant of the pair ðA; BÞ: See [23, Chapter 4, Section 3].
Furthermore, it holds that
d
dz
ln detðB  zIÞðA  zIÞ1 ¼ TrfðA  zIÞ1  ðB  zIÞ1g; ðA:1Þ
see [27, p. 132].
One can extend the notion of perturbation determinant to the case where B  A is
not of trace class but where for some z0AC both ðA  z0IÞ1 and ðB  z0IÞ1 exist
and are such that ðB  z0IÞ1  ðA  z0Þ1 is of trace class. One sets
fdetz0 ðB  zIÞðA  zIÞ1
¼def det ðB  z0IÞ1  I
z  z0
 
ðA  z0IÞ1  I
z  z0
 1
: ðA:2Þ
Formula (A.1) still holds when the perturbation determinant is replaced by this
generalized perturbation determinant. See [27, p. 132]. For completeness we prove
this fact in the next proposition.
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Proposition A.1. It holds that
d
dz
ln fdetz0ðB  zIÞðA  zIÞ1 ¼ TrððA  zIÞ1  ðB  zIÞ1Þ: ðA:3Þ
In particular the value of fdetz0 does not depend, up to a multiplicative constant, on the
choice of z0 and reduces to the perturbation determinant (still up to a multiplicative
constant) when B  A is of trace class.
Proof. First note that formula (A.1) holds for
B0 ¼ðB  z0IÞ1;
A0 ¼ðA  z0IÞ1:
Hence,
d
dz
ln detððB0  z0IÞ1  zIÞððA0  z0IÞ1  zIÞ1
¼ TrfððA0  z0IÞ1  zIÞ1  ððB0  z0IÞ1  zIÞ1g:
Thus,
d
dz
ln fdetz0ðB0  zIÞðA0  zIÞ1
¼ d
dz
ðB0  z0IÞ1  I
z  z0
 
ðA0  z0IÞ1  I
z  z0
 1
¼  1ðz  z0Þ2
Tr ðA0  z0IÞ1  I
z  z0
 1
 ðB0  z0IÞ1  I
z  z0
 1( )
;
where we used the rule of differentiation for composition of functions to go from the
second to the third line.
If z is also in the resolvent set of A; it is easily shown using the resolvent identity
ðA  zIÞ1  ðA  z0IÞ1 ¼ ðz  z0ÞðA  zIÞ1ðA  z0IÞ1
that
ðA  z0IÞ1  I
z  z0
 1
¼ ðz  z0ÞðI þ ðz  z0ÞðzI  AÞ1Þ;
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and similarly for B: Hence,
 1ðz  z0Þ2
Tr ðA  z0IÞ1  I
z  z0
 1
 ðB  z0IÞ1  I
z  z0
 1( )
¼  1ðz  z0Þ2
Trfðz  z0ÞðI þ ðz  z0ÞðzI  AÞ1Þ
 ðz  z0Þ I þ ðz  z0ÞðzI  BÞ1
 
g
¼ TrððA  zIÞ1  ðB  zIÞ1Þ
which ends the proof of (A.3). &
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