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ABSTRACT
This dissertation consists of three studies investigating the relationship between business
analytics and decision making in accounting. In an effort to improve performance, organizations
increasingly emphasize fact-based decision making supported by business analytics, which
translate complex data into manageable information through statistical analysis. While the recent
focus on business analytics is transforming how managers make decisions, analytics alone do not
generate increased performance; the synergy between business analytics and user judgments is a
vital component of realizing value. To this end, Study I experimentally investigates how various
characteristics of business analytics affect individuals’ reliance and perceptions of the analytic.
Through the lens of cognitive fit a 2×2 between-subjects experiment is conducted examining
business analytics effects of input and process attributes on users’ reliance. Cognitive fit theory
posits that effective problem solving depends on the match between the technology and the
decision process. The second study investigates the impact of management interventions (i.e.
actions influencing adoption) toward improving reliance on business analytics. From an
organizational perspective, an important concern for management is promoting greater employee
acceptance and utilization of business analytics. Building on the Technology Acceptance Model,
Study II experimentally examines the effect of management support and consensus of multiple
analytics on increasing reliance and on participants’ evaluation of the business analytic. Study III
further explores the relationship between characteristics of business analytics and the decision
maker by developing a theoretical model regarding the effects of perceived decision similarities
between the user and the business analytic on users’ perceived usefulness. Overall, the results
reported in this dissertation suggest that 1) characteristics of business analytics influence users’
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judgments and decision making, 2) management can take actions to influence the relationship
between users and business analytics, and 3) users are likely to evaluate their cognitive similarity
to these business analytics, and these perceptions influence perceived usefulness of the business
analytics.
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GENERAL INTRODUCTION
This dissertation examines the relationship between business analytics and decision
making in the context of accounting. Business analytics is the practice of transforming complex
data into clear, manageable information in order to improve organizational performance through
fact-based decision making (Davenport and Harris 2007; Holt, Lang, and Sutton 2017). Employing
information technology, data, statistical analysis, quantitative methods, and mathematical models,
business analytics help managers enhance insight into their business operations and create value
from data (Evans 2013; Chen, Chiang, and Storey 2012). The prevalence of analytics in business
has been prompted in part by the sharply declining cost of massive computer memory (i.e. big
data) and remarkable gains in computer processing power (Sharma, Reynolds, Scheepers, Seddon,
and Shanks 2010). However, business analytics alone do not generate increased organizational
performance. Rather, increased performance is dependent upon the human decision-making
actions enabled by the insights business analytics gleam (Alles 2015).
The purpose of this dissertation is to further our understanding of this relationship between
decision makers and the business analytics they employ. This study of business analytics is timely
as more companies are increasingly moving towards relying on fact-based decisions to optimize
performance (Dutta 2011). Understanding the complex relationship between this technology and
the human element should have direct implications, both theoretical and applied. As such, this
dissertation importantly relates research to business practice.
This dissertation comprises of three independent but related studies. Study I examines the
effect of business analytic characteristics on users’ decision making. Specifically, attributes of the
data inputs and the statistical process of the business analytic are examined rather than the outputs
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which have been the predominant focus of past decision support systems research. Study II
experimentally investigates the ways in which management interventions can influence business
analytic users’ judgments. Finally, Study III further explores the relationship between
characteristics of business analytics and the decision maker by examining the effects of perceived
decision similarities between the user and the business analytic on users’ perceived usefulness.
Study I: An Experimental Investigation of Business Analytic Characteristics on Reliance
Study I examines the ways in which judgment and decision making is influenced by
characteristics of business analytics. To improve performance, organizations are increasingly
applying fact-based decision making supported by business analytics, which translate complex
data into manageable information through statistical analysis. While the recent focus on business
analytics is transforming how managers make decisions, analytics alone do not generate increased
organizational performance. Rather, the synergy between business analytics and user judgments is
a vital component of realizing value. The purpose of Study I is to experimentally investigate the
ways in which characteristics of business analytics affect reliance and individual’s evaluation of
the analytic. A 2×2 between-subjects experiment was conducted examining the effects of input
and process attributes of business analytics through the lens of cognitive fit, which suggests that
effective problem solving depends on the matching between the technology and the decision
process. This may be problematic as more complex business analytics, that should better support
decisions, may have lower cognitive fit with users thus leading to less reliance and lower quality
decisions.
The results from the experiment do not support the hypothesized relationships.
Characteristics of business analytics do influence users’ reliance, but do not significantly affect
subsequent evaluations of the analytic (i.e. users’ perceptions of usefulness, satisfaction, or
2

accuracy). Statistical analysis indicates an unexpected significant interaction where business
analytics with matching levels of cognitive fit between the inputs and process generate higher
reliance than when the fit of the characteristics do not match. This effect does not align with the
underlying theory; future research may want to explore whether there is an underlying basis for
understanding this relationship.
Study II: The Impact of Interventions on Improving Reliance on Business Analytics
As noted, business analytics have the potential to improve organizational performance by
influencing managers’ decisions. From an organizational perspective, an important concern for
management is promoting greater employee acceptance and utilization of business analytics.
Based on the theoretical perspective of the updated technology acceptance model (TAM 3), this
study investigates the impact of management interventions (i.e. actions that can influence
adoption) on improving decision making supported by business analytics. Prior research suggests
that multiple interventions may encourage behavioral change (Polites and Karahanna 2013). As
such, Study II experimentally examines the effect two types of interventions, management support
and consensus of multiple analytics, have on improving reliance and participant’s evaluation of
the business analytic. With limited research in the information technology adoption literature that
focuses on management interventions (Venkatesh 2006), coupled with the importance of
examining interventions in decision-making contexts where individuals can be meaningfully
influenced (Venkatesh and Bala 2008), this study has direct implications on both practice and
theory.
Results indicate that interventions can increase reliance of business analytics. As theorized,
the presence of both a business system output quality (i.e. having consensus in recommendations
from multiple analytics) and subjective norms (i.e. explicit management support) significantly
3

increases user’s reliance on a business analytic. Analysis suggests that while either intervention
alone does moderately influence reliance, the presence of both explicit management support of the
business analytic and consensus from two business analytics interacts to significantly increase
reliance on a business analytic. This supports the argument that interventions need to take place
on multiple dimensions to increase effectiveness (Polites and Karahanna 2013). As in Study I, no
significant differences are found regarding users’ perceptions of usefulness.
Study III: The Effects of Input and Process Similarity on Users’ Evaluation of Business
Analytics
Study III complements Study I of this dissertation by further exploring the relationship
between characteristics of business analytics and the decision maker. This study develops a
theoretical model and hypotheses by drawing on multiple theoretical perspectives and adapting
established frameworks in an attempt to understand the way in which decision makers evaluate
business analytics. Specifically, this study uses survey data to investigate the effects of perceived
decision input similarity and perceived decision process similarity on users’ evaluations of a
business analytic’s perceived usefulness. Additionally, two moderating effects related to user’s
knowledge (task knowledge and analytic knowledge) are incorporated into the model as prior
research has shown their influence in technology adoption (Al‐Natour, Benbasat, and Cenfetelli.
2008; Arnold, Collier, Leech, and Sutton 2004).
The results reveal that perceived decision input and process similarity positively influence
users’ evaluations of a business analytic’s usefulness. Additionally, perceived input similarity
positively affects users’ perception of process similarity. Process similarity also mediates the
relationship between inputs similarity and usefulness. Contrary to extant literature, the moderating
effects of task knowledge and business analytic knowledge do not influence the relationships of
4

perceived input similarity or perceived process similarity on perceived usefulness. Findings
support the idea that, regardless of their level of knowledge with the task or analytic, users of
business analytics are likely to evaluate how similar the inputs and processes employed by an
analytic are to their own cognitive approaches, and any similarity perceptions discovered in this
comparison influence their evaluations of these business analytics’ usefulness. Importantly, Study
III provides additional evidence on the importance of cognitive fit between other aspects of
technology besides output representations (i.e. the inputs and process of a technology),
characteristics that have received less attention in existing literature.
Overall Contribution
Overall, this dissertation makes several contributions. First, it extends research on IT
support of accounting decision making into the area of business analytics. While researchers have
discussed the issues surrounding business analytics, current research in accounting is mostly
anecdotal or editorial in nature (Hampton and Stratopoulos 2017). Study I analyzes the effects of
inputs and processes of a specific decision support system, beyond the outputs normally studied
(e.g. Dilla, Janvrin, and Raschke 2010). Second, Study II investigates the effectiveness of
interventions on individual business analytic reliance, a portion of technology acceptance that
remains unknown and has practical implications related to increasing data-driven decision making.
Finally, Study III provides details in examining determinants of business analytics use beyond the
characteristics of the business analytic, demonstrating the importance of user’s perceived
similarity on business analytic use in users with varying degrees of familiarity with either the task
or the analytic.
Taken together, insights from this research help to better understand the impact of business
analytics on user’s decision making and offer potential solutions to improve the relationship.
5

Characteristics of business analytics influence users’ reliance on the analytic and subsequent
decisions. Examining the results of Study I and III together, it seems the cognitive fit of the
perceived similarities between the users’ cognitive approach and the business analytic determines
the perception of usefulness, which subsequently determines reliance. Additionally, management,
who increasingly are focusing on fact-based decisions in hopes to improve organizational
performance, have actionable options to increase subordinates’ reliance on business analytics
(Study II). Overall, this dissertation furthers our understanding of the complex relationship
between decision makers and an increasingly prominent tool in organizations - business analytics.
Nonetheless, the inconsistencies identified reinforce the need for additional research exploring
how business analytics can be used more effectively in organizations.
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STUDY I: AN EXPERIMENTAL INVESTIGATION OF BUSINESS ANALYTIC
CHARACTERISTICS ON RELIANCE
Introduction
Business analytics is the process of deciphering large amounts of complex data through
advanced statistical analysis to generate clear, manageable information in order to support factbased decisions thereby improving organizational performance (Davenport and Harris 2007;
Evans 2013; Chen, Chiang, and Storey 2012). Business analytics is changing how managers make
decisions (Alles 2015) but insights do not simply emerge from applying analytical tools to data.
That is, business analytics alone do not generate increased organizational performance. Rather,
analytic results are the starting point. Increased organizational performance is dependent upon
human decision-making actions supported by business analytics (Sharma, Reynolds, Scheepers,
Seddon, and Shanks 2010).
The purpose of this research is to investigate the ways in which characteristics of business
analytics affect individuals’ reliance and evaluation of the analytic. While research in the field of
decision support systems (the domain of business analytics) has extensively studied the effects of
technology on decision making (e.g. Davis, Bagozzi, and Warshaw 1989; Goodhue and Thompson
1995; Venkatesh 2006), much of this literature focuses solely on the output of the technology
(Dilla, Janvrin, and Raschke 2010; Kelton, Pennington, and Tuttle 2010). Research to date has
largely ignored the potential effects of the essential inputs (i.e. the type of data) and processes (i.e.
the complexity of the analytic), two other fundamental attributes of business analytics. 1

1

The Input-Process-Output Model (Wilkinson 1982; Davis and Olson 1984), developed from the general system
theory originally proposed in 1928 (von Bertalanffy 1968), is a simple, widely used approach in systems analysis for
describing the basic structure of information processing within a system.
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To this end, a 2×2 between-subject experiment is conducted examining the effects of the
input and process characteristics of business analytics on decision makers’ reliance. Specifically,
manipulated variables include the business analytic input data (structured vs. both structured and
unstructured data) and the transparency of the business analytic process (low vs. high). Cognitive
fit is used to understand the relationship between business analytic characteristics and decision
makers. The cognitive fit model (Vessey 1991) theorizes that effective problem solving depends
on the problem representation (i.e. the presentation format of the technology) supporting the user’s
strategy required to perform the task. Based on this paradigm of cognitive fit, subsequent research
has focused on the aspect of cognitive fit (in the context of reliance on intelligent systems) related
to the user’s perception of the decision aid supporting the user’s strategy. This research
concentrates on the user’s perceived congruence between the decision process of the technology
and the user’s preferred problem resolution strategy (Arnold and Sutton 1998; Al‐Natour,
Benbasat, and Cenfetelli 2008). Based on this reasoning, more sophisticated business analytics,
which may support better decisions, may have lower fit with users, due to decreased certainty,
understandability, and similarity between the user’s solution strategy and the analytic, thereby
leading to lower reliance and, as a consequence, potentially lower quality decisions.
The results of this study indicate that the characteristics of business analytics do not have
an effect on user’s evaluations of an analytic as hypothesized. Although there is no main effect of
inputs or processes on reliance, results indicate a significant interaction. Business analytics with
matching fits between the inputs and process (i.e. structured data and high transparency of system
logic as well as structured and unstructured data and low transparency of system logic) are relied
on significantly more than when the fit of the characteristics do not match. Interpretation of this
finding is explored further in the discussion section.
9

This study of business analytics is important as more companies are progressively moving
towards relying on fact-based decisions to improve organizational performance (Dutta 2011). A
report by the McKinsey Global Institute predicted that by 2018, the United States alone will face
a shortage of 1.5 million data-skilled managers with the ability to employ analytics to make
effective decisions (Brown, Chua, and Manyika 2011). As organizations are turning to business
analytics in hopes to optimize performance, understanding the complex relationship between the
system and human element is increasingly important.
This study contributes to the literature in multiple ways. First, it extends research on IT
support of accounting decision making into the area of business analytics. Researchers have noted
the importance of understanding how the use of business analytics affects performance (Sharma,
Mithas, and Kankanhalli 2014), and some accounting literature has discussed the issues
surrounding business analytics, however current research is mostly anecdotal or editorial in nature
(Hampton and Stratopoulos 2017). This study empirically investigates issues surrounding business
analytics in accounting research. Secondly, this research analyzes the effects of inputs and
processes of a specific decision support system, beyond the outputs normally studied (e.g. Dilla et
al. 2010). As such, this study contributes to the cognitive fit literature fit by extending beyond
representations (i.e. presentations of outputs) to also consider the cognitive fit of additional system
features (i.e. inputs and processes) on the reliance on the technology. While cognitive fit generally
focuses on the effect of technology representation, research has elaborated on the theory related to
the fit of other attributes such as perceived process similarity. This study extends cognitive fit
theory to also encompass the perceived input similarities, analogous to the basic cognitive fit
argument.
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The remainder of this paper is organized as follows. The next section reviews accounting
literature on business analytics and orients it within the existing decision aid literature.
Subsequently, theoretical foundations are presented and the hypotheses are developed. Then the
methodological approach, details of the experimental materials, and related results are presented.
The final section concludes, acknowledges limitations, and offers ideas for future research.
Background
Business Analytics
As stated, business analytics converts complex data into actionable information to support
fact-based decision making in order to improve organizational performance (Davenport and Harris
2007; Holt, Lang, and Sutton 2017). 2 Business analytics employ information technology, data,
statistical analysis, quantitative methods, and mathematical models to help managers enhance
insight into their business operations (Evans 2013; Chen et al. 2012). 3 Ultimately, business
analytics is about creating value from data. To thrive in today’s business world, organizations must
continually innovate to differentiate themselves from competitors, seek ways to grow revenue and
market share, reduce costs, and retain existing customers while acquiring new ones; business
analytics enables organizations to accomplish these objectives.
The recent explosion of business analytics has been ignited by multiple factors. First, in
2007 Thomas H. Davenport and Jeanne G. Harris wrote a groundbreaking book- Competing on
Analytics: The New Science of Winning in which they describe how many organizations should

2
Various perceptions, classifications, and rationales of business analytic exist. Business analytics are viewed as a
movement/culture, a collection of practices/technologies, a transformation process, a capability set, a specific activity,
and a decisional paradigm (Holsapple, Lee-Post, and Pakath 2014). The practices/technologies perspective is perhaps
the most common view of business analytics, and the frame of reference taken in this study.
3
Methods (e.g. processes) of business analytics include techniques such as regression, forecasting, machine learning
and data mining (Evans 2013).
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use analytics strategically on their data to make better decisions and improve customer and
shareholder value. This influential book shed light on this potentially valuable and under-employed
resource. While the current focus on business analytics seems to indicate a seminal moment of
change and innovation, in reality, business analytics have been around for decades. When
interpreted as an application of statistical methods, business schools have long taught many of the
core topics in business analytics under such titles as operations research, management science,
decision support systems, econometrics, and financial analysis (Acito and Khatari 2014). The tools
and techniques of business analytics have been used across many areas in a wide variety of
organizations to improve the management of customer relationships, financial and marketing
activities, cost accounting, auditing, and supply chain management for years. Next, the sharply
declining cost of massive computer memory recently led to the phenomenon of big data (Sharma
et al. 2010). 4 Big data is becoming a new type of asset (“Fuel of the Future” 2017) and key basis
for a competitive advantage, functioning much like an influential brand (Bughin, Livingston, and
Marwaha 2011; Brown et al. 2011). Data alone however is insufficient; in order to be useful it
needs to be analyzed. Finally, the rise of business analytics can be attributed to the remarkable
gains (and decreased cost) in computer processing power. Business analytics applied to big data
make it possible to synthesize vast amounts of data with previously unimaginable speed and
accuracy. Combined, these factors have generated the economic feasibility and capability of
business analytics for all types of organizations, thus facilitating its remarkable growth.

4

Big data is a kind of euphemism for datasets so vast, complex and dynamic they exceed the processing capacity of
conventional database systems (Wixom, Yen, and Relich 2013). For example, Walmart handles more than a million
customer transactions per hour and imports those into databases estimated to contain more than 2.5 petabytes of data.
Radio frequency identification (RFID) systems can generate 1000 times the data of conventional bar code systems
(Troester 2012).
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Business analytics (and big data) has overcome the hype curve and is now becoming part
of mainstream business processes, influencing all facets of large organizations’ decision making
and business strategies (Griffin and Wright 2015; Piatetsky-Shapiro 2007). 5 While understanding
the capabilities and techniques of analytics is vital to managing in today’s business environment,
successful application of analytics requires more than just the capability; it requires a sophisticated
understanding of how analytics support an organization’s competitive strategy and effective
execution across all levels of management (Evans 2013). The key consumer of business analytics
is the business user, whose job is not directly related to analytics per se, but who typically uses
analytical tools to improve the results of some business process (Kohavi, Rothleder, and Simoudis
2002). Managing business analytics effectively requires the right people (Chua 2013).
There is almost an implicit assumption within much of the business analytics literature that
good insights lead to better decisions (Lycett 2013). Despite the hopes of many, insights do not
automatically emerge from applying analytical tools to data. Organizations can be rich in data but
poor on insight (Luftman and Ben-Zvi 2010). 6 While proper use of business analytics can improve
performance, getting it wrong can result in poor decisions, privacy breaches to data security, and
damage to organizational value (Chua 2013). Lycett (2013) argues that even though business
analytic tools increase the ability to glean patterns, trends and relationships, the next step of
understanding the causes behind those patterns is critical. That is, business analytics alone do not
generate increased organizational performance. Rather, analytic results are a starting point.
Increased organizational performance is dependent upon the human decision-making actions

5

IBM suggests that traditional management approaches are evolving in today’s analytics-driven environment to
include more fact-based decisions as opposed to judgment as well as more proactive decisions rather than reactive
(IBM 2009).
6
Imagine taking a drink from a fire hydrant.
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enabled by business analytics (Sharma et al. 2010). Decision makers must turn information, the
end result of a business analytic, into insights that drive business decisions and actions (Alles
2015).
Decision Support Systems, Business Intelligence, and Business Analytics
As decision makers are limited in their ability to process information (Taylor 1975) and
information overload leads to lower decision quality (Jacoby 1977; Edmunds and Morris 2000),
capabilities of decision support systems to assist decision makers in improving decision quality
have generated an enormous amount of research since the mid-1970s (Eierman, Niederman, and
Adams 1995). Decision support systems are a classification of decision aids 7 that help users in
less structured contexts in which judgment plays a role (Rose 2006). Within the area of information
systems, decision support systems develop and deploy technology-based systems, such as business
intelligence systems, group support systems, knowledge management systems, data warehousing,
and enterprise reporting and analysis systems (Arnott and Pervan 2008), to support and improve
managerial decision making.
Modern business intelligence (BI) is a natural evolution of a series of previous decision
support systems designed to assist decision making (Negash 2004; Holsapple et al. 2014). In a
decision-support context, BI offers a data integration and analytical capability solution that
provides valuable information for decision making at multiple organizational levels. BI refers to
various computerized methods of transforming data into information, information into knowledge,
and knowledge into enhanced organizational decision-making, usually in real time. Processes,
technologies, analytic tools, data, databases, and dashboards are all aspects of BI (Popovic,

7

The literature generally classifies decision aids (i.e. any procedure for the selection of alternatives designed for
practical application), into three major categories: deterministic aids, decision support systems, and expert systems
(Rose 2006).
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Hackney, Coelho, and Jaklic 2012). BI outputs range from simple descriptive reporting, to sliceand-dice, drill down, and real-time analysis (Holsapple et al. 2014).
Business analytics can be categorized as a class within the domain of BI (Gillon, Sinan,
Lin, Mithas, and Zozulia 2012). Business analytics allows organizations to gain a richer
understanding of data that expands on BI reporting by developing new insights and understanding
of unknown relationships among the data. Business analytics differentiates from contemporary BI
in its lack of reliance on reporting accurate and verifiable past information (usually in the form of
metrics), main characteristics of BI (Koch 2015). That is, business analytics may only need to
approximate correct conclusions, while BI needs to be reliable (Schneider, Dai, Janvrin, Ajayi,
and Raschke 2015). Frequency is another distinction; BI outputs report continuously (i.e.
dashboards) while most business analytics are ad hoc by nature. 8 Despite these contrasts, business
analytic objectives are equivalent to BI in that both are technologies providing valuable
information to support complex decision making.
Characteristics of business analytics can be classified as inputs, processes, and outputs.
Developed from the general system theory originally proposed in 1928, the input–process–output
framework is a simple, widely used approach in systems analysis for describing the basic structure
of information processing within a system (von Bertalanffy 1968; Wilkinson 1982; Davis and
Olson 1984). Business analytics accept data as input, process the data, and provide information as
an output. This simple framework is employed to differentiate between various attributes of

8

Depending upon interpretation and implementation, a business analytic could result in a continual flow of
information into a business intelligence system.
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business analytics when developing hypotheses regarding their effect on reliance and the
evaluation of the business analytic. 9
Theory and Hypotheses
Cognitive Fit
Cognitive fit provides theory-based guidelines for designing systems that are more
compatible with decision makers. Based on information processing theory (LaBerge and Samuels
1974), cognitive fit states performance on a task will be enhanced when information provided by
a technology (i.e. the problem representation) and the requirements of a task match (Vessey 1991).
When these aspects align, individuals use processes that also emphasize the same type of
information (i.e. mental representation). The fit of technology to task and the user's view of the fit
between technology and task facilitate effective problem solving (Vessey and Galletta 1991).
Research on cognitive fit in accounting largely examines the effects of data representations
(graphical vs tabular) and is inconclusive 10 as to the representations that increase decision quality11
in various accounting tasks (for a review, see Kelton et al. 2010). 12 The common denominator in
this expansive research area is the focus on the effect of representations (e.g. system outputs) on
decision makers.
Within the knowledge based systems research stream, the focus has been on the aspect of
cognitive fit related to user’s perception of the process fit in terms of the user’s match with the

9

Business analytic outputs, which are classified as descriptive, predictive or prescriptive (Holsapple et al. 2014), are
beyond the scope of this study.
10
Dunn and Grabski (2001) contend these mixed results may be overcome by localization of focus (i.e. directing
attention to a limited area), thus further elaborating on cognitive fit.
11
Fit based off information presentation has also been applied to overall judgment strategy (Kershaw and Tuttle 1998).
12
Research on representations beyond graphs versus tables include multimedia (Lim and Benbasat 2000), paper versus
computer (Jones, Pentecost, and Requena 2003; Galletta, Hartzel, Johnson, Joseph, and Rustagi 1996), interactive data
visualizations (Dilla et al. 2010), diagrams of conceptual models (Dunn, Gerard, and Grabski 2011) and semantic
expressiveness (e.g. real-world meaning; Dunn and Grabski 2000).
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decision processes used in the system. Vessey and Galletta (1991) concede that many related
factors may influence cognitive fit beyond problem representation. Additionally, she asserts that
“the processes or strategies problem solvers use are the crucial elements of cognitive fit since they
provide the link between representation and task” (Vessey 1991 page 219). This dimension of
cognitive fit is based on user reliance being dependent upon agreement with the decision process
of the aid. Technology reliance literature operationalizes cognitive fit to include the congruence in
the judgment processes and reasoning between the user and the system, the match of problem
analysis, and degree of similarity in problem solving approaches (Arnold and Sutton 1998;
Hampton 2005). System explanations research surmise that experts compare underlying
information (such as the system’s initial problem solving strategy and data used) with their own
knowledge to establish cognitive fit (Arnold, Collier, Leech, and Sutton 2004; Arnold, Clark,
Collier, Leech, and Sutton 2006). Further elaborating cognitive fit in a recommendation aid setting,
a user’s perceived increase in decision process similarity or perceived decision outcome familiarity
of a decision aid

will increase acceptance and use due to understandability, reduction of

uncertainty and increased cognitive fit (Al‐Natour et al. 2008).
Aligning with the above explication, this study applies cognitive fit theory by extending
beyond representations (i.e. presentations of outputs) to also consider the cognitive fit of additional
system features (i.e. inputs and process) on the reliance of the technology. Parallel to the basic
cognitive fit argument, technology characteristics should have a stronger influence when they have
parallels to the user (that is, when a business analytic contains approaches normally used by
decision makers).
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Business Analytic Inputs
Inputs are data the user wishes to embed in a business analytic for some type of use. For
any given organization, this may include internally generated data, externally generated data, or a
blending of both. In general, most internally generated data is structured and most externally
generated data is unstructured. Structured data is traditionally the most common form of data
organizations create and analyze. Usually, it is organized in records where specific information is
stored based on a methodology of columns and rows (e.g., relational databases and spreadsheets).
Structured data is generally reliable, understood by computers, and efficiently organized for human
readers (Syed, Gillela, and Venugopal 2013). The term unstructured data refers to information that
does not fit well into relational tables. Unstructured data, much of which is uncertain or
unpredictable, denotes any data that has no readily identifiable structure and represents the largest
proportion of existing data (Syed et al. 2013). 13 Examples include audio, video, clickstream,
emails, tweets, and social media posts. These individual external datasets may contain their own
specific structure, but the dissimilarities in structure between the various datasets and an
organization’s data leads to the labeling of unstructured data.
Having high-quality data and understanding the uncertainty in data are essential for good
decision making (Marlin 2013). Verifying the certainty of a large data set can be a daunting task
for decision makers, especially with unstructured data. Cognitive fit suggests that better decisions
are realized when individual decision processes are supported by the technology. That is, the
similarity of the technology’s process, to include the data input, with the user will increase fit and
reliance (Al-Natour et al. 2008; Arnold et al. 2006). Applying this reasoning to inputs of a business

13

While big data can exist as large structured data or unstructured data, unstructured information is about 90 percent
of big data (Syed et al. 2013).
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analytic, data with higher certainty (i.e. structured data) will be more easily understood and
normally used in the decision process. Conversely, input data with more uncertainty (i.e.
unstructured data) will decrease cognitive fit of the business analytic. Traditionally, additional data
is thought to aid the decision process. However, in this scenario, adding unstructured data to the
more certain structured data will decrease the cognitive fit of the business analytic. Note that the
user cannot simply ignore the additional, unstructured data, as it is not an output of the analytic.
Rather, including unstructured data as an input into the analytic “poisons the well” and reduces the
cognitive fit of the business analytic output. Lower cognitive fit between the user and the business
analytic will induce lower reliance as well as lower evaluations of perceived usefulness, perceived
credibility, and perceived accuracy. This leads us to our first hypotheses:
H1a: Business analytics using structured data inputs will lead to higher reliance than a
business analytic using unstructured and structured data inputs.
H1b: Business analytics using structured data inputs will lead to higher evaluations of
analytics (to include perceived usefulness, perceived credibility, and perceived accuracy)
than a business analytic using unstructured and structured data inputs.
Business Analytic Processes
Processing is the act of taking inputted data and converting it to meaningful information.
While data is everywhere, it often lacks relevance, clarity and accuracy. Business analytic
processes transform data into actionable information (Lantz 2013). The process is the underlying
mathematical and statistical operations of the algorithms or models. Business analytic processes
include statistical methods ranging from basic tools of descriptive analysis, exploration,
estimation, and inference, to more complex techniques such as regression, forecasting, machine
learning, and data mining (Sharma et al. 2014; Evans 2013).
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The process underlying any given business analytic will vary in complexity. This
complexity drives the transparency of the system logic. Certain analytics, such as nearest neighbor
classifiers or decision trees, have high levels of system logic transparency (i.e. the user easily
understands the underlying method of the business analytic). More complex business analytics
lack transparency of system logic to such an extent they are often referred to as black boxes.
Examples of highly complex business analytics include artificial neural network algorithms and
support vector machine models. These analytics offer little transparency of logic but are generally
stronger algorithms (Lantz 2013).
The transparency of the process logic will affect the cognitive fit of a business analytic.
Prior literature shows that comprehensible models are more popular than opaque models (Kohavi
et al. 2002). 14 Processes with very low transparency of business analytic logic will have lower
cognitive fit as the increase in complexity decreases user’s understanding and certainty regarding
the analytic. Conversely, business analytics with higher logic transparency will be more
understandable and therefore have higher cognitive fit. When users can better understand the
reasoning, and it is perceived as cognitively consistent, users increasingly rely on the decision aid
due to the process similarity (Al‐Natour et al. 2008) and have more positive perceptions of
usefulness, credibility, and accuracy. This leads us to our next set of hypotheses:
H2a: Business analytics with higher transparency of process logic will lead to higher
reliance than a business analytic with lower transparency of logic.

14

For example, in the KDD-Cup 2000, a data mining competition in which insight was important, the use of decision
trees, generally accepted as relatively easy to understand, outnumbered other methods more than two to one (Kohavi
et al. 2002).

20

H2b: Business analytics with higher transparency of process logic will lead to higher
evaluations of analytics (to include perceived usefulness, perceived credibility, and
perceived accuracy) than a business analytic with lower transparency of logic.
The Overall Effect of Inputs and Processes of Business Analytics
While inputs and processes of business analytics are isolated in the development of the
previous hypotheses, in practice they cannot be disentangled so easily. Any single business
analytic inherently contains inputs and a process. Therefore, the interaction of these characteristics
is examined. As business analytics’ inputs and processes are invariably perceived to be related, a
compounding effect on reliance and evaluation of the business analytic is expected when multiple
characteristics (i.e. inputs and process) have similar fit. If the business analytic has a low degree
of fit with the inputs, but has a stronger process similarity, the varying fit may facilitate increased
reliance and positive perceptions of the analytic, but not as much as a high degree of fit would. In
other words, the fit needed will be offset by the counter balancing characteristics, making reliance
and perceptions of the analytic much more difficult. However, when the characteristics of the
inputs and processes have a similarly high cognitive fit, they are mutually supportive, resulting in
a compounding relationship between the business analytic and the user. This suggests a
multiplicative interaction effect on both users’ reliance of the business analytic and perceptions of
usefulness, credibility, and accuracy as follows:
H3a: Reliance will be higher (lower) when a business analytic uses structured (both
structured and unstructured) data inputs and uses a process with higher transparency of
logic rather than lower transparency.
H3b: Evaluations of the analytic (to include perceived usefulness, perceived credibility,
and perceived accuracy) will be higher (lower) when a business analytic uses structured
(both structured and unstructured) data inputs and uses a process with higher transparency
of logic rather than lower transparency.
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Research Method
To test the hypotheses, a 2×2 web-based experiment is conducted examining whether the
characteristics of a business analytic affect reliance and the subsequent evaluation of the analytic.
The experiment manipulates business analytic inputs (structured vs. unstructured data) and the
transparency of the business analytic process (low vs. high). Web-based software randomly assigns
participants to the experimental conditions.
Participants
Participants are recruited through a survey collection company that specializes in access to
professionals with high experience. 15 The survey company targeted experienced cost managers
(i.e. supply chain managers and purchasing managers with more than one year of experience).
Participants designated by the survey company were additionally screened at the beginning of the
instrument, prior to accessing the experimental materials, to ensure they met these minimum
qualifications (Brandon, Long, Loraas, Mueller-Phillips, and Vansant 2014). Two screening
questions were employed. First, a basic knowledge question is presented; participants are asked
what “SCM” most commonly stands for in their field of work. Only participants that chose “supply
chain management” are allowed to participate in the experiment. 16 Second, participants are asked
their experience in purchasing or supply chain management; participants selecting a response
option greater than one year move forward to the experimental materials. 17
Table 1 presents detailed demographic information for the 161 participants included in the
final sample (see the manipulation and attention checks section below for details on how the final

15

Empanel Online, a B2B online market research company, was employed to assist in data gathering.
Alternative choices included: support cost manager, secure content manager, support center manager, and structured
capital market.
17
Potential subjects that selected either “none” or “less than one year” were excluded from participation.
16
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sample is attained). Approximately 90% of participants had more than five years work experience.
More than eighty percent of participants classified their experience with data analytics as
intermediate-level or higher (i.e. advanced or expert). The majority of participants held the job title
of manager (55.9%) or higher (32%). Most participants work for publically traded (34%) or forprofit (40%) companies. Fifty-four percent of participants were male and 46 percent were female.
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Table 1: Study I Demographics
Item

Frequency
(n=161)

Gender
Male
Female
Age (in years)
Under 25
25 to 34 years
35 to 44 years
45 to 54 years
55+ years
Education (highest level of school)
High school degree
Some college, no degree
Associate’s degree
Bachelor’s degree
Master’s degree or higher
Work Experience
1 to 3 years
3 to 5 years
6 to 10 years
11 to 15 years
16 to 20 years
20+ years
Job Title
Analyst / Associate
Manager
Director
C-Suite, President, or Owner
Company Type
Publically traded company
For-profit company (not publically traded)
Family business
Government
Not-for-profit company
Company Size
Less than 10
10 to 50 employees
51 to 100 employees
101 to 500 employees
501 to 1,000 employees
1,001 + employees
Experience with Data Analytics
None
Fundamental Awareness
Novice
Intermediate
Advanced
Expert
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Percent

87
74

54.04
45.96

2
49
42
36
32

1.24
30.43
26.09
22.36
19.88

8
29
19
70
35

4.97
18.01
11.80
43.48
21.74

4
13
34
21
25
64

2.48
8.08
21.12
13.04
15.53
39.75

18
90
21
32

11.18
55.90
13.04
19.88

55
65
23
11
7

34.16
40.37
14.29
6.83
4.35

14
22
24
37
21
43

8.69
13.66
14.91
22.98
13.04
26.72

16
13
0
73
45
14

9.94
8.08
0
45.34
27.95
8.69

As noted, the survey company target-recruited appropriate participants and the instrument
incorporated screening questions to further vet the participants to ensure a proper sample for the
experimental task. To further confirm the suitability of the participants, post hoc examination of
various demographic questions is conducted. As the task related to purchasing/inventory
management, the use of and economic order quantity analysis, and business analytics (see below
for details on experimental materials), the following demographic questions were also solicited
(not tabulated): How many years of supply chain management experience do you have? How many
years of purchasing management experience do you have? How would you best describe your
familiarity with economic order quantity (EOQ) for determining inventory purchasing? How
would you best describe your familiarity with using data analytics? The lowest response category
selected by any participant regarding years of experience was 1-3 years (24%); thirty-one percent
of participants indicated 3-5 years’ experience in supply chain management while twenty-two
percent denoted more than 10 years’ of experience. Participants had similar experience with
purchasing management: 25% of participants had at least 1-3 years’ experience, 25% had 3-5
years’ experience, and 24% had more than 10 years’ experience with purchasing management.
Additionally, eighty percent of participants respond that they are either moderately familiar (16%),
very familiar (30%), or extremely familiar (16%) with EOQ. Finally, 83% of participant’s indicate
they are at least moderately familiar with data analytics. Taken together, participants’ self-reported
backgrounds indicate they are appropriate to complete the task set forth in the experimental
materials.
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Experimental Materials
Participants that pass the screening are first thanked for their involvement and then told to
assume the role of a cost manager for a seafood distributor in the southwest. 18 The task is to decide
the purchasing budget for a specific product in the upcoming year. 19 Participants are given the
product price as well as historical sales, ordering costs, and carrying costs based off a legacy
inventory management system. To highlight the importance of making an accurate decision, the
seriousness of stockout costs (i.e. the costs of running out of the product) are emphasized.
Additionally, quantity purchase discounts are included in the scenario (i.e. price reductions for
large orders offered to customers to induce them to buy in larger volume). Participants must also
weigh the potential benefits of a reduced purchase price and ordering costs placing fewer orders
against the increase in carrying costs caused by higher average inventories. By building in quantity
purchase discounts the complexity of the task increases and natural anchors points are inserted into
the scenario.
After reading case materials, participants are asked to estimate next year’s annual demand,
average ordering costs, and annual inventory carrying costs. Based off these predictions, the
current ERP system calculates the optimal order size for the upcoming year using the economic
order quality (EOQ) model. 20 The optimal order quantity reflects a balance between carrying costs
and ordering costs; as order size varies, one type of cost will decrease while the other increases.
For example, if the order size is relatively small, the average inventory will be low, resulting in

18

Supply chain management, specifically controlling inventory, is an area researchers have pinpointed as a potential
place for new analytics to help decision makers (Waller and Fawcett 2013; Kohavi et al. 2002).
19
The instrument was pretested using participants collected by the survey company in an initial release. Basic
examination of the 20 responses indicated that 1) all materials were correctly presented and 2) attention and
manipulation checks were functioning properly.
20
Major assumptions of the EOQ include lead time and demand are constant, recurring and known. These assumptions
are built into the case scenario.
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low carrying costs. However, a small order size will necessitate frequent orders, which will drive
up annual ordering costs. 21
Next, participants are informed their company recently hired a team of data scientists to
assist all purchasing managers with their forecasts by applying business analytics to generate
recommendations. Experimental conditions manipulate the characteristics of this business analytic
and are embedded within the data scientists’ report. The results of the business analytic display
include product demand, costs per order, inventory carrying costs, and a recommendation of the
proper order quantity (EOQ). With this additional information, participants are then asked to
decide what size orders they would budget to purchase (EOQ).
Manipulated Variables
The independent variables are the inputs and the process of the business analytic. 22 For the
input manipulation, subjects are randomly assigned to either an analytic using only structured data
or both structured and unstructured data. In the structured data condition, inputs of the analytic are
described as data generated both internal to the organization as well as data externally generated
by supply chain partners. The second condition for inputs also includes unstructured data inputs
for the analytic.
The second independent variable manipulated is the business analytic process. This is
manipulated as the transparency of system logic being either low or high. In the high transparency
manipulation, the data analytic is described as a decision tree algorithm. As the name implies,
decision trees, through a series of judgments, divide data into smaller portions to identify patterns
following a logical structure of recursive partitioning that can be understood without any statistical

21
22

To minimize total costs, carrying costs and order costs reaches its lowest point when the two costs are equal.
The output of the business analytic is predictive in nature across all manipulations.
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knowledge (Lantz 2013). 23 Decision tree algorithms are a widely used technique known to be more
easily understood (Kohavi et al. 2002). In the low transparency manipulation, a support vector
machine algorithm is described. A support vector machine algorithm is considered a black box
analytic due to the complexity of the underlying mathematical methods (Lantz 2013). Support
vector machines construct a nonlinear boundary hyperplane or set of hyperplanes in a
multidimensional space by employing kernels to learn concepts not explicitly measured (Hearst,
Dumais, Osman, Platt, and Scholkopf 1998). The explanation of a support vector machine
algorithm is purposefully opaque in the experimental materials.
Dependent Variables
The primary dependent variable is the reliance on the business analytic as measured by the
weight of advice formula (see below). Based on the facts of the case, participants initially indicate
how many units they will budget to purchase per order. Recall that participants are first given
historical data, asked to make estimates, and based on these estimates, an EOQ is generated by the
legacy system. Next, the business analytic is described (to include the manipulated variables) and
it generates estimates of all related costs to include a suggested EOQ. Based on their initial
decision, and the recommendation of the analytic, participants then decided what they believe the
EOQ will be for next year. Reliance is measured employing an advice utilization formula
commonly used in the organizational science literature that weighs the extent to which a decision
maker’s final judgment is a function of their own initial decision compared to a recommendation
(Bonaccio and Dalal 2006). Specifically, the weight of advice (WOA) measure is employed (Yaniv
2004; Gino 2008); expressed mathematically:

23

Decision trees can be clearly conceptualized as a series of if/then statements.
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WOA =

|final decision − initial decision|
|recommendation − initial decision|

WOA yields a value of zero when the final decision is equal to the initial decision (i.e. the
participant did not take any advice) and equals one when the final decision equals the
recommendation (Bonaccio and Dalal 2006). 24
Secondary dependent variables are participants’ evaluation of the business analytic.
Evaluations of the business analytic are based on their perceptions of the analytic, which are
affected by the analytic characteristics (e.g. the inputs and process). Dimensions of this evaluation
include the perceived usefulness, perceived accuracy, and perceived credibility of the business
analytic. All perception variables are measured on fully labeled 7-point Likert scales to maximize
variance and minimize response bias (Eutsler and Lang 2015).
Results
Manipulation and Attention Checks
To confirm that participants had attended to the case scenario and paid adequate attention
to the task, two manipulation checks and one attention check are incorporated into the experimental
materials. The two manipulation checks, each related to an independent variable, are administered
immediately following the dependent variable screen. The manipulation checks asks participants
1) what type of data and 2) what type of analytic were used by the data scientists in their analysis.
The attention check, embedded in a group of survey questions near the end of the materials, asks
participants to select “strongly agree” if they are still reading. Those participants who responded
incorrectly are not allowed to continue and are excluded from the statistical analysis.

24

Of potential problem, WOA does not differentiate between scenarios in which a final decision moves towards or
away from the recommendation (Bonaccio and Dalal 2006). However, analysis of the data shows that situation does
not arise in this study.
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Approximately 28% of participants that cleared the initial screening questions (see participants
section above), completed the materials, and correctly answered all three attention and
manipulation checks.
Three thousand eight hundred seventy-seven participants entered the online experimental
materials; 3,468 participants answered the screening questions. Of these, 1,413 participants (41%)
cleared the initial screening questions. The data collection software then routed 1,109 participants
to Study I materials (304 participants were routed to Study II materials of this dissertation). Of the
participants routed to Study I, 448 participants did not complete the materials, leaving 661
participants remaining. Twenty-eight percent of participants (185 out of 661) correctly answered
all three attention and manipulation checks. This results in an initial sample of 185 participants.
Next, time on task is analyzed, and outliers are removed from the sample. The average (median)
time was approximately fifteen (twelve) minutes. Twenty-two participants that completed the
materials in less than 35% of the median time (i.e. less than four minutes) are excluded. 25 Two
additional responses are removed from the final sample that took over five hours to complete the
task (the next longest time was just less than one hour). Results are based on the remaining 161
participant responses.
Control Variables
Individual characteristics are known to affect interactions with decision aids (e.g. Goodhue
and Thompson 1995; Arnold and Sutton 1998; Arnold et al. 2004; Shaft and Vessey 2006).
Experience is shown to be an important factor regarding a decision-maker’s interaction with

25
A cutoff of less than 35 percent of was used for two reasons. First, all data collection companies investigated to
assist in gathering this sample have this minimum time requirement to be considered a “good” complete (i.e. it seems
to be an industry standard). Second, when testing the instrument, four graduate assistants were asked to simply read
all case materials and timed; none completed the task in less than seven minutes. As such, the four minute floor
recommended by the survey company mark seemed reasonable and conservative.
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technology (Goodhue and Thompson 1995; Arnold and Sutton 1998; Arnold et al. 2004; Arnold
et al. 2006). Shaft and Vessey (2006) find that individual’s prior task experience influences
cognitive fit. User’s domain experience has also been shown to effect the relationship between
process and user similarities and acceptance (Al‐Natour et al. 2008). Thus, two control variables
are included in the statistical analysis: work experience and experience with data analytics. 26
Reliance on the Business Analytic
In regards to reliance on the business analytic, H1a states that business analytics using
structured data inputs will lead to higher reliance than a business analytic using both unstructured
and structured data inputs, H2a states that a business analytics with higher transparency of process
logic will lead to higher reliance than a business analytic with lower transparency of logic, and
H3a states that these two variables will interact such that reliance will be higher (lower) when a
business analytic uses structured (both structured and unstructured) data inputs and uses a process
with higher (lower) transparency of logic rather than lower (higher) transparency. To test these
hypotheses, an analysis of covariance (ANCOVA) is performed to assess the effects of inputs and
processes on reliance. See summary statistics and ANCOVA results in Table 2, Panels A and B,
respectively. Regarding control variables, work experience is significant (p = 0.053), while
experience with analytics is not significant (p = 0.578). Results demonstrate no significant main
effects for either inputs (p = 0.495) or processes (p = 0.417). Results indicate a significant
interaction (p = 0.045), but not in the predicted manner. Furthermore, when business analytics
employ a low transparency process and both structured and unstructured data, the condition that
should have the lowest fit, participants’ reliance is highest. See Figure 1 for details.

26

Standard demographic attributes (see Table 1) were also collected and tested as potential control variables. Tests
(not tabulated) find no significant effects related to any of the potential control variables. As such, they are excluded
from the final analyses.
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Table 2: Study I Results of the Dependent Variable Reliance
Panel A: Means (Standard Deviations)
Process Type
High
Transparency

Low
Transparency

Overall
Mean

0.938
(0.741)
n=39
0.813
(0.516)
n=41

0.799
(0.464)
n=41
1.102
(1.297)
n=40

0.867
(0.615)
n=80
0.956
(0.987)
n=81

0.874
(0.635)
n=80

0.949
(0.975)
n=81

0.912
(0.822)
n=161

df
1
1
1
1
1
155

F-Statistic
0.467
0.661
4.102
3.806
0.310

p-value
0.495
0.417
0.045
0.053
0.578

Panel C: Planned Contrasts- Interaction Effect
Input: Unstructured and Structured Data/Low Transparency Process
> Input: Structured Data/Low Transparency Process, Input:
Unstructured and Structured Data/High Transparency Process,
Input: Structured Data/High Transparency Process
(+3, -1, -1, -1)

t - statistic

p-value a

1.687

0.047

Panel D: Planned Contrasts- Main Effects
Structured vs. Unstructured and Structured Inputs
High Transparency vs. Low Transparency Process

t - statistic
-0.687
-0.582

p-value a
0.248
0.209

Panel E: Planned Contrasts- Simple Effects

t - statistic
-0.686
1.664
-0.759
1.590

p-value a
0.247
0.049
0.225
0.057

Input Type
Structured Data

Unstructured and Structured Data

Overall Mean
Panel B: ANCOVA Results
Source of Variation
Input
Process
Input X Process
Work Experience
Analytics Experience
Error

Input: Structured vs Unstructured and Structured (high transparency)
Input: Structured vs Unstructured and Structured (low transparency)
Process: High vs Low Transparency (structured inputs)
Process: High vs Low Transparency (unstructured inputs)
a

One-tailed
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Actual Results
1.102

Reliance

0.938
0.813

0.799

Structured Input

Structured and Unstructure Input

Inputs
Low Transparency Process

High Transparency Process

Figure 1: Study I Graphical Depictions of Dependent Variable Reliance
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As the interaction of inputs and process is significant, interpreting the main effects of the
ANCOVA in isolation is arguably inappropriate. Therefore, to explore the exact nature of the
interaction, planned comparison tests are performed for both the main and simple effects of the
independent variables. The results of the planned contrasts regarding the main effects are presented
in Table 2, Panel D, while the simple effects are presented in Panel E. The results of the main
effect comparisons echo the findings of the ANCOVA; there is no significant main effect for inputs
(p = 0.248, one-tailed), or process (p = 0.209, one-tailed). Examining the simple effects furthers
our insight regarding the drivers of the interaction. Two simple effects appear significant, both of
which contain the cell (Low Transparency, Structured and Unstructured Data). When the
transparency of the business analytic process is low (i.e. a support vector machine), unstructured
and structured data significantly increase reliance (p = 0.049), when compared to only structured
inputs. Likewise, when business analytics employ structured and unstructured data as inputs, a low
transparency process significantly increases reliance (p = 0.057) when compared to high
transparency (i.e. a decision tree algorithm). To further investigate this result, an interaction effect
planned contrast is also conducted. Table 2, Panel C presents the results. The finding indicates that
the business analytics with low process transparency and structured and unstructured data have a
significantly positive effect on participants’ reliance (p = 0.047, one-tailed). These results are
inconsistent with the hypothesized effect. Theoretically, an analytic with low process transparency
using structured and unstructured data inputs should prompt lower reliance, not higher. Therefore,
H1a, H2a, and H3a are not supported.
Usefulness, Credibility, and Accuracy of the Business Analytic
Similar to the predictions regarding the reliance dependent variable, H1b hypothesizes that
business analytics using structured data inputs will lead to higher evaluations of analytics (to
34

include perceived usefulness, perceived credibility, and perceived accuracy) than a business
analytic using both unstructured and structured data inputs. H2b states business analytics with
higher transparency of process logic will lead to higher evaluations of analytics than a business
analytic with lower transparency of logic, and H3b hypothesizes that these two independent
variables will interact such that evaluations of the analytic will be higher (lower) when a business
analytic uses structured (both structured and unstructured) data inputs and uses a process with
higher transparency of logic rather than lower transparency. To test these hypotheses, three
separate ANCOVAs are performed to assess the effects of inputs and processes on perceived
usefulness, perceived credibility, and perceived accuracy. 27 See summary statistics and ANCOVA
results in Tables 3-5, Panels A and B, respectively. Regarding perceived usefulness, neither the
main effect of inputs (p = 0.376), processes (p = 0.935), nor the interaction effect (p = 0.089) is
significant. Similarly, the dependent variable perceived credibility has no significant main effects
for either inputs (p = 0.311) or processes (p = 0.809), and no significant interaction (p = 0.189).
Finally, no results are found regarding the dependent variable perceived accuracy; input (p =
0.730), process (p = 0.903), and the interaction (p = 0.316) of these independent variables are not
significant. Taken together, H1b, H2b, and H3b are not supported. 28

27 The dependent variables perceived usefulness, perceived credibility, and perceived accuracy could potentially be viewed as part
of some higher order construct. In fact, the lowest correlation coefficient between the variables is 0.78. As such, a MANCOVA
including these three dependent variables is performed. Results (untabulated) are similar to the ANCOVAs presented. Three
separate ANCOVAs are employed rather a MANCOVA because 1) Box’s test of equality of covariance matrices failed (p < 0.001)
indicating an increased possibility of Type 1 error and 2) prior research contends there is considerable uniqueness between these
variables.

28

While the interaction effect on perceived usefulness “approaches” significance, the effect is contrary to that
hypothesized. As such, further investigation is not conducted.
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Table 3: Study I Results of the Dependent Variable Perceived Usefulness
Panel A: Means (Standard Deviations)
Process Type

Input Type
Structured Data

Unstructured and Structured Data

Overall Mean

Panel B: ANCOVA Results
Source of Variation
Input
Process
Input X Process
Work Experience
Analytics Experience
Error
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High
Transparency

Low
Transparency

Overall
Mean

5.69
(1.030)
n=39
5.66
(1.622)
n=41

5.44
(1.467)
n=41
5.90
(1.008)
n=40

5.56
(1.271)
n=80
5.78
(1.351)
n=81

5.68
(1.357)
n=80

5.67
(1.275)
n=81

5.67
(1.312)
n=161

df
1
1
1
1
1
155

F-Statistic
0.789
0.007
2.922
2.675
3.291

p-value
0.376
0.935
0.089
0.104
0.072

Table 4: Study I Results of the Dependent Variable Perceived Credibility
Panel A: Means (Standard Deviations)
Process Type

Input Type
Structured Data

Unstructured and Structured Data

Overall Mean

Panel B: ANCOVA Results
Source of Variation
Input
Process
Input X Process
Work Experience
Analytics Experience
Error

37

High
Transparency

Low
Transparency

Overall
Mean

5.31
(1.173)
n=39
5.39
(1.730)
n=41

5.05
(1.658)
n=41
5.53
(1.240)
n=40

5.18
(1.439)
n=80
5.46
(1.500)
n=81

5.35
(1.476)
n=80

5.28
(1.477)
n=81

5.32
(1.472)
n=161

df
1
1
1
1
1
155

F-Statistic
1.032
0.059
1.737
1.287
4.220

p-value
0.311
0.809
0.189
0.258
0.042

Table 5: Study I Results of the Dependent Variable Perceived Accuracy
Panel A: Means (Standard Deviations)
Process Type

Input Type
Structured Data

Unstructured and Structured Data

Overall Mean

Panel B: ANCOVA Results
Source of Variation
Input
Process
Input X Process
Work Experience
Analytics Experience
Error

High
Transparency

Low
Transparency

Overall
Mean

5.28
(1.297)
n=39
5.17
(1.687)
n=41

5.22
(1.333)
n=41
5.30
(1.114)
n=40

5.25
(1.307)
n=80
5.23
(1.425)
n=81

5.23
(1.501)
n=80

5.26
(1.222)
n=81

5.24
(1.364)
n=161

df
1
1
1
1
1
155

F-Statistic
0.120
0.015
1.012
1.067
7.550

p-value
0.730
0.903
0.316
0.303
0.007

Discussion
To advance fact-based decisions, business analytics processes complex data through
advanced statistical analysis (Davenport and Harris 2007; Evans 2013; Chen, Chiang, and Storey
2012). While business analytics is changing how managers make decisions (Alles 2015), they
alone do not generate increased performance; increased organizational performance is dependent
upon human decision-making actions supported by business analytics (Sharma et al. 2010). This
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research investigates the ways in which characteristics of business analytics affect individual’s
decision making. Drawing on the theory of cognitive fit (Vessey 1991), specifically the research
that has focused on user’s perception of their process congruence with the technology (Arnold and
Sutton 1998; Al‐Natour et al. 2008), a 2×2 between-subject experiment was conducted examining
the effects of the input and process characteristics of business analytics on decision makers’
reliance. Specifically, manipulated variables included the business analytic input data (structured
vs. structured and unstructured data) and the transparency of the business analytic process (low vs.
high), two fundamental attributes of any decision support system that has thus far largely been
ignored in research (Dilla at al. 2010; Kelton et al. 2010).
The results from the experiment fail to yield evidence that differences in characteristics of
business analytics affect user’s reliance or subsequent evaluation of the analytic as hypothesized.
There is evidence that characteristics do effect user’s reliance, but this evidence is inconsistent
with the underlying theoretical expectations. The results indicate a significant interaction where
business analytics with matching fits between the inputs and process (i.e. structured data with high
transparency of system logic as well as structured and unstructured data with low transparency of
system logic) generate higher reliance than when the fit of the characteristics do not match. Future
research should explore this anomaly in an effort to better understand how the matching of fit
between technology characteristics influences user’s judgments and decision making.
This study contributes to the literature in multiple ways. It extends research on IT support
of accounting decision making into the area of business analytics, a tool companies are
progressively moving towards to improve organizational performance (Dutta 2011, Sharma et al.
2014). Although noted as an area of importance, research thus far is mostly anecdotal or editorial
in nature; this study is first to empirically test the attributes of business analytics in an accounting
39

setting. This research is also the first to study the effects of inputs and processes of a specific
decision support system, beyond the outputs normally studied (e.g. Dilla et al. 2010), and thereby
increases our understanding of the effects of system characteristics on user judgments and decision
making. Relatedly, this study also contributes to the literature on cognitive fit. While cognitive fit
generally focuses on the effect of technology representation (i.e. the outputs of the system),
research has elaborated on the theory related to the fit of other attributes such as perceived process
similarity. Study I extends cognitive fit theory by extending beyond representations to also
consider the cognitive fit of additional system features (i.e. inputs and processes) on the reliance
on the technology. This is particularly important given the influence inputs and processes have on
business analytic outputs.
As with any single research study, there are limitations. This study examines the effects of
business analytics characteristics indirectly, through a report from data scientists. Future research
could incorporate a different experimental design in which participants personally interacted with
analytics containing various input and process characteristics. Additionally, the task in this
experiment related to inventory management. Future research could also consider other tasks that
employ business analytics, such as those in the areas of auditing or tax, and their effect on user’s
reliance to substantiate the generalizability of any relationship within the domain of accounting.
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STUDY II: THE IMPACT OF INTERVENTIONS ON IMPROVING RELIANCE WITH
BUSINESS ANALYTICS
Introduction
Business analytics, through advanced statistical analysis, convert complex data into
manageable information in order to make improved, fact-based decisions to better organizational
performance (Davenport and Harris 2007; Evans 2013; Chen, Chiang, and Storey 2012). Business
analytics is in the forefront of the corporate agenda and currently generates a good deal of hype in
popular press (Bughin, Livingston, and Marwaha 2011; Cokins 2013). Driven by the falling cost
of both computer processing and memory, business analytics is the latest technology tool that is
changing how managers make decisions (Sharma, Reynolds, Scheepers, Seddon, and Shanks
2010). However, success does not automatically emerge from applying analytical tools to data;
increased organizational performance is dependent upon human decision-making processes
enabled by business analytics (Lycett 2013; Alles 2015). As such, an important concern for
organizations is how to promote greater employee acceptance and effective utilization of business
analytics. Prior literature has identified management interventions as a potential source of greater
acceptance and use of information technology (Venkatesh 2006). Although there is limited
research that deals with the role of interventions to aid decision making, they may have a
significant managerial implications and potentially enhance implementation success (Venkatesh
and Bala 2008).
The purpose of this study is to investigate the effectiveness of management interventions
on the adoption of business analytics. Building on the vast body of research on technology
acceptance, particularly more recent research on the determinants of technology adoption and use
(Venkatesh and Bala 2008; Davis 1989; Davis, Bagozzi, and Warshaw 1989), this study examines
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the effect of interventions on improving reliance and individual’s perceptions of usefulness. The
updated technology acceptance model, TAM3, highlights the importance of various management
interventions as a crucial factor in individual information technology adoption and use (Venkatesh
and Bala 2008).
To this end, a 2×2 experiment is conducted where experienced cost managers must plan
inventory acquisition with historical data and a recommendation from a business analytic
embedded in their management control system. Using a between-subjects design, two
interventions, theorized to increase technology adoption, are manipulated. As research suggests
that interventions encouraging behavioral change should occur at multiple levels (Polites and
Karahanna 2013), this study manipulates and examines two types of interventions: system output
quality of the business analytics (i.e. having consensus in recommendations from multiple
analytics) and subjective norms (i.e. management supporting data-driven decisions). Dependent
measures include reliance on the business analytic and subjects’ perceived usefulness of the
business analytic. Supplemental analyses also examine the relationship between the dependent
variables as well as the mediating effects of perceived accuracy and perceived credibility on the
relationship between the independent variables and perceived usefulness.
Results indicate that reliance can be increased through management interventions. As
theorized, analysis suggests that the presence of both explicit management support of the business
analytic and consensus from two business analytics significantly increases user’s reliance on a
business analytic through a moderation effect whereby management support influences the
relationship of the business analytic’s output quality on reliance. Regarding participants’ perceived
usefulness of the business analytic, analysis finds no significant difference between conditions.
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However, additional analyses suggest that users’ perceptions of a business analytic’s credibility
and accuracy significantly improve perceptions of usefulness.
Several important contributions emerge from this research. First, this study contributes to
the literature by extending research on IT support of accounting decision making into the yet
unexplored area of business analytics. Although some accounting literature has discussed the
issues surrounding business analytics, current research is mostly editorials or anecdotal in nature
(Hampton and Stratopoulos 2017). Second, this research answers the call for increased
investigation regarding the effectiveness of interventions on individual technology acceptance and
adoption, a portion of TAM3’s extension on TAM that remains unknown (Venkatesh 2006;
Venkatesh and Bala 2008). Results of this study provide evidence that multiple management
interventions are effective at improving users’ reliance in the context of business analytics through
an apparent moderation relationship. Finally, this research has practical implications that may be
of interest to managers desiring increased data-driven decision making. Interventions that can
increase use of business analytics have the potential to maximize firm value (Wixom, Yen, and
Relich 2013).
This study of business analytics is timely, as progressively companies desire to rely on
fact-based decisions to improve organizational performance (Dutta 2011). In general, there is
limited research in the information technology adoption literature that focuses on management
interventions (Venkatesh 2006). Venkatesh and Bala (2008) assert that researching the effect of
management interventions provide a great opportunity, especially in decision-making contexts
where individual decision makers can be meaningfully influenced. The theme of interventions as
an important direction for future research is also noted as a great opportunity to relate research to
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business practice (Venkatesh 2006). 29 Taken together, the study of interventions in the context of
improving adoption of business analytics should have direct implications on both practice and
theory.
The remainder of this paper is organized as follows. The next section reviews accounting
literature on business analytics, provides theoretical foundations, discusses interventions, and
develops the hypotheses. Subsequently, experimental materials and related results are presented.
The final section concludes, acknowledges limitations, and offers ideas for future research.
Background, Theory, and Hypotheses
Business Analytics
Business analytics transform abstruse data into manageable information to improve
organizational performance through information-based decision making (Davenport and Harris
2007). Employing data, information technology, and statistical analysis (i.e. regression, machine
learning, data mining, etc.), business analytics have the potential to help managers glean insight
into their business operations and make better, fact-based decisions (Evans 2013; Chen et al. 2012).
Business analytics is a type of decision support system: a subset of decision aids that support
managerial decision making in less structured contexts in which judgment plays a role (Rose
2006). 30 Ultimately, business analytics is focused on creating value from data by gaining a richer
understanding and developing new insights of unknown relationships among the data. As with
most information systems, characteristics of business analytics can be classified as inputs,
processes, or outputs. Developed from the general system theory originally proposed in 1928 (von

29
For instance, Venkatesh (2006) reviewed prior research on IT adoption and suggested interventions as a critical
direction for future research that had significant managerial implications and the potential to enhance information
technology implementation success.
30
Researchers generally classify decision aids into three primary categories: deterministic aids, decision support
systems, and expert systems (Rose 2006).
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Bertalanffy 1968), the input–process–output framework is a simple, widely used approach
in systems analysis for describing the basic structure of information processing within a system
(Wilkinson 1982; Davis and Olson 1984). Business analytics receive data as input, process the
data, and provide information as an output.
Business analytics (and big data) is influencing all facets of large organizations’ decision
making and business strategies (Griffin and Wright 2015). However, business analytics alone do
not increase organizational performance, rather, it is the starting point. Increased organizational
performance is dependent upon human decision-making processes enabled by business analytics
(Sharma et al. 2010; Evans 2013). While business analytics turns data into information, it is the
decision maker that turns information into the breakthroughs that drive business decisions, actions,
and subsequent performance.
Whereas proper use of business analytics can improve performance, misuse may result in
decreased decision quality and damage to organizational value (Chua 2013). From an
organizational point of view, managers may benefit from the use of interventions as they may lead
to greater acceptance, effective utilization of the technology, and improve decision quality
(Venkatesh and Bala 2008). Using the theoretical lens of TAM3, this study examines the effect of
interventions on improving reliance and perceptions of usefulness towards business analytics.
The Technology Acceptance Model 3 (TAM3)
Adapted from the theory of reasoned action (Fishbein and Ajzen 1975; Ajzen and Fishbein
1980), the technology acceptance model (TAM) proposes that technology acceptance is
determined by two main beliefs: perceived usefulness and ease of use (Davis 1989; Davis et al.
1989). TAM-focused studies advance that in order for new technologies to improve performance,
a critical component is that users must accept and use the new technology. TAM further theorizes
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that the effect of external variables (e.g. system characteristics) on technology acceptance is
mediated by the perceived usefulness and perceived ease of use of the technology (Davis 1989;
Davis et al. 1989). Since these seminal works, the power and robustness of the theory has been
shown in numerous studies; TAM has been validated, extended, and successfully applied to
different technologies and tasks, with different control factors and subjects (Lee, Kozar, and
Larsen 2003; Legris, Ingham, and Collerette 2003; Venkatesh and Bala 2008).
TAM2 elaborates on TAM by including additional theoretical constructs as determinants
of perceived usefulness and, consequently, technology acceptance. Exogenous constructs
incorporated into the original model include social influence processes and cognitive instrumental
processes (Venkatesh and Davis 2000). Social factor determinants theorized include subjective
norm, voluntariness, and image while cognitive instruments consist of output quality, job
relevance, and results demonstrability. TAM2 develops a theoretical causal relationship of these
antecedents on perceived usefulness, intention to use, and usage behavior (e.g. the original
constructs of TAM).
TAM3 further develops TAM2 (and by extension, TAM) by incorporating a model of
determinants of perceived ease of use (Venkatesh 2000) and developing an integrated model of
technology acceptance (Venkatesh and Bala 2008). 31 TAM3 does not put forth any crossover
effects between the determinants of perceived usefulness and perceived ease of use. In fact, TAM3
essentially combines the two existing theoretical models and expects the general pattern of
relationships to hold (Venkatesh and Bala 2008). TAM3 proposes new relationships regarding the

31

TAM has also been further developed into the Unified Theory of Acceptance and Use of Technology (UTAUT;
Venkatesh, Morris, Davis, and Davis 2003). TAM3 is chosen as the theoretical lens over UTAUT as the antecedents
in UTAUT are more higher-order abstract constructs, while TAM3’s antecedents are more salient and better theorize
the effects of interventions on technology use, the focus of this study.
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moderating effect of system experience on perceived ease of use and perceived usefulness as well
as perceived ease of use and behavioral intention. As users increase their experience with a
technology, the effect of perceived ease of use on perceived usefulness and behavioral intention
will weaken. Figure 2 presents TAM3. New relationships proposed in TAM3 are indicated by
thicker lines.
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Figure 2: Study II the Technology Acceptance Model 3 (Venkatesh and Bala 2008)
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In addition to extending TAM2, TAM3 highlights the importance of various management
interventions as an essential factor in individual information technology adoption and use
(Venkatesh and Bala 2008). 32 The current study is interested in the effects of two specific
interventions on system use: subjective norms, a social factor, and output quality of the technology,
a cognitive instrumental feature. Subjective norm is defined as the perception that important people
believe one should perform the behavior in question; perceived normative pressure has been shown
to influence use in auditing support systems (Dowling 2009). Output quality refers to the
perception of how well a system performs a task (Venkatesh and Davis 2000). Subjective norms
and output quality are two areas in which managers may intervene to improve employees’
acceptance and use behavior of a system (Venkatesh and Bala 2008).
Interventions
Interventions represent various actions that can influence adoption and provide the
opportunity to gain from the integration of information technologies. Both the academic and trade
press suggests that managers need to develop and implement effective interventions in order to
maximize employees’ information technology adoption, use, and job performance (Cohen 2005;
Venkatesh 2006). Types of interventions include specific design characteristics of the system,
management support, incentive alignment, and user participation (Venkatesh and Bala 2008).
These interventions may affect the use of new information technology and increase the quality of
managerial judgments (Jasperson, Carter, and Zmud 2005), particularly in decision-making
contexts where individuals can be meaningfully influenced (Venkatesh 2006).

32

The three primary objectives of Venkatesh and Bala’s paper are to 1) develop an integrated model, 2) empirically
test the model, and 3) present a research agenda that identifies a set of interventions that can enhance adoption and
use of information technology.
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In general, research on leveraging technology for improved performance has not focused
much on interventions (Venkatesh 2006). 33 The need for further research to understand how
various interventions can impact technology adoption, use, and decision quality has been
highlighted in the literature (i.e. Venkatesh 2006; Venkatesh and Bala 2008). Additionally,
researchers suggest that interventions to encourage behavioral change should occur at multiple
levels (Polites and Karahanna 2013). Therefore, this study examines the effect of two types of
interventions on individual decision making based off constructs presented in TAM3: design
characteristics and management support. Specifically, the effects of system output quality of the
business analytics (i.e. having consensus in recommendations from multiple analytics) and
subjective norms (i.e. management supporting data-driven decisions) are examined.
Consensus of Business Analytics
In the theoretical model of TAM3, the perception of system output quality is hypothesized
to have a positive effect on perceived usefulness (Venkatesh and Bala 2008) and subsequent
adoption. Output quality refers to how well the system performs the job-relevant task. Design
characteristics that provide accurate, understandable, and relevant information will promote the
perception of high output quality, greater results demonstrability, and usefulness by enhancing the
fit between the system and the employee (Venkatesh and Bala 2008). With regards to business
analytics, better performing analytics (i.e. analytics with structured and unstructured data inputs
and complex processes with no transparency of system logic) should have higher perceived

33
An exception to this is the use of explanations: an embedded design characteristic that may clarify the system’s line
of reasoning, justification, or terminology regarding its recommendation (Gregor and Benbasat 1999; Arnold et al.
2004; Arnold et al. 2006; Tintarev and Masthoff 2007). Arnold et al. (2006) find that level of domain expertise affects
the use of various explanations, and subsequently impacts decision making. However, explanations may not be an
appropriate intervention for complex business analytics. Inherent to a complex, black box, business analytic process
is its lack of system logic transparency and inability to be simply explained.
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quality. However, due to the lack of cognitive fit, as theorized in Study I, these advanced analytics
may be less relied upon by decision makers. Therefore, an intervention that management may
perform regarding system design characteristics is to employ the consensus of multiple analytics
when creating a recommendation. 34 This consensus of multiple business analytics should manifest
as a higher perceived system output quality through greater results demonstrability, leading to
higher perceived usefulness, higher intention to use, and therefore a higher reliance. 35 This line of
reasoning leads to the first set of hypotheses as follows:
H1a: Consensus of recommendation from multiple business analytics (higher output
quality) will lead to higher reliance than a recommendation from a single business analytic
(lower output quality).
H1b: Consensus of recommendation from multiple business analytics (higher output
quality) will lead to higher perceived usefulness evaluations of analytics than a
recommendation from a single business analytic (lower output quality).
Management Support of Business Analytics
Management support, a social influence and subjective norm, refers to the degree to which
an individual believes that management has committed to and considers important the successful
implementation and use of a system (Lee, Elbashir, Mahama, and Sutton 2014; Venkatesh and
Bala 2008). Managers at all levels can intervene to change user behavior (Elbashir, Collier, and
Sutton 2011) and user behavior can also be changed by embracing information technology (Liew

34
Design characteristics changes can potentially enhance the fit between the system and the employee’s task
(Venkatesh and Bala 2008).
35
Hypothesis 1a examines the direct effect of an output quality (i.e. consensus of recommendation from multiple
analytics) on use behavior, a relationship not explicitly stated in the TAM3 model. However, the TAM3 model is
elaborate and comprehensive regarding minute details separating antecedents of technology adoption and use. This
study does not examine the relationship in such gradation.
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2015). Because implementation of new business analytics often requires substantial change in
work processes, uncertainty may affect employee’s intention to use. Prior research suggests
management support is a critical success factor for system adoption (Chatterjee, Grewal, and
Sambamurthy 2002) and can be used to change behavior (Dowling and Leech 2014). 36 In fact, the
impact of the extent of management support as an intervention is specifically identified as a future
direction for research on individual-level technology adoption with a focus on decision making
(Venkatesh 2006).
Management support can be conceptualized directly as physical activities or indirectly as
a psychological state (Lee et al. 2014). Whereas examples of direct participation include providing
resources, modifying the system, and adjusting work processes or incentive structures, indirect
management support consists of portraying beliefs, championing, showing enthusiasm for use,
issuing directives and setting organizational goals supporting use of the system (Chatterjee et al.
2002; Venkatesh and Bala 2008). Indirect management support as an intervention should help
employees form opinions on job suitability, output quality, and legitimacy of the system
(Venkatesh 2006).
TAM3 theorizes subjective norms, such as management support, will have a positive direct
effect on intention to use (Venkatesh and Davis 2000). In this study, indirect management support
is operationalized as either explicit or implicit rather than present or absent as implicit management
support is inherent to any company that is employing business analytics, at any level, to support
their decision making. Regarding business analytics, explicit, indirect management support will

36

The original TAM research (Davis et al. 1989) finds that social influences (e.g. subjective norms) had no significant
effect on intention to use and therefore left it out of the model but recognized the need for further investigation. The
construct was subsequently added in TAM2.
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increase intention to use, and therefore reliance, even when employing more complex analytics
that may have lower cognitive fit. This leads to the following hypotheses:
H2a: Explicit management support of using advanced business analytics will lead to higher
reliance than implicit management support of using business analytics.
H2b: Explicit management support of using advanced business analytics will lead to higher
perceived usefulness evaluations of analytics than implicit management support of using
business analytics.
The Overall Effect of Management Support and Consensus of Analytics
The next set of hypotheses pertain to the interaction effect of the presence of both a specific
system design characteristic intervention as well as an organizational support intervention.
Combining intervention strategies is important to successfully encourage the use of new systems
(Polites and Karahanna 2013). Any single method of interventions, when used as a sole method of
promoting use, tends to possess weaknesses (Polites and Karahanna 2013). In their discussion of
important interventions, Venkatesh and Bala (2008) state that “management support will help
employees form judgments regarding job relevance, output quality, and results demonstrability of
a system” (p. 297, emphasis added). That is, management support will affect the influence of
consensus between multiple analytics. As noted earlier, direct management support can include
modification of system attributes. The presence of explicit, indirect management support should
have carryover effects regarding users’ beliefs of the business analytic output quality (i.e. the
inclusion of consensus of recommendation from multiple business analytics). Thus, management
support is expected to increase the strength of the relationship between output quality and reliance,
as well as the relationship between output quality and users’ perceptions of usefulness. This leads
to the final set of hypotheses:
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H3a: Management support will moderate the influence of business analytics on users’
decision making such that explicit management support will increase users’ focus on
assessing the persuasiveness of the analytic output (i.e. consensus of multiple analytics).
H3b: Perceived usefulness evaluations of the analytic will be higher (lower) when
management explicitly (implicitly) supports a business analytic data inputs and uses
multiple analytics rather than a single analytic.
Research Method
To test the hypotheses, a 2×2 between-subjects experiment is conducted. The experiment
examines the effect of interventions on reliance and the perceived usefulness of the analytic. Two
types of interventions are manipulated: output quality regarding design characteristics of the
business analytic (consensus of multiple analytics or a single analytic) and subjective norms
(management support explicit or implicit). Qualtrics software randomly assigns participants to the
experimental conditions.
Participants
As in Study I, participants are recruited through a survey collection company 37 that
specializes in reaching experienced professionals. The survey company targeted experienced cost
managers (i.e. supply chain managers and purchasing managers with more than one year of
experience). Participants designated by the survey company are additionally screened at the
beginning of the instrument, prior to accessing the experimental materials, to ensure they met these
minimum qualifications (Brandon, Long, Loraas, Mueller-Phillips, and Vansant 2014). Two
screening questions are employed. First, a basic knowledge question is presented; participants are

37

Empanel Online, a B2B online market research company, was again employed to assist in data gathering.
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asked what “SCM” most commonly stands for in their field of work. Only participants that chose
“supply chain management” are allowed to participate in the experiment. 38 Second, participants
are asked their experience in purchasing or supply chain management; participants selecting a
response option greater than one year move forward to the experimental materials. 39
Detailed participant demographic information is presented in Table 6. One hundred and
one participants are included in the final sample. See the manipulation and attention checks
subsection below for details. The sample is equivalently split male and female (51 male, 50
female). Most of the participants (88%) have at least five years of work experience and have
experience using analytics. Approximately forty-six percent of participants classified their
experience with data analytics as intermediate, thirty percent categorized their experience as
advanced, and eight percent expert. The majority of participants hold the job title of manager
(57.3%) or higher (34.7%) and work for publically traded (36.6%) or for-profit (46.5%)
companies.

38

Alternative choices included: support cost manager, secure content manager, support center manager, and structured
capital market.
39
Potential subjects that selected either “none” or “less than one year” were excluded from participation.
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Table 6: Study II Demographics
Item
Gender
Male
Female
Age (in years)
Under 25
25 to 34 years
35 to 44 years
45 to 54 years
55+ years
Education (highest level of school)
High school degree
Some college, no degree
Associate’s degree
Bachelor’s degree
Master’s degree or higher
Work Experience
1 to 3 years
3 to 5 years
6 to 10 years
11 to 15 years
16 to 20 years
20+ years
Job Title
Analyst / Associate
Manager
Director
C-Suite, President, or Owner
Company Type
Publically traded company
For-profit company (not publically traded)
Family business
Government
Not-for-profit company
Company Size
Less than 10
10 to 50 employees
51 to 100 employees
101 to 500 employees
501 to 1,000 employees
1,001 + employees
Experience with Data Analytics
None
Fundamental Awareness
Novice
Intermediate
Advanced
Expert
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Frequency
(n = 101)

Percent

51
50

50.50
49.50

4
20
27
28
22

3.96
19.80
26.73
27.72
21.79

4
19
9
52
17

3.96
18.81
8.91
51.49
16.83

3
9
15
14
11
50

2.97
8.93
14.85
13.86
10.89
49.50

8
58
10
25

7.92
57.43
9.90
24.75

37
47
11
2
4

36.63
46.53
10.89
1.99
3.96

15
13
11
20
16
26

14.85
12.87
10.89
19.80
15.84
25.75

0
11
6
46
30
8

0
10.89
5.94
45.54
29.71
7.92

Experimental Materials
Participants are first thanked for their involvement and told to assume the role of a cost
manager for a seafood distributor in the southwest. Similar to Study I, the task requires participants
to decide the order size for a specific product in the upcoming year. Participants are given the
product price as well as historical sales, ordering costs, and carrying costs based off their current
inventory management system. They are then asked to predict next year’s annual demand, average
ordering costs, and annual inventory carrying costs per unit. Based off these predictions, the
current ERP system calculates the optimal order size for the upcoming year using the economic
order quality (EOQ) model, as described in Study I. Next, participants are informed their company
recently hired a team of data scientists to assist all cost managers with their purchases by applying
business analytics to generate recommendations. The results of the business analytic include
predictions of product demand, costs per order, inventory carrying costs, and calculates a
recommendation of the proper order quantity (EOQ) for next year. With this additional
information, participants are then asked to decide what size orders to place.
As in Study I, the seriousness of stockout costs and quantity purchase discounts are also
included in the scenario to emphasize the importance of their decision and insert natural anchor
points in the task. The business analytic in this study is described as using both unstructured and
structured data for inputs and a complex process with no transparency. As detailed in Study I,
business analytics possessing these characteristics are the more complex than alternatives.
Therefore employing this business analytic offers the ideal environment for examining any effects
from an intervention. Experimental conditions manipulate interventions related to the business
analytic. Independent variable manipulations are embedded in the introduction of the data
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scientists’ report (i.e. management support) or within the data scientists’ report (i.e. consensus of
analytics).
Manipulated Variables
Consensus of analytics, an output quality design characteristic, is the independent variable
used in tests of H1, which considers the effects of the number of business analytics on the
dependent variables. The independent variable is manipulated at two levels: either a single
business analytic is presented or two concurring analytics are described in the case scenario.
Aligning with Study I, a support vector machine (SVM) algorithm is presented in the single
business analytic conditions. SVMs are considered to have low transparency of system logic (e.g.
a black box analytic) due to the complexity of the underlying mathematical methods (Lantz 2013),
but is considered overall as a superior business analytic (Hearst, Dumais, Osman, Platt, and
Scholkopf 1998). In the multiple analytics condition, a SVM and an artificial neural network
(ANN) algorithm, both considered black box processes, are used in generating the system’s
recommendation. 40 ANNs use concepts borrowed from an understanding of human brains in order
to model seemingly arbitrary relationships (Lantz 2013). ANNs use a system of interconnected
"neurons" as building blocks, which can be weighted and adapted based on the algorithm’s prior
experience, to estimate approximate unknown functions. Case material is purposefully
magniloquent in the description of these algorithms to reduce cognitive fit.
The second independent variable manipulated is the subjective norm management support.
This is manipulated as either explicit or implicit. Prior research suggests management support from

40

An artificial neural network algorithm is used instead of a decision tree (the alternative process independent variable
used in Study I) to ensure that any found effects are due to the consensus of multiple analytics, not the increased
cognitive fit of a second business analytic that may have increased understandability due to higher transparency of
system logic.
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all levels of the organization are important sources of interventions (Jasperson et al. 2005). As
noted, management support can be indirect (e.g. championing, issuing directives, or aligning
company goals) or direct (modifying incentive structures, changing system applications, providing
resources) actions (Venkatesh and Bala 2008). For the purpose of this study, explicit management
support is operationalized as an indirect action, a more subtle manipulation; case materials explain
that all levels of management are encouraging the use of more data-driven decision making.
Implicit management support is inherent in the scenario as the company has hired data scientists
to analyze the environment employing business analytics and offer a recommendation.
Dependent Variables
The primary dependent variable is the reliance on the business analytic. Based on the facts
of the case, participants initially indicate their forecasts for demand, inventory costs, and carrying
costs. The legacy system then calculates their budgeted purchases per order (i.e. the EOQ). Next,
the business analytic is described (to include the manipulated variables) and it generates estimates
of all related costs to include a suggested EOQ. Based on their initial decision, and the
recommendation of the analytic, participants then decided what they believe the EOQ will be for
next year. Reliance is measured employing an advice utilization formula commonly used in the
organizational science literature that weighs the extent to which a decision maker’s final judgment
is a function of their own initial decision compared to a recommendation (Bonaccio and Dalal
2006). Specifically, the weight of advice (WOA) measure is employed (Yaniv 2004; Gino 2008);
expressed mathematically:
WOA =

|final decision − initial decision|
|recommendation − initial decision|

65

WOA yields a value of zero when the final decision is equal to the initial decision (i.e. the
participant did not take any advice) and equals one when the final decision equals the
recommendation (Bonaccio and Dalal 2006). 41
The secondary dependent variable is the perceived usefulness of the business analytic.
Users’ perceptions of perceived usefulness is a core construct of all technology acceptance models
and considered key component in determining behavioral intention (Davis 1989). Perceived
usefulness is measured on a fully labeled 7-point Likert scale to maximize variance and minimize
response bias (Eutsler and Lang 2015).
Results
Manipulation and Attention Checks
Both a manipulation check and attention check are incorporated into the experimental
materials to ensure that participants paid adequate attention to the case scenario and task. The
manipulation check is displayed directly after participants answer the dependent variables. The
manipulation check prompts participants to indicate how many analytics were employed by the
data scientists in their report. The attention check, embedded in a group of survey questions near
the end of the materials, asks participants to select “strongly agree” if they are still reading the
questions (Brandon et al. 2014). Only participants who responded correctly are included in the
statistical analysis. Thirty-three percent of participants (101 out of 304) that cleared the initial
screening questions passed the manipulation and attention checks. Of the 304 participants, 27
participants did not complete the materials, 158 failed the manipulation check, and 18 participants
failed the attention check. Participants are immediately forced out of the online instrument once

41

Of potential problem, WOA does not differentiate between scenarios in which a final decision moves towards or
away from the recommendation (Bonaccio and Dalal 2006). However, analysis of the data shows that situation does
not arise in this study.
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they fail any check. This results in a sample of 101 responses. 42 The average (median) time to
complete the materials was approximately fifteen (eleven) minutes. 43
To ensure the management support manipulation was effective, participants are required
to indicate their perception of management support on a 7-point Likert scale. The mean for implicit
management support was 4.59, while the mean for explicit management support is 5.56. ANOVA
results show that participants receiving explicit management support assessed management
support significantly higher than those receiving the implicit management support manipulation
(p < 0.001), indicating an effective manipulation.
Control Variables
Knowledge is shown to be an important factor regarding a decision-maker’s interaction
with technology (Goodhue and Thompson 1995; Arnold and Sutton 1998; Arnold, Clark, Collier,
Leech, and Sutton 2004). In TAM3, experience is hypothesized to moderate the effect of subjective
norms (Venkatesh and Bala 2008).

Also, Shaft and Vessey (2006) find that individual’s prior

task experience influences cognitive fit. User’s domain experience has also been shown to effect
the relationship between process and user similarities and acceptance (Al‐Natour et al. 2008).
Thus, two control variables are included in the statistical analysis: work experience and experience
with data analytics. The control variables only approach significance in some of the dependent
variable tests; however, they are left in all analyses as they 1) are theoretically justified and 2)
maintain comparability across studies. Results obtained when removing the control variables are
qualitatively unchanged. Additionally, customary demographic information is collected and

42

Removing participants for manipulation and attention check failures left the cell sizes somewhat uneven, potentially
raising concerns over the homogeneity of variance. However, performing Levene’s Tests on all dependent variables
suggests that variances were relatively consistent across groups.
43
The fastest the completion of the instrument was just over four minutes. The longest participant took a little over an
hour to complete all materials.
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examined as potential control variables; they are excluded from the final analysis as tests (not
tabulated) find no significant effects.
Reliance on the Business Analytic
User’s reliance on the business analytic is the principal dependent variable of interest.
Recall that H1a hypothesizes that a consensus of recommendations from multiple business
analytics will lead to higher reliance than a recommendation from a single business analytic, H2a
predicts explicit management support of using advanced business analytics will lead to higher
reliance, and H3a states that these two variables will interact such that reliance will be higher
(lower) when management explicitly (implicitly) supports business analytic data use and
influences the user to focus on the persuasiveness of multiple analytics as opposed to a single
analytic.
To test these hypotheses, an analysis of covariance (ANCOVA) was conducted. Summary
statistics and ANCOVA results are presented in Table 7, Panels A and B. The ANCOVA fails to
find statistical significance for the main effects of management support (p = 0.111) or consensus
of analytics (p = 0.180). However, as the results indicate a significant interaction (p = 0.042), in
the predicted manner (the presence of both explicit management support and consensus from
multiple business analytics significantly increases user’s reliance on the business analytic),
additional analysis is warranted. As such, planned contrasts testing the directional nature of the
hypotheses are conducted.
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Table 7: Study II Results of the Dependent Variable Reliance
Panel A: Means (Standard Deviations)
Consensus of Analytics
One
Analytic

Two
Analytics

Overall
Mean

0.761
(0.348)
n=25
0.711
(0.548)
n=24

0.649
(0.422)
n=26
1.119
(1.201)
n=26

0.704
(0.388)
n=51
0.961
(0.968)
n=50

0.736
(0.453)
n=49

0.921
(0.933)
n=52

0.831
(0.742)
n=101

df
1
1
1
1
1
95

F-Statistic
2.588
1.824
4.251
1.636
0.494

p-value
0.111
0.180
0.042
0.204
0.484

Panel C: Planned Contrasts- Interaction Effect
Management Support: Explicit/Two Analytics > Management
Support: Explicit/One Analytics, Management Support: Implicit/Two
Analytics, Management Support: Implicit/One Analytics
(+3, -1, -1, -1)

t - statistic

p-value a

2.961

0.004

Panel D: Planned Contrasts- Main Effects
Management Support: Explicit vs. Implicit
Number of Analytics: One vs. Two

t - statistic
1.720
1.290

p-value a
0.055
0.090

Panel E: Planned Contrasts- Simple Effects
Management Support: Explicit vs. Implicit (one analytic)
Management Support: Explicit vs. Implicit (two analytics)
Number of Analytics: One vs. Two (management support implicit)
Number of Analytics: One vs. Two (management support explicit)
a
One-tailed

t - statistic
-0.241
2.719
-0.552
2.361

p-value a
0.410
0.008
0.291
0.010

Management Support
Implicit

Explicit

Overall Mean

Panel B: ANCOVA Results
Source of Variation
Management Support
Number of Analytics
Management Support X Number of Analytics
Work Experience
Analytics Experience
Error
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Interaction effect, main effect and simple effect planned contrasts are performed to
specifically examine the effects of the independent variables on reliance. Table 7, Panel C presents
the results of a planned contrast that tests H3a. The finding indicates that the presence of multiple
interventions has a significantly positive effect on participants’ reliance (p = 0.004, one-tailed), as
predicted. Results of planned contrasts on the main and simple effects are presented in Table 7,
Panels D and E. Findings indicate the presence of explicit management support (p = 0.055, onetailed) and consensus of two analytics (p = 0.090, one-tailed) increases user’s reliance on a
business analytic. Drilling down deeper into the data, simple effects are examined. When multiple
analytics are present, there is a significant, positive affect of explicit management support (p =
0.008, one-tailed). Likewise, when management support is explicit, there is a significant effect
regarding the number of analytics (p = 0.010, one-tailed). Note that both simple effects that contain
the explicit management support and consensus of multiple analytics condition are significant,
displaying further evidence of a significant interaction. The presence of the interaction, combined
with the results of these planned contrasts, marginally support H1a and H2a, and provide full
support for hypothesis H3a; multiple interventions have a positive influence and moderation
relationship on user’s reliance on business analytics. See Figure 3 for a graphical presentation of
the results.

70

1.119

Reliance

0.761
0.711
0.649

One Analytic

Two Analytics

Numer of Analytics
Implicit Support

Explicit Support

Figure 3: Study II Graphical Depiction of Results on Dependent Variable Reliance

Perceived Usefulness of the Business Analytic
User’s perceptions of a business analytics’ usefulness is captured as a secondary dependent
variable. Similar to the predicted relationships with reliance, H1b states that consensus of
recommendation from multiple business analytics will lead to higher perceived usefulness than a
recommendation from a single business analytic, H2b states that explicit management support of
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using advanced business analytics will lead to higher perceived usefulness, and H3b predicts that
perceived usefulness evaluations of the analytic will be higher (lower) when management
explicitly (implicitly) supports a business analytic data inputs and uses multiple analytics rather
than a single analytic. An ANCOVA is performed to test these hypotheses. No significant results
are found for user’s evaluations of the business analytics; neither the main effect of management
support (p = 0.880), number of analytics (p = 0.268), nor the interaction effect (p = 0.680) is
significant. As such, H1b, H2b, and H3b are not supported. See summary statistics and ANCOVA
results in Table 8, Panels A and B, respectively.
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Table 8: Study II Results of the Dependent Variable Perceived Usefulness

Panel A: Means (Standard Deviations)
Consensus of Analytics
Management Support
Implicit

Explicit

Overall Mean
Panel B: ANCOVA Results
Source of Variation
Management Support
Number of Analytics
Management Support X Number of Analytics
Work Experience
Analytics Experience
Error

One
Analytic

Two
Analytics

Overall
Mean

5.20
(1.658)
n=25
5.38
(1.279)
n=24

5.65
(1.198)
n=26
5.58
(1.206)
n=26

5.43
(1.446)
n=51
5.48
(1.233)
n=50

05.29
(01.472)
n=49

5.62
(1.191)
n=52

5.46
(1.338)
n=101

df
1
1
1
1
1
95

F-Statistic
0.023
1.242
0.171
0.703
2.043

p-value
0.880
0.268
0.680
0.404
0.156

Perceived Usefulness and Reliance
Recall that Hypothesis 1a examines the direct effect of an output quality (i.e. consensus of
recommendation from multiple analytics) on use behavior, a relationship not explicitly stated in
the TAM3 model. Rather, perceived usefulness is theorized to mediate the relationship. Therefore,
further investigation beyond the primary direct effect analysis is warranted. As such, a moderated
mediation model is tested using PROCESS (Hayes 2013). 44 Figure 4 graphically presents the

44

Hayes has created a series of PROCESS model templates. In this research, conceptual Model 7 is employed.
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model results. Consensus of multiple analytics (i.e. output quality) is defined as the predictor,
perceived usefulness is defined as the mediator, management support is defined as moderating the
relationship between consensus of multiple analytics and perceived usefulness, and reliance is
defined as the outcome variable. Results of the regression-based analysis indicate a significant
direct effect of perceived usefulness on reliance (p = 0.036, one-tailed), but no moderation,
mediation, or moderated mediation effects are found. This supports the relationship theorized in
TAM3 (but not hypothesized) between perceived usefulness and behavior, but suggests that the
management interventions have a direct rather than indirect effect on reliance.
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Figure 4: Study II Perceived Usefulness Mediation Model Results

Additional Analysis
As an additional analysis, this study also examines whether users’ perceptions of accuracy
or credibility are mediating the effect of the manipulations on perceptions of usefulness. See
Figures 5 and 6 for graphical depictions of the models and results. In both models, consensus of
multiple analytics is the predictor variable and perceived usefulness is the outcome variable.
Additionally, both models have management support moderating the relationship between
consensus of multiple analytics and the mediating variable. The mediating variable is perceived
accuracy in the model presented in Figure 5 and perceived credibility in Figure 6’s model. Results
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indicate both perceptions of accuracy and credibility have a significant direct effect on perceived
usefulness (p < 0.001, one-tailed). Further, the direct effect of consensus of multiple analytics on
perceived usefulness is significant (p = 0.048) in the perceived credibility mediation model. In
both cases neither the mediation, moderation, nor moderated mediation relationships are
significant. Taken together, it seems that users’ perceptions of accuracy and credibility influence
perceived usefulness, but neither mediate the relationship between the primary independent
variables (i.e. management support and consensus of multiple analytics) and users’ reliance on a
business analytic.
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Figure 5: Study II Perceived Accuracy Mediation Model Results
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Figure 6: Study II Perceived Credibility Mediation Model Results

Discussion
Business analytics is in the forefront of the corporate agenda as they have the ability to
support improved, fact-based decisions to better organizational performance (Davenport and
Harris 2007; Evans 2013; Chen et al. 2012; Bughin et al. 2011; Cokins 2013). However, increased
organizational performance is dependent upon human decision-making processes enabled by
business analytics. As such, an important concern for management is how to promote greater
employee acceptance and effective utilization of business analytics. From the lens of TAM3, this
78

study investigates the effectiveness of management interventions on the adoption of business
analytics by employing a 2×2 experiment in which the number of analytics used and management
support is manipulated. Dependent measures include reliance on the business analytic and users’
evaluations of the business analytic.
Results indicate that reliance can be increased through interventions. As theorized, the
presence of both a business system output quality (i.e. having consensus in recommendations from
multiple analytics) and subjective norms (i.e. explicit management support) significantly increases
user’s reliance on a business analytic by way of management support moderating the positive
effect of output quality. This supports the idea that interventions need to take place on multiple
dimensions to increase effectiveness (Polites and Karahanna 2013).
This study of interventions in the context of improving adoption of business analytics
makes several important contributions that should have direct implications on both practice and
theory. Answering the call for increased investigation regarding the effectiveness of interventions
on individual technology acceptance (Venkatesh 2006; Venkatesh and Bala 2008), this study
extends research on IT support of accounting decision making into the yet unexplored area of
business analytics. Additionally, this study of business analytics has practical implications as
managers increasingly desire that their teams rely on fact-based decisions to improve
organizational performance. Interventions that can increase use of business analytics have the
potential to enhance the maximization of firm value (Wixom et al. 2013).
This study is not without limitations. As with Study I, participants are not directly engaged
with various business analytics, but rather are affected indirectly, through a report from data
scientists. Future research could test the effectiveness of interventions when participants
personally interact with a business analytic. Also, this study only tested two of many interventions
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recommended by extant literature (for example socialization tactics, training methods, or other
design characteristics of the system; Venkatesh 2006). Future research should explore how well
other interventions, both individually and in combination, may affect users’ reliance on business
analytics. Relatedly, the extensive TAM literature suggests many other antecedents that affect
one’s intention to use technology, beyond those studied in this research. Further research is needed
to examine the influence of these varied antecedents in the realm of business analytics. As more
organizations aim to incorporate fact-based decision making in hopes to improve performance,
understanding the most effective steps managers can take to achieve their goal is a great way for
research to meaningfully influence practice.
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STUDY III: THE EFFECTS OF INPUT AND PROCESS SIMILARITY ON USERS’
EVALUATION OF BUSINESS ANALYTICS
Introduction
In highly competitive business environments, organizations pursue strategically beneficial
technology changes that can be incorporated into their value chain to create a competitive
advantage (Porter 1985). Over the last decade business analytics, a rapidly emerging tool useful
in less objective decision making contexts, has been increasingly in the forefront of the corporate
agenda, currently generating considerable hype in the popular business press, 45 professional
accounting organizations, 46 and accounting academia. 47 Business analytics is a type of decision
aid within the business intelligence construct which usually refers to a collection of practices and
technologies that allow for informed decision making (Holsapple, Lee-Post, and Pakath 2014).
Business analytics has the potential to allow organizations to compete on making the best decision
through informing and improving the quality of decision makers’ judgments by incorporating more
fact-based, manageable information from the statistical analysis of complex data (Davenport and
Harris 2007; Evans 2013; Chen, Chiang, and Storey 2012). However, the adoption of business
analytics does not guarantee success; gaining a competitive advantage is contingent upon effective
operational decision-making enabled by business analytics (Lycett 2013; Alles 2015; Sharma,
Reynolds, Scheepers, Seddon, and Shanks 2010). Prior research investigates factors that enhance
the effective utilization of decision aids by decision makers (Venkatesh, Morris, Davis, and Davis

45

Business analytics has been identified as a top trend in managerial accounting and a key area of opportunity by elite
consulting firms (Bughin, Livingston, and Marwaha 2011; Cokins 2013).
46
The American Institute of Certified Public Accountants (AICPA) and the International Auditing and Assurance
Standards Board (IAASB) both have established committees related to data analytics in accounting (Hampton and
Stratopoulos 2017).
47
In 2015, the American Accounting Association established a new annual conference dedicated to big data analytics,
and Accounting Horizons published a special issue (eight articles) on the effect of big data and analytics on accounting
and auditing.
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2003; Venkatesh and Bala 2008) and recognizes that the simple incorporation of decision aids does
not imply their effective use (Arnold, Clark, Collier, Leech, and Sutton 2006). 48 Within this
decision aid research, a specific literature stream examines the ways in which similarity
perceptions (i.e. the users’ perception of the match between their and the decision aid’s
characteristics) can affect user’s views on decision aid usefulness (Al-Natour, Benbasat, and
Cenfetelli 2006; Al-Natour, Benbasat, and Cenfetelli 2008; Xiao and Benbasat 2007), and
consequently their use (Davis 1989; Venkatesh and Davis 2000; Venkatesh and Bala 2008). This
study expands upon these efforts by investigating factors that are proposed to enhance users’
evaluations of decision aids, in the context of business analytics.
The purpose of this paper is to further explore the relationship between characteristics of
business analytics and the decision maker by investigating the effects of two proposed similarity
constructs, perceived decision input similarity and perceived decision process similarity, on users’
evaluations of a business analytic’s perceived usefulness. 49 Perceived usefulness is important as it
has been shown to be an influential antecedent of users’ decision aid adoption intentions (Davis
1989; Venkatesh and Davis 2000; Venkatesh and Bala 2008), a critical aspect of improving
organizational performance with business analytics. Two moderating effects related to user’s
knowledge, task knowledge and analytic knowledge, are also incorporated into the model in order
to further understand the relationships of perceived similarities on usefulness. The key consumer
of business analytics is the business user, whose job may not be directly related to analytics.
Therefore, many users may not be knowledgeable of analytics, but may be required to use

48

Both the unified theory of acceptance and use of technology (Venkatesh et al. 2003) and technology acceptance
model (Davis 1989) began expansive research areas devoted to this subject.
49
This research parallels Al-Natour et al. (2008), which examines the effects of perceived process and outcome
similarities on perceived usefulness in the setting of recommendation agents.
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analytical tools to improve the results of some business process in which they have knowledge
(Kohavi, Rothleder, and Simoudis 2002). As such, the effects of user knowledge may be important
as it influences decision makers’ determination of usefulness. Adapting established frameworks
(Al-Natour et al. 2008; Al-Natour et al. 2006), this study develops a theoretical model and
hypotheses by drawing on multiple theoretical perspectives including uncertainty reduction theory
(Berger and Calabrese 1975), the theory of technology dominance (Arnold and Sutton 1998) and
dimensions of cognitive fit (Vessey 1991).
Using data from 161 supply chain managers, results indicate that perceived decision input
and process similarity positively influences users’ evaluations of a business analytic’s usefulness
and that perceived process similarity partially mediates the relationship between inputs similarity
and usefulness such that it strengthens the effect. The moderating effects of user’s knowledge,
either with the task or with business analytics, does not influence these relationships. In general,
the findings support the idea that, regardless of their level of knowledge, users of business analytics
are likely to evaluate their similarity to these analytics, and such similarity perceptions influence
their subsequent evaluation of these business analytics.
This study makes several contributions to the academic literature and has important
implications for the accounting profession. First, this research complements prior experimental
research (including Study I and II of this dissertation) by providing richer detail in examining
determinants of business analytics use beyond the type of inputs and processes inherent in various
business analytics. Second, this study extends the effects of perceived similarities between users
and decision aids (e.g. Al-Natour et al. 2008) into the yet unexamined area of business analytics,
a unique type of intelligent decision aid. Third, the perceived similarity of a technology’s input is
examined, a vital component of decisions support systems that has yet to be studied. Fourth, this
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study provides additional evidence on the importance of cognitive fit between other aspects of
technology beyond output representations (i.e. the inputs and process of a technology), the
characteristic overwhelmingly examined in existing literature (Kelton, Pennington, and Tuttle
2010). Finally, results of this research serve practical purposes by demonstrating the importance
of perceived similarity on business analytic use among decision makers with varying degrees of
familiarity with either the task or the analytic.
The remainder of this research proceeds as follows. First the theoretical foundation,
research model, and hypotheses development are presented. The next section outlines the research
methodology and construct measures. Then, the results of the empirical investigation are
presented. Finally, the implications of the results are discussed, to include the contributions and
limitations.
Theory, Research Model, and Hypotheses
Theoretical Foundation
This study relies on three established behavioral theories in order to investigate the effects
of technology characteristics that are proposed to enhance user’s evaluations of decision aids (Xiao
and Benbasat 2007), in the realm of business analytics. Building on uncertainty reduction theory
(Berger and Calabrese 1975), the theory of technology dominance (Arnold and Sutton 1998) and
dimensions of cognitive fit (Vessey 1991), relationships are hypothesized regarding the effects of
the perceived similarities of a business analytic’s input and process on perceived usefulness,
moderated by user’s knowledge.
Uncertainty reduction theory, developed in the communications literature, notes that
people find uncertainty unpleasant (Berger 1986) and, as such, a major assumption of the theory
is the inherent drive to reduce this uncertainty in an initial interaction (Bradac 2001). Based on a
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series of axioms, uncertainty reduction theory explains the concept of uncertainty as it relates to
several variables including similarity and liking (Berger and Calabrese 1975). Related to this
research, axiom six and seven state that similarities are more likely to reduce uncertainty and
thereby increase the levels of liking. While originally theorized for the relationship between two
individuals in an initial interaction, Gudykunst and Shapiro (1996) opine on the importance of
testing uncertainty reduction theory in new paradigms, spawning significant research in the
organizational communication literature that adapts the theory to various situations (Kramer
1999). 50
Cognitive fit, centered on systems that are more compatible with decision makers,
theorizes that if the problems solving steps required for a task are supported by the format of the
problem representation, efficient and effective decision making will occur (Vessey 1991; Vessey
and Galletta 1991). When these aspects align, individuals use processes that also emphasize the
same type of information (i.e. mental representation). The fit of technology to task and the user's
view of the fit between technology and task facilitate effective problem solving (Vessey and
Galletta 1991). Cognitive fit has been subsequently adapted and applied beyond the technology’s
output format to various attributes, 51 including a user’s reliance on technology based on the
matching with the decision process of the aid. For example, experts compare underlying
information (such as the system’s initial problem solving strategy or data used) with their own
knowledge to establish cognitive fit (Arnold, Collier, Leech, and Sutton 2004; Arnold et al. 2006).

50

Berger himself states theories are constructed to be modified rather than be accepted as dogma (Berger 1986).
For example, Dunn and Grabski (2001) extended cognitive fit to the complexity in the interaction between problem
representation and problem-solving task, viewing cognitive fit as the degree of match based on varying levels of
localization in the problem representation of data required to complete the problem-solving task. The more localized
the information needed to complete a task is in the representation, the higher the degree of cognitive fit, and the better
the resulting performance.

51
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The degree of similarity in problem solving approaches (Arnold and Sutton 1998; Hampton 2005),
and the reduction of uncertainty (Al‐Natour, Benbasat, and Cenfetelli 2008) have also been
identified as determinants of cognitive fit.
The theory of technology dominance, which predicts individuals’ reliance on intelligent
decision aids, identify the antecedents that lead toward either successful or ineffective technology
implementation (Arnold and Sutton 1998). 52 Four main factors of the theory of technology
dominance (task experience, task complexity, decision aid familiarity, and cognitive fit) induce
reliance through an interaction with the other variables (Hampton 2005). The theory of technology
dominance also adapts cognitive fit beyond the presentation format of the technology and instead
focuses on fit related to the user’s perception of the decision aid supporting the user’s strategy.
The theory of technology dominance defines cognitive fit by concentrating on the user’s perceived
congruence between the decision process of the technology and the user’s preferred problem
resolution strategy (Arnold and Sutton 1998). This study also integrates the theory’s propositions
concerning task experience and decision aid familiarity to develop the hypotheses regarding the
moderating relationships of task and business analytic knowledge.
Research Model and Hypotheses
The research model is shown in Figure 7. The key constructs of the model, from left to
right, are perceived input similarity, perceived process similarity, task knowledge, business
analytic knowledge, and perceived usefulness. These constructs are identified based on previous
conceptual and empirical research in decision support systems, as discussed in the following

52

While the Theory of Technology Dominance consists of three parts, this study primarily employs the first section,
which explains the circumstances under which a decision maker is likely to rely on a decision aid. The second aspect
examines the susceptibility of decision aid users to technology dominance and the third section explores long-term
deskilling impacts (Arnold and Sutton, 1998).
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sections. Based on the theoretical foundations of uncertainty reduction, cognitive fit, and
technology dominance, this study investigates the effects of perceived decision input similarity
and perceived decision process similarity on users’ evaluations of a business analytic’s perceived
usefulness, an important and influential antecedent of adoption (Davis 1989; Venkatesh and Davis
2000; Venkatesh and Bala 2008). Perceived decision input similarity refers to users’ perception of
the degree of similarity between the inputs they would consider and that of the business analytic.
Perceived decision process similarity refers to users’ perception of the similarity between their
reasoning and decision process and that of the business analytic.
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Figure 7: Study III Theoretical Model

The Effect of Input Similarity on Process Similarity
Perceived input similarity is proposed to have a positive effect on perceptions of decision
process similarity. The theory of cognitive fit, as extended by the theory of technology dominance
to intelligent systems, operationalizes fit to include the congruence in the judgment processes and
reasoning between the user and the system, as well as the degree of similarity in problem solving
approaches (Arnold and Sutton 1998; Hampton 2005). That is, cognitive fit is established by
comparing underlying information, such as a business analytics data used and problem solving
strategy, with their own knowledge (Arnold, Collier, Leech, and Sutton 2004; Arnold, Clark,
Collier, Leech, and Sutton 2006). When interpreting multiple similarities, prior research has found
that individuals use information on one similarity dimension in their evaluations of similarity in
92

considering a different, related dimension (Byrne, Griffitt, and Stefaniak 1967; Al-Natour et al.
2008). As decision inputs and their processes are invariably perceived to be related, it is expected
that perceptions of input similarity will also affect users’ perceptions of a business analytic’s
similarity in terms of decision process by increasing the cognitive fit of the process. Relatedly,
perceptions of input similarity are contributive to the perceptions of process similarity as
information about process inputs is typically known before information about how the process is
performed. Within the context of this study, understanding the input data is likely to occur before
users evaluate the business analytic’s decision process. Stated formally:
H1: Perceived decision input similarity has a positive effect on perceived decision process
similarity.
The Effects of Perceived Input and Process Similarity on Perceived Usefulness
Based on a review of prior empirical findings, Xiao and Benbasat (2007) develop a
framework to study the determinants of users’ evaluations of decision aids, including aids input
and process characteristics. 53 They theorize that perceptions of a decision aid’s decision process
will affect a user’s evaluation of its usefulness. 54 This study proposes that perceived decision input
and process similarity between a business analytic and the user will increase that user’s perception
of the business analytic’s usefulness.
In accordance with uncertainty reduction theory, the similarity between the decision
processes used, to include the inputs considered in the process by the business analytic and the
user, increases the certainty of the analytic’s decision process to the user. Conversely, uncertainty

53

Xiao and Benbasat (2007) develop the framework in the context of recommendation agents, a type of decision
support system that discovers the preferences of consumers and makes recommendations accordingly.
54
Perceived usefulness, or the extent to which one believes something will help them with their job, is one of the
primary determinants of people accepting or rejecting an information technology (Davis 1989).
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related to how a business analytic is processing the inputs affects the user’s ability to correctly
judge whether they are receiving benefits (Al‐Natour, Benbasat, and Cenfetelli 2011).
Additionally, as input and process similarity allows for matching of the user and business analytic,
cognitive fit should be positively influenced (Al-Natour et al. 2008), and as such the perceived
usefulness of the business analytic (Arnold and Sutton 1998). A consequence of the similarity
between the business analytic and the user’s decision inputs or processes is that the user will be in
a position to better understand and evaluate the business analytic’s decision process and its
reasoning. This results in the business analytic’s recommendation being more included in the final
decision. Consequently, this business analytic will be perceived as more useful.
H2: Perceived decision input similarity has a positive effect on the business analytic’s
perceived usefulness.
H3: Perceived decision process similarity has a positive effect on the business analytic’s
perceived usefulness.
The Moderating Role of Users’ Knowledge
Hypotheses 2 and 3 propose that both decision input and process similarity will have a
positive main effect on perceived usefulness. Employing the lens of both uncertainty reduction
theory and the theory of technology dominance, this section discusses the moderating roles of task
knowledge and business analytic knowledge.
Technology dominance occurs when the decision aid is primarily relied upon to make the
decision (i.e. completes the decision-making process; Arnold and Sutton 1998). Regarding task
knowledge, the theory of technology dominance would surmise that users’ task experience is
expected to intensify the effects of perceived decision input and process similarity. That is, the
effect of perceived similarity on perceived usefulness of the business analytic will increase as task
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knowledge increases. High task knowledge users typically have developed their own strategies
and, would therefore pay less attention to the decision inputs and processes adopted by the business
analytic only deeming them useful if they match their own perspective. Low-task knowledge users
will normally rely on a decision aid, according to the theory of technology dominance, and thus
perceive the aid as more useful, regardless of perceived input and process similarity. Stated
formally:
H4: The effects of perceived decision input similarity on perceived usefulness will be
moderated by task knowledge such that input similarity will have a greater effect on
usefulness for high-task knowledge users as compared to low-task knowledge users.
H5: The effects of perceived decision process similarity on perceived usefulness will be
moderated by task knowledge such that process similarity will have a greater effect on
usefulness for high-task knowledge users as compared to low-task knowledge users.
Conversely, business analytic knowledge is predicted to moderate the relationships
between perceived input similarity and perceived process similarity on perceived usefulness in an
opposing manner as task knowledge. A business analytic’s input and process similarity is not
necessary for individuals with higher business analytic knowledge as these users are more likely
to either understand the reasoning of the business analytic, even if dissimilar to their decision
making process, or understand business analytics enough to know that certain black box algorithms
(that lack similarity) are often more useful, in essence creating cognitive fit for the user through
alternative means. That is, a user with high business analytic knowledge will not need to reduce
the uncertainty in the similarity differences between them and the business analytic as it is not the
initial interaction. Conversely, a user with low business analytic knowledge will have high
uncertainty if their perceived input and process similarity is low due to a lack of understanding.
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As such perceived similarities will have a stronger effect on lower business analytic knowledge
users. This leads to the last set of hypotheses:
H6: The effects of perceived decision input similarity on perceived usefulness will be
moderated by analytic knowledge such that input similarity will have a greater effect on
usefulness for low-analytic knowledge users as compared to high- analytic knowledge
users.
H7: The effects of perceived decision process similarity on perceived usefulness will be
moderated by analytic knowledge such that process similarity will have a greater effect on
usefulness for low-analytic knowledge users as compared to high- analytic knowledge
users.
Research Method
To test the research model in Figure 7, a questionnaire is used to collect data. Upon
completion of an experimental task, participants 55 answer item measure questions related to the
theoretical model. To create adequate levels of variance in the perceived similarity measures (AlNatour et al. 2008), the business analytics presented to the participants differed in terms of their
inputs and process characteristics (i.e. Study I). A between-subjects manipulation is used varying
the type of data analyzed (only structured data or both structured and unstructured data) as well as
the specific underlying algorithm (low transparency or high transparency) of the business analytic
to create a diversity of business analytic experiences.

55

Participants are experienced supply chain managers recruited through a survey collection company that specializes
in access to professionals.
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Experimental Task
Participants are asked to assume the role of a cost manager and make a decision regarding
the purchasing budget for a product in the upcoming year. 56 After receiving an overview of a
seafood distribution company, they are given a brief summary of the product characteristics. Then,
more detailed quantitative data are described to include the product price based off order size, as
well as historical sales, ordering costs, and carrying costs. To highlight the importance of making
an accurate decision, the seriousness of stockout costs (i.e. the costs of running out of the product)
are emphasized. Additionally, quantity purchase discounts are included in the scenario (i.e. price
reductions for large orders offered to customers to induce them to buy in larger volume).
Participants must weigh the potential benefits of a reduced purchase price and ordering costs
placing fewer orders against the increase in carrying costs caused by higher average inventories.
By building in quantity purchase discounts the complexity of the task increases and natural anchors
points are inserted into the scenario.
Upon reading case materials, participants are asked to estimate next year’s annual demand,
average ordering costs, and annual inventory carrying costs. Based off these predictions, the
current ERP system calculates the optimal order size for the upcoming year using the economic
order quantity (EOQ) model. 57 The optimal order quantity reflects a balance between carrying
costs and ordering costs; as order size varies, one cost will decrease while the other increases. 58

56

Experimental materials are outlined in greater detail in Study I of this dissertation.
Major assumptions of the EOQ include lead time and demand are constant, recurring and known. These assumptions
are built into the case scenario.
58
For example, if the order size is relatively small, the average inventory will be low, resulting in low carrying costs.
However, a small order size will necessitate frequent orders, which will drive up annual ordering costs. To minimize
total costs, carrying costs and order costs reaches its lowest point when the two costs are equal.
57
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Next, participants are informed that their company recently hired a team of data scientists
to assist all purchasing managers with their forecasts. The data scientist are described as utilizing
business analytics to generate a recommendation report. The results of the business analytic report
displays product demand, costs per order, inventory carrying costs, and a recommendation of the
proper order quantity (EOQ). Based on the facts of the case and the recommendation of the
business analytic, participants indicate how many units they will budget to purchase per order.
Input Manipulation
In order to manipulate input similarity, data processed by the business analytic is described
as being only structured data or both structured and unstructured data. Structured data is
traditionally the most common form of data organizations analyze and is usually created internally,
efficiently organized, and consists of more easily understood information (Syed, Gillela, and
Venugopal 2013). In the structured data condition, inputs of the analytic are described as data
generated both internal to the organization as well as data externally generated by supply chain
partners. Conversely, unstructured data refers to unorganized, disparate information that is
uncertain or unpredictable (Syed et al. 2013). 59 The unstructured data manipulation describes how
the analysis incorporates internal and supplier historical information and combines it with
unstructured external data. Unstructured data is described as external data, to include economic
metrics, media reports, and forecasts of financial indexes.
Process Manipulation
To create variance in users’ decision process similarity perceptions, the business analytic
is designed to differ in terms of the underlying algorithm (i.e. the process) used to arrive at an

59

Examples include audio, video, clickstream, emails, tweets, and social media posts.
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outcome. Processing is the act of taking inputted data and converting it to meaningful information.
The process is the underlying mathematical and statistical algorithm or model 60, and will vary in
complexity and thus, the inherent transparency of the system logic. These business analytic
processes are established through the explanations provided to subjects. Business analytic process
is manipulated as the transparency of system logic being either low or high. In the high
transparency manipulation, the data analytic is described as a decision tree algorithm; an easily
understood, widely used statistical technique that can be clearly conceptualized as a series of
if/then statements (Lantz 2013; Kohavi et al. 2002). A support vector machine algorithm is
described in the low transparency manipulation. A support vector machine algorithm is considered
a black box analytic due to the complexity of the underlying mathematical methods (Lantz 2013). 61
Measures
Once subjects complete the task (i.e. Study I), they then complete a questionnaire that
includes the item measures of the theoretical model. This method of inducing differences in
subjects via initial participation in a between-subjects experiment is replicated from Al-Natour et
al. (2008). The measures used for perceived decision input similarity, perceived decision process
similarity, perceived usefulness, task knowledge, and business analytic knowledge are
operationalized by adapting questions from validated items in prior research. For all scale items,
participants respond with their extent of agreement with each statement. All items are measured
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Business analytic processes include statistical methods ranging from basic tools of descriptive analysis, exploration,
estimation, and inference, to more complex techniques such as regression, forecasting, machine learning, and data
mining (Sharma, Mithas, and Kankanhalli 2014; Evans 2013).
61
Support vector machines construct a nonlinear boundary hyperplane or set of hyperplanes in a multidimensional
space by employing kernels to learn concepts not explicitly measured (Hearst, Dumais, Osman, Platt, and Scholkopf
1998).

99

on fully labeled, 7-point Likert scales to maximize variance while minimizing response bias
(Eutsler and Lang 2015). See Table 9 for construct measures.
Perceived Input Similarity
To capture perceptions of input similarity between a user and any decision support system,
a five-question scale is adapted by adjusting the perceived process similarity scale (Al-Natour et
al. 2011; described in detail below). Item measures focus on participant’s perception that the
business analytic considers similar information that they would, that all data used was important
to make the decision, and capture the overall perceptions of the comparability between the business
analytic and the participant in terms of the inputs used to inform their decision. Measures include
statements such as: the business analytic considers similar information as I would; all of the input
data the business analytic used was important to make the decision; and I would use the same data
as the business analytic when making my decision.
Perceived Process Similarity
Although prior decision support system literature employs a perceived process similarity
construct (Al-Natour et al. 2008; Al-Natour et al. 2011), the online recommendation agent system
in which it is employed is meaningfully different from a business analytic and therefore was
extensively adapted. The first three items, focusing on similarity of decision making styles, is
based on this adaption. The fourth item of the scale (reverse-coded) asks if the business analytics
process is considered unusual. As with the perceived input similarity scale, the fifth item captures
the overall perceptions of similarity between the business analytic and the participant in terms of
the process used to make the decision.
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Perceived Usefulness
Technology acceptance model research has employed the theoretical construct perceived
usefulness (Davis 1989; Venkatesh and Davis 2000; Venkatesh and Bala 2008) since its
development in Davis’ 1989 seminal work. The perceived usefulness scale has subsequently been
validated numerous times in this large research area. The seven measures have been altered to fit
the context of business analytics, but remain fundamentally unchanged. Item measures focus on
areas such as performance, increased productivity, effectiveness, and usefulness. Examples
include: using the business analytic improved my performance in this task; using the business
analytic in this task increases my productivity; and using the business analytic will enable me to
complete future tasks more quickly.
Task Knowledge
Prior decision support systems research studies consistently capture and test task
knowledge; common similar constructs include experience, domain knowledge (Al-Natour et al.
2008), expertise (Arnold et al. 2006; Arnold et al. 2004), etc. However, often task knowledge is
measured through self-reporting, and not by means of a response scale. Task knowledge is
measured in this study by adapting a short, reliable measure of subjective knowledge (Flynn and
Goldsmith 1999) combined with aspects of domain knowledge used by Al-Natour et al. (2008).
To capture participant’s knowledge regarding purchasing and inventory management, scale items
elicit the user’s experience, job duties, and comparable knowledge compared to peers.
Business Analytic Knowledge
Similar to task knowledge, the business analytic knowledge scale adapts items from a
subjective knowledge (Flynn and Goldsmith 1999) and domain knowledge scales (Al-Natour et
al. 2008) and adjusts them to capture participant’s knowledge with business analytics. The seven101

question scale measures their perceptions of knowledge and expertise, as well as their experience
regarding analytics compared to peers. Scale measurement items include: I am knowledgeable
about business analytics; I have extensive experience with data analytics used in business; and I
have used data analytics in business many times.
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Table 9: Study III Construct Measures
Perceived Input Similarity:
IS1: The business analytic considers similar information as I would.
IS2: All of the input data the business analytic used was important to make the decision.
IS3: I would use the same data as the business analytic when making my decision.
IS4: The business analytic model used some information that I consider unnecessary. (R)
IS5: Overall, I think the business analytic and I are similar in terms of the inputs used.
Perceived Process Similarity
PS1: I understand how the business analytic formulates decisions.
PS2: The business analytic and I use similar decision-making styles.
PS3: I solve problems in a way comparable to the business analytic.
PS4: The decision process used in the business analytic is unusual. (R)
IS5: Overall, I think the business analytic and I are similar in terms of the process used.
Perceived Usefulness
PU1: Using the business analytic improved my performance in this task.
PU2: Using the business analytic enabled me to complete this task more competently.
PU3: Using the business analytic in this task increases my productivity.
PU4: In my opinion, using the business analytic enhances my effectiveness in this task.
PU5: In my opinion, using the business analytic enhances my efficiency in this task.
PU6: I find the business analytic to be useful in this task.
PU7: Using the business analytic will enable me to complete future tasks more quickly.
Task Knowledge
TK1: I am knowledgeable about purchasing and inventory management.
TK2: Compared to most managers, I know less about the economic order quantity. (R)
TK3: I consider myself to be an expert in minimizing costs related to inventory.
TK4: I have extensive experience with inventory management.
TK5: Among my peers, I’m one of the “experts” on purchasing decisions.
TK6: When it comes to managing purchasing costs, I really don’t know a lot. (R)
TK7: As part of my job, I have managed purchasing costs many times.
Business Analytic Knowledge
KA1: I am knowledgeable about business analytics.
KA2: Compared to most people, I know less about business use of data analytics. (R)
KA3: I consider myself to be an expert in business analytics.
KA4: I have extensive experience with data analytics used in business.
KA5: Among my peers, I’m one of the “experts” on business analytics.
KA6: When it comes to business analytics, I really don’t know a lot. (R)
KA7: I have used data analytics in business many times.
Notes: Participants are asked the extent to which they agree with the above statements. All items are
measured on fully labeled, 7-point Likert scales.
(R) denotes reverse coded items.
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Participants
Participants again are recruited through a survey collection company that targeted
experienced cost managers and are additionally screened at the beginning of the instrument.
Participants must pass the screening to access the materials. Additionally, an attention check is
embedded within the construct measures, which requires to select “strongly agree” if they are still
reading the questions (Brandon, Long, Loraas, Mueller-Phillips, and Vansant 2014). Four
participants failed to select “strongly agree” when prompted in the survey measures, and were
omitted from the statistical analysis. 62 It is important to note that only participants that completed
Study I are used in this research; Study II participants are not included in the analyses to minimize
potential confounding effects.
Results
Measurement Model Reliability and Validity
In order to validate the item measures, a principal component analysis with a Promax
rotation 63 was conducted in order to identify and eliminate items with either strong cross loadings
or a loading on the incorrect factor. This results in three measures for perceived input similarity,
three measures for perceived process similarity, seven measures for perceived usefulness, four
measures for task knowledge, and five measures for business analytic knowledge. See Table 10
for the final measures employed for each latent construct and their associated factor loadings.
Average variance extracted (AVE), composite construct reliability, and Cronbach’s alpha
are next used to measure the convergent and discriminant validity as well as the reliability of the
measures. Table 11 presents results of these tests as well as construct correlations. Convergent

62

See the participants section of Study I for details. As item measures are displayed immediately after Study I
materials, many participants were removed from the sample for failing manipulation checks related to Study I.
63
An oblique rotation was selected as theory suggests that the input and process similarity factors may be correlated.
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validity refers to how well measures of constructs are related (i.e. how well they capture variance
in the construct). AVE for all constructs are greater than 0.50 and the composite reliabilities are
all higher than 0.70, indicating convergent validity of the constructs. Discriminant validity
identifies whether measures that are not theorized to be related are in fact unrelated (i.e. the extent
to which each construct is distinct). By examining the factor loadings presented in Table 10, it
seems that perceived input similarity and perceived process similarity potentially have cross
loading concerns. The three input similarities measures, which load onto the input similarity
construct at 0.884, 0.815, and 0.884, load onto process similarity at 0.562, 0.528, and 0.584,
respectively. Also, the three perceived process similarity measures, which load at 0.815, 0.957,
and 0.756, cross load onto the input similarity measure at 0.556, 0.458, and 0.515, respectively.
Research disagrees as to when cross loadings such as these are an issue; while some researchers
strictly use a 0.50 as threshold, others argue that the difference between the item loadings on the
main factor are at least 0.20 higher than loadings on the other factor. However, the square root of
all AVE is larger than the correlations between the constructs, a strong indicator of discriminant
validity (Hair, Hult, Ringle, and Sarstedt 2016). Additionally, examining the correlation matrix
reveals that no two constructs are highly correlated (i.e. r > 0.80; Fields 2009). Finally, Cronbach’s
alpha for all constructs are above 0.80, indicating a reliable scale. Taken together, the resulting
latent construct measures used in testing the hypotheses are deemed appropriate as they contain
acceptable psychometric properties.
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Table 10: Study III Scale Item Loadings and Cross Loadings
1

2

3

4

5

IS1: The business analytic considers similar information as I
would.

0.884

0.562

0.206

0.128

-0.217

IS3: I would use the same data as the business analytic when
making my decision.

0.815

0.528

0.272

0.176

-0.178

IS5: Overall, I think the business analytic and I are similar in
terms of the inputs used.

0.884

0.584

0.281

-0.017

-0.045

PS2: The business analytic and I use similar decision-making
styles.

0.556

0.815

0.074

-0.094

0.129

PS3: I solve problems in a way comparable to the business
analytic.

0.458

0.957

-0.184

0.024

0.133

PS5: Overall, I think the business analytic and I are similar in
terms of the process used.

0.515

0.756

0.160

-0.109

0.151

PU1: Using the business analytic improved my performance in
this task.

0.079

0.127

0.868

-0.164

0.041

PU2: Using the business analytic enabled me to complete this
task more competently.

0.007

0.056

0.898

0.025

0.004

PU3: Using the business analytic in this task increases my
productivity.

0.050

0.164

0.854

0.087

-0.066

PU4: In my opinion, using the business analytic enhances my
effectiveness in this task.

-0.064

-0.093

0.973

-0.008

0.015

PU5: In my opinion, using the business analytic enhances my
efficiency in this task.

-0.082

-0.154

0.998

-0.053

0.020

PU6: I find the business analytic to be useful in this task.

0.038

0.089

0.864

0.047

0.013

PU7: Using the business analytic will enable me to complete
future tasks more quickly.

0.017

0.063

0.883

-0.016

0.030

TK1: I am knowledgeable about purchasing and inventory
management.

-0.027

-0.010

0.070

0.912

-0.043

TK3: I consider myself to be an expert in minimizing costs
related to inventory.

-0.102

-0.056

0.044

0.669

0.431

TK4: I have extensive experience with inventory management.

0.045

0.083

-0.041

0.731

0.084

TK7: As part of my job, I have managed purchasing costs
many times.

0.029

0.143

-0.088

0.860

0.012

AK1: I am knowledgeable about business analytics.
AK4: I have extensive experience with data analytics used in
business.

0.076

0.077

-0.018

-0.109

0.885

0.036

0.445

-0.032

0.074

0.845

AK5: Among my peers, I’m one of the “experts” on business
analytics.

-0.022

-0.056

-0.045

-0.091

0.916

0.101

0.155

0.073

0.001

0.816

AK7: I have used data analytics in business many times.
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Table 11: Study III Tests of Convergent and Discriminant Validity
Average
Variance
Extracted

Composite Cronbach's
Reliability
Alpha

1

2

3

4

Input
Similarity

0.742

0.865

0.876

0.861

Process
Similarity

0.717

0.845

0.898

0.780

0.847

Perceived
Usefulness

0.822

0.964

0.965

0.774

0.704

0.907

Task
Knowledge

0.639

0.819

0.863

0.302

0.314

0.298

0.799

Analytics
Knowledge

0.673

0.874

0.913

0.299

0.432

0.320

0.704

5

0.820

The square root of the AVE is shown on the diagonal in bold.

Hypotheses Testing
The theoretical model is tested by conducting a mediation and moderation analysis
available in PROCESS (Hayes 2013). Hayes has created a series of PROCESS model templates to
use in conjunction with his SPSS plug-in. In this research, conceptual model 17 was employed.
Figure 8 graphically presents the model results. Perceived input similarity is defined as the
predictor, perceived process similarity is defined as the mediator, task knowledge and analytic
knowledge are defined as moderators, and perceived usefulness is defined as the outcome variable.
Overall, results indicate significant direct effects and a significant mediation, but no moderation
effects. See Table 12 for results of the analysis; a summary of supported hypothesized relationships
are presented in Table 13. Supporting H1, results indicate perceived input similarity has a
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significant positive effect (p < 0.001) on perceived decision process similarity, as shown in Table
12, Panel A.
Both the positive direct effect of perceived input similarity and perceived process similarity on
perceived usefulness are significant (p < 0.001, p = 0.003, respectively), supporting H2 and H3.
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Figure 8: Study III Model Results

In order to test whether task knowledge and business analytic knowledge moderates the
relationships between perceived input and process similarity on perceived usefulness, the direct
interaction effects and indirect effects must also be significant. Table 12, Panel B presents these
results. Significant levels for the interactions are as follows (one-tailed): input similarity x task
knowledge (p = 0.3835); input similarity x analytic knowledge (p = 0.1014); process similarity x
task knowledge (p = 0.1102); input similarity x task knowledge (p = 0.4480). As no interaction
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direct effect is significant, the indirect effects (untabulated) are also not significant. 64 As such,
H4-H7 are not supported.

64

The indirect effects analysis of the moderators include zero within their confidence intervals, indicating no
significant effect.
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Table 12: Study III Mediation and Moderation Analysis of Theoretical Model
Panel A: Direct Effect of Input Similarity on Process Similarity
Sig.
(oneCoefficient
SE
t
tailed)
Input Similarity
0.7829
0.0857 9.1348
<0.001

LLCI
0.6137

ULCI
0.9522

Panel B: Direct Effects on Perceived Usefulness

Coefficient
Constant
38.0937
Input Similarity (IS)
1.1587
Process Similarity (PS)
0.6610
Task Knowledge (TK)
0.3688
Analytic Knowledge (AK)
-0.1198
IS x TK
-0.0404
IS x AK
-0.0515
PS x TK
0.1559
PS x AK
-0.0048

SE
0.4596
0.2778
0.2391
0.2166
0.1190
0.1362
0.0402
0.1267
0.0368

t
82.8768
4.1714
2.7650
1.7029
-1.0066
-0.2969
-1.2794
1.2304
-0.1310

Sig.
(onetailed)
<0.001
<0.001
0.0032
0.0453
0.1579
0.3835
0.1014
0.1102
0.4480

Panel C: Indirect Effects of Input Similarity on Perceived Usefulness
Mediator
Effect
Boot SE
Bootstrap LLCI
Process Similarity
0.5175
0.1672
0.1223
LLCI: Lower level confidence interval
ULCI: Upper level confidence interval

LLCI
ULCI
37.1856 39.0018
0.6099 1.7075
0.1887 1.1334
-0.0591 0.7967
-0.3548 0.1153
-0.3095 0.2287
-0.1310 0.0280
-0.0944 0.4061
-0.0776 0.0679

Bootstrap ULCI
0.7942

The mediation of perceived process similarity on the relationship between perceived input
similarity and perceived usefulness is examined by testing indirect effects. Results reported in
Table 12, Panel C show that the indirect effect is statistically significant with the bootstrapped
confidence intervals range from a low of 0.1223 to a high of 0.7942. The indirect effect is
significant when zero is not included within the bootstrapped confidence interval (Hayes 2013).
The results indicate that perceived process similarity mediates the relationship between perceived
input similarity and perceived usefulness (not hypothesized).
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Table 13: Study III Summary of Hypotheses and Results
#

Hypothesized Effect

H1

Perceived Input Similarity + → Perceived Process Similarity

Yes

H2

Perceived Input Similarity + → Perceived Usefulness

Yes

H3

Perceived Process Similarity + → Perceived Usefulness

Yes

H4

Perceived Input Similarity + → Perceived Usefulness,
Higher for High Task Knowledge Users
Perceived Process Similarity + → Perceived Usefulness,
Higher for High Task Knowledge Users
Perceived Input Similarity + → Perceived Usefulness,
Higher for Low Analytic Knowledge Users
Perceived Process Similarity + → Perceived Usefulness,
Higher for Low Analytic Knowledge Users

No

H5
H6
H7

Supported?

No
No
No

Discussion
This study, based upon established behavioral theories, develops a theoretical model and
investigates the relationship between two types of perceived similarity and users’ evaluations of
business analytics. Specifically, the effects of perceived decision input similarity and perceived
decision process similarity on users evaluations of a business analytic’s perceived usefulness are
examined in an attempt to understand the way in which decision makers evaluate business
analytics. In order to further understand the relationship, two moderating effects related to user’s
knowledge are incorporated into the model, task knowledge and analytic knowledge.
The results revealed that perceived decision input and process similarity positively
influences users’ evaluations of a business analytic’s usefulness. Additionally, perceived process
similarity partially mediates the relationship between inputs similarity and usefulness such that it
strengthens the effect. The moderating effects of user’s knowledge, either with the task or business
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analytics, does not influence these relationships. In general, the findings support the idea that,
regardless of their level of knowledge, users of business analytics are likely to evaluate their
similarity to these analytics, and such similarity perceptions influence their subsequent evaluations
of these business analytics.
This study makes several contributions to the academic literature and has important
implications for the accounting profession. First, this research complements prior experimental
research (i.e. Study I and II of this dissertation) by providing richer detail in examining
determinants of business analytics use beyond the type of inputs and processes inherent in various
business analytics. Second, this study extends the effects of perceived similarities (Al-Natour et
al. 2008) into the yet unexamined area of business analytics, a unique type of intelligent decision
aid. Third, the perceived similarity of a technology’s input is examined, a vital component of
decisions support systems that has yet to be studied. Fourth, this study provides additional evidence
on the importance of cognitive fit between other aspects of technology beyond output
representations (i.e. the perceived similarities of the inputs and process of a technology), the
characteristic overwhelmingly examined in existing literature (Kelton, Pennington, and Tuttle
2010). Finally, results of this research serve practical purposes by demonstrating the importance
of perceived similarity on business analytic.
As in all studies, there are limitations that should be considered in evaluating the results
and in framing future research. First the construct perceived input similarity and perceived process
similarity are correlated, as one would expect when measuring distinct but related characteristics
of a business analytic. While below the threshold to prevent analysis, future research could
investigate in greater detail the boundaries of these two constructs. Second, this research did not
explore in-depth the outcomes related to the perceived usefulness of a business analytic. Further
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exploration of the perceptions of usefulness on behaviors (i.e. the judgments and decisions enabled
by perspective of usefulness) is a fruitful area of research. Finally, the task in this research related
to an inventory management decision; an interesting area of future research would be to examine
the strength of these effects in other areas of accounting.
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GENERAL CONCLUSION
The three studies presented in this dissertation explore the effects of business analytics on
judgment and decision making in accounting. As the business environment is progressively
moving towards relying on fact-based decisions supported by business analytics to improve
organizational performance (Dutta 2011), this dissertation is both timely and noteworthy. Study I
explores the relationship between input and process characteristics of a business analytic on users’
judgments through the lens of cognitive fit. Building on the Technology Acceptance Model, Study
II experimentally examines the effects of management support and consensus of multiple analytics
on increasing reliance and on participants’ evaluations of the business analytic. Lastly, Study III
further explores the relationship between characteristics of business analytics and the decision
maker by developing a theoretical model regarding the influence of perceived decision similarities
between the user and the business analytic on users’ perceived usefulness. The following
paragraphs discuss the unique contributions of each of these studies to both theory and practice.
The results from Study I highlight the importance of considering the characteristics of
business analytics on users’ judgments. Features of the inputs and process within a business
analytic do appear to affect users’ reliance, but not in the manner hypothesized. Although there is
no main effect of inputs or processes on reliance, results indicate a significant, unexpected
interaction. Recall that Study I hypothesized the degree of cognitive fit would influence reliance
such that business analytics with higher cognitive fit would generate higher reliance. Rather, it
seems that business analytics with matching fits between the inputs and process are relied on
significantly more than when the fit of the characteristics do not match. That is, trends in the data
are more indicative of business analytics with the highest cognitive fit (i.e. structured data and high
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transparency of system logic) as well as with the lowest cognitive fit (i.e. structured and
unstructured data and low transparency of system logic) both increasing reliance. This effect does
not align with the theory of cognitive fit; future research may want to explore whether there is an
underlying basis for understanding this anomaly.
The results of Study I have important implications for organizations and future research.
First, Study I extends research on IT support of accounting decision making into the area of
business analytics, an area of noted importance that to date has not been empirically tested. Extant
research thus far is mostly anecdotal or editorial in nature. Second, decision support systems
research in the field of accounting primarily examines the output characteristics of decision aids.
This study contributes to the literature by importantly exploring the influence of the inputs and
processes of business analytics, major components of any system that have received little attention.
Relatedly, this study also contributes to the literature on cognitive fit. While cognitive fit generally
focuses on the effect of technology representation, research has elaborated on the theory related to
the fit of other attributes such as perceived process similarity. Study I extends cognitive fit theory
by extending beyond representations (i.e. presentations of outputs) to also consider the cognitive
fit of additional system features (i.e. inputs and processes) on the reliance on the technology,
parallel to the basic cognitive fit argument. Finally, results of this research should inform practical
decisions in the business environment. As results indicate that characteristics of business analytics
influence users’ reliance, consideration should be given to these attributes when implementing
business analytics to support fact-based decision making.
Results of Study II indicate that reliance of business analytics can be increased through
management interventions. As theorized, analysis suggests that while either intervention alone
does moderately influence reliance, the presence of both explicit management support of the
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business analytic and consensus from two business analytics significantly increases user’s reliance
on a business analytic. That is, the presence of both a business system output quality (i.e. having
consensus in recommendations from multiple analytics) and subjective norms (i.e. explicit
management support) manifests as a significant, positive interaction on reliance. Specifically,
findings suggest that management support moderates the positive effect of output quality on
reliance. This supports the idea that interventions from multiple dimensions increase their
effectiveness. Regarding participants’ perceived usefulness evaluation of the business analytic,
analyses find no significant difference between conditions. However, in a supplemental analysis,
perceived usefulness is found to effect users’ reliance of a business analytic.
Study II’s results make several important contributions. First, this research answers the call
for increased investigation regarding the effectiveness of interventions on individual technology
acceptance. This is especially important concerning business analytics, as companies are
increasingly desiring data-driven decision making to improve organizational performance.
Interventions from management can increase use of business analytics, and therefore have the
potential to help maximize firm value. Second, this study empirically tests the effectiveness of two
specific interventions, management support, a subjective norm, and consensus of business
analytics, a system output quality, interventions namely called on by a research agenda on IT
adoption and use. Managers will now have empirical evidence to help them decide what
interventions to apply for affective IT adoption and researchers have additional information to
understand this phenomenon. Taken together, this study of interventions in the context of
improving adoption of business analytics is a great opportunity to relate research to business
practice and should have direct implications on both practice and theory.
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The findings of Study III reveal that perceived decision input and process similarity
positively influences users’ evaluations of business analytics’ usefulness. Additionally, perceived
process similarity mediates the relationship between inputs similarity and usefulness. The
moderating effects of user’s knowledge, either with the task or business analytics, does not
influence these relationships. In general, the findings support the idea that, regardless of their level
of knowledge, users of business analytics are likely to evaluate their similarity to these analytics,
and such similarity perceptions influence their subsequent evaluations of these business analytics.
Study III has important implications for the accounting profession and makes several
contributions to the academic literature. First, this research complements Study I by providing
richer detail in examining determinants of business analytics use beyond the type of inputs and
processes inherent in various business analytics. Second, this study extends the effects of perceived
similarities into the yet unexamined area of business analytics, a unique type of decision aid,
maintaining the robustness of the influence of perceived similarities effect on users’ perceptions.
Third, a vital component of decisions support systems that had yet to be studied is examined; the
perceived similarity of a technology’s input also influences users’ decisions. This has practical
implications for organizations as the data employed in their technology will impact users’
perceptions. Fourth, this study theoretically expands the contribution of Study I by providing
additional evidence on the importance of cognitive fit, specifically as it relates to the perceived
similarities of the inputs and processes of a technology, aspects of technology beyond the past
focus on output representations. Finally, results of this research serve practical purposes by
demonstrating the importance of perceived similarity on business analytics use.
Results of this research offer plenty of opportunity to further explore this field. First, the
findings of Study I are counter to the hypothesized relationships based on cognitive fit; future
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research may clarify why this association exists and attempt to reconcile the fit of all aspects
contained in a system- inputs, processes, and outputs. An integrated understanding of the
associations between all decision support system characteristics and users’ behavior is a productive
area of future research. Additionally, Study II only tested two of many interventions recommended
by extant literature. While results indicate management interventions can positively affect users’
reliance, interventions are not without cost. Future research should explore the most efficient and
effective implementation of various interventions in hopes to maximize the influence of these
actions while minimizing costs. Next, results of Study III indicate that similarity perceptions sway
users’ notions of usefulness. A future research opportunity is to examine whether these cognitive
impressions can be reshaped or overcome to appropriately manage the decision maker’s behavior.
Finally, the task in this research related to an inventory management decision. Future research
could consider other tasks that employ business analytics, such as those in the areas of auditing or
tax, and their effect on user’s reliance; environmental factors or perceived task importance may
influence the strength of these effects. Ultimately, as our comprehensive understanding of the
relationships between business analytics and the decision maker is in its infancy, future research
has many opportunities to further explore this domain.
In summary, results from this dissertation inform the accounting and information systems
literature by illustrating a systematic and nuanced relationship between business analytics and
decision makers. By presenting empirical evidence, this dissertation contributes to our
understanding of the complex relationship between a decision maker and a business analytic.
Characteristics of business analytics influence users’ reliance on the analytic and perceived
similarities between the users’ cognitive approach and the business analytic influence the
perception of usefulness. Study II shows that managers have actionable options to increase
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subordinates reliance on business analytics, a critical aspect of integrating fact-based decisions in
hopes to improve organizational performance. Overall, this dissertation furthers our understanding
of the complex relationship between decision makers and an increasingly prominent tool in
organizations- business analytics.
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APPENDIX A: EXPERIMENTAL MATERIALS
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Study I- Experimental Materials
Explanation of Research
You are being invited to take part in a research study. Whether you take part is up to you. The
purpose of this study is to enhance our understanding of cost managers’ perception related to
purchasing decisions. First, you will be asked to read some background information about a
hypothetical business scenario. You will then be asked to answer several questions pertaining to
purchasing decisions. Finally, you will be asked some general demographic questions. All
responses will be completely confidential as no identifying information will be gathered. The
estimated time to complete this study is approximately 10 minutes. Upon completion of the
study no other action will be required.
You must be 18 years of age or older to take part in this research study.
Study contact for questions about the study or to report a problem: If you have questions,
concerns, or complaints Bradley Lang, PhD candidate, College of Business Administration by
email at blang@ucf.edu.
IRB contact about your rights in the study or to report a complaint: Research at the
University of Central Florida involving human participants is carried out under the oversight of
the Institutional Review Board (UCF IRB). This research has been reviewed and approved by the
IRB. For information about the rights of people who take part in research, please contact:
Institutional Review Board, University of Central Florida, Office of Research &
Commercialization, 12201 Research Parkway, Suite 501, Orlando, FL 32826-3246 or by
telephone at (407) 823-2871. If you would like a copy of the results of the study, please send an
email to blang@ucf.edu. with your name and address and "results requested". The results will
then be sent to you when they are available.
By clicking the "I agree" button below, you are indicating that you understand the above
and consent to participate.
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In your field of work, SCM most commonly stands for which of the following?
Support Cost Manager
Secure Content Management
Support Center Manager
Supply Chain Management
Structured Capital Market
How many years of purchasing or supply chain management experience do you have?
None
Under 1 year
1-3 years
3-5 Years
6-10 Years
11-15 Years
16-20 Years
Over 20 Years

Thank you for agreeing to participate in this study!
Please carefully read the following brief scenario and respond to the short series of questions that
follow. Your responses will be completely confidential as it is important to the integrity of our
study that you answer to the best of your ability.
Again, we greatly appreciate your participation.
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Scenario
Assume the role of a supply chain manager for Fishco Seafood where your job is to develop,
implement, and manage supply-side activities as efficiently and economically as possible. For
the last 5 years one of your duties has been to manage the procurement of Atlantic salmon. To
support your decision, you have historically used an inventory management system. This system
is integrated across the supply chain, sharing and accessing data with Fishco’s business partners.
At the beginning of each year you are assigned to plan and create the Atlantic salmon purchasing
budget for the upcoming year. Your task is to forecast projected demand, ordering costs, and
carrying costs for the purchasing budget and subsequently determine how much salmon to order
and how often based off the following information.
Company Overview
Fishco Seafood, one of the largest seafood distributors in the southwest, has built a strong
reputation over 25 years by providing quality products to customers. Fishco distributes a wide
variety of fresh, frozen, and canned seafood products including more than 75 species of fin fish
(salmon, tuna, cod, herring mahi, etc.), shellfish (lobster, scallops, mussels, shrimp, conchs, and
clams) and calamari. They buy whole fish whenever possible from both domestic and
international fisheries and farms. Purchases are processed at one of their state-of-the-art facilities
that ensure quality of product, chain of custody and temperature control. Four strategically
located regional offices owned and operated by Fishco Seafood are at the center of distribution to
cities throughout the Southwest. Located in Phoenix, AZ (Headquarters), San Diego, CA, Las
Vegas, NV, and Albuquerque, NM, each has its own processing, logistics, and distribution
operations, and runs 24 hours a day, six days a week. From each regional facility, overnight
deliveries by truck are possible throughout the southwest.
Product Details
Fishco imports salmon farm raised in the Atlantic Ocean off the coast of Scotland. The supplier,
Loch Fish Inc., has partnered with Fishco for the last seven years during which they have
delivered a high quality product with regards to freshness and product size. Loch Fish ships
fresh, never frozen whole salmon cases overnight in packages containing 10 pounds of fish. To
maintain freshness, Loch Fish packages the salmon in styrofoam coolers packed with dry ice.
Time from order placement to delivery is consistently five to seven days depending on order
size.
Loch Fish Inc. offers price breaks for large orders as follows:
Cases Purchased
Price Per Case

0-499
$11.00

500-2499
$10.00
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2,500-4,999
$9.50

5,000 +
$9.00

Sales: Sales of Atlantic salmon have been primarily driven by the Las Vegas regional office.
Approximately 90% of all demand originates from your large casino customers and is primarily
used for buffets.
Historic Sales (in 10lb cases)
2012
19,000

2013
22,000

2014
21,000

2015
24,000

2016
22,500

While demand has been rather consistent, Fishco has had issues over the last few years with
demand exceeding the supply of the inventory on hand. While difficult to quantify, management
is concerned with the foregone opportunities of not making the sale (unrealized profit) and loss
of customer goodwill.
Order Costs: These expenses include the costs of packaging the salmon, shipping overnight air to
the Las Vegas facility for processing, customs fees, receiving costs, quality inspections,
administrative and ground transportation. Ordering costs of Atlantic salmon are especially
sensitive to changes in fuel prices due to the large expense of overnight shipping from Europe.
Average cost per order, as generated by your inventory management system is presented below:

Historic Ordering Costs
2012
$580

2013
$685

2014
$595

2015
$605

2016
$600

Inventory Carrying Costs: Carrying costs are the annual costs associated with storing each case
of Atlantic salmon in inventory. These costs include warehousing costs (refrigeration, light, rent,
security), spoilage, pilferage, insurance, taxes, and depreciation. As some carrying costs are fixed
expenses, ordering larger quantities can lower carrying costs per case. The inventory
management system has calculated the following historic inventory carrying costs (annualized,
per case):
Historic Carrying Costs
2012
$40

2013
$45

2014
$48
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2015
$55

2016
$47

Based on the information described in the scenario, please answer the following questions.
What do you estimate annual demand of Atlantic salmon to be next year? ________
(Please indicate the number of cases below)
What do you estimate average ordering costs of Atlantic salmon to be next year? ________
(Please indicate estimated cost below, in U.S. dollars)
What do you estimate carrying cost per case of Atlantic salmon to be next year? ________
(Please indicate estimated cost below, in U.S. dollars)

Established by your forecast decisions, the inventory management system calculates the
purchasing budget, order time, and orders size using the economic order quantity (EOQ)
formula. The EOQ model is used to calculate the correct amount to order by minimizing the
costs of holding inventory and ordering inventory (i.e. the optimal average investment in
inventory).
Your Estimates:
Annual demand: $(System Calculates) units
Ordering Cost: $(System Calculates) per order
Carrying Cost: $(System Calculates) annually, per case
The EOQ, based on your estimates for 2017 is: (System Calculates) cases per order
Recall that Loch Fish Inc. offers price breaks for large orders as follows:
0-499
500-2499
2,500-4,999
5,000 +
Cases Purchased
$11.00
$10.00
$9.50
$9.00
Price Per Case
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Data Scientists
Fishco has recently hired a team of data scientists to assist all purchasing managers with their
purchasing budgets. The data scientists are using state of the art business analytics to evaluate
available information and generate recommendations that support your decision. Their report
follows:
Atlantic Salmon Analysis
The purpose of this report is to explain the analysis of data and results related
to the purchasing of Atlantic salmon at Fishco Seafood.
Data: This analysis incorporates validated, structured data from Fishco’s
inventory management system which consists of internally generated data as
well as information from Fishco’s supply chain partners. (This analysis
incorporates internal and supplier historical information and combines it
with unstructured external data to develop an overall economic forecast for
the model parameters. This less structured, generally text-based external data
includes media reports, industry reports, general economic forecasts, and
financial indices. [Italicized text replaces preceding underlined text for
input manipulation]).
Analytic: A simple decision tree algorithm was used to analyze this data.
Decision trees explicitly explain a series of judgments that divide data into
smaller portions. Using basic if/then logic, decision trees split data to identify
patterns. (A complex support vector machine algorithm was used to analyze
this data. Support vector machines indiscernibly construct sets of nonlinear
boundary hyperplanes in a multidimensional space by employing kernels to
identify patterns. [Italicized text replaces preceding underlined text for
process manipulation]).
Based off the data, the algorithm has predicted the following forecasts for the
upcoming year (2017):
Demand:
Costs per Order:
Inventory Carrying Costs:

30,000 cases
$750
$52 a year per case

From these estimates, the recommended amount of Atlantic salmon to order
(EOQ) is: 931 cases.
Purchasing this amount of salmon for each order should minimize total costs.
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Based on the information described in the scenario, please answer the following question:
To minimize costs, how many cases of salmon would you budget to purchase (EOQ) for each
order? ________ (Please indicate number of cases below, per order)
I believe the information from the data analytic was useful. (7 point fully labeled scale)
I believe the information from the data analytic was accurate. (7 point fully labeled scale)
I believe the information from the data analytic was credible. (7 point fully labeled scale)

What type of data was used by the data scientists in their analysis?
Only data generated within Fishco’s supply chain
Data generated within Fishco’s supply chain and external, market data
What type of analytic was used by the data scientists in their analysis?
A decision tree algorithm
A support vector machine algorithm

End of Study I. Participants are then routed to Study III questions.
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Study II- Experimental Materials
Explanation of Research
You are being invited to take part in a research study. Whether you take part is up to you. The
purpose of this study is to enhance our understanding of cost managers’ perception related to
purchasing decisions. First, you will be asked to read some background information about a
hypothetical business scenario. You will then be asked to answer several questions pertaining to
purchasing decisions. Finally, you will be asked some general demographic questions. All
responses will be completely confidential as no identifying information will be gathered. The
estimated time to complete this study is approximately 10 minutes. Upon completion of the
study no other action will be required.
You must be 18 years of age or older to take part in this research study.
Study contact for questions about the study or to report a problem: If you have questions,
concerns, or complaints Bradley Lang, PhD candidate, College of Business Administration by
email at blang@ucf.edu.
IRB contact about your rights in the study or to report a complaint: Research at the
University of Central Florida involving human participants is carried out under the oversight of
the Institutional Review Board (UCF IRB). This research has been reviewed and approved by the
IRB. For information about the rights of people who take part in research, please contact:
Institutional Review Board, University of Central Florida, Office of Research &
Commercialization, 12201 Research Parkway, Suite 501, Orlando, FL 32826-3246 or by
telephone at (407) 823-2871. If you would like a copy of the results of the study, please send an
email to blang@ucf.edu. with your name and address and "results requested". The results will
then be sent to you when they are available.
By clicking the "I agree" button below, you are indicating that you understand the above
and consent to participate.
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In your field of work, SCM most commonly stands for which of the following?
Support Cost Manager
Secure Content Management
Support Center Manager
Supply Chain Management
Structured Capital Market

How many years of purchasing or supply chain management experience do you have?
None
Under 1 year
1-3 years
3-5 Years
6-10 Years
11-15 Years
16-20 Years
Over 20 Years

Thank you for agreeing to participate in this study!
Please carefully read the following brief scenario and respond to the short series of questions that
follow. Your responses will be completely confidential as it is important to the integrity of our
study that you answer to the best of your ability.
Again, we greatly appreciate your participation.
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Scenario
Assume the role of a supply chain manager for Fishco Seafood where your job is to develop,
implement, and manage supply-side activities as efficiently and economically as possible. For
the last 5 years one of your duties has been to manage the procurement of Atlantic salmon. To
support your decision, you have historically used an inventory management system. This system
is integrated across the supply chain, sharing and accessing data with Fishco’s business partners.
At the beginning of each year you are assigned to plan and create the Atlantic salmon purchasing
budget for the upcoming year. Your task is to forecast projected demand, ordering costs, and
carrying costs for the purchasing budget and subsequently determine how much salmon to order
and how often based off the following information.
Company Overview
Fishco Seafood, one of the largest seafood distributors in the southwest, has built a strong
reputation over 25 years by providing quality products to customers. Fishco distributes a wide
variety of fresh, frozen, and canned seafood products including more than 75 species of fin fish
(salmon, tuna, cod, herring mahi, etc.), shellfish (lobster, scallops, mussels, shrimp, conchs, and
clams) and calamari. They buy whole fish whenever possible from both domestic and
international fisheries and farms. Purchases are processed at one of their state-of-the-art facilities
that ensure quality of product, chain of custody and temperature control. Four strategically
located regional offices owned and operated by Fishco Seafood are at the center of distribution to
cities throughout the Southwest. Located in Phoenix, AZ (Headquarters), San Diego, CA, Las
Vegas, NV, and Albuquerque, NM, each has its own processing, logistics, and distribution
operations, and runs 24 hours a day, six days a week. From each regional facility, overnight
deliveries by truck are possible throughout the southwest.
Product Details
Fishco imports salmon farm raised in the Atlantic Ocean off the coast of Scotland. The supplier,
Loch Fish Inc., has partnered with Fishco for the last seven years during which they have
delivered a high quality product with regards to freshness and product size. Loch Fish ships
fresh, never frozen whole salmon cases overnight in packages containing 10 pounds of fish. To
maintain freshness, Loch Fish packages the salmon in styrofoam coolers packed with dry ice.
Time from order placement to delivery is consistently five to seven days depending on order
size.
Loch Fish Inc. offers price breaks for large orders as follows:
Cases Purchased
Price Per Case

0-499
$11.00

500-2499
$10.00
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2,500-4,999
$9.50

5,000 +
$9.00

Sales: Sales of Atlantic salmon have been primarily driven by the Las Vegas regional office.
Approximately 90% of all demand originates from your large casino customers and is primarily
used for buffets.
Historic Sales (in 10lb cases)
2012
19,000

2013
22,000

2014
21,000

2015
24,000

2016
22,500

While demand has been rather consistent, Fishco has had issues over the last few years with
demand exceeding the supply of the inventory on hand. While difficult to quantify, management
is concerned with the foregone opportunities of not making the sale (unrealized profit) and loss
of customer goodwill.
Order Costs: These expenses include the costs of packaging the salmon, shipping overnight air to
the Las Vegas facility for processing, customs fees, receiving costs, quality inspections,
administrative and ground transportation. Ordering costs of Atlantic salmon are especially
sensitive to changes in fuel prices due to the large expense of overnight shipping from Europe.
Average cost per order, as generated by your inventory management system is presented below:

Historic Ordering Costs
2012
$580

2013
$685

2014
$595

2015
$605

2016
$600

Inventory Carrying Costs: Carrying costs are the annual costs associated with storing each case
of Atlantic salmon in inventory. These costs include warehousing costs (refrigeration, light, rent,
security), spoilage, pilferage, insurance, taxes, and depreciation. As some carrying costs are fixed
expenses, ordering larger quantities can lower carrying costs per case. The inventory
management system has calculated the following historic inventory carrying costs (annualized,
per case):
Historic Carrying Costs
2012
$40

2013
$45

2014
$48
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2015
$55

2016
$47

Based on the information described in the scenario, please answer the following questions.
What do you estimate annual demand of Atlantic salmon to be next year? ________
(Please indicate the number of cases below)
What do you estimate average ordering costs of Atlantic salmon to be next year? ________
(Please indicate estimated cost below, in U.S. dollars)
What do you estimate carrying cost per case of Atlantic salmon to be next year? ________
(Please indicate estimated cost below, in U.S. dollars)

Established by your forecast decisions, the inventory management system calculates the
purchasing budget, order time, and orders size using the economic order quantity (EOQ)
formula. The EOQ model is used to calculate the correct amount to order by minimizing the
costs of holding inventory and ordering inventory (i.e. the optimal average investment in
inventory).
Your Estimates:
Annual demand: $(System Calculates) units
Ordering Cost: $(System Calculates) per order
Carrying Cost: $(System Calculates) annually, per case
The EOQ, based on your estimates for 2017 is: (System Calculates) cases per order

Recall that Loch Fish Inc. offers price breaks for large orders as follows:
0-499
500-2499
2,500-4,999
5,000 +
Cases Purchased
$11.00
$10.00
$9.50
$9.00
Price Per Case
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Data Scientists
Fishco has recently hired a team of data scientists to assist all purchasing managers with their
purchasing budgets. (Fishco's management has recently emphasized strong support for
incorporating data-driven decisions into all areas of operations. Taking into account the results
of the data analytics across all operations was highlighted in a memo from the COO as well as
by your manager in the most recent meeting. [Italicized text present or absent for management
support manipulation]) The data scientists are using state of the art business analytics to evaluate
available information and generate recommendations that support your decision. Their report
follows:
Atlantic Salmon Analysis
The purpose of this report is to explain the analysis of data and results related
to the purchasing of Atlantic salmon at Fishco Seafood.
Data: This analysis incorporates internal and supplier historical information
and combines it with unstructured external data to develop an overall
economic forecast for the model parameters. This less structured, generally
text-based external data includes media reports, industry reports, general
economic forecasts, and financial indices.
Analytic: A complex support vector machine algorithm was used to analyze
this data. Support vector machines indiscernibly construct sets of nonlinear
boundary hyperplanes in a multidimensional space by employing kernels to
identify patterns. (Also, an artificial neural network (ANN) algorithm was
employed to analyze the data, independent of the support vector machine.
ANNs use a system of interconnected neurons as building blocks, which can
be weighted and adapt based on the algorithm's prior experience, to estimate
approximate unknown functions and identify patterns. [Italicized text present
or absent for consensus of analytics manipulation])
Based off the data, the algorithm has predicted the following forecasts for the
upcoming year (2017):
Demand:
Costs per Order:
Inventory Carrying Costs:

30,000 cases
$750
$52 a year per case

From these estimates, the recommended amount of Atlantic salmon to order
(EOQ) is: 931 cases.
Purchasing this amount of salmon for each order should minimize total costs.
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Based on the information described in the scenario, please answer the following question:
To minimize costs, how many cases of salmon would you budget to purchase (EOQ) for each
order? ________ (Please indicate number of cases below, per order)
I believe the information from the data analytic was useful. (7 point fully labeled scale)
I believe the information from the data analytic was accurate. (7 point fully labeled scale)
I believe the information from the data analytic was credible. (7 point fully labeled scale)

What type of analytic was used by the data scientists in their analysis?
A support vector machine algorithm
A support vector machine algorithm and artificial neural networks algorithms

Based on the information described in the scenario, please indicate the extent to which you agree
with the following statement:
Management supported the use of the data analytic. (7 point fully labeled scale)

End of Study II. Participants are then routed to Study III questions.
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Study III- Experimental Materials
(All questions were recorded on 7-point, fully labeled scales)
The business analytic considers similar information as I would.
All of the input data the business analytic used was important to make the decision.
I would use the same data as the business analytic when making my decision.
This business analytic model used some information that I consider unnecessary.
Overall, I think the business analytic and I are similar in terms of the inputs used.
I understand how the business analytic formulates decisions.
The business analytic and I use similar decision-making styles.
I solve problems in a way comparable to the business analytic.
The decision process used in the business analytic is unusual.
Overall, I think the business analytic and I are similar in terms of the process used.
Using the business analytic improved my performance in this task.
Using the business analytic enabled me to complete this task more competently.
Using the business analytic in this task increases my productivity.
In my opinion, using the business analytic enhances my effectiveness in this task.
In my opinion, using the business analytic enhances my efficiency in this task.
I find the business analytic to be useful in this task.
Using the business analytic will enable me to complete future tasks more quickly.
I am knowledgeable about purchasing and inventory management.
Compared to most people, I know less about the economic order quantity.
I consider myself to be an expert in minimizing costs related to inventory.
I have extensive experience with inventory management.
Among my peers, I’m one of the “experts” on purchasing decisions.
When it comes to managing purchasing costs, I really don’t know a lot.
As part of my job, I have managed purchasing costs many times.
I am knowledgeable about business analytics.
Compared to most people, I know less about business use of data analytics.
I consider myself to be an expert in business analytics.
I have extensive experience with data analytics used in business.
If you are still reading this, please select strongly agree.
Among my peers, I’m one of the “experts” on business analytics.
When it comes to business analytics, I really don’t know a lot.
I have used data analytics in business many times.

End of Study III. Participants are then routed to Demographic questions.
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Demographics

What is your age?
18 - 24 years old
25 - 34 years old
35 - 44 years old
45 - 54 years old
55 - 64 years old
65 - 74 years old
75 years or older
What is your gender?
Male
Female
What is your highest degree or level of school you have completed?
Less than a high school diploma
High school degree
Some college, no degree
Associate's degree (e.g. AA, AS)
Bachelor's degree (e.g. BA, BS)
Master's degree (e.g. MA, MS, MEd)
Doctorate Degree (e.g. PhD, EdD)
Other (please specify) ______________
How many years of work experience do you have?
None
Less than 1 year
1-3 years
3-5 years
6-10 years
11-15 years
16-20 years
Over 20 years
How many years of supply chain management experience do you have?
None
Less than 1 year
1-3 years
3-5 years
6-10 years
11-15 years
16-20 years
Over 20 years
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How many years of purchasing management experience do you have?
None
Less than 1 year
1-3 years
3-5 years
6-10 years
11-15 years
16-20 years
Over 20 years
How would you best describe your familiarity with economic order quantity (EOQ) for
determining inventory purchasing?
Not at all familiar
Slightly familiar
Moderately familiar
Very familiar
Extremely familiar
How would you best describe your familiarity with using data analytics?
Not at all familiar
Slightly familiar
Moderately familiar
Very familiar
Extremely familiar
What is your skill level with data analytics?
None
Fundamental Awareness
Novice
Intermediate
Advanced
Expert
Which of the following most closely matches your job title?
Entry Level
Analyst / Associate
Manager
Senior Manager
Director
Vice President
C level executive (CIO, CTO, COO, CMO, Etc.)
President, CEO or Owner
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What best describes the size of your company?
Less than 10 employees
11-50 employees
51-100 employees
101-500 employees
501-1,000 employees
1,001-5,000 employees
5,001 + employees
What best describes the type of organization you work for?
Publicly Traded For-Profit Company
Not Publicly Traded For-Profit Company
A Not-for Profit, Tax Exempt and/or Charity Business
A Family Business
A Government

142

APPENDIX B: IRB APPROVAL LETTER

143

144

