In this paper, we discuss the time-space Caputo-Riesz fractional diffusion equation with variable coefficients on a finite domain. The finite difference schemes for this equation are provided. We theoretically prove and numerically verify that the implicit finite difference scheme is unconditionally stable (the explicit scheme is conditionally stable with the stability condition
Introduction
Nowadays, fractional calculus has become popular in both the science and engineering societies. There are several nonequivalent definitions of fractional derivatives [8, 9, 10] .
The Caputo derivative is most often used for time fractional derivative, and the RiemannLiouville derivative and Grünwald-Letnikov derivative, the two fractional derivatives being equivalent if the functions performed are regular enough, are most frequently used for space fractional derivative. Some important progress has been made for numerically solving this kind of fractional PDEs by finite difference methods, e.g., see [1, 5, 6, 11, 12, 14, 16] .
Another space fractional derivative having a vast majority of applications is the symmetric fractional derivative, namely the Riesz fractional derivative, e.g., see [7, 15] . Jiang et al analytically discuss the time-space fractional advection-diffusion equation with Riesz fractional derivative as space fractional derivative [3] . Based on the shifted Grünwald approximation strategy and the method of lines, Yang, Liu, and Turner numerically study the Riesz space fractional PDEs with two different fractional orders 1 < α ≤ 2 and 0 < β < 1 [13] . The explicit finite difference scheme for fractional Fokker-Planck equation with Riesz fractional derivative is discussed in [2] . With the desire of obtaining 2nd order convergence in the space discretization, here we further discuss the finite difference ap- ∂ α u(x, y, t) ∂|x| α + d(x, y, t) ∂ β u(x, y, t) ∂|y| β + f (x, y, t), u(x, y, 0) = u 0 (x, y) for (x, y) ∈ Ω, u(x, y, t) = B(x, y, t) for (x, y, t) ∈ ∂Ω × [0, T ], (1.1) in the domain Ω = (x L , x R ) × (y L , y R ), 0 < t ≤ T , with the orders of the Riesz fractional derivative 1 < α, β ≤ 2 and the order of the Caputo fractional operator 0 < γ ≤ 1; the function f (x, y, t) is a source term; and the variable coefficients c(x, y, t) ≥ 0, d(x, y, t) ≥ 0.
The Riesz fractional derivative for n ∈ N, n − 1 < ν < n, in a finite interval x L ≤ x ≤ x R is defined as [10] ∂ ν u(x, y, t)
u(x, y, t), (1.2) where the coefficient κ ν = 1 2cos(νπ /2) , and (1.5)
For the 2nd order discretization of the Riemann-Liouville fractional derivatives (1.3) and (1.4) , it has been detailedly discussed in [1] being the sequel of [11] . This paper applies the discretization scheme to Riesz fractional derivative. The implicit and explicit finite difference schemes are designed. We theoretically prove that the implicit finite difference scheme is unconditionally stable and the stability condition of the explicit scheme is
(∆y) β < C, confirming the general conclusions on the stability conditions of the explicit schemes for fractional PDEs [2] . The desired 2nd order convergence in space and (2−γ)-th order convergence in time of both implicit and explicit schemes are theoretically proved and numerically verified.
The outline of this paper is as follows. In Section 2, we introduce the approximation of the Caputo fractional derivative and the 2nd order finite difference discretizations for the Riesz fractional derivatives, and derive the full discretization schemes of (1.1). In Sections 3 and 4, the stability and convergence of the provided implicit and explicit finite difference schemes are analyzed, respectively. To show the effectiveness of the schemes, we perform the numerical experiments to verify the theoretical results in Section 5. Finally, we conclude the paper with some remarks in the last section.
Derivation of the finite difference scheme
We use two subsections to derive the full discretization schemes of (1.1). The first subsection introduces the approximation of the Caputo fractional derivative and the second order finite difference discretizations for the Riesz fractional derivatives in a finite domain. The second subsection gives the full discretization scheme (implicit scheme and explicit schemes) to the one-dimensional case of (1.1) and (1.1) itself, respectively.
Discretizations for the Caputo and Riesz fractional derivatives
Take the mesh points x i = x L + i∆x, i = 0, 1, . . . , N x , y j = y L + j∆y, j = 0, 1, . . . , N y and t k = kτ, k = 0, 1, . . . , N t , where ∆x
i.e., ∆x and ∆y are the uniform space stepsizes in the corresponding directions, τ the time stepsize. For ν ∈ (1, 2), the left and right Riemann-Liouville space fractional derivatives (1.3) and (1.4) have the second order approximation operators δ ν, + x u k i,j and δ ν, − x u k i,j , respectively, given in a finite domain [1] , where u k i,j denotes the approximated value of u(x i , y j , t k ).
The approximation operator of (1.3) is defined by [1] 
and there exists
where
and
Analogously, the approximation operator of (1.4) is described as [1] 4) and it holds that
with
Combining (2.2) and (2.5), we obtain the approximation operator of the Riesz fractional derivative
(2.8)
Taking ν = 2, both Eq. (2.2) and (2.5) reduce to the following form
The Caputo derivative in the time direction is discretized as [4] 
where γ ∈ (0, 1), l s = (s + 1)
When 0 < γ < 1, the time Caputo fractional derivative uses the information of the classical derivatives at all previous time levels (non-Markovian process). If γ = 1, then
it can be seen that by taking the limit γ → 1 in (2.9), which gives the following equation
Similarly, it is easy to get the one-dimensional case of (2.1)-(2.9).
. . , N y and rewriting (2.1) and (2.4) as matrix forms δ α, + xŨ n =ÃŨ n + b 1 and δ α, − xŨ n =BŨ n + b 2 , respectively, then there existsÃ =B T .
Implicit and explicit difference schemes
Let us first consider the one-dimensional time-space Caputo-Riesz fractional diffusion
Using the one-dimensional case of (2.1)-(2.9), we can write (2.10) as
Therefore, the implicit difference scheme of (2.10) has the following form 12) and it can be rewrote as
(2.13)
Taking γ = 1, thus the implicit difference scheme (2.13) reduces to the following
Next, we examine the two-dimensional time-space Caputo-Riesz fractional diffusion equation (1.1). According to (2.1)-(2.9), then (1.1) can be recast as
Then we obtain the full discretization implicit difference scheme of (1.1) as 15) and Eq. (2.15) can be rewritten as
T . Then (2.16) can be written in the matrix form
Analogously, the explicit difference scheme of (2.10) is
And the explicit difference scheme of (1.1) can be expressed as
Stability analysis
Now we perform the detailed stability analysis for the implicit and explicit schemes (2.13) and (2.18) of the one dimensional case (2.10), and the implicit and explicit schemes (2.16) and (2.19) of the two dimensional case (1.1). First we introduce two lemmas on the properties of the coefficients of the discretized fractional operators.
Lemma 3.1 [4, 5] . Let γ ∈ (0, 1), then coefficients l s defined in (2.9) satisfy
where C 1 and C 2 are constants. Next, we use four subsections to strictly prove that both the implicit schemes (2.13) and (2.16) are unconditionally stable; the explicit scheme (2.18) is stable under the condition τ γ (∆x) α < C and the explicit scheme (2.19) is stable under the condition 
Stability for one-dimensional implicit difference scheme
When γ = 1, Eq. (3.1) can be written as
we use the mathematical induction to prove the unconditional stability. For k = 0, supposing |ǫ
. . , k, and |ǫ
From Lemma 3.1, we obtain
When γ = 1, using similar idea, we can prove
3.2. Stability for one-dimensional explicit difference scheme
, where C max = max 0≤i≤Nx,0≤k≤Nt
c(x i , t k ), then the explicit difference scheme (2.18) of the one-dimensional time-space Caputo-Riesz fractional diffusion equation (2.10) with 0 < γ ≤ 1, 1 < α ≤ 2 is stable.
Proof. Under the above conditions, we obtain 0 0, 1, . . . , N x ; k = 0, 1, . . . , N t ) 
. . , k, and denoting |ǫ
from Lemma 3.1, there exists
If γ = 1, using similar method, we can prove
3.3. Stability for two-dimensional implicit difference scheme 
By Lemma 3.1, we get
If γ = 1, we obtain
Stability for two-dimensional explicit difference scheme
, where 
Using the mathematical induction, we can prove the desired result. Under the conditions of the theorem, there exists 1 + σ
When γ = 1, it is easy to check that
Convergence analysis
We use four subsections to prove that the global truncation error of the schemes (2.13) and (2.18) used to solve (2.10) is O(τ 2−γ + (∆x) 2 ), and the global truncation error of the schemes (2.16) and (2.19) used to solve (1.1) is O(τ 2−γ + (∆x) 2 + (∆y) 2 ).
Convergence for one-dimensional implicit difference scheme
Theorem 4.1. Let u k i be the approximation solution of u(x i , t k ) computed by use of the implicit difference scheme (2.13), then there is a positive constant C such that
Proof. Let u(x i , t k ) be the exact solution of (2.10) at the mesh point (x i , t k ). Define
. Subtracting (2.11) from (2.12) and using e 0 = 0, we obtain
When γ = 1, (4.1) can be written as
Denoting that ||e
(2) Case γ = 1: Using similar idea leads to 
, where
c(x i , t k ), then there is a positive constant C such that
Analogously, we have
When γ = 1, (4.3) can be rewrote as
Denoting that e k = [ε (1) Case 0 < γ < 1: For k = 0, supposing |ε
R max , k = 1, 2, . . . , k, and |ε
(2) Case γ = 1: Analogously, we have
Convergence for two-dimensional implicit difference scheme
Theorem 4.3. Let u k i,j be the approximation solution of u(x i , y j , t k ) computed by use of the implicit difference scheme (2.16), then there is a positive constant C such that
where i = 0, 1, . . . , N x ; j = 0, 1, . . . , N y ; k = 0, 1, . . . , N t .
|, and subtracting (2.14) from (2.15), we obtain
(4.5)
When γ = 1, (4.5) can be written as
Similarly, we obtain the following form When γ = 1, (4.6) becomes
Using mathematical induction, we can obtain the desired result. Letu
the forcing function
the initial condition u(x, 0) = 0, and the boundary conditions u(0, t) = u(1, t) = 0. This fractional diffusion equation has the exact value u(x, t) = t 2+γ x 2 (1 − x) 2 , which may be confirmed by applying the fractional differential equations Table 1 shows the maximum errors, at time t = 1/2 with τ = ∆x, between the exact analytical values and the numerical values obtained by applying the implicit scheme (2.13).
Since the scheme has the global truncation error O(τ 2−γ + (∆x) 2 ), the convergent rate should be 2 − γ being confirmed by the numerical results. Table 2 shows the maximum errors at time t = 1/2, and the time and space stepsizes are taken as τ = (∆x) u(x, y, t) = t 2+γ x 2 (1 − x) 2 y 2 (1 − y) 2 . Table 3 shows the maximum errors of the implicit scheme (2.16) at time t = 1/2, and τ = ∆x = ∆y. Since the implicit scheme (2.16) has the global truncation error O(τ 2−γ + (∆x) 2 + (∆y) 2 ), the convergence rate should be 2 − γ being confirmed by the numerical results.
Conclusions
This paper discusses the finite difference schemes for the time-space Caputo-Riesz fractional PDEs with variable coefficients, and the order of time fractional derivative belongs to (0, 1) and the order of space fractional derivatives locate in (1, 2) . The obtained schemes have (2 − γ)-th order convergence rate in time and 2nd order convergent rate in space. The detailed numerical stability analysis and error estimates are presented, and the extensive numerical experiments are performed, which confirm the theoretical results. In particular, the numerical schemes still work well for the time-space CaputoRiesz fractional PDEs with the order of its space derivatives belongs to (0, 1), and all the theoretical analyses are still valid.
